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42-200 Częstochowa, Poland
E-mail: {leszek.rutkowski, marcin.korytkowski, rafal.scherer}@iisi.pcz.pl

Ryszard Tadeusiewicz
AGH University of Science and Technology
30-059 Kraków, Poland
E-mail: rtad@agh.edu.pl

Lotfi A. Zadeh
University of California Berkeley
Department of Electrical Engineering and Computer Sciences
Berkeley, CA 94720-1776, USA
E-mail: zadeh@cs.berkeley.edu

Jacek M. Zurada
University of Louisville
Computational Intelligence Laboratory
Louisville, KY 40292, USA
E-mail: jacek.zurada@louisville.edu

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-319-07175-6 e-ISBN 978-3-319-07176-3
DOI 10.1007/978-3-319-07176-3
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2014938247

LNCS Sublibrary: SL 7 – Artificial Intelligence

© Springer International Publishing Switzerland 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in ist current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

This volume constitutes the proceedings of the 13th International Conference
on Artificial Intelligence and Soft Computing, ICAISC 2014, held in Zakopane,
Poland, during June 1–5, 2014. The conference was organized by the Polish
Neural Network Society in cooperation with the University of Social Sciences in
�Lódź, the Institute of Computational Intelligence at the Cz ↪estochowa University
of Technology, and the IEEE Computational Intelligence Society, Poland Chap-
ter. Previous conferences took place in Kule (1994), Szczyrk (1996), Kule (1997)
and Zakopane (1999, 2000, 2002, 2004, 2006, 2008, 2010, 2012, and 2013) and at-
tracted a large number of papers and internationally recognized speakers: Lotfi
A. Zadeh, Igor Aizenberg, Shun-ichi Amari, Daniel Amit, Piero P. Bonissone,
Jim Bezdek, Zdzis�law Bubnicki, Andrzej Cichocki, W�lodzis�law Duch, Pablo A.
Estévez, Jerzy Grzymala-Busse, Martin Hagan, Yoichi Hayashi, Akira Hirose,
Kaoru Hirota, Er Meng Joo, Janusz Kacprzyk, Jim Keller, Laszlo T. Koczy,
Soo-Young Lee, Robert Marks, Evangelia Micheli-Tzanakou, Kaisa Miettinen,
Ngoc Thanh Nguyen, Erkki Oja, Witold Pedrycz, Marios M. Polycarpou, José
C. Pŕıncipe, Jagath C. Rajapakse, Šarunas Raudys, Enrique Ruspini, Jörg Siek-
mann, Roman Slowiński, Igor Spiridonov, Ponnuthurai Nagaratnam Suganthan,
Ryszard Tadeusiewicz, Shiro Usui, Fei-Yue Wang, Jun Wang, Bogdan M. Wil-
amowski, Ronald Y. Yager, Syozo Yasui, and Jacek Zurada. The aim of this
conference is to build a bridge between traditional artificial intelligence tech-
niques and so-called soft computing techniques. It was pointed out by Lotfi A.
Zadeh that “soft computing (SC) is a coalition of methodologies which are ori-
ented toward the conception and design of information/intelligent systems. The
principal members of the coalition are: fuzzy logic (FL), neurocomputing (NC),
evolutionary computing (EC), probabilistic computing (PC), chaotic computing
(CC), and machine learning (ML). The constituent methodologies of SC are, for
the most part, complementary and synergistic rather than competitive.” These
proceedings present both traditional artificial intelligence methods and soft com-
puting techniques. Our goal is to bring together scientists representing both areas
of research. This volume is divided into six parts:

– Neural Networks and Their Applications
– Fuzzy Systems and Their Applications
– Evolutionary Algorithms and Their Applications
– Classification and Estimation
– Computer Vision, Image and Speech Analysis
– Special Session 3: Intelligent Methods in Databases

The conference attracted 331 submissions from 29 countries, and after the
review process, 139 papers were accepted for publication. ICAISC 2014 hosted
three special sessions:
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Special Session 1: “Machine Learning for Visual Information Analysis and Secu-
rity” organized by:

– Rafa�l Scherer, Cz ↪estochowa University of Technology, Poland
– Svyatoslav Voloshynovskiy, University of Geneva, Switzerland

The session was supported by the project “New Perspectives on Intelligent
Multimedia Management with Applications in Medicine and Privacy Protecting
Systems” co-financed by a grant from Switzerland through the Swiss Contribu-
tion to the Enlarged European Union.

Special Session 2: “Applications and Properties of Fuzzy Reasoning and Cal-
culus”, organized by:

– Witold Kosiński , Polish-Japanese Institute of Information Technology, Poland

Special Session 3: “Intelligent Methods in Databases” organized by:

– Rafa�l A. Angryk, Georgia State University, USA
– Marcin Gabryel, Cz ↪estochowa University of Technology, Poland
– Marcin Korytkowski, Cz ↪estochowa University of Technology, Poland

The session was supported by the project “Innovative Methods of Retrieval and
Indexing Multimedia Data Using Computational Intelligence Techniques”funded
by the National Science Centre.

I would like to thank our participants, invited speakers, and reviewers of
the papers for their scientific and personal contribution to the conference. The
following reviewers were very helpful in reviewing the papers:

R. Adamczak
T. Babczyński
M. Baczyński
M. Bia�lko
A. Bielskis
M. Blachnik
L. Bobrowski
L. Borzemski
J. Brest
T. Burczyński
R. Burduk
B. Butkiewicz
C. Castro
K. Cetnarowicz
J. Chang
M. Chis
W. Cholewa

M. Choraś
K. Choros
P. Cichosz
R. Cierniak
P. Ciskowski
C. CoelloCoello
B. Cyganek
J. Cytowski
I. Czarnowski
J. de la Rosa
W. Duch
L. Dutkiewicz
L. Dymowa
A. Dzieliński
P. Dziwiński
D. Elizondo
A. Fanea

I. Fister
M. Fraś
M. Gabryel
A. Gaw ↪eda
M. Giergiel
F. Gomide
Z. Gomó�lka
M. Gorgoń
M. Gorza�lczany
D. Grabowski
E. Grabska
K. Gr ↪abczewski
P. Grzegorzewski
J. Grzymala-Busse
H. Haberdar
R. Hampel
Y. Hayashi
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Z. Hendzel
Z. Hippe
A. Horzyk
E. Hrynkiewicz
D. Jakóbczak
A. Janczak
D. Kacprzak
O. Kahm
W. Kamiński
T. Kaplon
A. Kasperski
V. Kecman
E. Kerre
F. Klawonn
J. Kluska
L. Koczy
A. Ko�lakowska
J. Konopacki
J. Korbicz
M. Kordos
P. Korohoda
J. Koronacki
M. Korzeń
W. Kosiński
J. Kościelny
M. Korytkowski
L. Kotulski
Z. Kowalczuk
J. Kozlak
M. Kraft
M. Kretowska
M. Kretowski
D. Krol
A. Kubiak
P. Kudová
J. Kulikowski
O. Kurasova
V. Kurkova
M. Kurzyński
J. Kusiak
N. Labroche
J. Lampinen
A. Lig ↪eza
H. Liu
M. �Lawryńczuk

J. �L ↪eski
B. Macukow
K. Madani
W. Malina
J. Mańdziuk
U. Markowska-Kaczmar
M. Marques
A. Marsza�lek
A. Martin
A. Materka
R. Matuk Herrera
J. Mazurkiewicz
V. Medvedev
J. Mendel
M. Mernik
J. Michalkiewicz
Z. Mikrut
S. Misina
W. Mitkowski
W. Moczulski
W. Mokrzycki
M. Morzy
T. Munakata
G. Nalepa
L. Nassif
A. Nawrat
M. Nieniewski
A. Niewiadomski
R. Nowicki
A. Obuchowicz
E. Oja
S. Osowski
M. Pacholczyk
F. Pappalardo
K. Patan
M. Pawlak
A. Piegat
Z. Pietrzykowski
V. Piuri
P. Prokopowicz
A. Przyby�l
R. Ptak
E. Rafaj�lowicz
E. Rakus-Andersson
M. Rane

Š. Raudys
R. Rojas
L. Rolka
I. Rudas
F. Rudziński
A. Rusiecki
H. Safari
S. Sakurai
N. Sano
J. Sas
a. Sashima
R. Scherer
M. SepesyMaucec
P. Sevastjanov
A. S ↪edziwy
A. Skowron
E. Skubalska-

Rafaj�lowicz
K. Slot
D. S�lota
A. S�lowik
J. Smol ↪ag
C. Smutnicki
A. Soko�lowski
T. So�ltysiński
J. Starczewski
J. Stefanowski
E. Straszecka
V. Struc
P. Strumi�l�lo
M. Studniarski
P. Suganthan
R. Sulej
V. Sumati
J. Swacha
P. Szczepaniak
E. Szmidt
M. Szpyrka
J. Świ ↪atek
R. Tadeusiewicz
H. Takagi
Y. Tiumentsev
A. Tomczyk
V. Torra
B. Trawinski
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E. Volna
R. Vorobel
M. Wagenknecht
T. Walkowiak
L. Wang
Y. Wang
J. W ↪as

S. Wiak
B. Wilamowski
M. Witczak
M. Wojciechowski
M. Wozniak
M. Wygralak
J. Zabrodzki

S. Zadrożny
D. Zaharie
D. Zakrzewska
A. Zamuda
R. Zdunek

Finally, I thank my co-workers �Lukasz Bartczuk, Piotr Dziwiński, Marcin
Gabryel, Marcin Korytkowski, and the conference secretary Rafa�l Scherer for
their enormous efforts to make the conference a very successful event. Moreover,
I would like to acknowledge the work of Marcin Korytkowski, who designed the
Internet submission system.

The conference volumes are devoted to the memory of Prof. Witold Kosiński,
co-founder of the Polish Neural Network Society, who passed away on March 14,
2014.

June 2014 Leszek Rutkowski
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Piotr Dziwiński, �Lukasz Bartczuk, Andrzej Przyby�l, and
Eduard D. Avedyan

Artificial Bee Colony Algorithm Used for Reconstructing the Heat Flux
Density in the Solidification Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

Edyta Hetmaniok, Damian S�lota, and Adam Zielonka

Simulations of Credibility Evaluation and Learning in a Web 2.0
Community . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373

Grzegorz Kowalik, Paulina Adamska, Rados�law Nielek, and
Adam Wierzbicki



XVI Table of Contents – Part II

Optimization of Composite Structures Using Bio-inspired Methods . . . . . 385
Arkadiusz Poteralski, Miros�law Szczepanik, Witold Beluch, and
Tadeusz Burczyński
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András Király, Ágnes Vathy-Fogarassy, and János Abonyi

A Spectral Clustering Algorithm Based on Eigenvector Localization . . . . 749
Ma�lgorzata Lucińska
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Asymmetric k -means Clustering of the Asymmetric
Self-Organizing Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 772

Dominik Olszewski, Janusz Kacprzyk, and S�lawomir Zadrożny
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Statistical Assessment of Signal and Image Symmetries . . . . . . . . . . . . . . . 574
Miroslaw Pawlak

Statistical Classifier with Ordered Decisions as an Image Based
Controller with Application to Gas Burners . . . . . . . . . . . . . . . . . . . . . . . . . 586

Ewaryst Rafaj�lowicz, Halina Pawlak-Kruczek, and
Wojciech Rafaj�lowicz

Crop Classification Using Different Color Spaces and RBF Neural
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 598

Guillermo Sandoval, Roberto A. Vazquez, Paulina Garcia, and
Jose Ambrosio

Small Sample Size in High Dimensional Space - Minimum Distance
Based Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 610

Ewa Skubalska-Rafaj�lowicz

Failures Prediction in the Cold Forging Process Using Machine
Learning Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 622
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Abstract. Feature selection methods are often applied to many ma-
chine learning problems, one of the applications involves selecting most
informative Visual Words for image categorization task. In Bag of Vi-
sual Words framework, image is represented as vector of frequencies of
Visual Words, typically of length from hundreds to thousands elements.
A dictionary of Visual Words is produced from image keypoints detected
by SIFT algorithm and quantized into words by k-means clustering. In
the paper we use Mutual Information and Information Gain as meth-
ods for selecting these words that are the most important for efficient
image classification. There are four novel methods, which expand use of
classic Mutual Information and Information Gain in line with our previ-
ous feature selection methods. We consider two basic selection strategies:
one-vs-all and one-vs-one, as well as multi class and multi attribute value
problems. The experimental session we have conducted has shown a pos-
itive effect of our modification, when applied to image classification by
Support Vector Machines. The results showed that visual word selection
based on modified Mutual Information in most cases wins over methods
based on Information Gain.

Keywords: Visual Bag of Words, Feature Selection, Support Vector
Machine, Mutual Information, Information Gain.

1 Introduction

In this paper we have applied our previous way of attribute selection - see
[1,2,3,20] - and we use it to improve methods based on classic Mutual Infor-
mation (MI) and Information Gain (IG). Our previous studies [1,2,3,20], espe-
cially the effectiveness of our methods shown in the recent paper [22], give us
the motivation to use our way of selection in the context of MI and IG.

1.1 Basic Notions

The decision system is defined as (U,A, d), where U is the universe of images,
A is the set of conditional attributes from a1 to am (visual words) and d is a
decision attribute (the possible classes to which images belong). We consider k
decision classes from c1 to ck.

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 3–14, 2014.
c© Springer International Publishing Switzerland 2014
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Our goal is to find the level of separation of each decision class or pair of
decision classes for all visual words a. After the level of separation is computed
for all the attributes, we use respective strategies of attributes selection.

1.2 Review of Feature Selection Methods Based on MI and IG

There are many interesting works of feature selection based on Mutual Informa-
tion and Information Gain factors. For instance, it was applied by Yang et al.
[19] to calculate the the term-goodness for text categorization. Both MI and IG
were used, followed by a thresholding, to select the best terms in the dictionary.
The experimental session proved that IG outperformed other methods. In the
similar studies Mukras et al. [15] used his methods based on IG, Xu et al. [17]
used MI, and Novovičová [12] et al. used conditional MI.

The other works directed on using IG in various contexts are as follows: Azh-
agusundari et al. [4] used combination of discernibility matrix and IG, Appavu
et al. [7] use Bayes Theorem and IG, where Bayes Theorem was used to discover
dependency information among features, it was improved by IG which selected
features based on their importance. The IG and MI factors were also applied
in the context of visual words selection, for example by Yo-Gang et al. [10]. In
our previous studies on visual words selection, we have compared MFM1 [3] and
MSF6 [2] feature selection methods [22] to the classical MI and IG.

1.3 Our Motivation

The main goal of this work was to investigate the extension of classic Mutual
Information and Information Gain based on Quinlan Entrophy into multi class
and multi value domains of attributes - in the context of attribute selection.
In classic MI and IG the single value is computed for all decision classes as a
ratio of their separation. Additionally the domain of attributes in classic case
is binary. Our extension consists of using two strategies of attribute selection,
one class vs one class, and one class vs the rest of decision classes. The ratio
of separation is computed for every central decision class or pair of decision
classes, respectively to the strategy. After the rate is computed for all attributes
we apply the strategy of choice fixed number of the best attributes.

1.4 Visual Dictionary Pruning

For image representation we use really popular semantic categorization of images
[9], object localization and identification [9], as well as content based image
retrieval [14,23] derived Visual Bag of Words approach (BoVW). These methods
[13,28,25,11] works in a stable way even if the image is partially occluded or the
viewpoint is changed.

In a general way, the visual words can be understand as orderless collec-
tion of patches, which could be detected as keypoints by the following methods,
(i.e.: SIFT[24], SURF[5], BRIEF[8], ORB[16] etc.). After the keypoints are de-
tected there is need for quantization into visual words, for this reason clustering
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methods are applied, one of the most popular is k - means. Finally the images
are represented as histograms of visual words.

We have focus our attention to improve IG and MI basic methods, after seeing
the studies [10,18], which have shown that IG is one of the most effective factors,
we choose MI, because is in line with IG.

The rest of our paper is organized as follows. In Section 2 basic information
about MI and IG are presented, which also constitute a base for our further
modifications. Sect. 3 brings the detailed description of our feature selection
methods. The next Section 4 describes the results of experiments on the image
data sets. Finally, Section 5 provides the summary of our work.

2 Basic Information Gain and Mutual Information

Information Gain measures the dependence between an attribute a and a class
label ci. An average information gain IGavg of an attribute a is defined in a
following way:

IGaverage(a) =
1

C

C∑
i=1

IG(a, ci) (1)

where IG(a, ci) =
∑
a∈0,1

∑
ci∈0,1

log
P (a, ci)

P (a)P (ci)
, (2)

Mutual Information is defined similarly, the ratio of the attribute a for all ob-
servations having a class label ci is defined as following:

MI(a, ci) = log
P (a, ci)

P (a)P (ci)
, (3)

Mutual Information for entire dataset and attribute a is defined as an average
value of MI for all decision classes:

MIavg(a) =
1

C

C∑
i=1

MI(a, ci) (4)

Mutual information in this form is used for feature selection in context of
binary data sets with binary domain of attributes.

In this paper we use equivalent form of described Information Gain derived
from Quinlan Entropy, which is popular in the context of node selection in
decision tree design. Quinlan Entropy was originally used in C4.5 algorithm
[26].

3 Proposed Feature Selection Methods

Our improved versions of described IG and MI are as follows.
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3.1 Attribute Selection Method Based on Classic Mutual
Information Factor - MIbasic

For the decision system (U,A, c), where |U | = n, |A| = m, c ∈ C = {c1, c2, ..., ck}.
For considered feature a ∈ A, and all objects u ∈ U , Domain(a) =

{v1(a), v2(a), ...} as the set of unique values of an attribute a in the universe U .
Given the attribute a and the central class ci, the global separation rate

Global MI(a) of a from other decision classes C−{ci} is computed as following:

Global MI(a) =

∑|C|
i=1

∑|Domain(a)|
j=1 Entropy(plusci (vj(a)),minusci (vj(a)))

|Domain(a)|
|C|

where,

Entropy(plusci(vj(a)),minusci(vj(a))) = log2(

plusci (vj(a))

n
(plusci (vj(a))+minusci (vj(a)))

|U| ∗ |Ci|
|U|

)

for
plusci(vj(a)) = |{v ∈ U : a(v) = vj(a) and d(v) = ci}|
minusci(vj(a)) = |{v ∈ U : a(v) = vj(a) and d(v) �= ci}|

Ci = {v ∈ U : d(v) = ci}
After the rate of separation is computed for all attributes, we sorted it in de-
creasing order as follows,

Global MI1(a) >= Global MI2(a) >= ... >= Global MI|A|(a),

finally we select a fixed number of the attributes from the list, the remaining
ones are pruned.

aGlobal MI1(a), aGlobal MI2(a), ..., aGlobal MI|A|(a)

3.2 Modification of Selection Based on Mutual Information -
one − vs − all Strategy - MI2

The modification of Mutual Information method consists of the attribute choice
strategy after the rates of separation are computed for all attributes. The another
thing is the design of this method for multi-class problems.

MIci(a) =

∑|Domain(a)|
j=1 Entropy(plusci(vj(a)),minusci(vj(a)))

|Domain(a)|
For all conditional features, the rates of separation of central classes is sorted
for each decision class separately, what we can see below, for k = |C|.
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MIc11 (a) >=MIc12 (a) >= ... >=MIc1|A|(a)

MIc21 (a) >=MIc22 (a) >= ... >=MIc2|A|(a)

...

MIck1 (a) >=MIck2 (a) >= ... >=MIck|A|(a)

Considering the attributes corresponding to sorted list of selection rates, as
we can see below,

aMI
c1
1 (a), aMI

c1
2 (a), ..., aMI

c1
|A|(a)

aMI
c2
1 (a), aMI

c2
2 (a), ..., aMI

c2
|A|(a)

...

aMI
ck
1 (a), aMI

ck
2 (a), ..., aMI

ck
|A|(a)

the final step is to choose the best visual words, considering the decision classes
C = {c1, c2, ..., ck}, and all attributes a from A, the procedure of visual words
selection based on above list of attributes is as follows,

Input Data: {BestWordsSet← ∅, iter1 ← 0, iter2 ← 0}
while iter2 ≤ |A| do
iter2 ← iter2 + 1
iter3 ← 0
while iter3 ≤ |C| do
if aMI

citer3
iter2 (a) �∈ BestWordsSet then

BestWordsSet← aMI
citer3
iter2 (a)

iter1 ← iter1 + 1
if iter1 = fixed number of the best visual words then
return BestWordsSet

end if
end if

end while
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end while
Output Data: {BestWordsSet}

3.3 Attribute Selection Method Based on Mutual Information -
one − vs − one Strategy - MI3

The second strategy of attribute selection consists on considering all pairs of
classes without repeating. In this case mutual information is defined as follows,

MIci1,ci2(a) =

∑|Domain(a)|
j=1 Entropy(plusci1,ci2(vj(a)),minusci1,ci2(vj(a)))

|Domain(a)|

Entropy(plusci1,ci2(vj(a)),minusci1,ci2(vj(a)))

= log2(

plusci1 ,ci2
(vj(a))

|Ci1|+|Ci2|
(plusci1 ,ci2

(vj(a))+minusci1,ci2
(vj(a)))

|Ci1|+|Ci2| ∗ |Ci1|
|Ci1|+|Ci2|

)

for
plusci1,ci2(vj(a)) = |{v ∈ U : a(v) = vj(a) and d(v) = ci1}|
minusci1,ci2(vj(a)) = |{v ∈ U : a(v) = vj(a) and d(v) = ci2}|

Ci1 = {v ∈ U : d(v) = ci1}, Ci2 = {v ∈ U : d(v) = ci2}
For all conditional features, the rates of separation of central classes is sorted
for each decision class separately, what we can see below, for k = |C|.

MIci1,ci21 (a) >=MIci1,ci22 (a) >= ... >=MIci1,ci2|A| (a)

Considering the attributes corresponding to sorted list of selection rates, as
we can see below,

aMI
ci1,ci2
1 (a), aMI

ci1,ci2
2 (a), ..., aMI

ci1,ci2
|A| (a)

the final step is to choice the best visual words, considering all pairs pf the
decision classes (ci1, ci2), where i1 ∈ {1, 2, ..., k} and i2 ∈ {i2 + 1, i2 + 2, ..., k}
and all attributes a from A, the procedure of visual words selection based on
above list of attributes is as follows,
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Input Data: {BestWordsSet← ∅, iter1 ← 0, iter2 ← 0}
while iter2 ≤ |A| do
iter2 ← iter2 + 1
iter3 ← 0
while iter3 ≤ |C| do
iter4 ← iter3
while iter4 ≤ |C| do
if aMI

citer3 ,citer4
iter2 (a) �∈ BestWordsSet then

BestWordsSet← aMI
citer3 ,citer4
iter2 (a)

iter1 ← iter1 + 1
if iter1 = fixed number of the best visual words then
return BestWordsSet

end if
end if

end while
end while

end while
Output Data: {BestWordsSet}

3.4 Attribute Selection Method Based on Classic Information Gain
Factor - IGbasic

This method works analogously with MIbasic with the different definition of
separation ratio, which is defined as follows,

Global Entropyci
(a)

=

∑|Domain(a)|
j=1

plusci
(vj(a))+minusci

(vj(a))

|U| ∗ Entropyci
(plusci (vj(a)),minusci (vj(a)))

|Domain(a)|

where,

Entropyci(plusci(vj(a)),minusci(vj(a))) = −(log2(A+B))

A = (
plusci(vj(a))

plusci(vj(a)) +minusci(vj(a))
)

plusci
(vj(a))

plusci
(vj(a))+minusci

(vj(a))

B = (
minusci(vj(a))

plusci(vj(a)) +minusci(vj(a))
)

minusci
(vj(a))

plusci
(vj (a))+minusci

(vj (a))

Global IG(a) =

∑|C|
i=1(Entropyci(|Ci|, |U | − |Ci|)−Global Entropyci(a)

|C|
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3.5 Modification of Feature Selection Based on Information Gain -
one − vs − all - IG2

This method works in similar way with MI2, the separation ratio is defined as
follows,

IGci(a) =

∑|Domain(a)|
j=1 Entropy(plusci(vj(a)),minusci(vj(a)))

|Domain(a)|

3.6 Attribute Selection Based on Modified Information Gain -
one − vs − one - IG3

The last metod works similarly to MI3 algorithm, the separation ratio is defined
as follows,

IGci1,ci2(a) = Entropy(|Ci1|, |Ci2|)−Global Entropyci1,ci2(a)

Global Entropyci1,ci2(a) =
A ∗B

|Domain(a)|

A =

|Domain(a)|∑
j=1

plusci1,ci2(vj(a)) +minusci1,ci2(vj(a))

|Ci1|+ |Ci2|

B = Entropy(plusci1,ci2(vj(a)),minusci1,ci2(vj(a)))

4 Experimental Session

To evaluate the effectiveness of the proposed dictionary pruning approach, we
have performed an experimental session. The session was designed in the follow-
ing manner. Most of the experiments were performed with use of our in-house
dataset of shoe images - available in [21].

The dataset consists of 200 shoe images divided into 5 distinctive visual cate-
gories containing 59, 20, 34, 29, and 58 images. Sample images for each category
are shown in [22]. In addition, we have tested our method on images taken from
VOC Pascal Challenge dataset - available in [27].

For each dataset, the initial dictionary of visual words was created by ex-
tracting image keypoints using SIFT transform, followed by k-means clustering.
In case of shoe dataset, dictionaries of k = 1000, 2500, 5000 visual words were
created. For the second dataset, image keypoints were quantized into 250 visual
words. The detail info of the data sets are presented in Tab. 1.

Given a dictionary, an image was represented as an orderless BoVW feature
vector x = (x1, . . . , xk) of visual word freqencies, where xi denotes a frequency
of i-th visual word. As a basic preprocessing step, feature vectors were nor-
malized to a unit length. Therefore, for a feature vector x ∈ U all values of

attribute a(x) are dividing by the scalar length ||x|| of x, that is ai(x) = ai(x)
||x|| ,
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Table 1. Data sets - basic information, no.of.attr = number of visual words, no.of.obj
= number of images, no.of.dec.classes = number of image classes

name no.of.attr no.of.obj no.of.dec.classes

shoes1000 984 200 5
shoes2500 2443 200 5
shoes5000 4737 200 5
V oc250 251 1467 9
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Fig. 1. CV − 10 - result of experiments for shoes data set with 1000 considered visual
words and SVM classification for chi square kernel

where ||x|| = √∑n
i=1(ai(x))

2. After a normalization, the feature vector is inde-
pendent of the number of keypoints detected in the image.

As a reference classifier we use Support Vector machine with chi2 kernel, in
particular LibSVM [6] was used. For evaluation of the results we have used 10
fold cross validation. The results of the classification by pruning the dictionaries
to a fixed amount of visual words are shown in Fig. 1 - 3.

Surprisingly for most of cases the MI2 and MI3 methods works best with
significant reduction of words count. The only exception is a result from Fig
3, where for a dictionary size of 5000 the IG2 one-vs-all strategy beats other
methods. However, in all other cases MI2 and MI3 methods are better from
the others (also for dictionaries in the size of 50, 100, 250 and 500 words - not
included due to short space).

In addition, we have performed another test with the use of VOC dataset.
The result from Fig. 4 confirms thatMI2 andMI3 methods work very well and
better than basic versions.
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Fig. 2. CV − 10 - result of experiments for shoes data set with 2500 considered visual
words and SVM classification for chi square kernel
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Fig. 3. CV − 10 - result of experiments for shoes data set with 5000 considered visual
words and SVM classification for chi square kernel
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Fig. 4. CV − 10 - result of experiments for VOC data set with 250 considered visual
words and SVM classification for chi square kernel
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5 Conclusions

This work is the continuation of the paper [22], which show us the effectiveness
of the way we extended classic feature selection methods.

In this paper we have shown four novel methods of visual words selection.
A series of experiments have proven the effectiveness of our methods, it has
also been shown that our methods are comparable or even better than classic
algorithms based on Information Gain and Mutual Information. MI2 and MI3
methods works best in most cases, additionally the IG2 and IG3 methods seems
to be better than IGbasic in all examined cases.

In the future work, we plan to check the effectiveness of our feature selection
methods based on MI and IG values in different contexts, among other in the
context of DNA Microarray gene selection comparing with our previous methods.
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1309-802 from Ministry of Science and Higher Education.
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Abstract. Customer retention has become a necessity in many markets,
including mobile telecommunications. As it becomes easier for customers
to switch providers, the providers seek to improve prediction models in an
effort to intervene with potential churners. Many studies have evaluated
different models seeking any improvement to prediction accuracy. This
study proposes that the attributes, not the model, need to be reconsid-
ered. By representing call detail records as a social network of customers,
network attributes can be extracted for use in various traditional predic-
tion models. The use of network attributes exhibits a significant increase
in the area under the receiver operating curve (AUC) when compared to
using just individual customer attributes.

1 Introduction

Churn prediction is a common business application for classification techniques.
In almost every market, companies must contend with a regular loss of customers
to competition. In many markets, the level of saturation makes it much more
difficult to attract entirely new customers, so the focus on customer retention
is even more important. Attracting new customers is more costly than retain-
ing existing ones [1, 2]. Longtime customers are valuable in other ways as well,
including word of mouth advertising and lower cost of service. The prepaid mo-
bile telephone segment, in particular, faces churn rates between 2 and 3% each
month [1]. Accurately predicting which customers are likely to churn in advance
can have a large impact on the ability to intervene and ultimately on profitabil-
ity. This study, using a dataset from a major Belgian mobile provider, proposes
the transformation of customer call behavior into a social network in order to
enrich the data available for the classification techniques.

In this paper, two categories of churn prediction models are distinguished based
on the type of attributes used for prediction: traditional models and network
models. In traditional models, attributes of individual customers, such as personal
information or customer behavior, are used to predict whether that individual cus-
tomer will churn. The expectation is that similar customers will behave similarly
with regards to churn. On the other hand, network models take into account the
social network of customers, specifically calls made to other customers who have or
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have not churned, to predict future churners. In this case, the expectation is that
people who interact with each other will behave similarly.

The experiments conducted to investigate the differences in predictive perfor-
mance involve prepaid mobile customers. In this context specifically, incomplete
customer information, in addition to high churn rates, necessitate advancements
over the traditional prediction models. Prepaid subscriptions are to varying ex-
tents anonymous and can easily be passed to a new user without notice to the
company. The outcome of this research is a prediction model built on call data
available to the mobile provider which allows for timely, accurate, and inter-
pretable predictions.

This paper is organized as follows. Following this introduction, a literature
review of churn prediction and social network analysis is summarized. The data
and experiment will be described in the Methodology section. Finally the re-
sults will be discussed in the Findings section. The paper concludes with a brief
summary of the research.

2 Literature

2.1 Churn Prediction

Churn, in general, is defined as the loss of customers. Churn prediction is an
application of classification techniques intended to predict the probability of
a customer discontinuing their relationship with a company. While there are
different classification techniques and a few types of attributes which can be used,
the general churn prediction process is not dependent on these choices. The first
step is to define churn. In some contexts, this date will be explicitly available
such as a contract termination. In other contexts, such as prepaid mobile, a
customer simply stops using a service. In this case, churn can be defined as a
period of time without any activities on the account [3]. After the churn label is
determined, the predictor variables can be used to train a classification model.
This model is then applied to new data, generally current customers, to make
predictions about their probability for churn. The results will form a ranking
of customers from most likely to churn to least likely to churn. At this point, a
percentage of customers at the top of the ranking can be contacted as part of a
targeted retention campaign.

In the telecommunications domain, research has focused on mobile commu-
nications, though some landline studies have been executed as well. Mobile
accounts generally include less information about the customer when compared
to landline services [4], and prepaid accounts record even less customer data
than postpaid accounts. In this literature review, most references use tradi-
tional prediction models, which employ customer features, such as contract
type, payment amount or dates, hardware features, counts or times of calls
or SMS messages. Classification techniques using local attributes include de-
cision trees [4–8], logistic regression [2, 4–9], support vector machines [4, 8],
neural networks [2, 4, 7, 9], and survival analysis [10]. Dasgupta et al.[11] use a
network of customers and a relational learner to predict how churn will spread or
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diffuse through the network. Most churn prediction settings involve significant
class skew; there is far less churn than non-churn. This should be taken into
consideration as it can impact model selection, training, and evaluation. Sim-
ple classification accuracy would be less appropriate for assessing performance
as a naive rule predicting all customers as non-churners would result in at least
97% accuracy given a churn rate less than 3%. Commonly used model evaluation
measures in churn prediction literature include area under the ROC (receiver op-
erating characteristic) curve, Lift which measures the percentage of top-ranked
customers who are actual churners compared to the percentage of churners in
the population, and assorted threshold metrics such as classification error.

2.2 Social Network Analysis

Social network analysis is based on the concept of homophily. This principle
states that contact between similar people occurs at a higher rate than among
dissimilar people [12]. If the contact or interaction among people in a network
can be measured in some way, it can be used to make predictions instead of or in
addition to the individual attributes of each person. Homophily has been used to
predict links based on similar attributes and also to predict attributes based on
known links [13, 8]. Social influence is a separate, but related concept explaining
how individuals encourage similarity through their interactions [14]. They found
that both concepts are confounded in networks and cannot be analyzed indepen-
dently. For predictions, it may not be necessary to distinguish between them, but
it will be difficult to interpret exactly how similarity spreads among individuals:
either similar people tending to interact or interactions causing similarities.

A social network can be represented graphically where the people are nodes
and some relationship between them form links or edges. Networks are not lim-
ited to people, but have actually been used to represent many different types
of relationship between entities. In this literature review, applications of net-
work analysis have been found in many areas including nursing [15], behavior
adoption [16], patent classification [17], fraud detection [18], and prison system
communication [19]. Pushpa and Shobha[20] and Dasgupta et al.[11] have ap-
plied network analysis to churn prediction, but their results were not compared
to traditional prediction models.

Macskassy and Provost[21] have shown that simple relational learners based
only on a few known class labels and the links between nodes can produce good
predictions. They further suggest that traditional models and relational models
should be incorporated as components into network classification systems [22].
There are two approaches for combining the different models into a single system.
The approach of Macskassy and Provost begins with a local model which is used
to produce prior estimates for the network. Then, a relational learner can adjust
these estimates based on the links. Finally, collective inference is used when
predictions for nodes are dependent on each other. This is an iterative process.
The second approach works in the opposite direction. The social network can
first be investigated and information collected through link mining from them
can be used as attributes in a traditional model.
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Different types of link features can be mined from a network. Three simple
link features are mode-link, count-link, and binary link [23]. Mode-link returns
the most common neighbor class. Count-link gives the number of neighbors in
each class. Binary-link indicates whether there a neighbor of each class. These
link features can then be used in classification models. In their study, Lu and
Getoor[23] found better performance when separate models were trained for
instance attributes and link features. They also determined that links between
the training set and test set should be included in the network instead of creating
two unconnected networks.

3 Methodology

3.1 Data and Processing

To investigate the impact of social network analysis on churn prediction, a
dataset from a Belgian telco operator was analyzed.

Table 1. Data Description

Local Variables

Account Details Reload Information Usage Data

Start Date Reload count in 60 days Numbers called in 60 days

Service Plan Reload value in 60 days Call time in 60 days

Trial Card Last reload date Numbers texted in 60 days

Language Card swapped in 30 days Text count in 60 days

Further Breakdowns of Local Data:

Incoming and Outgoing, Destination Account Type

Network Type, Day and Time of Call, Call Duration

Network Variables Data Type

Churn Neighbors: Count

Churn Calling: Time in seconds

Non-Churn Neighbors: Count

Non-churn Calling: Time in seconds

Out-of-Network Neighbor: Binary

Out-of-network Calling: Time in seconds
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The data include customer information and call details from 1.4 million pre-
paid mobile customers from May to October 2010. The customer information
includes a total of 111 local variables. Due to the nature of prepaid accounts,
no personal information is available. The call detail records, over 32 million per
month, include data about each call placed by a customer. These call detail
records were transformed into 6 network features. Customer information and
call details can be related using an anonymized phone number found in each
dataset. Both sets of features are shown in Table 1.

For this study, the calls between customers are modeled as a social network.
In the network, each node represents a customer and one additional node repre-
sents all non-customers. Calls between customers form single, undirected edges,
weighted by the total call seconds. While text message counts were included in
the customer account records, individual text messages are not present in the call
detail records so they are not included in the social network. Two types of count-
link features were extracted from the resulting network: counts of neighbors and
the sum of call seconds with neighbors.

Churn has been defined as when a customer did not place or receive any
calls for a period of 30 days. One month is short, but the cost of misclassifying
a churner is higher than the a non-churner. The network nodes were labelled
according to whether the customer churned during the first month. A total of
six link features were then extracted from this network as shown in Table 1.
Because all out-of-network neighbors are represented by a single node in the
network, the Out-of-network neighbor attribute is binary, indicating whether
the customer communicated with an out-of-network number or not.

The NetChurn procedure was developed to process the call detail records into
social network features. The procedure has been divided into five steps for clarity
and reusability. Each step is described by a short algorithm. Figure 1 visually
depicts the steps and data sources in the process.

Fig. 1. Flow chart depicting the NetChurn procedure used to extract network features
from Call Detail Records
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Algorithm 1. Build a Customer Database from Call Detail Records

Input: Call Detail Records
Output: Customer Database
Begin with a dataset Call Detail Records CDRm, with month m. Let D denote
a database with customers d1-dn and a non-customer d0. Each customer di has
variables first call firsti and last call lasti.
for each line l ∈ CDR1 do

if caller di ∈ D then
lasti = date1

D = D ∪ {di}

Algorithm 2. Determine the Churn Class for a set of Customers

Input: Call Detail Records and Customer Database
Output: Customer Database Subsets
Assume CDRm and D from Algorithm 1 exist. Now let D = C ∪ N , such that C
contains first month churners. The binary variable churni indicates churn or
non-churn during the entire study.
for each line l ∈ CDR2-CDRn do

if caller di ∈ D then
lasti = datel

for each customer di ∈ D do
if lasti < churnPeriod then

C = C ∪ {di}
churni = 1

else if lasti < study then
N = N ∪ {di}
churni = 1

else
N = N ∪ {di}
churni = 0

Algorithm 3. Build a Customer Adjacency Matrix

Input: Call Detail Records and Customer Database
Output: Customer Adjacency Matrix
Assume CDRm and D from Algorithm 1 exist. Now let M denote a Customer
Adjacency Matrix, where each entry mi,j indicates the calling time between two
customers di and dj .
for each line l ∈ CDR1 do

if caller di and receiver dj ∈ D then
mi,j = mi,j + timel

else if caller di ∈ D then
m0,i = m0,i + timel
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Algorithm 4. Extract Network Features

Input: Customer Adjacency Matrix and Customer Database Subsets
Output: Customer Network Features
Assume D = C ∪ N from Algorithm 2 and M from Algorithm 3 exist.
Now let S denote a set of customers s1-sn, each with six network features:
Churn neighbors countCi, Churn calling timeCi, Non-churn neighbors
countNCi, Non-churn calling timeNCi Out-of-network neighbor
hasOuti, and Out-of-network calling timeOuti
for each customer djD do

for each customer diD | i < j do
if di = 0 then

hasOutj = 1
timeOutj = m0,j

else if di ∈ C then
countCj = countCj + 1
timeCj = timeCj +mi,j

else if di ∈ N then
countNCj = countNCj + 1
timeNCj = timeNCj +mi,j

As discussed in Section 2.2, social network analysis is based on the concept
of homophily, that is, that similar people tend to interact more than dissimilar
people. Easley and Kleinberg[24] explain one possible test for homophily is to
compare the actual fraction of cross-gender edges to the expected cross-gender
edges in a random network. If the links in the social network built in this study
had been assigned randomly, the expected proportion of edges between churners
and non-churners would be 0.3384. In the actual network, the proportion of cross-
gender edges is only 0.1391. A t-test showed a statistically significant difference
with p-value <0.001. Homophily implies that the network attributes will enhance
churn prediction. Figure 2 depicts a subset of the network where the density of
links between churners can be seen. This image was generated using Pajek -
Program for Large Network Analysis (http://pajek.imfm.si/doku.php, accessed
11 September 2013).

3.2 Experimental Setup

After the data processing was complete, as experiment was designed to com-
pare the use of local attributes versus network attributes. Two types of models
were tested: logistic regression and Cox proportional hazards regression (Cox
PH). Three variable sets were tested: local attributes, network attributes, and a
combination of both. All models were estimated in SAS, which is accomplished
with an iterative maximization process [25]. Logistic regression was chosen as
an established classification technique. In many applications, logistic regression
offers good predictive performance, understandable models, and interpretable
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Fig. 2. Cluster of churners in the network. Key: non-churners (white), first month
churners (light grey), later churners (dark grey).

log odds ratio to assess the explanatory variables. On the other hand, the Cox
proportional hazards model was selected because it allows for time-to-event pre-
dictions, in this case, a likely time of churn can be estimated for each customer,
rather than a binary churn or non-churn label. To compare this with logistic re-
gression, it is necessary to train a logistic regression model for each time period,
while one Cox PH model can make predictions for all time periods. Similar to
the log odds ratio, the Cox PH model results in hazard ratios indicating how the
probability of churn changes when each explanatory variables changes value.

The models were trained on a subset of 70% of the data. A holdout test set or
the remaining 30% was used for validation. Feature selection, based on the Wald
test, reduced the local attribute feature set. The Bonferroni correction was used
to avoid false positives by lowering the p-value to <0.0001. Ultimately, 39 local
attributes were included in the local model. In the network feature set, the out-
of-network neighbor binary was not significant, so the remaining five network
attributes were included. In the combined model, 41 features were found to be
significant. The time interval for predictions was set to one month, since logistic
regression requires a different model for each time interval.

4 Findings

As a first visual evaluation, ROC curves have been plotted for three months of
predictions in Figure 3. ROC curves are graphical representations of the true
positive rate versus the false positive rate. A perfect classification is the point
(0,1)—0% false positives and 100% true positives—on the graph, so the closer
an ROC curve is to that point, the better the model is [26]. The value of interest
in regression models is a probability. In order to label a customer as a predicted
churner or non-churner, a cut-off point is used to separate the classes. Proba-
bilities above this threshold will be assigned as churners and those below it will
be assigned as non-churners. Each point on the ROC curve corresponds to one
such cut-off score in the full range between 0.0 and 1.0.
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Fig. 3. Comparison of Prediction Models
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Models can be quantitatively compared by calculating the Area Under the
ROC Curves (AUC). The differences between models was tested using the test
of DeLong et al.[26]. In the first two months, the Cox PH Model with network
attributes is not significantly better than the Cox PH Model with combined
attributes. All other models are significantly different. In the third month, the
differences in AUC values for all models were found to be significant. The AUC
values for the five models over three months are displayed in Table 2. In all
three months, it can be seen that models with network features included do
result in greater AUC values than those with only local attributes. However,
the differences between network and local models are most prominent in the
first month of predictions. While the network models continue to outperform
the local models, the AUC values for the local models remain relatively constant
while the network models decline over time.

When comparing the models using only network features to those including
customer attributes, far fewer features are included in network models. These
less complex models are more easily interpreted in addition to their superior
performance. The contribution of each feature to the prediction can be analyzed
and this information leads to a better understanding of the influences on churn.

Table 2. AUC Values for Month 1, Month 2, and Month 3

Month 1 Features AUC Error

Log Reg. Network 6 0.8836 0.0014

Cox PH Network 5 0.87351 0.0015

Cox PH Combined 41 0.86911 0.0014

Log Regression Local 29 0.7872 0.0020

Cox PH Local 39 0.7792 0.0020

Month 2 Features AUC Error

Log Reg. Network 6 0.8601 0.0012

Cox PH Network 5 0.85432 0.0012

Cox PH Combined 41 0.85532 0.0011

Log Regression Local 29 0.7850 0.0015

Cox PH Local 39 0.7794 0.0015

Month 3 Features AUC Error

Log Reg. Network 6 0.8436 0.0011

Cox PH Network 5 0.8425 0.0011

Cox PH Combined 41 0.8462 0.0010

Log Reg. Local 29 0.7843 0.0012

Cox PH Local 39 0.7794 0.0012

Comparison of churn prediction models based on different feature sets. For
each month, the greatest AUC is highlighted. 1 2 No significant difference.
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5 Summary

This study was designed to investigate the differences in predicting customer
churn by using features based on customers individually or based on the net-
work formed by calls among customers. When evaluating the models using AUC
values, it has been shown that network features do offer improved predictions
when compared to local features, though the differences are more pronounced
on sooner predictions than later. This suggests that network information may be
more dynamic, reflecting more current changes in customer behavior. Accord-
ing to these findings, valuable information is present in the social networks of
customers. Taking advantage of this information can improve churn prediction
models and the retention campaigns designed to reduce churn.

A more practical contribution of this work is a business-oriented approach, im-
plemented in Java, to process one month of company data and make predictions
for the next few weeks or months. Using this approach, companies can employ
an ongoing monthly targeted retention campaign which identifies customers at
risk for churn dynamically.
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Abstract. This paper presents an attempt at an analysis of parametric
evaluation of research units with machine learning toolkit. The main goal
was to investigate if the rules of evaluation can be expressed in a readable,
transparent, and easy to interpret way. A further attempt was made at
investigating consistency of the applied procedure and presentation of
some observed anomalies.

1 Introduction
Ranking problems are omnipresent in everyday life and professional activities.
Unfortunately, well-justified linear ordering of a given set of alternative solutions
is rarely possible. This is an intrinsic, born-in feature of problems where the
possible solutions are described with several incomparable criteria.

Recently performed parametric evaluation of research units in Poland, its
numeric results, and the resulting assignment of categories give rise to a deeper
theoretical investigation of the procedure proposed in [1].

The main questions addressed in this paper can be defined as follows:
– can Machine Learning methods provide us with simple to understand, intu-

itive rules defining the classification?
– can such rules replace the somewhat complex classification procedure? If so,

with what accuracy?
– is the final classification rational — mainly in the sense that it should be

consistent?
– what is the role (or importance) of particular criteria?
– are there any anomalies observed? Can they be eliminated?
– can the process be still improved? Simplified?

In order to answer these questions, a deeper theoretical investigation of the
whole procedure and its results has been performed. Moreover, a number of com-
puter experiments have been carried out. The results are reported and discussed
throughout the paper.
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2 Problem Statement

Let us introduce a brief formal representation of the ranking or sorting problem.
We consider a set of m objects (decision alternatives; in our case these are in
fact research units) denoted by X = {X1, X2, . . . , Xm}. Each object Xi, i ∈
{1, 2, . . . ,m} is described with a feature vector qi of length n, where n is the
number of predefined quality evaluation criteria. Hence, qi = [qi,1, qi,2, . . . qi,n],
where qi,j is the numeric value of the j − th criterion for object i.

From mathematical point of view one can consider the set X as a collection
of points in R

n (R denotes the set of real numbers). For intuition, each of the
criterial values qi,j contributes to the overall quality of object i. Selection of
some best1 point (or points) is known as the Multiple Criteria Decision Making
(MCDM), Multicriteria Optimization Problem (MOP), or Multicriteria Decision
Making (MDM) [8,6]. Unfortunately, although such problems are often to be
considered, there is no way to define a unique, best solution; what can be done is
the definition of the non-dominated solutions (the so-called Pareto-optimal set)
and some more or less subjective way of forming the final solution. Typically, a
weighted sum of values of the defined criteria is a method of choice.

Note that, in such problem statement the simple (Pareto) dominance relation
is defined in a straightforward way. We haveXi ≺ Xj iff (if and only if) qi,k > qj,k
for some k, while it is enough that qi,l ≥ qj,l for all other l ∈ {1, 2, . . . n} (l �= k).
Such a relation is transitive and induces partial order over X. Unfortunately, in
practice this partial order is most often unsatisfactory.

In practice, one can consider a variety of detailed formulations, e.g.:

– determining only the best solution (a single point or a set of such indistin-
guishable points),

– defining a linear order in X with respect to quality,
– classification of the elements of X into several predefined categories C =

{C1, C2, . . . Ck}.
Below, we continue to consider a detailed statement of the last problem.

2.1 Multicriteria Classification Problem

Let us consider a generic formulation of the Multicriteria Classification Problem
(MCP). Let X = {X1, X2, . . . , Xm} denote the set of objects. Assume a valuation
function v is defined, so that

v(Xi) = [qi,1, qi,2, . . . qi,n] (1)

for each Xi ∈ X. Each qi,j ∈ R, i.e. it is a real number.
For convenience, the valuation function can be extended over X, so that

v(X) = Q, where Q is the rectangular matrix [qi,j ], i = 1, 2, . . .m, j = 1, 2, . . .m.
Typically in MCP, the categories of C are assumed to be linearly ordered, e.g.

from the best one to the worst one. Moreover, there is a monotonic relationship
1 Well, whatever it means.
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between the values of particular criteria qi,j and the overall quality of the entity
Xi, and hence its assignment to a specific class.

The solution of the MCP consists in finding a rational assignment of objects
of X into the categories of C in the form of a function λ, such that

λ : X → C. (2)

In practice, λ may not defined in an analytical way; it can be implemented as a
complex decision procedure. Unfortunately, again, there is no unique, commonly
accepted solution for λ.

A particular formulation of the MCP can be presented as Multicriteria Sorting
Problem (MSP) with class assignment (in fact partition into linearly ordered
classes). In MSP one looks for a scalarization function σ, such that:

σ : X → R. (3)

The value σ(Xi) is a scalar value determining the overall quality of object Xi.
Defining σ induces a linear order over X. Now, to obtain a classification it is
enough to defines a set of k+1 linearly ordered threshold values σ1, σ2, . . . , σk+1.
The function λ can assign class Cj to Xi if and only iff σj ≤ σ(Xi) < σj+1,
j = 1, 2, . . . , k.

Below we try to put forward some most obvious requirements which contribute
to rationality of the assignment.

2.2 MCP: Requests for Rationality

Consider the simple precedence relation of the elements of X. The following
requirement defines the monotonicity preservation:

IF Xi ≺ Xj THEN ci ≥ cj , (4)

where ci is the index of a category such that λ(Xi) = Cci and cj is the index
of a category such that λ(Xj) = Ccj . The understanding of the requirement is
straightforward: a better object cannot be assigned to a worse category.

As a straightforward consequence we have the following property: if Xi ≺ Xj

and Xj ≺ Xk, and λ(Xi) = λ(Xk), then λ(Xi) = λ(Xj) = λ(Xk); any object
located between two objects assigned to the same category must be assigned to
this category, as well.

2.3 Pairwise Comparison: State-of-the-Art

Generally pairwise comparisons (also called paired comparisons) refers to any
process of comparing entities that leads to decide which entity is more preferred.
The first traces of the use of this approach leads to Ramon Llull (the XIII cen-
tury) - father of voting theory, who use pairwise comparisons to support elections
process in the medieval Church [15]. Pairwise comparisons gained real popular-
ity in XX century. First, Thurstone [25] extended the method from binary to
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the general choice, then Saaty [24] introduced hierarchy, which allows to handle
a large number of entities. In the classical pairwise comparisons method (PC
method) each entity is compared with the other. The result of comparison is a
subjective judgment in form of a ratio reflecting a relative importance of one
entity with respect to the other. Research on the method evolved resulting in
many interesting works including proposal of a new local inconsistency definition
[20], the rank reversal problem discovering [17], incomplete data handling [18],
preference order preservation proposal [16], dominance-based rough set approach
[19], the PC method with the reference set handling [22] and other.

The classical approach as proposed in [24] assumes that the input data to the
pairwise comparisons method is a (PC) matrixM = (mi,j) andmi,j ∈ R+ where

i, j ∈ {1, . . . , n} represents partial assessments over the finite set of concepts C df
=

{ci ∈ C , i ∈ {1, . . . , n}} where C �= ∅ is a universe of concepts. For instance
mi,j = 2means that the subjective judgment of the experts indicates that ci is two
times more important than cj . Let μ : C → R+ be a function that assigns to some
concepts from C ⊂ C positive values from R+. Thus, the value μ(c) represents
the importance of c. Initially only the matrix M is known, whilst μ need to be
determined. Assuming that M is reciprocal i.e. for every mi,j holds that mi,j =
m−1

j,i and positive, then according to the Frobenus-Perron theorem [23] the largest
eigenvalue of M is positive and real, and its eigenvector is strictly positive. Saaty
proposed to adopt this vector (referred in the literature as a principal eigenvector)
as the final result of the comparisons. For practical reasons, the result is normalized
so that the sum of all the final assessments is 1. I.e.:

μ =
[v1
s
, . . . ,

vn
s

]T
where s =

n∑
i=1

vi (5)

and v = [v1, . . . , vn]
T is the principal eigenvector of M .

Of course, the pairwise comparison algorithm as used for parametric evaluation
of researchunits in Polanddiffers from the typical formula. In particular the matrix
M composed of mi,j values in form of V (Xi, Xj), where ci = Xi and cj = Xj

are neither reciprocal nor positive. Hence, it is not surprising that the evaluation
algorithm proposes different way of drawing the final assessment (see Sec. 3).

2.4 Consistency and Quality Criteria

Let V (Xi, Xj) denote the result of direct comparison (a kind of a duel) between
Xi and Xj . There can be three possible results:

– V (Xi, Xj) > 0 — Xi wins with Xj ,
– V (Xi, Xj) = 0 — the comparison results in a draw of Xi and Xj ,
– V (Xi, Xj) < 0 — Xj wins with Xi.

A first tempting requirement might consist in demand for preserving transitiv-
ity of the pairwise comparison. One may put forward the following request: if
V (Xi, Xj) ≥ 0 and V (Xj , Xk) ≥ 0 then there should be also V (Xi, Xk) ≥ 0. Un-
fortunately, this property does not hold. The reason for that is a bit complex: it
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follows from the nature of multicriteria comparison and nonlinearity of function
V (X,Y ) — in different comparison different criteria may play important role.

Common sense demands for the values V (Xi, Xj) can be expressed in the
form of two following conditions, that should holds for every Xi, Xj and Xk.

1. Consistency of preference order (CPO)
– V (Xi, Xj) ≥ 0 ∧ V (Xj , Xk) ≥ 0 should imply V (Xi, Xk) ≥ 0

and similarly,
– V (Xi, Xj) ≤ 0 ∧ V (Xj , Xk) ≤ 0 should imply V (Xi, Xk) ≤ 0

2. Consistency of preference intensity (CPI)
– if V (Xi, Xj) > 0 and V (Xk, Xj) > 0 then V (Xi,Xj)

V (Xk,Xj)
> 1 should imply

V (Xi, Xk) > 0,
and similarly
– if V (Xi, Xj) < 0 and V (Xk, Xj) < 0 then V (Xi,Xj)

V (Xk,Xj)
> 1 should imply

V (Xi, Xk) < 0

The first one, the consistency of preference order condition reflects the common-
sense belief that the relation of ‘being better’ unit is transitive, whilst the second
one corresponds to the expectation that the values V (Xi, Xj) have also some
quantitative meaning. In other words the consistency of preference intensity re-
flects an intuition according to which if Xi won Xj more considerably than Xk

won Xj then Xi is probably better than Xk. Table 1 shows how many times the
two aforementioned are not fulfilled in ten GWOs with the most entities. The
following columns are: name of the GWO, the number of entities in the GWO,
CPOV: the number of triples that violate the CPO, the fraction of triples that
violate the CPO, the CPO harm index, CPIV: the number of triples that violate
the CPI, the fraction of triples that violate the CPI and CPI harm index.

The columns CPOH (CPO harm index) and CPIH (CPI harm index) de-
note the fraction of entities that are harmed by intransitivity of, respectively,
CPO and CPI. Entity X is called CPO-harmed if there exist two entities Y ,
Z such that V (X,Y ) ≥ 0 ∧ V (Y, Z) ≥ 0 but not V (X,Z) ≥ 0 or V (Y, Z) ≤
0 ∧ V (Z,X) ≤ 0 but not V (Y,X) ≤ 0. CPI-harmed entity can be defined by
analogy.

Table 1. Consistency measures for ten GWOs with the most entities

Name #Entities CPOV CPOV
(#Entities)3

CPOH CPIV CPIV
(#Entities)3

CPIH

hs1ek 93 5814 0.0072 0.9355 124454 0.1547 0.9892
hs1sp 93 4444 0.0055 0.8280 123273 0.1533 0.9892
nz1m 78 1754 0.0037 0.8974 74234 0.1564 0.9872
nz1r 50 704 0.0056 0.7800 18238 0.1459 0.9600
hs1fb 29 188 0.0077 0.7931 3438 0.1410 0.9655
si1ea 44 250 0.0029 0.6591 12594 0.1478 0.9545
ta1pk 39 584 0.0098 0.7949 8145 0.1373 0.9744
si1mh 36 330 0.0071 0.7222 6870 0.1472 0.9722
ta1mz 35 158 0.0037 0.8000 5999 0.1399 0.9714
si1ba 32 174 0.0053 0.5000 4734 0.1445 0.9688
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3 Parametric Evaluation of Research Units: Methodology
and Results

The method applied for the parametric evaluation of research units was defined
in some detail in the Appendix 8 of [1]. Its basic ideas are as follows:

– all the units are assigned to groups of similar entities (GWO2); further cat-
egorization is performed only within predefined groups,

– each of the units is compared with all the other units; the results are defined
by the V (Xi, Xj) function,

– a decisive factor is the sumof points gathered over all the pairwise comparisons.

In fact, a linear order relation is induced.
Categorization inside GWO is performed as follows:

1. Values of four basic criteria are computed for each entity X ∈ X (Oi(X), i ∈
{1, 2, 3, 4}); these criteria represent scientific and creative achievements, sci-
entific potential, material effects of scientific activity and other effects of
scientific activity,

2. All the entities are compared in a pairwise mode with respect to each of
these criterion:

Pi(X,Y ) = sgn(Oi(X)−Oi(Y ))

⎧⎪⎨⎪⎩
0 if ΔO < D
ΔO−D
G−D if D ≤ ΔO < G

1 if G ≤ ΔO

(6)

where ΔO = |Oi(X) − Oi(Y )|, D = max(0.1 × min(Oi(X), Oi(Y )),

0.1
∑

Z∈X Oi(Z)

#X ), G = max(0.3×min(Oi(X), Oi(Y )), 3D),
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Fig. 1. Illustration to equation 6

2 Grupy Wspólnej Oceny (in Polish)
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3. The per-criterion comparisons are combined to form entity comparisons:
V (X,Y ) =

∑4
i=1WiPi(X,Y ) where Wi are weights dependent on the par-

ticular GWO. For all GWO
∑4

i=1Wi = 1 holds, therefore V (X,Y ) can be
viewed as weighted average of Pi(X,Y ).

4. Two arbitrarily defined reference entities (A, B) are added to each GWO (in
fact, they are assigned the threshold values for the overall quality function),

5. The final score for each entity is calculated as the arithmetic mean of com-
parison scores with each other entity (including reference entities):

OJN(X) =

∑
Y ∈X∪{A,B}−{X} V (X,Y )

#(X ∪ {A,B} − {X}) (7)

6. Finally, the category of an entity is determined as follows:

λ(X) =

⎧⎪⎨⎪⎩
A if OJN(X) > OJN(A)

B if OJN(A) > OJN(X) > OJN(B)

C if OJN(B) > OJN(X)

(8)

7. Additionally, a few of the entities categorized as A may be recategorized as
A+ (an even better category), but this step is not well-formalized.

Table 2. Entities in GWO SI1EA

ID O1 O2 O3 O4 Pts. Cat.
271 3.64 0.00 0.71 0.00 -93.10 C
404 6.26 41.00 0.00 10.50 -91.36 C
468 20.99 1.00 0.00 0.00 -76.31 C
829 24.25 16.00 0.00 17.00 -69.41 C
740 21.74 121.00 1.23 22.00 -65.57 C
68 18.35 11.00 5.49 31.50 -59.28 C
649 26.49 54.00 3.79 20.00 -54.95 C
811 21.60 2.00 9.92 22.00 -52.01 C
298 25.76 18.00 7.62 13.00 -51.53 C
Jedn. ref. dla kategorii B 18.99 221.37 5.89 29.05 -50.21
779 29.90 174.00 1.43 4.50 -49.43 B
350 23.22 42.00 7.45 35.00 -48.86 B
576 32.55 63.00 0.51 26.00 -41.39 B
654 25.34 226.00 8.98 66.50 -28.68 B
888 33.47 78.00 4.48 45.00 -22.76 B
674 38.31 188.00 0.74 43.50 -14.95 B
651 35.22 214.00 4.15 38.00 -14.62 B
612 35.94 437.00 2.07 56.00 -6.58 B
197 33.79 246.00 7.21 60.00 -5.35 B
421 42.88 159.00 3.07 7.50 -4.83 B
191 38.58 272.00 3.61 46.00 -3.10 B
643 37.84 368.00 5.13 37.50 0.05 B
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358 46.69 132.00 0.56 39.50 10.11 B
904 39.00 365.00 5.41 72.00 11.27 B
604 48.28 95.00 2.80 10.00 11.29 B
813 39.31 350.00 14.54 25.50 11.79 B
966 37.29 337.00 13.40 50.00 12.41 B
588 46.39 259.00 2.91 22.50 15.39 B
768 44.97 339.00 3.21 40.00 19.59 B
764 41.11 583.00 4.22 88.00 19.87 B
Jedn. ref. dla kategorii A 39.07 455.40 12.12 59.76 20.85
834 43.26 634.00 6.20 65.00 29.79 A
680 44.98 767.00 6.23 52.50 34.74 A
913 46.85 345.00 4.37 68.00 34.89 A
48 54.11 244.00 4.74 27.50 35.83 A
63 48.12 253.00 17.65 25.50 40.18 A
489 84.07 127.00 1.02 20.00 42.89 A
759 46.72 274.00 14.63 77.50 46.73 A
721 52.60 202.00 9.98 60.00 49.25 A
97 53.68 248.00 10.20 81.50 56.13 A
253 56.11 114.00 22.35 51.00 56.70 A
901 51.97 525.00 12.64 84.50 63.58 A
120 52.27 856.00 18.97 64.00 67.15 A
953 54.43 631.00 14.27 70.00 67.20 A
735 53.89 495.00 13.78 92.50 67.35 A
145 80.24 287.00 16.04 45.00 79.28 A+

4 Machine Learning Applied to Rule Learning

We have analyzed the categorization of entities using different machine learning
methods. The conjecture is that a well-behaving categorization procedure should
be well-reproducible using typical classifier construction algorithms.

The ordered nature of classes is discarded by all common classification algo-
rithms. As a result all misclassifications are treated as equally undesirable which
is not true. More appropriate algorithms would take the ordering into account.

We have selected GWO SI1EA as input data (ID and four basic criteria).
During learning we use 4-fold cross-validation due to small size of the sample.

Feature Selection. The first question is if all of the features are important
for the classification. The results are gathered in the Table 3. Plus sign means
that the method selects given attribute. In other cases attributes are ordered
from the most important one (1) to the least important one (5) The data was
calculated using Weka Explorer [13].

Trees. The Tree-based classifiers construct a tree with tests at nodes and classes
in leaves. Two such algorithms are tested:
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Table 3. Results of feature selection algorithms

Name of the method ID O1 O2 O3 O4

GreedyStepwise + CfsSubsetEval - + - + +
Ranker + CorrelationAttribureEval 5 1 3 2 4
Ranker + GainRatioAttributeEval 5 2 1 4 3
Ranker + InfoGainAttributeEval 5 1 2 4 3
Ranker + OneRAttributeEval 5 1 3 4 2
Ranker + ReliefFAttributeEval 5 1 3 4 2
Ranker + SymmetricalUncertAttributeEval 5 1 2 4 3

Fig. 2. The C4.5 tree achieving 77% accuracy

– J48 (a variant of C4.5 [9]) achieves the accuracy of 77% with tree of size 7
using parameters 1, 2 and 3 (see Figure 2). Due to overfitting the accuracy
does not rise with the size of the tree.

– LMT [10,11] (builds logistic model trees) achieves accuracy of 80% with tree
of size 7 but the leaves are more complicated than J48 leaves. It uses all
parameters.

Rules. The rule-based classifiers construct an (ordered or unordered) list of
rules assigning class to instances matching conditional part of the rule. The
following algorithms were used:

– Ridor [7] (RIpple-DOwn Rule learner) achieves 86% accuracy with 6 rules
using only parameters 1 and 4.

– PART [4] gives 75% accuracy with 5 rules and uses all parameters.
– FURIA [5], a fuzzy rule-based classifier, achieves 77% accuracy with 4 fuzzy

rules employing parameters 1, 2 and 4.

SVM. The SVM [12] (Support Vector Machine) classifier constructs a hyper-
plane from a given class that separates points in different classes as well as it is
possible. SVM gives the best accuracy (77%) for linear kernel function. Other
kernel functions available in Weka (polynomial, radial, sigmoid) give even worse
accuracy.
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Regression. Regression is a method of fitting a curve from a given class to
match given (usually real-valued) data as well as possible. In our case the data
was the number of points achieved by the entities together with the values of the
criteria. Two classes of functions were considered: linear (f(x) = a+

∑4
i=1 aixi)

and quadratic (f(x) = a + aidid
∑4

i=1 aixi +
∑4

i=1

∑4
j=i ai,jxixj). The coeffi-

cients a, aid, ai, ai,j are chosen to minimize the sum of squares of errors.
The relative absolute error was 19.2% in the case of linear regression and

11.8% in the case of quadratic regression. Figure 4 visualizes the errors. The
optimal coefficients for WHO SI1EA are given in Equations 9 and 10. The second
equation shows a significant dependence on the ID of entity (id).

points = 1.9675O1 + 0.0408O2 + 1.5644O3 + 0.3476O4 + (−112.7077) (9)

points = (−0.0975)id+ 2.0357O1 + 0.095O2 + 0.1711O4 + 0O2
1 + (−0.014)O2

2+

− 0.0001O2
3 + 0.0018O1O2 + (−0.0001)O1O3 + 0.0016O1O4+

0.0016O2O3 + 0.0367O2O4 + (−0.0043)O3O4 + (−88.4564)

(10)

(a) Errors in linear regression (b) Errors in quadratic regression

Fig. 4. Visualization of errors in regression

K-means. The K-means algorithm divides the data set (points in feature space)
into N distinct sets characterized by their centroids. Each point is assigned to the
nearest cluster, where the distance is calculated as the distance to the centroid
of the cluster. The clustering algorithm tries to place the centroids to match
given clustering (or, in our case, categorization).

We used the K-means algorithm to check if the three or four (including A+
category) clusters it produces match the division to categories given by the
original data. It resulted in, respectively, 39% and 43% of incorrectly clustered
instances.
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5 Critical Evaluation and Concluding Remarks

Categorization algorithm as such is unique and it tries to avoid existing solutions.
Therefore, its critical assessment is difficult. The lack of direct references to the
other rankings makes the evaluation highly subjective. It is hard to judge whether
e.g. CPI violation level at 14.5% is a lot or a little. Is this a bug in the algorithm
or its inherent feature?

What is certain is that there will be a group of entities (units) which correctly
(according to common sense) would argue that ‘something is wrong’ with the
algorithm. They would argue that the results of the comparisons in pairs adopted
for the purpose of the algorithm are inconsistent, thus, they are counterintuitive.

The first obvious observation is that the direct comparison based on the
V (X,Y ) function is not transitive. Moreover, the number of cases violating tran-
sitivity can be quite significant.

Second, the results are strongly dependent on the environment. If one consid-
ers two units, say X and Y , and we have V (X,Y ) > 0 (X wins with Y ) within
certain environment, then after changing the environment (but leaving criteria
values for X and Y unchanged) it may happen that V (X,Y ) < 0 (i.e. this time
Y wins with X). This can be claimed to be a syndrome of irregularity — lack
of absolute criteria is obvious. In other words the results for a particular pair of
units are relative to environment. For example, unit No. 3 wins with the JR-AB,
but even so, it is assigned category B.

Additionally, the variation of CPO harm index is surprising. Low harm index
indicates that relatively few entities suffer from intransitivity of winning relation,
while high harm index means that almost all of them are harmed. Both extremes
can be judges as just but intermediate result may suggest that only a select group
of units may feel aggrieved/treated fair. Again comes the question — is this a
bug or a feature of the algorithm?

The selection of evaluated features seems also to be subject to critics. The
criterion O1 is very important (maybe too important) while the criterion O3

(assigned the weight 0.15) turns out to be practically unimportant (see Table 3).
It seems symptomatic, that none of the applied tools was able to achieve a

satisfactory results. The average correct classification rate was around 80%. An
open questions is why? Perhaps this follows from complexity of the proposed
approach, but perhaps the criteria are too vague, unstable, or even locally in-
consistent?

A surprising observation are the very bad results of the commonly accepted K-
means approach. The error ratio seems to indicate that the obtained classification
is far from rational one, based on similarity. In fact the differences of final score
within categories A, B and C are overwhelming.

Finally, the weights O1–O4 were established in an arbitrary way; in recent
paper [21] some attempt at discussion of this and some further issues is presented.

As it might have been expected, it turned out that the MCP — and especially
the produced results — constitute a hard task for known ML classification tools.
No simple rules of high classification accuracy have been found. Moreover, correct
classification ratio seems to rest on unacceptable level.
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It seems not necessary to insist on generating linear order; perhaps a solu-
tion can consist in rational grouping of similar units into clusters and assigning
them a common category? The differentiation (spread of the parameters) within
categories seems substantial, perhaps unacceptable.

Finally, in order to allow the unit leaders create o policy for development, the
criteria should be transparent, stable, and known in advance.
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Abstract. The paper presents bagging ensembles of instance selection algo-
rithms. We use bagging to improve instance selection. The improvement
comprises data compression and prediction accuracy. The examined instance
selection algorithms for classification are ENN, CNN, RNG and GE and for
regression are the developed by us Generalized CNN and Generalized ENN al-
gorithms. Results of the comparative experimental study performed using differ-
ent configurations on several datasets shows that the approachbased on bagging
allowed for significant improvement, especially in terms of data compression.

1 Introduction

The benefits of instance selections, such as reducing data size and thus accelerating
all operations on the data (or making it feasible at all in case of big data), removing
noise and thus improving data reliability and improving logical rule extraction from the
data are well known. A large survey of 70 different instance selection algorithms for
classification tasks can be found in [12].

In this paper we use six instance selection algorithms inside the bagging ensembles.
Four algorithms: the Condensed Nearest Neighbor (CNN) algorithm [6], Edited Near-
est Neighbor (ENN) algorithm [15], Gabriel Editing (GE) and Relative Neighborhood
Graph Editing (RNGE) algorithms [12] are used for classofication. Two instance selec-
tion algorithms GenENN and GenCNN, which we presented in our previous work [10]
are used for regression.

In the second chapter we discuss the instance selection algorithms that we use in
the bagging ensembles for classification problems. In the third chapter - the instance
selection algorithms for regression problems.

In the fourth chapter we discuss bagging in the context of instance selection.
In the fifth chapter we describe our methodology of applying bagging to instance

selection. In the following chapter we present the results of experimental evaluation
on several classification and regression datasets and discuss the results. Finally the last
chapter concludes the work.

2 Instance Selection in Classification Problems

In most research concerning instance selection for classification tasks the k-nearest
neighbor algorithm (k-NN) was used as the learning method [4], [2]. Based upon the
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results of k-NN based classification, the instance selection algorithms decide if a given
instance should be kept in the final dataset or rejected. Below we shortly describe the
four algorithms used in their work.

The CNN (Condensed Nearest Neighbor) algorithm was introduced by Hart [6]. The
purpose of CNN is to achieve dataset compression by rejected instances, which are too
similar to their neighbor. The algorithm starts from selecting a single randomly chosen
instance in the original dataset T. Then it tries to classify another randomly chosen
instance using k-NN and the first instance as the training dataset. If the classification
is correct, than the second instance is believed not to contain any valuable information
for the classification model and thus it is rejected. If the classification is wrong, the
second instance is believed to contain important information, which allows for creating
the decision boundaries between classes and thus it is kept in the resultant dataset P.
Then the third instance from T is classified with k-NN using the two instances already
in P, then the fourth and so on with always correct classification being the rejection
condition (see sketch (1)). For classification tasks the compression obtained with CNN
is frequently quite significant with the resultant dataset P containing below one third of
the instances in T.

Algorithm 1. Schema of the CNN algo-
rithm
Require: T

n ← |T|
k ← 1
p1 ← x1

flag ← true
while flag do

flag ← false
for i = 1 . . . n do

C̄(xi) =kNN(k,P,xi)
if C̄(xi) �= C(xi) then

P ← P ∪ xi;
T ← T \ xi

flag ← true
end if

end for
end while
return P

Algorithm 2. Schema of the ENN algo-
rithm
Require: T, k

n ← |T|;
P ← T;
for i = 1 . . . n do

C̄(xi) =kNN(k, (T \ xi),xi);
if C(xi) �= C̄(xi) then

P ← P \ xi

end if
end for
return P

The ENN (Edited Nearest Neighbor) (see sketch (2)) algorithm created by Wilson [15]
is an opposite method to CNN. The purpose of ENN is to filter out noisy instances, this
is instances, which differ too much from their neighbors. ENN starts from the resultant
dataset P being a copy of the original dataset T. Then each instance in P is classified
by the k-NN algorithm. If the classification is wrong, than the instance is considered to
be noise and is rejected from P. If the classification is correct - it remains in P. Since
ENN is rather a noise filter than condensation algorithm, the compression obtained with
ENN tends to be much lower than the CNN compression. ENN and CNN can be applied
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sequentially. Fist ENN and then CNN, because applying them in the reverse order does
not make much sense (ENN would then remove almost all instances).

Gabriel Editing (GE) and Relative Neighborhood Graph Editing (RNGE) are two al-
gorithms based on graph theory, described by Bhattacharya [1], and presented in sketch
(3). A Gabriel Graph is a graph with vertex set T obtained by connecting any two points
xa and xb in T, which are considered the nearest neighbors, that is if the circle which
diameter is a line segment connecting the points xa and xb does not contain inside any
other elements denoted as xc of T. In other words for every triple of points the formula:

∀
a �=b�=c

D2(xa,xb) > D2(xa,xc) +D2(xb,xc) (1)

is evaluated. If the inequality is fulfilled vectors xa and xb are marked as neighbors.
A Relative Neighborhood Graph (RNG) is very similar to GE algorithm. The main

difference is in the formula determining graph neighbors:

∀
a �=b�=c

D(xa,xb) ≥ max(D(xa,xc), D(xb,xc)) (2)

In both of this algorithms the remaining instances are those, which fulfills the above
formulas and belong to opposite classes.

Algorithm 3. RNG and RNGE Algorithms
Require: T

n ← |T|;
rem1:n ← 1;
for ia = 1 . . . n do

for ib = [1 . . . n] \ ia do
if C(xia) �= C(xib) then

tmp ← true
dab ← ||xia ,xib ||
for ic = [1 . . . n] \ {ia, ib} do

dac ← ||xia ,xic ||
dbc ← ||xib ,xic ||
if CheckCondition(dab, dac, dbc) then

tmp ← false
break;

end if
end for
if tmp then

remia ← 0
remib ← 0

end if
end if

end for
end for
P ←RemoveUseles(T, rem)
return P
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3 Instance Selection in Regression Problems

Instance selection for regression problems is in general more complex than for clas-
sification tasks because of two issues: the rejecttion criterion and the class boudary.
The rejection criterion in instance selection for classification is very simple (at least in
the most common algorithms): an instance should be rejected based on the result of its
classification by the nearest neighbors, which can be either wrong or right. In regression
problems, there is no such a crisp rule and the problem becomes more complex. The
other issue is that to build a classifier we really need only the instances situated close
to class boundaries, thus the obtained compression can be quite significant. To build a
regression model we need the instances in the whole space covered by the model, thus
the compression we can achieve will be definitely lower.

There were only a few papers, which consider instance selection for regression tasks.
Moreover, the approaches and the papers we were able to find did not presented the
algorithm verification on real-world datasets. Zhang [17] presented a method to select
the input vectors while calculating the output with k-NN. Tolvi [13] presented a genetic
algorithm to perform feature and instance selection for linear regression models. In their
works Guillen et al. [5] discussed the concept of mutual information used for selection
of prototypes in regression problems. Below we shortly describe the two algorithms
used in this work: GenENN and GenCNN.

To deal with the lack of crisp rules defining the rejection criterion, in our previous
work [10] we introduced some similarity threshold θ. The similarity threshold considers
the distances in the output space between the k closest instances in the input space. If
the distance in the output space is too high - larger then θ - the instance is considered as
important in case of GenCNN algortihm (which starts from the empty set of instances)
and as outlier in case GenENN (which removes noise instances).

In the pseudo-code (sketch (4) and (5)) T is the training dataset, P is the set of
selected prototypes, xi is the i-th vector, n is the number of vectors in the dataset ,Y (xi)
is the real output value of vector xi, Ȳ (xi) is the predicted output of vector xi, S is the
set of nearest neighbors of vectorxi,Model is the algorithm, which is trained on dataset
T without vector xi which is used as a test sample, for which the Y (xi) is predicted,
k-NN is the k-NN algorithm returning the subset S of k nearest neighbors to xi. θ is the
threshold of acceptance/rejection of the vector as a prototype,α is a constant coefficient
and std (Y (XS)) is the standard deviation of the outputs of the vectors in S.

Both described instance selection algorithms are considered as generalized because
they allow to use any prediction model as a predictor embedded in it (the Ȳ (x) =
Model (T,x)), while the classical ENN and CNN algorithms were designed with the
assumption that the prediction model is the nearest neighbor model. We have shown in
[10] that for several regression tasks better results were obtained if the difference be-
tween the actual and the predicted output value of an instance was predicted by an MLP
neural network than by kNN. However, in the experiments for regression presented in
this paper the model that learned the data representation was the 9-NN model.
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Algorithm 4. GenENN algorithm
Require: T

n ← sizeof(T);
P̄ = T
for i = 1 . . . n do

Ȳ (xi) =Model((T \ xi),xi);
S ← k-NN(T,xi)
θ = α · std (Y (XS))
if
∣∣Y (xi)− Ȳ (xi)

∣∣ > θ then
P ← P \ xi

end if
end for
return P

Algorithm 5. GenCNN algorithm
Require: T

n ← sizeof(T)
P = ∅
P ← P ∪ x1;
for i = 2 . . . n do

Ȳ (xi) =Model(P, xi)
S ← k-NN(T,xi)
θ = α · std (Y (XS))
if
∣∣Y (xi)− Ȳ (xi)

∣∣ > θ then
P ← P ∪ xi;
T ← T \ xi

end if
end for
return P

4 Bagging Method for Instance Selection

For last decade or even more ensemble learning [11], [18] proved to be one of the most
profitable directions in machine learning. This approach is often called meta-learning
and confirmed its quality in various data mining challenges [8]. In this area many direc-
tions have been proposed but the general idea is based on replacing a single expert by a
group of experts voting non necessary with equal rights for the best solution. Ensemble
learning includes solutions such as voting, stacking, bagging or boosting, etc. Recently
these kind of methods were used for ensemble of final prediction models, but there is a
little work on using such an approach for data preprocessing such us instance selection.
In this paper we investigate application of bagging to improve the quality of instance
selection.

In case of classical applications, bagging is based on building several individual pre-
diction models on subset of original training instances, where these data subsets are
sampled with replacement from the initial training dataset. An example of such an al-
gorithm is RandomForest [3] where each decision tree is built on a subset of features
and a subset of training samples. When making the prediction each of the component
models is voting for the final output (in case of classification) or the individual predic-
tions are averaged (in case of regression).

The idea of bagging can be also adapted for the instance selection. In that case each
run of the instance selection algorithm provides binary weights denoting absence or
presence of each of the training samples. The collected votes for each training instance
are combined and averaged, what allows to assign a single new weight attribute repre-
senting the importance of each training sample.

Finally to perform the final instance selection an acceptance threshold is defined that
determines which instances will be included in the final training set.

This approach has several issues. The instance selection method can be simply di-
vided into the outlier eliminators such as ENN algorithm and redundancy filters such
as CNN algorithm. The first group usually allows to remove a small subset of instances
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Fig. 1. The experimental evaluation process

what leads to small compression, and rather dense final set, while the redundancy re-
moval methods has large compression and usually small, though sparse final subset.
The second group of methods may be very problematic in case of bagging applications,
especially for large datasets because for sparse datasets the probability of selecting
the same vectors highly decreases, determining the use of small values of acceptance
threshold, and reducing the compression coefficient.

5 Eperimental Evaluation

5.1 Experimental Environment

We implemented the instance selection algorithms in Java as RapidMiner Extensions
and used RapidMiner [19] for the whole process. The source codes, executable files
and datasets used in the experiments can be downloaded from [20].

In our experiments we tested four different instance selection algorithms for classifi-
cation: ENN, CNN, RNGE, GE and two methods for regression: Generalized ENN and
Generalized CNN, which were developed from ENN and CNN to extend their function-
ality so that they cover any tasks where the cost function can be defined (classification,
regression). The parameters of the instance selection methods were set to the default
values. In the case of classification we used 1-NN as the inner model of these algo-
rithms and as the classifier. In the case of regression we used 9-NN as the inner model
and 9-NN as the predictor.

We performed the experiments on six most popular classification and four regres-
sion datasets. The classification datasets used in the experiments were obtained from
the UCI Machine Learning Repository [14]: heart disease, ionosphere, Pima Indian di-
abetes, sonar, vehicle and Wisconsin breast cancer. For the regression problems two
datasets were also obtained form the UCI repository: Concrete Compression Strength
(7 attributes, 1030 instances), Crime and Communities (7 attr., 320 inst.). Two datasest
(SteelC14 and SteelC14-noise: 18 attr., 2382 inst.) depict the steel production process
with the task to predict the amount of carbon that must be added to the liquid steel in to
obtain the desired steel properties.

For the purpose of the experiment we defined a RapidMiner process, which is avail-
able from [20]. The scheme of the testing environment is presented in figure (5.1) The
process starts form loading the data and attribute normalization or standardization (in
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case of regression we did standardization). After it, according to the acceptance thresh-
old settings and selection of instance reduction method the 10 fold cross-validation was
performed, where in each validation first the bagging algorithm was executed which
wraps the instance reduction method. In our experiments the instance reduction method
was executed 15 times on 80% of instances from the training set sampled without re-
placement. After bagging, the selected instances were used to train the k-NN algorithm,
which was applied on the test set. Finally the average performance (classification ac-
curacy in case of classification or MSE in case of regression) and compression were
evaluated. In our case the compression Cx is defined as

Cx = 1− number_of_instances_after_selection
number_of_instances_before_selection

(3)

and it tends to 1 if less instances remain in the training set, and tends to 0 if no instance
reduction is possible.

5.2 Simulation Results

The simulation results are presented in tables in appendix. Typically, results of instance
selection methods are represented in a form of accuracy-compression plots. This rep-
resents both of the goals of instance selection; rejection of unneeded instances and im-
provement of the model accuracy. The training dataset compression shows rejection of
redundant and thus not informative instances as well as rejection of the outliers, which
do not fit in the model. In other words the plots show relation between the level of
compression and the instance selection influence on the accuracy of the final predic-
tion system. However, in our case to perform the comparison between bagging-based
instance selection and a single instance selector we draw accuracy-compression gain
plots, where the horizontal axis expresses

accuracy_of_bagging_method− accuracy_of_single_method

and the vertical axis expresses

compression_of_bagging_method− compression_of_single_method

such that values equal 0 represent no gain, and values ≥ 0 represent the level of im-
provement, while values ≤ 0 the level of deterioration. The gain plots are presented in
figures 5.2 and 5.2.

6 Conclusions

The obtained results showed that using the bagging ensembles is beneficial when the
proper acceptance threshold is set. Generally the highest gain was obtained for the ENN
and GE algorithms. In that case the bagging allowed increasing the compression level
of up to 80% without any significant accuracy drop. Bagging also allowed improving
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(a) Heart Disease (b) Ionosphere

(c) Diabetes (d) Sonar

(e) Vehicle (f) WBC

Fig. 2. Comparison of relative improvement of accuracy and compression of the bagging ensem-
ble of instance selection methods vs. the original method without bagging as a function of the
acceptance threshold for classification tasks

the classification accuracy of up to 5% in almost all cases however reducing the com-
pression. For the CNN and RNGE algorithms high accuracy drop may be observed
for increased acceptance threshold value. These results can be explained by the high
initial compression ratio. As it was already mentioned, because CNN initially boast
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(a) Concrete (b) Crime

(c) SteelC14 (d) SteelC14 + noise

Fig. 3. Comparison of relative improvement of RMSE and compression of the bagging ensem-
ble of instance selection methods vs. the original method without bagging as a function of the
acceptance threshold for regression tasks

very high compression (what can’t be observed on the gain plot), it becomes less likely
that the same instance will be selected many times, which reduces the possible level of
applicable acceptance threshold. Similar results were also obtained for the regression
problems, where too high acceptance threshold decreases the performance measured
by RMSE ( (5.2)). The positive value of RMSE-gain indicates reduction of the absolute
RMSE value.

The final conclusion is that bagging ensembles of instance selection algorithms can
perform better that the single algorithms (what was especially spectacular in the com-
pression gain of ENN bagging ensembles). On the other hand frequently the CNN bag-
ging ensembles allowed for better accuracy gain of up to 5% but with carefully tuned
acceptance threshold taking small values. Thus a good direction of the future research
would be to build an other ensemble of instance selection methods. One of the possi-
bilities are voting methods which may replace the classical approach based on serial
processing of instance selection for example including the benefits of both CNN and
ENN and thus attempt to improve significantly both: compression gain and accuracy
gain.
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Appendix

Table 1. Classification accuracy and instance selection compression obtained in the experiments.
Threshold denoted as "-" represent normal result without bagging ensemble

Dataset thr Accuracy Compress Accuracy Compress Accuracy Compress Accuracy Compress
- ENN CNN RNGE GE

So
na

r

- 0.81±0.86 0.07±0.01 0.86±0.31 0.08±0.01 0.86±0.46 0.08±0.02 0.89±1.00 0.09±0.00
0.00 0.86±0.99 0.07±0.01 0.87±0.79 0.08±0.03 0.88±0.80 0.06±0.02 0.86±1.00 0.08±0.00
0.10 0.86±0.98 0.06±0.00 0.87±0.64 0.08±0.02 0.85±0.75 0.06±0.03 0.87±1.00 0.08±0.00
0.20 0.85±0.96 0.09±0.01 0.88±0.51 0.05±0.02 0.86±0.68 0.07±0.02 0.87±1.00 0.07±0.00
0.30 0.83±0.91 0.10±0.01 0.79±0.32 0.12±0.02 0.85±0.58 0.08±0.02 0.87±0.99 0.08±0.01
0.40 0.81±0.83 0.07±0.02 0.63±0.19 0.10±0.02 0.83±0.47 0.06±0.01 0.88±0.95 0.08±0.01
0.50 0.81±0.76 0.08±0.03 0.61±0.13 0.09±0.01 0.81±0.40 0.03±0.02 0.86±0.92 0.08±0.02
0.60 0.82±0.70 0.09±0.02 0.57±0.07 0.10±0.02 0.78±0.34 0.12±0.02 0.87±0.85 0.04±0.02
0.70 0.82±0.51 0.08±0.02 0.52±0.01 0.08±0.00 0.74±0.23 0.08±0.02 0.86±0.65 0.05±0.02
0.80 0.75±0.31 0.10±0.01 ± ± 0.66±0.13 0.10±0.01 0.80±0.42 0.08±0.02
0.90 0.75±0.23 0.08±0.02 ± ± 0.59±0.10 0.10±0.02 0.79±0.32 0.09±0.02
1.00 0.69±0.11 0.10±0.02 ± ± 0.51±0.04 0.11±0.01 0.71±0.16 0.08±0.02

Io
no

sp
he

re

- 0.84±0.84 0.06±0.01 0.87±0.24 0.04±0.01 0.81±0.26 0.03±0.02 0.87±0.79 0.04±0.01
0.00 0.87±0.97 0.04±0.01 0.87±0.54 0.05±0.01 0.86±0.50 0.05±0.01 0.87±0.94 0.04±0.01
0.10 0.86±0.96 0.05±0.01 0.87±0.41 0.06±0.02 0.86±0.43 0.06±0.01 0.87±0.92 0.05±0.01
0.20 0.86±0.96 0.06±0.01 0.85±0.32 0.07±0.01 0.84±0.38 0.06±0.02 0.87±0.89 0.04±0.01
0.30 0.87±0.91 0.03±0.01 0.80±0.19 0.07±0.02 0.81±0.30 0.07±0.01 0.87±0.84 0.03±0.01
0.40 0.85±0.84 0.06±0.01 0.56±0.11 0.11±0.01 0.83±0.23 0.06±0.02 0.87±0.77 0.05±0.01
0.50 0.84±0.79 0.06±0.02 0.48±0.07 0.18±0.01 0.82±0.20 0.07±0.01 0.86±0.70 0.03±0.01
0.60 0.83±0.72 0.06±0.01 0.46±0.04 0.17±0.01 0.76±0.16 0.03±0.01 0.87±0.65 0.04±0.02
0.70 0.84±0.55 0.07±0.02 0.40±0.01 0.11±0.00 0.68±0.10 0.11±0.01 0.86±0.48 0.04±0.02
0.80 0.83±0.34 0.06±0.02 ± ± 0.66±0.06 0.11±0.01 0.85±0.30 0.06±0.02
0.90 0.82±0.26 0.04±0.02 ± ± 0.55±0.04 0.12±0.01 0.84±0.23 0.08±0.01
1.00 0.82±0.12 0.10±0.01 ± ± 0.44±0.02 0.15±0.01 0.76±0.11 0.06±0.02

W
is

co
ns

in
br

ea
st

ca
nc

er

- 0.97±0.96 0.02±0.00 0.92±0.14 0.02±0.01 0.91±0.13 0.03±0.01 0.95±0.38 0.03±0.01
0.00 0.96±0.99 0.02±0.00 0.94±0.29 0.02±0.02 0.94±0.22 0.03±0.01 0.95±0.50 0.03±0.01
0.10 0.96±0.99 0.02±0.00 0.94±0.21 0.02±0.01 0.94±0.19 0.03±0.01 0.95±0.47 0.03±0.01
0.20 0.96±0.99 0.02±0.00 0.92±0.17 0.02±0.02 0.93±0.17 0.02±0.01 0.95±0.44 0.03±0.02
0.30 0.96±0.97 0.02±0.00 0.88±0.10 0.05±0.01 0.91±0.13 0.02±0.01 0.94±0.39 0.02±0.01
0.40 0.96±0.92 0.02±0.01 0.77±0.05 0.10±0.01 0.89±0.10 0.04±0.01 0.94±0.34 0.03±0.02
0.50 0.96±0.87 0.02±0.01 0.56±0.03 0.26±0.01 0.86±0.09 0.03±0.01 0.95±0.31 0.03±0.02
0.60 0.96±0.81 0.02±0.01 0.55±0.01 0.22±0.00 0.85±0.07 0.03±0.01 0.94±0.27 0.02±0.01
0.70 0.96±0.62 0.02±0.01 ± ± 0.77±0.05 0.11±0.01 0.95±0.19 0.02±0.02
0.80 0.96±0.39 0.02±0.01 ± ± 0.71±0.03 0.11±0.01 0.93±0.12 0.03±0.01
0.90 0.96±0.30 0.02±0.01 ± ± 0.76±0.02 0.14±0.01 0.92±0.08 0.03±0.01
1.00 0.96±0.14 0.02±0.01 ± ± 0.63±0.01 0.30±0.00 0.91±0.04 0.05±0.01

Pi
m

a
in

di
an

di
ab

et
es

- 0.75±0.73 0.03±0.00 0.65±0.49 0.06±0.01 0.67±0.60 0.05±0.01 0.71±0.94 0.05±0.01
0.00 0.70±0.98 0.04±0.00 0.69±0.86 0.03±0.01 0.71±0.83 0.05±0.01 0.70±0.99 0.05±0.00
0.10 0.71±0.96 0.02±0.01 0.70±0.74 0.05±0.01 0.69±0.79 0.05±0.01 0.71±0.98 0.06±0.00
0.20 0.72±0.94 0.04±0.01 0.68±0.64 0.04±0.01 0.69±0.74 0.05±0.01 0.71±0.98 0.06±0.00
0.30 0.73±0.86 0.02±0.01 0.62±0.44 0.04±0.02 0.68±0.67 0.04±0.01 0.72±0.96 0.02±0.01
0.40 0.72±0.75 0.04±0.01 0.55±0.24 0.04±0.01 0.65±0.55 0.03±0.01 0.71±0.90 0.06±0.01
0.50 0.73±0.68 0.05±0.01 0.46±0.16 0.06±0.02 0.65±0.49 0.04±0.01 0.70±0.86 0.05±0.01
0.60 0.74±0.60 0.04±0.01 0.44±0.09 0.08±0.01 0.63±0.42 0.08±0.02 0.69±0.78 0.04±0.01
0.70 0.73±0.43 0.06±0.02 0.44±0.02 0.09±0.01 0.58±0.29 0.05±0.01 0.72±0.60 0.07±0.01
0.80 0.72±0.25 0.03±0.01 ± ± 0.50±0.17 0.05±0.01 0.70±0.39 0.04±0.01
0.90 0.73±0.19 0.04±0.01 ± ± 0.52±0.12 0.08±0.01 0.68±0.28 0.05±0.01
1.00 0.71±0.09 0.04±0.01 ± ± 0.51±0.04 0.10±0.01 0.67±0.13 0.07±0.01

H
ea

rt
di

se
as

e

- 0.79±0.80 0.07±0.01 0.71±0.44 0.07±0.02 0.75±0.58 0.07±0.03 0.78±1.00 0.06±0.00
0.00 0.77±0.97 0.07±0.01 0.75±0.78 0.08±0.02 0.75±0.80 0.10±0.01 0.76±1.00 0.05±0.00
0.10 0.79±0.96 0.06±0.01 0.72±0.65 0.08±0.02 0.75±0.73 0.06±0.03 0.74±1.00 0.05±0.00
0.20 0.77±0.96 0.06±0.01 0.72±0.54 0.06±0.02 0.74±0.69 0.05±0.02 0.76±1.00 0.07±0.00
0.30 0.79±0.89 0.07±0.01 0.64±0.35 0.08±0.02 0.72±0.58 0.06±0.02 0.74±0.99 0.07±0.00
0.40 0.80±0.80 0.05±0.01 0.56±0.18 0.07±0.02 0.70±0.49 0.07±0.02 0.77±0.96 0.08±0.01
0.50 0.79±0.75 0.10±0.02 0.44±0.12 0.11±0.03 0.64±0.42 0.09±0.02 0.75±0.90 0.07±0.02
0.60 0.81±0.66 0.04±0.02 0.37±0.06 0.16±0.01 0.65±0.38 0.06±0.03 0.77±0.84 0.06±0.02
0.70 0.80±0.48 0.08±0.01 ± ± 0.65±0.26 0.08±0.02 0.76±0.65 0.04±0.03

Continued
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Table 1 – Continued
Dataset thr Accuracy Compress Accuracy Compress Accuracy Compress Accuracy Compress

- ENN CNN RNGE GE
0.80 0.82±0.30 0.06±0.01 ± ± 0.59±0.13 0.08±0.01 0.77±0.43 0.07±0.02
0.90 0.83±0.22 0.07±0.02 ± ± 0.54±0.10 0.14±0.01 0.75±0.32 0.10±0.02
1.00 0.79±0.10 0.06±0.01 ± ± 0.53±0.04 0.12±0.01 0.78±0.15 0.08±0.02

V
eh

ic
le

- 0.69±0.72 0.05±0.01 0.68±0.48 0.05±0.01 0.68±0.65 0.04±0.01 0.70±0.97 0.05±0.00
0.00 0.70±0.97 0.03±0.00 0.69±0.86 0.04±0.01 0.70±0.89 0.03±0.01 0.69±0.99 0.05±0.00
0.10 0.69±0.96 0.04±0.01 0.71±0.76 0.04±0.01 0.70±0.86 0.03±0.01 0.70±0.99 0.03±0.00
0.20 0.69±0.93 0.04±0.01 0.69±0.66 0.04±0.01 0.68±0.83 0.03±0.01 0.70±0.99 0.02±0.00
0.30 0.69±0.85 0.04±0.01 0.64±0.47 0.08±0.02 0.68±0.75 0.05±0.01 0.70±0.97 0.06±0.00
0.40 0.67±0.73 0.06±0.01 0.52±0.28 0.07±0.01 0.68±0.66 0.05±0.01 0.69±0.93 0.04±0.01
0.50 0.68±0.65 0.05±0.01 0.48±0.18 0.04±0.01 0.68±0.60 0.05±0.01 0.69±0.88 0.03±0.01
0.60 0.68±0.58 0.03±0.01 0.39±0.11 0.06±0.01 0.66±0.52 0.07±0.01 0.68±0.82 0.04±0.01
0.70 0.68±0.39 0.04±0.01 0.34±0.02 0.03±0.01 0.60±0.37 0.04±0.01 0.68±0.63 0.03±0.01
0.80 0.65±0.24 0.04±0.01 ± ± 0.57±0.23 0.06±0.01 0.63±0.41 0.05±0.01
0.90 0.62±0.17 0.05±0.01 ± ± 0.53±0.16 0.04±0.01 0.65±0.31 0.05±0.01
1.00 0.57±0.08 0.04±0.01 ± ± 0.45±0.07 0.06±0.01 0.60±0.14 0.05±0.01

Table 2. MSE for regression problems and instance selection compression obtained in the exper-
iments. Threshold denoted as "-" represent normal result without bagging ensemble.

Dataset thr RMSE Compress RMSE Compress Dataset RMSE Compress RMSE Compress
- ENN CNN ENN CNN

St
ee

lC
14

no
is

e

- 1.37±0.72 0.07±0.00 1.27±0.89 0.06±0.00

St
ee

lC
14

0.37±0.71 0.05±0.00 0.27±0.97 0.05±0.00
0 1.32±0.86 0.04±0.00 1.26±0.99 0.03±0.00 0.31±0.89 0.05±0.00 0.27±1.00 0.04±0.00
0.1 1.32±0.85 0.03±0.00 1.26±0.99 0.03±0.00 0.31±0.89 0.06±0.00 0.27±1.00 0.04±0.00
0.2 1.33±0.82 0.07±0.01 1.26±0.97 0.03±0.00 0.32±0.83 0.04±0.00 0.27±0.99 0.04±0.00
0.3 1.35±0.77 0.05±0.01 1.27±0.91 0.01±0.00 0.33±0.78 0.05±0.00 0.27±0.96 0.04±0.00
0.4 1.37±0.71 0.06±0.01 1.26±0.81 0.04±0.00 0.35±0.70 0.05±0.01 0.28±0.87 0.06±0.00
0.5 1.38±0.63 0.05±0.01 1.29±0.64 0.02±0.01 0.37±0.61 0.05±0.01 0.29±0.71 0.04±0.01
0.6 1.39±0.54 0.02±0.00 1.28±0.42 0.04±0.00 0.40±0.51 0.05±0.01 0.31±0.48 0.05±0.00
0.7 1.41±0.44 0.02±0.01 1.32±0.22 0.04±0.00 0.43±0.41 0.06±0.01 0.38±0.25 0.04±0.01
0.8 1.45±0.23 0.05±0.00 1.45±0.02 0.10±0.00 0.48±0.22 0.05±0.00 0.78±0.02 0.11±0.00
0.9 1.46±0.15 0.06±0.01 1.61±0.00 0.11±0.00 0.53±0.15 0.07±0.01 1.03±0.00 0.03±0.00
1 1.46±0.09 0.03±0.01 ± ± 0.55±0.09 0.04±0.01 ± ±

C
ri

m
e

- 0.65±0.65 0.11±0.02 0.60±0.98 0.07±0.00

C
on

cr
et

e

0.91±0.76 0.14±0.01 0.92±0.80 0.10±0.01
0 0.62±0.84 0.07±0.01 0.59±1.00 0.08±0.00 0.91±0.90 0.04±0.00 0.90±0.90 0.10±0.00
0.1 0.62±0.85 0.09±0.01 0.61±1.00 0.07±0.00 0.90±0.89 0.14±0.01 0.92±0.90 0.10±0.01
0.2 0.62±0.79 0.07±0.02 0.59±0.99 0.07±0.01 0.91±0.85 0.04±0.01 0.92±0.85 0.11±0.01
0.3 0.64±0.71 0.06±0.01 0.61±0.96 0.07±0.01 0.92±0.80 0.15±0.01 0.91±0.80 0.13±0.01
0.4 0.66±0.64 0.08±0.02 0.60±0.88 0.06±0.01 0.90±0.74 0.11±0.01 0.92±0.74 0.12±0.01
0.5 0.66±0.55 0.08±0.02 0.61±0.73 0.07±0.02 0.92±0.64 0.14±0.01 0.92±0.64 0.06±0.01
0.6 0.65±0.45 0.06±0.02 0.63±0.48 0.08±0.02 0.89±0.55 0.17±0.01 0.93±0.50 0.15±0.01
0.7 0.68±0.35 0.09±0.02 0.63±0.24 0.05±0.02 0.90±0.44 0.12±0.01 0.95±0.39 0.12±0.01
0.8 0.73±0.19 0.11±0.01 1.03±0.02 0.07±0.00 0.92±0.23 0.21±0.01 1.00±0.17 0.07±0.01
0.9 0.76±0.12 0.07±0.01 ± ± 0.96±0.16 0.16±0.01 0.97±0.10 0.08±0.00
1 0.78±0.08 0.06±0.02 ± ± 0.98±0.10 0.17±0.01 1.01±0.06 0.07±0.00
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Abstract. In this paper, we introduce a new approach referred to as
Essential Attributes Generation (EAG) to reduce the dimensionality of
multidimensional real-valued data series. We form a new representation
of the original data. The approach is based on the concept of essential
attributes generated by a multilayer neural network. The EAG generates
a vector of real valued new attributes which form the compressed repre-
sentation of the original data. The attributes are synthetic, and while not
being directly interpretable, they still retain important features of the
original data series. The approach has found applications to classification
as well as clustering tasks.

Keywords: Multidimensional data, Essential attributes, Neural
networks.

1 Introduction

Data series is often used to refer to any data set with a single independent
parameter. The high dimensionality of data series delivers many data mining
imperfect methods. In general, the data mining methods require high compu-
tational requirements when being applied to very large data sets. This obstacle
is sometimes referred to the "curse of dimensionality". In data mining prob-
lems there is a necessity of dimensionality reduction and developing new data
representations. It is assumed that the new representation preserves sufficient in-
formation for solving data mining problems correctly. Dimensionality reduction
can effectively reduce this computational overhead.

Thus, the aim is to develope a new representation of the original data which
is based on dimensionality reduction. Such methods of dimensionality reduction
can lead to attribute selection, attribute extraction, or record selection. The
process of extracting attributes reduces the dimensionality of data, which means
that it forms a kind of data compression. Note that lossy compression methods
invoke some compromise between the compression rate and retained information.

There are some reviews of approaches to dimensionality reduction and similar-
ity searches of data series in large databases (e.g. Tak-chung Fu [22]). In general,
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a data of arbitrary length M can be reduced to another representation of data of
length K, K < M . The simplest method is sampling (Astrom [1]), in which the
rate of M/K stands for the compression rate. Piecewise approximation methods
divide the data series into segments and approximate each segment using func-
tions (e.g. Yi and Faloutsos [24], Keogh et al. [12], Lee et al. [20]). There are
other methods to approximate a time series by straight lines; for example, linear
interpolation or linear regression. Representing data series in the transformed do-
main is another approach. One of the popular transformation techniques is the
Discrete Fourier Transform (e.g. Faloutsos et al.[6]) and the Discrete Wavelet
Transform (e.g. Chan, A.C. Fu [3]). Principal Component Analysis is a popular
multivariate technique using statistical methods (e.g. Yang and Shahabi [23]).
Other methods use Hidden Markov Models (e.g. Azzouzi and Nabney [2]). Many
of the approaches use different indexing methods.

Here, we propose a new approach referred to as Essential Attributes Gener-
ation (EAG) for gradual reduction of dimensionality of multidimensional real-
valued data series. Let us denote the original data series of arbitrary length
M and indexed by n as the following vector [y1(n), . . . , yM (n)], n = 1, . . . , N ,
yk(n) ∈ R , k = 1, . . . ,M , where M stands for the dimensionality of the data
and N is the number of data in the data set. The idea is based on the use
of a multilayer neural network as an auto-associative memory. Such a neural
network consists of two modules: the first is responsible for encoding while the
second for decoding. The inputs and the outputs of the neural network are just
considered as original date, while in between there are hidden neurons. The out-
puts of the hidden neurons describe just the essential attributes. The vector of
the new attributes gives a new representation of the original data The new rep-
resentation is formed as encoded information which is described by hidden layer
neurons. The number of hidden neurons is considerably lower than the num-
ber of the network inputs. Even there is no physical interpretation of essential
attributes, but they still keep the most important features of the original data
and contains enough information for data mining tasks. In the approach consid-
ered we will use Cybenko’s theorem (Cybenko [4]) as well as nonlinear principle
component analysis and auto-associative neural networks. The fundamental in
neural networks Cybenko’s theorem concerns a function approximation, while
application of nonlinear principle component analysis allows to determine map-
ping from M -dimensional space to E-dimensional space of components. On the
basis of Cybenko’s theorem a multi-layer auto-associative neural network can
perform an identity mapping, where the network outputs are enforced to equal
the network inputs with some accuracy, and in this case the features are rep-
resented by outputs of the second hidden layer neurons. Here we will consider
the features as essential attributes, and the assumed neural network architec-
ture requires that the number of second hidden layer neurons is considerably
smaller than the dimension of data, i.e., E < M . Under such assumption, an
auto-associative neural network works as a devise for data compression as well as
decompression, but here we put our attention to the first functionality of the net-
work - data compression - to obtain the essential attributes, the decompression
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part is necessary only to adjust neural network’s weights to achieve good quality
of compression/decompression. This way, we use multilayer feedforward neural
networks to reconstruct the input data by the network output. To perform this
task efficiently, such neural networks learn interrelationships among the input
variables. When the network has been trained, a relatively small number of hid-
den neurons is sufficient to reconstruct the input values as the network outputs.
Therefore, the data are compressed to a form coming with the lower dimension-
ality. This way the outputs of the second hidden layer neurons constitute the
essential attributes and the number of them E must be adjusted, where E < M .

The essential attributes obtained by the neural network constitute a set of
real values, but the order of elements is meaningless. The essential attributes
for all considered data but yet must be generated for a fixed permutation of
elements. This way we obtained another representation of the original data and
the dimension E of the new representation indicates dimensionality reduction of
the data representation, and the data representation is formed by the essential
attributes. We can use the essential attributes directly or after some transforma-
tion in order to create a new vector of attributes. The main reason to create the
new attributes is to express hidden relationships between individual attributes.
These new attributes can be formed in various ways, generally it is said that the
new attributes are some functions of the original ones (e.g. Wnek and Michalski
[25]). The new attributes may be better suited for subsequent data mining than
the essential attributes. Generally, there are used functions like maximum value,
minimum value, average value, etc. or some arithmetic operators including: +,
-, * and integer division, and so on. The new attributes used directly often cause
some increasing of dimensionality of a data representation, although quite of-
ten only the most important attributes are selected (e.g. Hall and Holmes [9]).
Evaluation of attributes can be done using so-called wrappers or filter methods
(e.g. Frohlich et al. [7]).

The EAG approach allows a data series of arbitrary length M to be reduced
to an arbitrary length K, where K < M . These new attributes as data series
representation can be applied for solving the data mining problems.

The results of calculations can be found in other works of authors. We con-
sider classification and clustering problems, because they are among of the most
common data mining problems. We have made calculations on compressed data
in order to determine whether they still kept enough information to their proper
classification and clustering. The experiments have shown that even for a sig-
nificant reduction of dimensionality, the new representation retains information
about the data sufficient for classification and clustering of the data (Krawczak
and Szkatuła [18]). The EAG approach is described in detail below.

2 Generation of Essential Attributes

We consider the real-valued data series which are described in the following way:

[y1(n), . . . , yM (n)] (1)

where yk(n) ∈ R, n = 1, . . . , N , k = 1, . . . ,M .
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Each data describes a point in a M -dimension space of real values. In general,
we can expect that there is some redundancy of representation dimensionality
(e.g. Guyon et al. [8], Jolliffe [11]) and these superfluities can be removed by
application of multilayer feedforward neural networks (e.g. Dreyfus [5]). There
are known applications of multilayer feed-forward neural networks as an auto-
associative memory, especially in data compression in telecommunication area.

This way, we will use an auto-associative feedforward neural network with five
layers, including the input layer. The inputs are described by data of dimension-
ality M , while the outputs are decompressed inputs of the same dimensionality
described as follows

[ŷ1(n), . . . , ŷM (n)] (2)

The objective of this type of neural networks is to generate features, called
here the essential attributes, represented by outputs of E neurons of the second
hidden layer, under the assumption that E < M . The idea of essential attributes
obtained from auto-associative neural networks was introduced in earlier papers
by Krawczak and Szkatuła related to data mining problems.

The hint of the application of such type of neural networks came from Cy-
benko’s theorem, which states that three layer neural network, with one hidden
layer, is an universal approximator, in general a mapping of one space to an-
other. Thus we can use two such neural networks, the first is responsible for a
mapping of M inputs [y1(n), . . . , yM (n)], n = 1, . . . , N , into E output variables
[b1(n), . . . , bE(n)], n = 1, . . . , N , into variables [ŷ1(n), . . . , ŷM (n)].

The first network referred to as Coder performs compression and realizes
encoding of inputs to E essential attributes, see Fig. 1.
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Fig. 1. The first neural network

The second network referred to as Decoder assures that the compressed
essential attributes are consistent with the inputs with some accuracy as
[ŷ1(n), . . . , ŷM (n)], see Fig.2.
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Fig. 2. The second neural network

Coupling of such two neural networks we form the architecture shown in Fig. 3.

 
 

 
 
 
 

                        
 
 
 

     

 
 

 

 
 
 
 
 

 
 

 
 

 
 
 
 
                  
 
 

 

 

Fig. 3. Neural network generating essential attributes

In all the neural network for generating the essential attributes consists of the
following parts:

– the input layer of dimensionM denoted by [y1(n), . . . , yM (n)], n = 1, . . . , N ,
– the first hidden layer of M sigmoidal neurons,
– the second hidden layer of E sigmoidal neurons, the outputs of this layer

neurons generate signals [b1(n), . . . , bE(n)], n = 1, . . . , N . The above described
three layers: input layer, first hidden layer and second hidden layer all together
form a mapping of M inputs into E essential attributes.

– the third hidden layer of M sigmoidal neurons,
– the output layer of M sigmoidal neurons denoted by [ŷ1(n), . . . , ŷM (n)],

n = 1, . . . , N .
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This neural network maps M input variables into M output variables, thus
the network maps each input into itself. The entire network is necessary to deter-
mine weights of connections between neurons of adjacent layers. The weights are
obtained during the training process supported by the backpropagation (with
modifications) algorithm (Krawczak [13], [14]). The following formula expresses
the mean square error (MSE) learning error generated by the network

MSE =
1

NM

N∑
n=1

M∑
k=1

(ŷk(n)− yk(n))
2 (3)

and describes the efficiency of compression and decompression.
Proper selection of value of the number of essential attributes E is of crucial

importance because their values have strong influence on quality of new data
representations. The problem of choosing the value of E (i.e., number of essential
attributes) must be overcome in some experimental way. During the experiment
the number of hidden neurons E can be changed, and for each case the network
was trained and the learning error was calculated, and the selection must be done
in such a way to get a stable as well as the lowest value of the learning error.

This way we formed another representation of the original data, and the value
E indicates an additional dimensionality reduction. The essential attributes can
be used directly or it is possible to generate a new set of attributes. The new set
of attributes is formed through an rearrangements of differences of the essential
attributes. Perhaps the simplest way is following, we have the set of the essential
attributes {b1(n), . . . , bE(n)}, n = 1, . . . , N , and we generate

(
E
2

)
combinations

without repetitions of differences bi(n) − bj(n), i, j ∈ {1, . . . , E}, for i > j,
n = 1, . . . , N , these combinations give rise to a new set of attributes

{cj(n)}j=(
E
2)

j=1 = (4)
{b2(n)− b1(n), b3(n)− b2(n), b4(n)− b3(n), . . . , bE(n)− bE−1(n),

b3(n)− b1(n), b4(n)− b2(n), . . . , bE(n)− bE−2(n),

b4(n)− b1(n), . . . , bE(n)− bE−3(n),

. . .

bE(n)− b1(n)}
for n = 1, . . . , N .

The set of the attributes {cj(n)}j=K
j=1 for n = 1, . . . , N , where K =

(
E
2

)
constitutes the new representation of the data, whereK denotes the final number
of the new attributes.

The new attributes can be arranged in a vector form, i.e., one chosen permu-
tation of them must be taken for all investigated data, [cj(n)]j=K

j=1 .
Here we use the following measures of compression and decompression quality.

The most general term for compression measure is compression ratio defined as
follows (Guyon et al. [8])

Compression Ratio = Cr =
Compressed Size

Uncompressed Size
(5)
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In the case of the new attributes the compression ratio is following

Cress.attribute =
1

M

(
E

2

)
=

1

M

E!

2!(E − 2)!
=

(E − 1)E

2M
(6)

The obtained new representation of the data series (1) can be characterized,
according to (6), by compression ratio Cress.attribute .

It seems that such reduction of dimensionality is of restrictive interest as well
as applications and therefore the next step of dimensionality reduction should be
taken. Namely, it is worth to consider replacing the real values of the attributes
by nominal values and next to treat each time series as a string of symbols.

Converting numeric data into sequential symbolic data relies on dividing
the real-valued range of attributes into a number of intervals and assigning
nominal symbols to each interval. In literature (cf. Maimon and Rokach [21])
one can distinguished some methodologies for discretization, for example: the
division of equal width intervals and the equal frequency intervals method,
the discretization based on statistical tests, the entropy based discretization
and the methods with applying the dynamic programming. The methodologies
are of heuristic type for data discretization, and according to reported experi-
ments none of them is significantly better than others, and the choice of method-
ology used much depends on data and problem considered therefore it is difficult
to claim what approach is better or more universal.

In our approach to dimensionality reduction there is no physical interpretation
of the attributes, and they are arranged as a set of real numbers, and tacit
relationships between attributes are very important.

The assumed common range of the all attributes is divided into some sub-
ranges and therefore the division is the same for each attribute and each nom-
inal value has the same interpretation for each attribute. One of the possible
methodology to use is so called equal width interval discretization. This way
real values of the new attributes are replaced by nominal values.

In the process of discretization of the attributes the ranges of all attributes val-
ues are subdivided into fixed number of partitions. The methodology called equal
width interval discretization relies on determination of the domain of attributes
values and dividing the interval into equal subintervals. Considering all attributes
values, {cj(n)}j=K

j=1 for n = 1, . . . , N , where K =
(
E
2

)
, let us divide each interval

into equal subintervals. Now let us consider the set V := Vc1 ∪ Vc2 ∪ . . . ∪ VcK ,
where each set Vcj = {vj,1, vj,2, . . . , vj,Lj , } describes the domain of the proper
attribute cj , and Lj denotes the number of subintervals for the j-th attribute,
j = 1, . . . ,K. The subinterval boundaries, i.e., cut points, can be constructed in
the following way for each attribute:

p0 = min{v : v ∈ V },
pl = p0 + l · ∂, l = 1, . . . , P − 1 (7)

pP = max{v : v ∈ V },

where ∂ = max{v: v∈V } − min{v: v∈V }
P while P ∈ N is a predefined parameter.
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The attributes {cj(n)}j=K
j=1 now represented by nominal values can be denoted

as {aj(n)}j=K
j=1 for n = 1, . . . , N , where K«M . The procedure described above

drives to describing a new symbolic representation of data series and is charac-
terized by a vector of attributes whose values are nominal.

Thus we obtain a vector of K nominal-valued attributes representing the
original data series (1) and the new representation preserve important properties
for the original data series mining problems, i.e., classification or clustering.

3 Conclusions

In this paper we described a new approach to reduce dimensionality of data series
referred to as Essential Attributes Generation (EAG) approach. The approach is
based on the Cybenko’s theorem well known in neural networks society as well
as the idea of principal components. The principal components are generated by
the outputs of the second hidden layer of the designed neural network.

In the paper Krawczak and Szkatuła [18], we introduced the extension of the
EAG approach (i.e., SEAA approach) to reduce dimensions of data series to
symbolic representation. The essence of the methodology is highlighted in Fig.4.

Data 
series �  Eenvelopes 

approximation �  Essential Attributes 
Generation (EAG)  �  Symbolic 

representation 

Fig. 4. The approach scheme of SEAA

The approach allows a data series of arbitrary length M to be reduced to an
arbitrary length K, where K«M . For symbolic representation of data series, we
use the alphabet of finite size R>3. The concept is based on the upper and lower
envelopes [15], and on essential attributes of the envelopes (EAG). In this case
we obtain a vector of nominal-valued attributes representing the original data
series and preserving properties which are important for the original data series
mining problems. It must be emphasized that the data series is understood as
real-valued time series or pseudo-time series, while SEAA generates a vector of
nominal-valued attributes.

It is obvious that our approach together with changing of real-valued essential
attributes into nominal-valued essential attributes constitutes interesting method-
ology for preprocessing of time series. The methodology can be compared to
Symbolic Aggregate Approximation (SAX) (cf. Lin et al. [19]), it seems the most
competitive method in the literature for dimensionality reduction of time series
with introduced symbolic representation. In general, the SAX method consists of
two main parts, in the first part a time series is approximated by Piecewise Ag-
gregate Approximation based on piecewise constant approximation, while in the
second part such time series representation is converted into a sequence of symbols.
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Our methodology differs considerably from other methods known in the literature;
however it is possible to find partial similarities to SAX method.

We verify the quality of dimensionality reduction practically by analysis of
particular data mining tasks. We proposed an approach which first creates
a symbolic representation of times series using the SEAA approach. Then, using
the attributes with nominal values as data series representation verification of
the approach was applied for solving two data series mining problems, namely
classification and clustering. We consider classification and clustering problem,
because they are among of the most common data mining problems. Calcula-
tions were performed to verify whether the proposed approach of dimensionality
reduction still retains important features of the original data series, which allow
to correctly classify or cluster data series.

Practical presentation of the approach was carried out for the database avail-
able at the Irvine University of California (Krawczak and Szkatuła [18]). Verifi-
cation of efficiency of the proposed procedure was performed via solving two data
series mining problems, namely classification and clustering. Calculations were
made on compressed data in order to determine whether they still kept enough
information to their proper classification and clustering. Numerical experiments
show that a large dimensionality reduction (causing also an information reduc-
tion) generates the new data representation, which preserves information about
the data characteristics particularly well (Krawczak and Szkatuła [16], [17], [18]).

For example we considered the learning data series of three different classes
(25 time series of each 60 values). In Fig. 5 there are depictured all 75 normalized
time series. Additionally we also considered the testing data series (25 time series
of each class) and each data series has 60 values. The goal was to reduce the
dimensionality of the considered data series and next to create nominal-valued
representation of the original time series.

For designing the required neural network a freely available neural network
simulator JNNS was applied. During the experiment the number of hidden
neurons was changed and for each case the network was trained and the learning
error was calculated. In order to adjust weights we used the backpropagation

      ky  

k k 

Fig. 5. The learning data series {yk(n)}k=60
k=1 for n = 1, . . . , 75 , belong to three classes
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with momentum algorithm, and required parameters were selected experimen-
tally. In result the number of neurons of the hidden layer was chosen as 5, it
means that five essential attributes were enough to conserve the information
about the data series character. Next the real-valued essential attributes were
replaced by nominal values of the following alphabet a, b, c, d, e, f , g, h, i, j.
After some transformation the generated nominal essential attributes looked
like those shown in Fig. 6.

ja  

Fig. 6. The nominal attributes {aj(n)}j=10
j=1 , n = 1, . . . , 75 , for the upper envelopes

In the case of classification problems efficiency was 100% for learning data
and above 98.7% for testing data. Results of classification obtained by using our
approach gave slightly better accuracy than by other specialized algorithms as
well as by SAX dimensionality reduction methodology. In the case of cluster-
ing our approach gave 100% accuracy, but they cannot be compared to other
algorithms because there is lack of reported efficiency results.

It must be noted that described in this paper dimensionality reduction method-
ology of data series was not developed for specified data series, and experimental
results of classification and clustering allow us to claim that the approach is at
least not worse than those reported in the literature. Up to our experience the
methodology can be elaborated in the future.
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Abstract. Random Forest (RF) is a powerful ensemble method for clas-
sification and regression tasks. It consists of decision trees set. Although,
a single tree is well interpretable for human, the ensemble of trees is a
black-box model. The popular technique to look inside the RF model
is to visualize a RF proximity matrix obtained on data samples with
Multidimensional Scaling (MDS) method. Herein, we present a novel
method based on Self-Organising Maps (SOM) for revealing intrinsic re-
lationships in data that lay inside the RF used for classification tasks.
We propose an algorithm to learn the SOM with the proximity matrix
obtained from the RF. The visualization of RF proximity matrix with
MDS and SOM is compared. What is more, the SOM learned with the
RF proximity matrix has better classification accuracy in comparison to
SOM learned with Euclidean distance. Presented approach enables bet-
ter understanding of the RF and additionally improves accuracy of the
SOM.

Keywords: Random Forest, Self-Organising Maps, visualization, clas-
sification, proximity matrix.

1 Introduction

Nowadays, there is a need for efficient data mining techniques. The human read-
ability of the model is an important factor of a good data mining algorithm.
Among various data mining methods very popular are decision trees [20], [3].
Although, they have an easy interpretable model, a single tree does not always
obtain the highest accuracy. To overcome this problem, various ensemble meth-
ods were proposed. Among them, the popular is Random Forest (RF) proposed
by Leo Breiman [2]. The RF builds a set of trees using bagging and random sub-
space methods. The final output is a mode of responses from all individual trees.
The RF can be used for classification and regression tasks. Despite the high ac-
curacy of the RF, the human readability of the model is lost. There exist some
methods to look inside RF black-box, like: examining variable importance [4],
parallel cooridinate plots by variable [2] or visualizing the RF proximity distance
matrix with Multidimensional Scaling [6]. Herein, we propose a novel method
for visualizing the RF proximity matrix based on Self-Organising Maps (SOM)

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 63–71, 2014.
c© Springer International Publishing Switzerland 2014
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[8]. The SOM is an artificial neural network model that maps high-dimensional
input data space onto usually two-dimensional lattice of neurons in an unsu-
pervised way. Although, the SOM is an originally unsupervised algorithm there
exist supervised extensions [9], [14], [13], [7]. The SOM has been proved as an
efficient data mining tool in many real life applications [11], [12], [18], [19]. In
this paper, we focus on using the labeled SOM model for mapping the RF used
in classification tasks. The RF proximity matrix will be used for the SOM learn-
ing. It was shown that using more sophisticated distance metric than Euclidean
can improve the accuracy of the SOM [15]. The RF proximity matrix was used
earlier for improving clustering accuracy. Horvath et al. [16] presented method
for building clusters from the RF learned with unlabeled data and successfully
used it for tumor detection [17]. Moosmann et al. [10] used the RF for efficient
segmentation of images, where leaves were assigned to distinct image regions
rather than to specific class. Gray et al. [5] used the RF proximity matrix and
the MDS for classification of medical images of different types of dementia. The
paper is organized as follow: firstly, we describe the SOM and the RF algorithms;
secondly, proposed approach for learning the SOM with the RF proximity matrix
is presented; then, the MDS vs the SOM visualization and the accuracy of the
SOM learned with Euclidean metric and the RF proximity matrix are compared.

2 Methods

Let’s denote data set as D = {(xi, ci)}, where xi is an attribute vector, x ∈ RM ,
M is attribute vector length and ci is a discrete class number of i-th sample,
i = [1, 2, ..., N ] and c = [1, 2, ..., C].

2.1 Self Organising Maps

In this paper, we used the SOM as a two-dimensional grid of neurons. Each
neuron is represented by a weights vector Wpq , where (p, q) are indices of the
neuron in the grid. It is important to notice, that neuron’s weights vector has the
same length as sample’s attribute vector in the data set. The neuron’s weights
directly corresponds to attributes in the data set. In the training phase, for
each sample we search for a neuron which is the closest to the i-th sample. In
the original SOM algorithm the distance is computed with squared Euclidean
distance by following equation:

Disttrain(Di,Wpq) = (xi −Wpq)
T (xi −Wpq). (1)

The neuron (p, q) with the smallest distance to i-th sample is so-called the Best
Matching Unit (BMU), and we note its indicies as (r, v). Once the BMU is found,
the weights update step is executed. The weights of each neuron are updated
with formula:

Wpq(t+ 1) =Wpq(t) + ηh(i)pq (xi −Wpq(t)), (2)
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where t is an iteration number and η is a learning coefficient and h
(i)
pq is a neigh-

bourhood function. We assume that one iteration is a presentation of one train-
ing sample, whereas a presentation of all training samples is one learning epoch.
The learning coefficient η is decreased between consecutive epochs to improve
network’s ability to remember patterns. It is described by:

η = η0exp(−eλη), (3)

where η0 is the initial step size, e is the current epoch number and λη is re-
sponsible for regulating the speed of the decrease. The neighbourhood function
controls changing of weights with respect to the distance to the BMU in the
grid. It is noted as:

h(i)pq = exp(−α((r − p)2 + (v − q)2)), (4)

where α describes the neighbourhood function width. This parameter is increas-
ing during learning α = α0exp(−(estop − e)λα) - it assures that neighbourhood
becomes narrower during the training. The network is trained till chosen number
of learning procedure epochs estop is exceeded.

In the described algorithm the class label information is not used. The sim-
plest approach of using the SOM as a classifier is to label the neurons after the
unsupervised training. For each neuron we remember the overal sum of neigh-

bourhood values h
(i)
pq from each class over all samples. The label of major class

is assigned to the neuron. In the testing phase, the input sample’s class is des-
ignated based on the class of the found BMU.

2.2 Random Forest

In the RF algorithm a set of single trees is built. The process of constructing
one tree can be described in the following steps:

1. Draw a bootstrap data set D′ by choosing n times with replacement from
all N training samples.

2. Determine a decision at node using only m attributes, where m is smaller
than M . The split is selected based on maximal Information Gain.

3. Move the data through the node with respect to decision from the step 2.
4. Repeat steps 2, 3 till full tree is grown.

At the end of tree constructing, the class label is assigned to each leaf based
on a class of samples in it. In the testing phase, a new sample is pushed down
through all trees. From each tree a class label is remembered based on class of
the reached leaf. The final response is the mode of votes from all trees. The
proximity matrix Prox, with size NxN , can be easily obtained by putting all
samples down the all trees. If two samples i and j are in the same terminal
node in the tree, their proximity is increased by one Prox(i, j) = Prox(i, j)+ 1.
After the presentation of all samples the proximities are divided by the number
of trees in the RF. The greater proximity value is, the more similar samples are.
The dissimilarity measure can be formulated as Dis(i, j) = 1− Prox(i, j).
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2.3 Self Organising Maps Learned with Random Forest (RF-SOM)

In the proposed approach we assume that the RF is already learned. The learning
of the network in one epoch can be summarized in the following steps:

1. Build a data set H as a union of all network’s weights W and attribute
vector xj of j-th sample, H = W ∪ xj . The matrix W size is LxM , where
the L is a total number of neurons in the network. In this matrix each row
contains weights from one neuron, the mapping from neurons’s 2D grid to
matrix W is assumed.

2. For set H compute dissimilarity matrix DisH using the RF. The DisH size
is (L + 1)x(L+ 1).

3. Find the smallest distance to the neurons in dissimilarity matrix DisH , in
distances corresponding to j-th sample:

v = argmin
h
DisH(j, h), h �= j, (5)

where v is an index of BMU in the matrix W , which can be mapped into
r, v indices in the network 2D grid.

4. Update the network weigths with formula 2.
5. Repeat steps 1-4 for all samples in the training set.

After the end of the SOM learning, it is labeled as described in Section 2.1. In
the testing phase, for input sample the BMU search is performed by taking the
steps 1-3. The output class label is the same as the BMU class. We will denote
the proposed method as RF-SOM. The computational complexity of using the
Euclidean distance in the SOM is O(N ∗L), because we need to compute for each
sample, from N samples, a distance between sample and L neurons. Whereas,
the using of the RF proximity matrix in the proposed RF-SOM has complexity
O(N ∗ L ∗ T ∗ log2(treesize))1, where treesize is a number of nodes in the tree.
In the RF-SOM for each sample we propagate L + 1 input vectors through T
trees in the RF, and passage through a tree has complexity O(log2(treesize)).
The complexity of distance computation using the RF proximity matrix is worse
than using Euclidean distance. Although, it is beneficial when compared to the
memory complexity of the MDS used for RF proximity visualization, which uses
O(N2) memory. The RF-SOM requires only O(L2). This discards the MDS as
a method of the RF proximity matrix visualization for large data sets.

3 Results

We used 6 real data sets to examine properties of the RF-SOM. There were
used data sets: ’Glass’, ’Wine’, ’Iris’, ’Sonar’, ’Ionosphere’, ’Pima’ from the ’UCI
Machine Learning Repository’ [1]. In the Table 1 are presented data sets proper-
ties. In all experiments we used following parameters values for each SOM type:

1 We omit cost of constructing the RF in the complexity assessment.
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estop = 200, η0 = 0.1, λη = 0.0345, α0 = 0.1, λα = 0.008. We will denote a net-
work learned with Eculidean distance as SOM. The network sizes for the SOM
and the RF-SOM for each data set are equal, they are presented in the Table 1.
The network sizes were chosen arbitrarily because selecting optimal network size
is not in the scope of this paper. In all cases the SOM and the RF-SOM starts
learning from the same initial weights values. The RF was constructed with 100
trees and m =

√
M for all data sets.

Table 1. The description of data sets used in experiments and network size used for
each data set

Samples Attributes Classes Network size

Glass 214 9 6 7x7

Wine 178 13 3 4x4

Iris 150 4 3 5x5

Sonar 208 60 2 8x8

Ionosphere 351 34 2 8x8

Pima 768 8 2 7x7

To present visulization properties of the proposed method we used ’Pima’
data set. In the Fig.1 there are presented: the SOM (Fig.1a) and the MDS
(Fig.1c) both learned with Euclidean distance; and RF-SOM (Fig.1b) and RF-
MDS (Fig.1d) constructed using the RF proximity matrix. The SOM networks
were presented as a 2D grid of neurons, where for each neuron, its weigths are
presented by a polar area diagram (sometimes called coxcomb plot). In the MDS
and the RF-MDS plots information about points distribution in reduced 2D
space is available. However, information about how point’s position is affected
by combination of attributes values is missing. What is more, there is hard to
find crisp border to distinguish two classes on the MDS neither on the RF-MDS.
In contrary to MDS technique, the SOM and RF-SOM plots do not provide
information about explicit point distribution but rather a mapping of attributes
combination onto 2D grid of neurons. After network labeling the class labels are
assigned to neurons, therefore distinguishing specific combination of attributes
in each class is possible. As expected, although, the SOM and the RF-SOM
started learning from the same initial weights values they have different final
distribution of attributes combinations across the network.

To compare the accuracy of the SOM learned with Euclidean distance and
RF-SOM learned with RF proximity matrix we use information about samples
class label. We measure the accuracy of classification. The results of comparison
are presented in the Table 2. All of the results are mean over 10-fold cross
validation. In the Table 2 we also include the accuracy of the alone RF as the
reference. The RF-SOM on 4 data sets (’Glass’, ’Sonar’, ’Ionosphere’, ’Pima’)
obtained better results than the SOM. The greatest improvement over the SOM
was achived on ’Sonar’ set, it was 12.57%. The same performance of the SOM
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(a) SOM
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(d) RF-MDS
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Fig. 1. The visualizations of ’Pima’ data set with (a) the SOM, (b) the RF-SOM, (c)
the MDS with Euclidean distance, (d) the RF-MDS. The class information is coded in
red color for the first class and blue color for the second class in all plots. In the (a)
and (b) for polar area diagram the attribute’s number corresponding to the neuron’s
weight is shown in the legend.

and the RF-SOM was on ’Wine’ and ’Iris’, when on the latter the RF-SOM has
higher standard deviation value. It is worth noting, that the improvement of the
RF-SOM over the SOM depends on the accuracy of the RF. On data sets (like
’Sonar’ or ’Glass’) where the accuracy difference between the RF and the SOM
is high, the RF-SOM noted large improvement over the SOM. Whereas, on data
sets (’Wine’ and ’Iris’) with small accuracy difference between the RF and the
SOM, the RF-SOM obtained the same mean accuracy as the SOM.

We measure classfication accuracy for different number of trees in the RF to
examine the influence of a number of trees in the RF to performance of the
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Table 2. The classification accuracy for RF, SOM and RF-SOM. The results are mean
and std. over 10-fold cross validation.

Glass Wine Iris Sonar Ionosphere Pima
RF 77.96±7.82 98.85±2.29 95.33±6.70 85.05±4.74 93.44±2.88 76.14±7.09

SOM 61.73±6.18 96.60±3.73 94.67±4.00 67.69±8.97 84.33±6.43 71.73±5.16

RF-SOM 67.27±6.04 96.60±3.73 94.67±5.81 80.26±5.17 89.72±6.42 74.71±6.80

RF-SOM. The accuracy for the RF and the RF-SOM for a number of trees in
the RF, T = {10, 20, 50, 100, 200, 500}, is presented in Fig.2. It can be observed
that for all data sets except ’Sonar’ and ’Glass’ the accuracy of the RF does not
depend on T . The good results of classification are obtained even for 10 trees
in the RF. For ’Sonar’ and ’Glass’ sets the accuracy of the RF increases with
increasing a number of trees. The very similar behaviour can be observed for
the RF-SOM. The accuracy for ’Wine’, ’Iris’, ’Ionosphere’ and ’Pima’ slightly
varies with T growing. However, for ’Sonar’ and ’Glass’ sets the RF-SOM obtains
better results if more trees are used in the RF. The observed behaviour can be
explained by more complex data relationships in ’Sonar’ and ’Glass’ sets which
are better modeled with greater number of trees in the RF.
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Fig. 2. The classification accuracy for (a) RF and (b) RF-SOM, for a different number
of trees in the RF. The result are mean over 10-fold cross validation.

4 Conclusions

The novel method for visualizing the RF proximity matrix by the SOM was
proposed. The RF-SOM method uses the RF to compute distances between in-
put sample and neurons. The proposed method of visualization provide better
understanding of relationship between data in the RF structure than the MDS.
The RF-SOM contrary to the MDS provides a mapping of data onto 2D neu-
rons grid. In case of new coming samples there is no need to recompute the
whole RF proximity matrix like in the MDS method. Additionally, the proposed
method has lower memory complexity than the MDS, which for large data sets is
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not applicable. What is more, the experimental results show that the RF-SOM
learned with the RF dissimilarity gained better or the same accuracy than the
SOM learned with Euclidean distance. As pointed in [16] the RF dissimilarity
has attractive features: it can handle mixed variable types well, is invariant to
monotonic transformations of the input variables and is robust to outliers. The
attractiveness of RF dissimilarity and obtained results with RF-SOM encourage
to focus our future work on using the RF proximity matrix in other clustering
algorithms.
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Abstract. Nonnegative Matrix Factorization (NMF) captures nonnega-
tive, sparse and parts-based feature vectors from the set of observed non-
negative vectors. In many applications, the features are also expected to
be locally smooth. To incorporate the information on the local smooth-
ness to the optimization process, we assume that the features vectors
are conical combinations of higher degree B-splines with a given num-
ber of knots. Due to this approach the computational complexity of the
optimization process does not increase considerably with respect to the
standard NMF model. The numerical experiments, which were carried
out for the blind spectral unmixing problem, demonstrate the robustness
of the proposed method.

Keywords: NMF, B-Splines, Feature Extraction, Spectral Unmixing.

1 Introduction

Nonnegative Matrix Factorization (NMF) [1,2] is a key tool for feature extraction
and dimensionality reduction of nonnegative data. However, in many practical
scenarios the feature extracted with NMF may not have easy interpretation
or meaning due to various ambiguities that are intrinsically related with the
assumed model of factorization. The extensive analysis of non-uniqueness issues
in NMF can be found in [3]. To relieve these problems, the prior knowledge on
the factors to be estimated is usually imposed. Commonly used priors assume
the sparsity that is typically incorporated to the factor updating process by
l1-norm-based penalty or regularization terms.

Pascuala-Montano et al. [4] reported that sparsity and smoothness constraints
are closely related in NMF applications. Typically, when one of the factors is
sparse, the other tends to be locally smooth. It is also well-known that the
smoothness of a signal in the time domain involves its sparseness in the frequency
domain, and vise versa. Hence, the smoothness constraints are also important

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 72–81, 2014.
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and might considerably relax the factor ambiguity problems, if some estimated
factors are expected to be locally smooth.

The smoothness constraints are motivated by many practical applications of
NMF. For example, the temporal as well as frequency profiles extracted from
the magnitude spectrograms of speech or audio signals are locally smooth [5–7].
The similar smoothness behavior is also observed in the parts-based features
extracted from a set of facial images. In a supervised classification performed
with NMF, the encoding vectors obtained from the training vectors that belong
to one class may also demonstrate the local smoothness property. Smooth signals
may also be found in spectral unmixing problems, e.g. in hyperspectral imaging
or Raman spectroscopy [8–13]. Depending on the observed data, the smoothness
may take place in spectral signatures (endmembers) or in abundance maps.
These applications motivate the proposed method.

Smoothness constraints can be imposed on the estimated factors in many
ways. It is well-known that the Gaussian priors lead to smooth estimates. This
issue has been widely discussed in the literature (see e.g. [9, 14]). The smooth-
ness can be also enforced in the similar way by applying the Markov Random
Field (MRF) models [7]. These models are usually more robust to the overfitting
phenomena than the Gaussian ones but they are more difficult to tackle numer-
ically. In all these approaches, if the factor updating process is performed with
gradient descent algorithms, the hyperparameters associated with the priors are
difficult to be estimated.

Another approach to the smoothness is to assume that the feature vectors
in NMF can be expressed by a linear combination of some basis functions that
are locally smooth, bounded and nonnegative in the whole domain. This model
was proposed in [15], where the basis functions are determined by the Gaussian
Radial Basis Functions (GRBF). Next, Yokota et al. [16] improved this model
in terms of computational complexity and extended it to work efficiently with
2D features and with multi-linear array decomposition models.

Motivated by the efficiency of a family of the GRBF-NMF algorithms, we
extend the concept of approximating the feature vectors in NMF to a more
general and sophisticated case where the basis functions are expressed by piece-
wise smooth nonnegative B-spline functions. This idea is partially motivated
by the piecewise smoothness constraints proposed in [11] but our method does
not use the MRF model to enforce the smoothness. The B-splines are piecewise
polynomials that are widely used in many applications such as curve fitting,
interpolation, approximation techniques [17]. The use of B-splines gives us more
possibilities for model adaptation and regularization with the Total Variation
(TV) term. The degree of the splines and the knots can be easily adapted. The
coefficients of the linear combinations of the B-splines can be also readily esti-
mated since the basis matrix reveals a block structure. In this paper, we also
proposed the multiplicative algorithm for estimating the coefficients, assuming
any feature vector is a superposition of the B-splines.

The paper is organized as follows: Section 2 discusses the application of B-
splines to approximate the feature vectors in NMF. The optimization algorithm
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for estimating the underlying factors is presented in Section 3. The experiments
carried out for the linear spectral unmixing problem are described in Section 4.
Finally, the conclusions are drawn in Section 5.

2 Model

The aim of NMF is to find such lower-rank nonnegative matrices A = [aij ] ∈
R

I×J
+ and X = [xjt] ∈ R

J×T
+ that Y = [yit] ∼= AX ∈ R

I×T
+ , given the data

matrix Y , the lower rank J , and possibly some prior knowledge on the matri-
ces A or X. The set of nonnegative real numbers is denoted by R+. For high
redundancy: J << IT

I+T but in our considerations we assume: J ≤ min{I, T }.
For the linear spectral unmixing problem, we assume that the column vectors

of Y = [y1, . . . ,yT ] represent the observed mixed spectra, where T is the num-
ber of registered mixed spectra or the number of pixels in a remotely observed
hyperspectral image. The observed spectral signals are divided into I adjacent
subbands. Using the basic NMF model, the column vectors of A = [a1, . . . ,aJ ]
are feature vectors that contain the pure spectra (spectral signatures) and X
may represent the mixing matrix or vectorized abundance maps. The rank of
factorization J determines the number of pure spectra, which can be estimated
with various techniques such as cross-validation or automatic relevance deter-
mination. In this paper, we assume that all the feature vectors, i.e. the vectors
{aj} are locally smooth.

2.1 B-Splines

A spline is a piecewise-polynomial real function F : [ξmin, ξmax] → R determined
on the interval [ξmin, ξmax] that is divided into P subintervals [ξn−1, ξn] where
ξmin = ξ0 < ξ1 < · · · < ξP−1 < ξP = ξmax for n = 1, . . . , P . For ∀n : F (ξ) =
Sn(ξ) for ξn−1 ≤ ξ < ξn where Sn : [ξn−1, ξn] → R.

Any spline function F can be uniquely expressed in terms of a linear combi-
nation of so-called B-splines, i.e. the basis splines:

F (ξ) =

N∑
n=0

αnS
(k)
n (ξ), (1)

where S
(k)
n (ξ) is the B-spline of order k determined on the subinterval ξn−1 ≤

ξ < ξn, and {αn} are coefficients of a linear combination of N B-splines, where
N ≥ k − 1. The points {ξ0, ξ1, . . . , ξN} are known as knots. The B-splines can
be determined by the ”Cox-DeBoor” recursive formula:

S(k)
n (ξ) =

ξ − ξn
ξn+k−1 − ξn

S(k−1)
n (ξ) +

ξn+k − ξ

ξn+k − ξn+1
S
(k−1)
n+1 (ξ), (2)

where

S(1)
n (ξ) =

{
1 if ξn ≤ ξ < ξn+1

0 otherwise
(3)
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are B-splines of the first-order. The B-spline is a continuous function at the

knots, and
∑

n S
(1)
n (ξ) = 1 for all ξ. If k = 2, F (ξ) is composed of piecewise

linear functions, hence a degree of the polynomial is equal to one. For k = 2,
the B-splines are formed by the piecewise quadratic functions. The degree of the
polynomial F is equal to k − 1.

Note that the derivative of F (ξ) at ξ can be easily determined by the (k− 1)-
order B-spline. Since:

F ′(ξ) =
N∑

n=0

(k − 1)
αn − αn−1

ξn+k−1 − ξn
S(k)
n (ξ), (4)

the TV-based regularization term: TV (F (ξ)) =
∫ ξmax

ξmin
|F ′(ξ)|dξ can be readily

calculated.

2.2 Smoothing

If k > 2, the spline F (ξ) is a smooth function on the interval [ξmin, ξmax]. In
this paper, we assume that the model (1) is used for approximating the feature
vectors in NMF. Thus:

aj =

N∑
n=0

wnjs
(k)
n , (5)

where {wnj} ∈ R+ are coefficients of a conical combinations of B-splines of order

k, and s
(k)
n = [S

(k)
n (ξi)] ∈ R

I
+ for i = 1, . . . , I. Following [15,16], the NMF model

with the B-spline smoothing has the form:

Y = SWX , (6)

where S = [s
(k)
1 , . . . , s

(k)
N ] ∈ R

I×N
+ , W = [wnj ] ∈ R

N×J
+ and X = [xjt] ∈ R

J×T
+ .

Assuming A = SW , the model (6) boils down to the standard NMF model.
The model (6) has better flexibility than in the GRBF-NMF that was pro-

posed in [15]. First, the knots sequence {ξn} does not have to be uniformly
distributed in the interval [ξmin, ξmax]. Moreover, the positions of knots can
be also estimated. The number of knots can be adjusted with alternating itera-
tions or can be regarded as the regularization parameter. The degree of the ap-
proximating polynomial can be also adaptively selected. For the intervals where
the feature vectors do not show meaningful variability, low-order B-splines can
be used. A higher variation may involve a higher order but the cubic B-splines
should be sufficient for many practical applications. Using B-splines of low-order,
the regularization is easier. To model relatively narrow spectral peaks, the num-
ber and the order of knots can be determined adaptively. Note that the model
(6) can be also extended to work with multi-linear array decompositions, simi-
larly as in [16]. Moreover, when the extracted features are 2D images, then 2D
B-splines can be used.
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3 Algorithm

To estimate the matrices W and X from (6), we assume that the objective
function is expressed by the squared Euclidean distance:

Ψ(W ,X) =
1

2
||Y − SWX||2F . (7)

From the stationarity of (7) we have:

∇WΨ(W ,X) = ST (SWX − Y )XT � 0, (8)

∇XΨ(W ,X) = (SW )T (SWX − Y ) � 0. (9)

Hence, the projected ALS updating rules have the form:

W = (STS)−1SY XT (XXT )−1, (10)

A = [SW ]+ , (11)

X =
[
(W TSTSW )−1W TSTY

]
+
, (12)

where [ξ]+ = max{0, ξ}.
The ALS algorithm does not satisfy the KKT optimality conditions that lead

to non-monotonic convergence. Obviously, the monotonicity is not a crucial con-
dition in certain applications, and hence the ALS algorithm may work quite
efficiency for some class of data. However, if the monotonic convergence is ex-
pected, a better choice seems to be the multiplicative algorithm presented below.

Theorem 1. Given S ≥ 0, and the initial guesses: wnj , xjt ≥ 0, the objective
function in (7) is non-increasing under the update rules:

wnj ← wnj

√√√√√√
[
STY XT

]
nj[

STSWXXT
]
nj

, xjt ← xjt

[
W TSTY

]
jt[

W TSTSWX
]
jt

. (13)

Lemma 1. The function

G(W , W̃ ) =
1

2

∑
n,j

[STSW̃XXT ]njw
2
nj

w̃nj

−
∑
n,j

[XY TS]njw̃nj

(
1 + ln

(
wnj

w̃nj

))
+

1

2
tr
{
Y TY

}
(14)

is an auxiliary function to the objective function in (7), i.e. it satisfies the con-
ditions:

G(W̃ , W̃ ) = Ψ(W̃ ,X), (15)

G(W , W̃ ) ≥ Ψ(W ,X). (16)
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Proof. The objective function in (7) can be rewritten as:

Ψ(W ,X) =
1

2
tr
{
W TSTSWXXT

}
− tr

{
XY TSW

}
+

1

2
tr
{
Y TY

}
.(17)

It is easy to show that the condition (15) holds.
Ding et al. [18] proved that for any symmetric matrices U ∈ R

N×N
+ and

V ∈ R
J×J
+ and the matrices Z = [znj ] ∈ R

N×J
+ , Z̃ = [z̃nj ] ∈ R

N×J
+ , the

following inequality:

N∑
n=1

J∑
j=1

[UZ̃V ]njz
2
nj

z̃nj
≥ tr(ZTUZV ) (18)

is satisfied. Replacing Z � W , Z̃ � W̃ , U � STS and V � XXT , we get:

tr
{
W TSTSWXXT

}
≤ [STSW̃XXT ]njw

2
nj

w̃nj
. (19)

From the concavity of the log function: ξ ≥ 1 + ln(ξ) for ξ ≥ 0. Assuming
ξ =

wnj

w̃nj
, we have:

− tr
{
XY TSW

}
≤ −

∑
n,j

[XY TS]njw̃nj

(
1 + ln

(
wnj

w̃nj

))
. (20)

Considering (19) and (20), the condition (16) is satisfied. Q.E.D.

Assuming W (m+1) = argminWG(W , W̃ ) and setting W (m) � W̃ for m =
0, 1, . . . ,, we obtain:

∂

∂wnj
G(W , W̃ ) =

[STSW̃XXT ]njwnj

w̃nj
− [XY TS]nj

w̃nj

wnj
� 0, (21)

which gives the update rule for W in Theorem 1. Since A = SW , the update
rule for X is the same as proposed and proved in [19]. From Lemma 1, we have:

Ψ(W (0),X(0)) ≥ . . . ≥ Ψ(W (m),X(m)) ≥ Ψ(W (m+1),X(m))

≥ Ψ(W (m+1),X(m+1)) ≥ . . . ≥ Ψ(W (∗),X(∗)), (22)

which proves Theorem 1.

4 Experiments

The experiments are carried out for the blind linear spectral unmixing problem,
using the benchmark of 4 real reflectance signals taken from the U.S. Geological
Survey (USGS) database1. We selected 4 spectral signatures that are illustrated

1 http://speclab.cr.usgs.gov/spectral.lib06
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in Fig. 1 (in blue). These signals are divided into 224 bands that cover the
range of wavelengths from 400 nm to 2.5 μm. The angle between any pair of
the signals is greater than 15 degrees. These signals form the matrix A ∈ R

I×J
+ ,

where I = 224 and J = 4. Note that all the reflectance signals are strictly
positive and slowly varying with strong local smoothness. Thus, this benchmark
is very difficult to be blindly estimated with nearly all Blind Source Separation
(BSS) methods. The entries of the mixing matrix X ∈ R

4×3000
+ were generated

randomly from a normal distribution N (0, 1), and then the negative entries are
replaced with a zero-value. The columns with all-zero entries were removed. The
mixed spectra were corrupted with an additive zero-mean Gaussian noise with
the variance adapted to a given noise level.

0 50 100 150 200
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0 50 100 150 200
0
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a 2

0 50 100 150 200
0
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10

a 3

0 50 100 150 200
0

5

10

Index of wavelength

a 4

Original
Estimated

Fig. 1. Spectral signatures (endmembers): (blue) original; (red) estimated with the
BS-NMF. For the estimated spectra: SIR = 17.7 dB.

To estimate the matrices A and X from Y we used several NMF algorithms
for comparing the results. The proposed algorithm is denoted by the acronym
BS-NMF (B-Spline NMF). The algorithms are listed as follows: the standard
Lee-Seung algorithm [1] (denoted here by the MUE acronym) for minimizing the
Euclidean distance, projected ALS [2], HALS [2], Lin’s Projected Gradient [20],
FC-NNLS [21], and BS-NMF. All the tested algorithms were initialized by the
same random initializer generated from an uniform distribution. To analyze the
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efficiency of the discussed methods, 100 Monte Carlo (MC) runs of the NMF
algorithms were performed, each time the initial matrices A and X were differ-
ent. All the algorithms, except for the ALS, were implemented using the same
computational strategy as in the LPG, i.e. the same stopping criteria are applied
to all the algorithms, and the maximum number of inner iterations for updating
the factor A or X is set to 10. The ALS performs only one inner iterative step.
In the BS-NMF, we set k = 4, the number of the B-splines is varying with the
alternating steps according to the rule: N = max(10,min(100, [m/5])), where m
stands for the alternating step, and [·] rounds towards the nearest integers.

The performance of the NMF algorithms was evaluated with the Signal-to-
Interference Ratio (SIR) [2] between the estimated signals and the true ones. Fig.
2 shows the SIR statistics for estimating the spectral signatures in the matrix
A for two cases of the noise level and the number of observations.
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Fig. 2. SIR statistics for estimating the spectral signatures in the matrix A from
noisy observations: (a) SNR = 30 dB, T = 10; (b) SNR = 10 dB, T = 10; (c)
SNR = 30 dB, T = 100; (d) SNR = 10 dB, T = 100
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Table 1. Mean-SIR [dB] for estimating the matrix A and the runtime [in seconds] for
the case: SNR = 30 dB, T = 100

Algorithms MUE ALS HALS LPG FC-NNLS BS-NMF

SIR for A 11.3 15 11.45 13.7 11.1 17.52

SIR for X 9.8 14.45 10.25 11.78 9.77 15

Time 0.64 0.27 0.76 0.91 1.49 1.48

5 Conclusions

The paper shows a possibility of using B-splines for modeling the feature vectors
in NMF. The proposed method is suitable for recovering locally smooth features,
e.g. such as presented in Fig. 1. These signals are strictly positive and their
variability is very low, which makes them very difficult to estimate with nearly all
BSS methods. The statistics presented in Fig. 2 demonstrates that for this kind
of data nearly all the NMF algorithms fail. Only the proposed BS-NMF gives
mean-SIRs greater than 15 dB, both for weak (T = 10) and strong (T = 100)
redundant observations. When the data are corrupted with the strong noise
SNR = 10 dB, the mean-SIR of the BS-NMF decreases below the level 15 dB
but not considerably. The results given in Table 1 shows that the runtime of the
proposed method is nearly the same as for the FC-NNLS but not much longer
than for the others.

Summing up, the proposed BS-NMF method seems to be efficient for estimat-
ing locally smooth feature vectors in NMF. Moreover, it may be easily modified
and adapted to the data.
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Abstract. The paper introduces a novel Direct L2 Support Vector Ma-
chine (DL2 SVM) classifier and presents the performances of its 4 vari-
ants on 12 different binary and multiclass datasets. Direct L2 SVM avoids
solving quadratic programming (QP) problem and it solves the Nonneg-
ative Least Squares (NNLS) task instead, which, unlike the related it-
erative algorithms, produces an impeccably accurate results. Solutions
obtained by NNLS and QP are equal but NNLS needs much less CPU
time. The comprehensive DL2 SVM model, as well as its three vari-
ants, are devised. The similarities with, and differences in respect to,
LS SVM and proximal SVMs are pointed at too. The four DL2 SVM
models performances are compared in terms of accuracy, percentage of
support vectors and CPU time. A strict nested cross-validation (double
resampling) is used in all experiments.

Keywords: Direct L2 Support Vector Machine, Nonnegative Least
Squares.

1 Introduction

Support Vector Machine is a powerful and very popular machine learning al-
gorithm with strong theoretical foundations based on the Vapnik-Chervonenkis
theory [1]. Although SVM models show similarity to the other data mining tech-
niques such as neural networks (NN) and radial basis functions NN, they usually
outperform these algorithms. This is why SVMs are embedded in almost all ma-
chine learning off the shelf toolboxes. SVMs are widely used in diverse real-world
problems, such as bio-informatics, direct marketing, hand written text recogni-
tion and image classification. The reason for their wide application lies in the fact
that they show considerable improvements regarding computational efficiency,
scalability and robustness against outliers compared to other methods. Support
vector machines perform particularly well on classification and regression prob-
lems when there is a small number of training data and big number of features.
They are also suitable for big, large and ultra-large datasets, there is no upper
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limit on number of data and the only constraints are those imposed by hardware.
That is why the efforts are constantly being made in developing faster and/or
more accurate approaches and algorithms for ultra-large problems.

One such algorithm is Direct L2 SVM [2]. It represents the newest contri-
bution to the field of efficient solvers of ultra-large machine learning problems.
This paper introduces four versions of this algorithm and presents their relative
performance on twelve, different in complexity, classification datasets.

1.1 Support Vector Machines - Introductory Overview

To describe our DL2 SVM method we give a brief introduction to support vector
machine classifier. First method of SVMs discovered in early 1960s solved the
problem of linearly separable data by finding the widest separation of classes,
i.e. by maximizing the margin between two classes. Such a classifier is called a
hard margin classifier. To deal with non-separable problems a modified version
of this classifier, that takes into account data that lie on the wrong side of the
margin, was introduced. This generally non-linear classifier is dubbed L1 SVM
soft margin classifier. Here we discuss one more version of the SVM classifier,
namely L2 SVM. Names for L1 and L2 SVMs originate from the norm that is
used for the errors in the minimizing function (1). In other words, support vector
machines that use linear sum of slack variables are called L1 SVMs, and SVMs
with the square sum of slack variables, as shown in (1), are called L2-SVMs.
Although the change seems minor it leads to some important differences.

L2 SVM is posed as solving the following problem [3], [4],

argmin
w,ζ

1

2
‖w‖2 + C

m∑
i=1

ζ2i , (1)

subject to,
yi(ϕ(xi)

Tw+ b) ≥ 1− ζi, i = 1, ...,m, (2)

where xi and yi are the d -dimensional inputs and their corresponding labels,
m represents number of samples, i.e., the size of the dataset, w is the weight
vector in the feature space, and ϕ represents the kernel function (mapping) of
the original data points (measurements) into the feature space, b is the bias
term (i.e., the intercept parameter) of the model, C stands for the penalty (reg-
ularization) parameter and ζi are the so-called slack variables which relax the
constraints. These slack variables represent the distance of the data points xi

form their corresponding margins. In the case that all the data are correctly
classified ζi = 0. If there is no nonlinear mapping of the input space i.e., when
ϕ is an identity mapping ϕ(xi) = xi, the decision function o(x) is a linear
hyper-plane over the d -dimensional input space given as o(xi) = xT

i w + b.
Well documented comparisons between performances of the L1 and L2 SVMs

can be found in [4]. The L2 SVM setting has an important property that it can
be readily transformed into solving of a linear system of equations. In this way a
solving of a QP problem is avoided, enabling the L2 SVMs to learn faster than L1
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SVMs while producing similar accuracies. The idea of Direct L2 SVM algorithm
is derived from several different SVM models such as the Least Squares SVM
[5], Proximal SVM [6] and various ’geometric’ approaches related either to L1
SVMs [7] and [8], or to L2 SVMs [9-14].

1.2 General L2 SVM Learning Model

The most general i.e., comprehensive L2 SVM learning model from which all the
other L2 SVM approaches mentioned above can be derived is posed as follows,

arg min
w,b,ζ,ρ

1

2
‖w‖2 + C

2

m∑
i=1

ζ2i +
kb
2
b2 − kρρ, (3)

subject to,

yi(ϕ(xi)
Tw + b) ≥ ρ− ζi, i = 1, ...,m. (4)

The cost function (3) of the general L2 SVM model has two additional terms,
the bias term b and parameter ρ. Also, on the right hand side of the constraints
(4) there is a parameter ρ instead of 1. All the other L2 SVMs models (mentioned
above and well accepted in practice) can be looked at as the special cases of this
learning task.

For the sake of comprehensiveness we give similarities and differences between
this model and models mentioned above, namely Least Squares (LS) SVM, prox-
imal SVM and some of the ’geometric’ approaches,

- the Least Squares SVM model minimizes cost function (3) with both kb
and kρ set to 0, while the linear inequality constraints in (4) are replaced with
equality constraints. Instead using the variable parameter ρ on the right hand
side of (4), LS SVM works with a fixed value for ρ = 1. Such an approach leads
to solving a system of linear equations of the size (m+1, m+1) and gives non-
sparse, i.e., dense solution. In other words, it produces a model in which all the
data are support vectors and this is, for obvious reasons, not accepted for large
learning tasks.

- the Proximal SVM poses the similar learning problem to LS SVM. This
model uses additional bias term b2 with kb = 1 in (3) while, same as Least
Squares SVM, sets kρ to 0. On the right hand side of (4) there is a fixed value
for ρ = 1. Another similarity to LS SVM is the use of equality constraints in (4)
instead of inequality ones. This has same consequences as commented above in
the sense that one has to solve a system of linear equations which leads to dense
solutions.

- several ’geometric’ approaches presented in [10-14] dubbed as core, ball,
sphere and minimal norm (MN) SVMs have identical posing of the L2 SVM
problem as given above. They are minimizing function (3) subject to (4) but
they always work with fixed values for kb (= 1) and kρ (= 1) ). These approaches
are called geometric since the posing of the problem is solved as the problem of
finding minimal enclosing ball in the feature space defined by ϕ̃(xi) (which will
be defined below) or, in case of L1 SVMs, problem of finding the closest point of
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the convex hull to the origin [8-13]. Because of iterative nature in obtaining the
solution they are suited for solving large classification problems. Iterative nature
enables finding a solution which at no point requires entire Hessian matrix for
all the training data.

Recently, it seems that Minimal Norm SVM given in [12] and [13] has an
edge in terms of both speed and scalability. In following section we will present
the direct, non-iterative, algorithm for finding exact solution to general L2 SVM
problem as posed in (3) and (4).

2 Basic Direct L2 SVM Model

Direct L2 SVM algorithm is derived from (3) and (4) by transforming it to the
primal Lagrangian Lp as proposed in [2]. Next, we find derivatives of primal
Lagrangian in respect to w, b, ζi and αi and equal them to 0, which after simple
rearrangements leads to,

w =

m∑
i=1

αiyiϕ(xi), (5)

b =
1

kb

m∑
i=1

αiyi, (6)

m∑
i=1

αi = kρ, (7)

ζi =
αi

C
, (8)

yi

(
m∑
i=1

αiyik(x,xi) + b

)
+ ζi = ρ. (9)

The crucial step in obtaining DL2 SVM model is plugging in equations (5), (6)
and (8) into the equation (9) and then dividing the resulting expression by a
scalar value ρ. This introduces new dual variables βi defined as,

βi =
αi

ρ
, i = 1, ...,m. (10)

where αi’s represent Lagrangian multipliers. Dividing αi by ρ, i.e., by involving
new variables βi we have transformed the general L2 SVM quadratic program-
ming problem given by (3) subject to (4) into the classic Nonnegative Least
Squares (NNLS) problem defined as,

Kfβ = 1, (11)

subject to
βi ≥ 0, i = 1, ...,m, (12)
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where Kf corresponds to the altered (m, m) Kernel matrix and β represents
vector of βi values. Kernel matrix Kf is a positive definite matrix and is given
as,

Kf =

[
K+

1

kb
1m,m + diagm,m(

1

C
)

]
. ∗ yyT, (13)

where each entry k(xi,xj) of the Kernel matrix K represents the scalar product
of the original data images ϕ in feature space defined as,

k(xi,xj) =
[
ϕ(xT

i )ϕ(xj)
]
i=1,...,m,j=1,...,m

. (14)

Therefore, elements of our matrix Kf (subscript f denotes the fact that it differs
from original matrix K) are related to altered feature space defined by ϕ̃ and
are denoted as

k̃(xi,xj) = ϕ̃(xT
i )ϕ̃(xj). (15)

Once nonnegative βi values are calculated the value of parameter ρ can be
easily obtained as,

ρ =
kρ∑m
i=1 βi

. (16)

After computing value of ρ, the dual variables αi of general L2 SVM model can
be calculated as,

αi = βiρ, i = 1, ...,m. (17)

Finally, αi allow us to calculate bias term b, and so, given input vector x DL2
SVM model’s output o(x) is as follows,

o(x) =

m∑
i=1

αiyik(x,xi) + b =

#SV ectors∑
sv=1

αsvysvk(x,xsv) + b. (18)

Note the use of kernel k and not k̃ while computing the output.
As already mentioned above, by introducing new scalar variables βi we have

replaced solving the QP problem, which might be slow and hence prohibitive for
large datasets, with a NNLS one defined by (11) and (12).

The basic NNLS posed in (11) and (12) will be solved by a variant of a
Lawson and Hanson algorithm [15]. In principle, their NNLS solves the system
of constrained linear equations in a repetitive manner meaning, it updates the
current solution by the use of previously calculated one. This sequence simply
repeats itself with the addition of one more support vector in each iteration until
the solution satisfies well-defined termination conditions. As mentioned before,
matrix Kf is a symmetric positive definite and so are all it’s diagonal matrices,
and this is why we propose a very efficient and numerically stable Cholesky
factorization with an update to be used in DL2 SVM.

There are several remarks which should be done here. Firstly, the DL2 SVM
(NNLS based) algorithm’s complexity scales with the number of the non-negative
βi (i.e., αi) values and not with the number of data. In other words, it scales
with the number of support vectors while the standard SVM’s QP based solvers
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scale with the cube of the number of training data (O(n3)). Hence, when the
percentage of support vectors is small, a significant speed up can be expected
for large datasets for DL2 SVMs. Secondly, the NNLS algorithm has the merit
that it always finds the exact solution, it is not iterative in the nature, and thus
requires no arbitrary cutoff parameter. Thirdly, finiteness of NNLS algorithm is
guaranteed to happen within a finite number of iterations as shown in [15].

2.1 Three More Variants of DL2 SVM Model

Basic DL2 SVM model based on (3) and (4) represents just one posing of the
problem. Here we will give three additional versions of this model and later on
compare their experimental results on several datasets.

One possible different posing of the problem is a model without parameter ρ
in cost function (3). This also changes the inequality constraints given in (4) to
yi(ϕ(xi)

Tw+ b) ≥ 1− ζi. After similar derivations as for the general DL2 SVM
a new one for a model without parameter ρ is obtained as given below,

Kfα = 1, (19)

subject to,
αi ≥ 0, i = 1, ...,m. (20)

As it can be readily seen this model is almost the same as basic DL2 SVM one.
The only difference is that by setting ρ = 0 we avoid calculation of βi values
and we find nonnegative Lagrange multipliers αi directly. It is important to
mention similarity of this model to proximal SVMs which solve quite similar
learning problem with only difference being that the inequality constraints (4)
are replaced by the equality ones in proximal SVMs (i.e., yi(ϕ(xi)

Tw + b) =
1− ζi). Setting this equality has a consequence of finding dense solution which
is not suitable for large datasets. The DL2 SVM model proposed here avoids
that problem and thus leads to the sparse solution.

Next, the second model developed here is the one without the bias term b in
cost function (3) but with an ρ parameter. If we posed our problem like this we
would have to solve the following NNLS problem,

Kf2β = 1, (21)

subject to,
βi ≥ 0, i = 1, ...,m, (22)

where subscript f2 denotes the fact that matrix Kf2 does not equal the one
given in (13). Matrix Kf2 for the DL2 SVM without bias is shown below,

Kf2 =

[
K+ diagm,m(

1

C
)

]
. ∗ yyT. (23)

Note that the only change in respect to the original matrix Kf is an absence
of the 1

kb
1m,m element which is otherwise present in the original Kernel matrix

Kf .
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The final DL2 SVM model setup is the one that uses neither bias term b nor
parameter ρ in cost function (3). In fact, this is the most basic L2 SVM problem
given by (1) and (2) and it leads to solving the following NNLS task,

Kf2α = 1, (24)

subject to,
αi ≥ 0, i = 1, ...,m. (25)

The matrix Kf2 is the same as the one given in (23). There is one more com-
parison to be made between the DL2 SVM model given by (24) and (25) and LS
SVM. LS SVM uses the same cost function with only difference being that the
linear inequality constraints (2) are replaced by the equality ones. This has the
same consequence as given above in the sense that the solution is always dense,
meaning all the training data vectors are support vectors, which is not the case
in the DL2 SVMs models introduced here.

3 Experimental Results

To demonstrate effectiveness of the four DL2 SVM models introduced in this
paper, we give experimental results on 12 real classification datasets. First ten
datasets used in the experiments are taken from the UCI Machine Learning
Repository, and the last two datasets are the benchmarking datasets for protein
sub-cellular localization constructed by Reinhardt and Hubbard [16]. The basic
information about all datasets as well as the classification accuracies achieved
by four DL2 SVM models are given in Table 1.

Table 1. Dataset Information and Classification Accuracies [%]

Dataset # instances # features # classes model 1 model 2 model 3 model4

Iris 150 4 3 95.90 95.90 94.67 94.67
Glass 214 9 6 67.30 69.58 70.91 73.93
Vote 232 16 2 93.99 93.99 96.14 96.14
Wine 178 13 3 98.30 98.30 96.57 96.57
Teach 151 5 3 54.21 54.88 55.42 55.73
Sonar 208 60 2 89.40 89.40 88.93 88.93
Cancer 198 32 2 79.86 79.86 77.38 77.38
Dermatology 366 33 6 98.37 98.37 97.00 97.00
Heart 1 297 13 5 58.46 57.56 55.91 55.57
Heart 2 270 13 2 80.74 80.74 81.85 81.85
Prokaryotic 997 20 3 90.07 89.97 90.17 90.17
Eukaryotic 2427 20 4 80.92 80.92 80.96 81.04

Average Accuracy 82.29 82.46 82.16 82.42
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In our very strict experiments we use nested (a.k.a. double) cross validation
procedure that is the only viable approach while comparing different algorithms.
(In statistics literature this is known as a double resampling). In such an exper-
imental approach, there are two loops in the double cross-validation procedure.
In the outer loop, the data set is separated into J1 roughly equal-sized parts.
Each part is held out in turn as the test set, and the remaining parts are used
as the training set. Then, in the inner loop, another J2-fold cross-validation is
performed over the training set only to determine the values of the best hyper-
parameters of the model. The chosen model is then applied on the test set. In our
experiments we used value of 10 for both J1 and J2. The double cross-validation
procedure ensures that the class labels of the test data won’t be seen when tuning
the hyper-parameters, which is consistent with the real-world scenario. Features
of all the datasets are normalized to zero mean and unit variance before all the
experiments were run.

Table 2. Percentage of Support Vectors [%] and CPU Time [s]

Dataset model 1 model 2 model 3 model 4 model 1 model 2 model 3 model 4

Iris 44.7 44.7 47.0 47.0 3.78 3.82 3.7 3.73
Glass 79.5 82.3 88.2 79.0 22.04 22.08 22.76 22.82
Vote 43.2 43.2 47.3 47.3 27.34 27.52 27.24 27.25
Wine 55.1 55.1 72.6 72.6 8.22 8.26 8.14 8.19
Teach 90.7 90.7 93.0 89.3 11.66 11.63 11.47 11.4
Sonar 74.0 74.0 81.6 81.6 29.74 29.78 29.49 30.25
Cancer 88.0 88.0 88.6 88.6 22.38 22.32 23.31 22.69
Dermatology 58.6 58.6 79.6 79.6 87.35 87.52 84.51 85.09
Heart 1 93.2 92.1 95.4 95.4 65.81 64.86 65.78 65.98
Heart 2 80.1 80.1 75.4 75.4 40.24 39.48 38.72 38.79
Prokaryotic 46.0 46.0 59.3 59.3 885.57 880.26 887.53 894.73
Eukaryotic 67.1 66.3 65.2 65.2 25547.5 25841.28 26301.28 26121.43

Average 68.35 68.43 74.43 73.36 2229.30 2253.21 2291.99 2277.70

Here, the measures of a quality are the classification accuracy (the higher, the
better), percentage of support vectors (the smaller, the better) and CPU time
needed to finish the nested cross-validation procedure (the smaller, the better).
The experimental results are summarized in Table 1 (classification accuracies)
and Table 2 (percentage of support vectors and CPU time).

Remark 1. In Tables (1) and (2) the comprehensive DL2 SVM model given by
(3) subject to (4) and solved as NNLS (11) and (12) is denoted as model 1, model
2 represents DL2 SVM with bias b but without using the ρ parameter (ρ = 0),
model 3 is the one with bias b = 0 and ρ, and finally DL2 SVM without both
bias b and ρ is denoted as model 4.

Few remarks about results are now in order. First, models without bias require
much more support vectors. Next, accuracies of all four models are close, with
the tiny advantage of models with bias. Also, models with bias b are little faster
during the training than models without it.
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Overall, if one has to choose the ”best” DL2 SVM model, the model with bias
b but without ρ parameter would be the choice (model 2 as given by (19) and
(20)).

4 Conclusions

The paper introduces, derives and presents four different variants of a DL2 SVM
algorithm. The derivations of models are presented and their performances are
compared on 12 multiclass and binary classification datasets. In order to ensure
fair comparisons of different models all the experiments are done under the strict
nested cross-validation procedure with 10 splits of the data in both outer and
inner loop. Models are compared in terms of classification accuracy, model size
(percentage of support vectors) and CPU training time. The extensive experi-
mental results suggest that DL2 SVM model which uses bias b but not parameter
ρ is the model of the choice. Due to the fact that DL2 SVM is based on NNLS
solver it seems that both the use of Cholesky factorization and possibility of a
relatively straightforward parallelization lead to the powerful SVM algorithm for
ultra-large datasets.
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Abstract. In this contribution we seek to evolve viable parameter
values for a small-scale biological network motif concerned with bac-
terial nutrient uptake and metabolism. We use two different evolution-
ary approaches with the model: implicit and explicit. Our results reveal
that significantly different characteristics of both efficiency and timescale
emerge in the resulting evolved systems depending on the which partic-
ular approach is used.

1 Introduction

In this paper we explore the evolution of parameter values for a small-scale bio-
logical network motif concerned with bacterial nutrient uptake and metabolism.
Network motifs are small-scale regulatory connection patterns of genes that
have been identified by systematic search for highly over-represented patterns
in known networks [1]. However, much of the research on network motifs re-
mains qualitative in the sense that it considers the topology of the network
alone without paying much attention to how the behaviour of the system de-
pends on quantitative details. In the context of biochemical systems, parameters
specify values such as association or dissociation rate constants, the concentra-
tion of proteins in the cell or the expression rate of a gene. Little is known about
the quantitative design principles of organisms; that is, the selection rules for
parameters that lead to fit organisms.

Parameters determine the abundance of biomolecules via reaction/expression
rates and, hence, determine two key aspects of cellular life that are of fundamen-
tal evolutionary significance: noise and cost. Since biological reaction networks
are stochastic systems, low numbers of reactants lead to high relative fluctuations
of dynamical quantities [2], such as expression events or molecular concentra-
tions. On the other hand, high numbers of reactants reduce the relative noise but
they are metabolically costly. Taken together, these factors suggest that there
is a trade-off to be made in biological networks between the effects of noise and
the cost associated with mitigating those effects.

Recent work in exploring the parameter space of a similar simple metabolic
gene network [3,4] has demonstrated that feasible parameter sets can be very
difficult to find for stochastic systems, with the vast majority of random solutions
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leading to the production of either no biomass or insignificant amounts. This
contrasts strongly with the results produced by equivalent differential equation
models, where noise plays no role.

This contribution describes the biological model for which we sought to evolve
feasible parameters, the two evolutionary approaches we used for parameter
discovery, and the characteristics of the resulting systems. Finally, we consider
whether the relatively inefficient system that results from the more realistic
environmental conditions present in one of our approaches suggests that similar
real bacterial network motifs might, themselves, have evolved to a relatively
inefficient form that retains scope for improvement.

This paper is organised as follows: in Sect. 2 we present the biological network
motif we are seeking to model; in Sect. 3 we describe the two approaches we
used to evolve viable parameter sets; in Sect. 4 we discuss the characteristics of
typical parameter sets derived from these approaches; and in Sect. 5 we discuss
possible implications of these results.

2 The Biological Model

The model we worked with is a simple biological network motif representing
bacterial uptake/metabolism system (Fig. 1).

Fig. 1. Schematic outline of the model system in which distinct nutrient sources, N1

and N2, are converted into biomass. Genes are represented by the square-cornered
rectangles.

The model represents two sources of nutrients N1 and N2 available to a cell.
Uptake of nutrients requires specific porins, namely P1 and P2 respectively. Once
taken up into the cell the nutrient becomes an internal source of energy (E1 and
E2) which can be converted into actual energy (or ATP), which we denote by E0.
We assume that the uptake and conversion of nutrient follows Hill kinetics[5,6].
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E0 is consumed in several processes: the synthesis of porins and the regulator
R; and the production of biomass. Conversion of E2 to E0 is less efficient than
conversion of E1, and synthesis of P2 is suppressed by the presence of R.

The model aims to represent a biological system in which uptake of N2 is
regulated by R, whose expression is dependent on the availability of N1. On
exhaustion of N1 a cell should be able to switch to consumption of N2 as an
alternative source of energy through loss of the regulator R. Part of our goal in
working with this model was to explore how easy it would be to find parameter
values implementing such switching behaviour. The model is described by the
following chemical equations:

Ni → Ei, kNiPi
Ni

Ni +KNi

(1)

Ei → E0,
E

hEi

i

E
hEi

i +KEi

(2)

P1 + E0 → P1, (leak1 + kP1

E
hP1

1

E
hP1

1 +K
hP1

P1

)E0L (3)

P2 + E0 → P2, (leak2 + kP2

E
hP2
2

E
hP2
2 +K

hP2

P2

KhR

R

KhR

R +RhR

)E0L (4)

r + E0 → R,E0
P hr
1

P hr
1 +Khr

r

kRe (5)

E0 → biomass,
E0

E0 + kg
(6)

{Pi, Ei, R} → ∅, d{Pi,Ei,R} (7)

Equation 1 models nutrient uptake mediated by specific porins while equation 2
models conversion of the internal sources of energy to ATP (E0). Equation3, 4, 5
and 6 model the various competing demands on E0 for the production of porins,
regulator and biomass. Porin production is limited by the space available at the
surface of a cell to accomodate porins (L). This is given by equation 8:

L =
KL

((P1 + P2)/surfaceArea)2 +KL
(8)

Finally, equation 7 models the continual degradation and loss of the various
products.

Uptake and gene expression are assumed to follow Hill kinetics. While this
is an approximation, in reality it has been found that Hill kinetics is a good
description of the reactions described here. It is also widely used to model them
and is a fairly simple approach.
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3 The Evolutionary Model

The chemical equations were coded as a parameterised cell model and we sought
to evolve values for the kinetic parameters determining the system, including
the Hill-constants (KNi), Hill-exponents (hx) and dynamic constants such as
kPi . Cells were grouped into independent communities, with each community
providing a shared supply of the two types of external nutrient to its particu-
lar cells. A community was implemented as an event-driven Gillespie SSA [7,8]
that utilised improvements due to Gibson and Bruck [9] in order to minimise
propensity recalculation after each, largely independent, cell event.

A simulation consisted of series of coordinated generations for a set of commu-
nities, synchronising the communities between generations. At the start of each
simulation, 48 communities were created, each with 10,000 units of each type
of nutrient. The initial population of cells all had different random parameter
sets consisting of floating-point values in the range [0, 100). This limited starting
range was found to result in more viable starting communities than wider ones,
although values were only constrained thereafter to be non-negative. On each
generation, cells within a community competed among themselves for the shared
nutrients. At the end of each generation, the largest population size among all
communities was determined and a simulation was ended when that size had
stabilised within small variations. Between generations, the composition of each
community was adjusted and the supply of nutrients was renewed to its original
level.

A generation for a community was completed when any one of the following
conditions was fulfilled:

– All of the cells had died.
– All of both types of external nutrient had been consumed.
– A time limit had been reached. (For runs reported here this was set to 20
time units.)

– No cell was able to perform any future action (i.e., the propensity sum for
reactions in all cells was zero).

Once all communities had completed a single generation, population com-
positions were adjusted and a further generation was run. At the end of each
generation, the maximum population size was output along with the parameter
values of a random cell chosen from the largest community. We used two distinct
evolutionary approaches to evolve parameters of the cell model: implicit evolu-
tion and a genetic algorithm (GA). The differences between these approaches
are described in Sect. 3.1 and 3.2.

3.1 The Implicit Approach

In the implicit approach, each community was seeded with 2000 randomly ini-
tialised cells for the initial generation. Each community, therefore, had a het-
erogeneous population. During a generation, cells grew, divided and died. On
division, there was a probability of mutation in the newly created cell’s copy of
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the dividing cell’s parameter values. Each parental parameter value had a prob-
ability of mutation. If a parameter was mutated, its value was adjusted up or
down by a percentage. Parameter values which were adjusted to zero were then
reset to a random floating-point value in the range [0, 100).

Between generations, community populations were adjusted in the following
ways:

– Each community whose size was above a limit of 100 cells was reduced to
the limit by removing random cells from it.

– After population reduction, all communities were re-seeded to 200 cells via
the introduction of new cells with random parameter values.

– A percentage of randomly-selected cells were transferred between commu-
nities. Candidate cells for migration were chosen with a probability based
on their community’s size before the reduction and reseeding processes de-
scribed above.

– On migration, there was a probability that a percentage of the migrant cell’s
parameter values might be crossed over with those of an existing random
cell of the receiving community.

3.2 The Genetic Algorithm Approach

In the GA approach, each community was seeded with a single cell at the start
of each generation. Random parameter sets typically proved to be unviable with
a single cell, so cells for the initial generation of the GA were selected randomly
from those remaining after a single generation of the implicit approach had been
run. During each generation, cells in each community grew, divided and died
but there was no mutation on division. In contrast to the implicit approach,
therefore, the communities in this approach were always homogeneous.

At the end of a generation, community population size was used as the fit-
ness function. However, in order to smooth some of the stochastic variation in
population size (and, hence, fitness reliability), a community was only consid-
ered to have a completed a generation after it had undergone repeated “runs”
with the same single-cell starting point. In order to avoid confusion over ter-
minology, therefore, we shall refer to these non selective runs as trials in the
following description. No mutation or crossover was performed between trials;
the population in each community was simply reduced back to 1. The fitness of
a community was assigned as the minimum population level achieved over the
course of those several trials. We typically used either 3 or 5 trials per generation.
Between generations, communities were adjusted in the following ways:

– Fitness-proportional selection was used to select seed cells (enough for one
per community) for the next generation.

– Each community was cleared and a single seed cell put into it.
– When a seed cell was put into a community there was a probability of muta-
tion of its parameters. Each parameter value had a probability of mutation.
If a parameter was mutated, its value was adjusted up or down by a per-
centage. Parameter values which were adjusted to zero were then reset to a
random floating-point value in the range [0, 100].
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– When a seed cell was put into a community there was a probability of its
being crossed over with the parameters of a different seed cell. A percentage
of its parameters would be crossed over.

The percentage and probability values referred to above for the two ap-
proaches were all set globally and remained constant for a single simulation
run, but all could be varied between simulations.

4 Results

Around 10,000 simulations were conducted with both approaches, varying the
various mutation and crossover rates and percentages described in Sect. 3 in com-
binations of 0, 20, 50, 80 and 100 percent. There were no significant differences
in either the qualitative or quantitative behaviours of the resulting parameter
sets from any particular combination of these. The characteristics described here
are typical, therefore, of those we observed across the range of evolutionary con-
figurations.

Parameter sets that result in models demonstrating growth are difficult to
find. We ran around 40 million trials of a single cell for one generation of the
GA with random parameter values in the range [0 − 100). 99.6% of the trials
resulted in a final population size of either 0 or 1. Fig. 2 provides a sample of
the frequency counts of population size from those trials. Random limits of 10
and 1000 both produced even lower percentages of cells that replicated.

The GA, with its single-cell seeding, therefore, often required a significant
number of generations before a viable population could be established. How-
ever, once growth started, fitness levels usually rose rapidly. Fig. 3 provides an
illustration of how the overall fitness values typically vary over time in three sepa-
rate GA simulations. (The initial, non-productive generations have been omitted
from each plot.) The three plateaus discernible there represent exploitation of
the less-efficient nutrient N2, nutrient N1 or both together. The plateaus were
invariably repeated, to varying degrees, in all successful simulations.

Fig. 4 illustrates the typical trend in evolution of the maximum population
size over two runs using the implicit approach. The population levels arising
during the evolutionary process in the two approaches are not directly compa-
rable, however, since the population numbers at the start of each generation are
significantly different (200 cells versus 1 cell).

In order to examine the characteristics of cells evolving from the simulations,
we took a single parameter set from a random cell in the largest community at
the end of successful simulation runs. This set was then used to seed a single
community with a single cell for one generation. On this generation there was no
mutation or crossover, so the population size at the end of the generation was
purely a measure of the solution’s ability to convert nutrient to biomass. The
time limit for these runs was increased to 100 time units, and the nutrient level
was increased to 100,000 units of each type.

Cells evolved from the two evolutionary approaches exhibit significantly dif-
ferent approaches to nutrient consumption. Parameters evolved via the implicit
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Fig. 4. Growth in maximum population over successive generations for two simulations
using the implicit approach. Initial seeding generation of 2000 cells omitted.

approach usually exhibited a strong preference for just a single nutrient – typ-
ically the more energy efficient N1. In the single-cell runs this made them vul-
nerable to nutrient exhaustion and populations would collapse rapidly once the
preferred nutrient had been exhausted, even though there was plenty of the other
nutrient available.

In contrast, as was illustrated in Fig. 3, cells evolved using the GA approach
regularly succeeded in increasing their fitness to the uppermost plateau through
harnessing both nutrient types for growth. Nevertheless, on a few rare occasions,
cells evolved with the implicit approach did evolve to consume both nutrients,
making them more easily comparable with those from the GA. Fig. 5 illustrates
the dual nutrient consumption patterns of both types. Note that, in both cases,
the two types of nutrient are consumed at roughly similar rates concurrently,
and not consecutively as was anticipated by the regulatory model described in
Sect. 2.

The most striking feature of a comparison between the graphs in Fig. 5 is
the time-scale over which the nutrient was consumed. Consumption by the
implicitly-evolved cells was typically rapid, completed well within a single time
step, whereas consumption of the same amount of nutrient took around 25 time
steps to complete with GA cells. These time-scales were observed consistently in
all the evolved parameter sets for the two approaches, whether only one nutrient
was consumed or both.

Another consistent difference between the solutions is that those evolved from
the GA approach are more efficient in their conversion of nutrient to biomass.
Fig. 6 shows population growth over time for the two approaches. The time
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Fig. 6. Population growth over time for the GA (left) and implicit approach (right).
Note the difference in final population levels, as well as the timescales of the growth.

scales are the same as those seen for nutrient consumption. With 100,000 units
of each type of nutrient, population sizes from the GA approach tend to reach
2,900-3,200 while those from the implicit approach reach only 2,200-2,300.

Fig. 7 seeks to visualise the difference in nutrient efficiency by representing
it via population size divided by amount of nutrient consumed. Since the time-
scales of the different cell types are not directly comparable, the x-axis is simply
based on periodic progress reporting and it is the differential efficiency levels
that are the significant feature.

In order to examine whether the inefficiencies of the implicit solutions were
linked to the speed of nutrient consumption, we undertook further simulations
with the GA approach but imposed a time limit comparable to that exhibited
by the implicit solutions. In these explorations, fitness levels were first allowed
to reach a minimum of 10 within the standard 20 time steps in order to estab-
lish viable communities, but then the time limit was progressively reduced by
5% on each successive generation until it reached the desired lower limit. The
simulations then continued until a stable overall fitness level was reached. We
set time limits between 0.1 and 0.8 time steps.
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shows that the cells evolved by the GA are more efficient at converting nutrient to
biomass

The main consequence of this reduced time limit was that most GA solutions
now produced parameter sets that almost entirely failed to utilise one of the
nutrients for growth (typically N2), as had been the norm with the implicit
approach. The single-cell comparative runs with solution parameters typically
terminated before the end of the 100 time steps through population extinction as
a result of single nutrient exhaustion. Further confirmation that these parameter
sets were close in character to those resulting from the implicit approach were
that the maximum fitness levels achieved were below 2000 (reached within a
timescale comparable to that of the implicit solutions) and the nutrient efficiency
levels stabilised in the range 0.01 to 0.02 (cf Fig. 7).

An interesting side-effect of these time-limited simulations was the emergence
of a single solution whose behaviour we had not previously observed in any of the
other unconstrained or constrained runs of either type. While its evolutionary
character exhibited no difference from those illustrated in Fig. 3, its nutrient
consumption and growth behaviour were quite different. Both are illustrated in
Fig. 8, which should be compared with Fig. 5 and 6. Up to around 0.6 time steps,
N1 is consumed to exhaustion with little use of N2, but the cell then switches
to consumption of N2 with further growth. While this appears to represent a
successful parameterisation of the switching behaviour described in Sect. 2, the
switching is not, in fact, regulated by R. Instead, it appears to be caused by
large quantities of P1 preventing production of P2 due to the space limit at the
surface of the cell (Eq. 8). Once levels of P1 drop on the exhaustion of N1, P2

levels are able to rise to support uptake of N2.
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resulting from a GA constrained to 0.5 time steps. The cells exhibit a form of switching
as consumption of N2 accelerates shortly after the time at which the supply of N1 is
exhausted.

5 Discussion and Conclusions

The most significant result of this study is our observation of the widely different
characteristics exhibited by the solutions arising from the particular approach
used to evolve them. The implicit approach leads to individuals whose prefer-
ence is to consume nutrient very quickly without necessarily using it to produce
biomass. In contrast, individuals derived from the GA consume nutrient around
40 times more slowly and devote a greater proportion of their consumption to
the production of biomass. The implicit solutions were significantly less efficient
than those evolved by the GA. With many solutions, the inefficiency was a con-
sequence of almost completely ignoring one of the nutrients as a source of energy,
while most GA solutions eventually evolved to utilise both nutrients. Yet, even
when implicit solutions utilised both, they did so significantly less efficiently
than the GA solutions.

In a homogeneous GA community, cells are not in competition with one an-
other in terms of selection based on fitness, since selection of any one of them for
the next generation ensures the survival of the shared parameter set. In contrast,
in a heterogeneous implicit community, selection at the end of a generation is
not guaranteed based purely on a cell’s contribution to the community’s growth
in size. Hence, accumulation of nutrient and, thereby, denial of it to other (bio-
logically different) cells appears to be a stronger driving force for survival and,
hence, selection.

Our attempts to evolve parameter sets for the biological model described in
Sect. 2 demonstrated that viable parameter sets – those capable of producing
even small amounts of biomass – are relatively rare. We also did not succeed
in evolving a parameter set that exhibited genuine nutrient switching via the
regulator R. Whether this is a result of a limitation of the design of the model,
the complexities introduced by the stochastic nature of the system, the rarity of
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feasible solutions, or some other factor is not clear. However, the fact that we
encountered a single “switching” solution by accident among many thousands
of non-switching ones allows for the possibility that there may be other, rarely
occurring behaviours that we have not yet seen. For instance, there was nothing
significantly different about the evolutionary profile of the switching solution
that would have made its identification any easier to spot, and this may be the
case with other atypical solutions.

The evolutionary environment modelled by the implicit approach is closer
in character than the GA to a naturally occurring environment, in which bio-
logically distinct variants compete with one another for limited resources. One
interesting speculation we might make is: Are some living organisms also rela-
tive inefficient in their utilisation of resources, because it confers a competitive
advantage due to the nature of the environments in which they exist?
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Abstract. Proper identification and classification of the EEG data still
pauses a problem in the field of brain diagnosis. However, the applica-
tion of such algorithm is almost unlimited as they may be involved in
applications such as, brain computer interface for controlling of pros-
thesis, wheelchair, etc.. In this paper we are focusing on applying data
compression in the classification of EEG signals. We combine a vector
quantization and the normalized compression distance for proper classi-
fication of a finger movement data.

Keywords: Electroencephalography, EEG, BCI, EEG waves group,
EEG data, NCD.

1 Introduction

The Electroencephalography (EEG) has a big role in the diagnosis of brain,
as well as, in Brain Computer Interface (BCI) system applications, which help
disabled people to use their mind to control external devices. Both research areas
are growing these days.

EEG records an activity of the brain using several sensor sets. Different men-
tal tasks may seems the same on the recordings but they are different, because
different brain actions activate different parts of brains. The difficult task is to
define an efficient method or algorithm for detection of the differences in record-
ings belonging to the different mental tasks. When we define such algorithm,
we are able to translate these recorded signals into control commands for the
external devices, such as. prosthesis, wheelchairs, computer terminals, etc.

2 The Electroencephalography

Electroencephalography (EEG) measures the electrical activity of a human brain
by placing set of sensors on a scalp according to 10/20 EEG International elec-
trode placement, as depicted on Figure 1. We distinguish two types of measuring
EEG: a measuring of EEG that can record signals between two active electrodes
- bipolar recording, or between an active electrode and reference electrode -
monopole recordings. [21]

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 107–118, 2014.
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Fig. 1. 10/20 International Electrode Placement

2.1 EEG Wave Types

The types of brain waves distinguished by their different frequency ranges are
recognized as follows.

Delta (δ) waves lie within the range from 0.5 to 4 Hz where the amplitude is
varying, These waves are associated with deep sleep and present in the waking
state. Theta (θ) waves. These lie within the range from 4 to 7.5 Hz where the
amplitude is about 20 μV . Theta waves have been associated with access to
unconscious material, creative inspiration and deep meditation. The frequency
of the Alpha (α) waves lies within the range from 8 to 13 Hz, where the amplitude
is about 30 to 50 μV . It is reduced or eliminated by opening the eyes, hearing
unfamiliar sounds, anxiety, or mental concentration or attention. Beta (β) wave
is the electrical activity of the brain varying within the frequency range from 14
to 26 Hz. In this case, the amplitude is about 5 to 30 μV , and it is associated
with active thinking, active attention, focus on the outside world, or solving
concrete problems. A high- level beta wave may be acquired when a human is in
a panic state. Gamma (γ) waves have frequency range above 30 Hz, These wave
can be used to demonstrate the locus for right and left index finger movement,
right toes, and the rather broad and bilateral area for tongue movement [23]
and [22]. Mu (μ) waves bare the same Alpha frequency range, 8 to 13 Hz, but
Alpha waves are recorded on occipital cortex area, and Mu waves are recorded
on motor cortex area. Mu waves are related to spontaneous nature of the brain,
such as motor activities [22].

2.2 History of EEG

Carlo Matteucci and Emil Du Bois-Reymond, were the first who register the
electrical signals emitted from muscle nerves using a galvanometer and estab-
lished the concept of neurophysiology. The first brain activity in the form of
electrical signals was recorded in 1875 by Richard Caton (1842 - 1926), a sci-
entist from Liverpool, England, using a galvanometer and two electrodes placed
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over the scalp of a human. Accordingly, the term EEG stands for: Electro which
refers to the registration of brain electrical activities, Encephalon which refers
to emitting the signals from a brain, and gram or graphy, which means drawing.
Then the term EEG was henceforth used to denote electrical neural activity of
the brain [23].

In 1920, Hans Berger, the discoverer of the existence of human EEG signals,
began his study of human EEG. In 1910, Berger started working with a string
galvanometer and later he used a smaller Edelmann model. After the year 1924,
he used larger Edelmann model. In 1026, Berger started to use the more powerful
Siemens double coil galvanometer (attaining a sensitivity of 130 μV/cm). In 1929
Berger made the first report of human EEG recordings with duration from one
to three minutes on a photographic paper and, in the same year, he also found
some correlation between mental activities and the changes in the EEG signals
[23].

The first biological amplifier for the recording of brain potentials was built by
Toennies (1902 - 1970). In 1932 the differential amplifier for EEG recording was
later produced by the Rockefeller foundation. The potential of a multichannel
recordings and a large number of electrodes to cover a wider brain region was
recognized by Kornmuller. Berger, assisted by Dietch (1932), applied Fourier
analysis to EEG sequences, which was developed during the 1950s [23].

After that, the EEG analysis and classification grew and developed rapidly.
The application of the EEG signals analysis leads to the diagnosis of the brain
diseases and to control external devices for disabled people such as wheel chair,
prosthesis, etc. Today, several techniques for analysis and classification the EEG
signal take place, by using multi EEG channels recording according to 10/20
International electrodes standard, which is used in Brain Computer Interface
(BCI).

3 Related Works

In this section we present some of the related works, for EEG data analysis
using different techniques such as Non-negative Matrix Factorization (NMF),
Normalized Compression Distance (NCD), and LempelZiv complexity (LZ).

Lee et al. presented a Semi-supervised version of NMF (SSNMF) which jointly
exploited both (partial) labeled and unlabeled data to extract more discrimina-
tive features than the standard NMF. Their experiments on EEG datasets in
BCI competition confirm that SSNMF improves clustering as well as classifica-
tion performance, compared to the standard NMF [14].

Shin et al. have proposed new generative model of a group EEG analysis,
based on appropriate kernel assumptions on EEG data. Their proposed model
finds common patterns for a specific task class across all subjects as well as
individual patterns that capture intra-subject variability. The validity of the
proposed method have been tested on the BCI competition EEG dataset [25].

Dohnalek et al. have proposed a method for signal pattern matching based on
NMF. They also used short-time Fourier transform to preprocess EEG data and
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Cosine Similarity Measure to perform query-based classification. This method
of creating a BCI is capable of real-time pattern recognition in brainwaves using
a low cost hardware, with very cost efficient way of solving the problem [5].

Mehmood, and Damarla applied kernel non-negative matrix factorization to
separate between the human and horse footsteps, and compared KNMF with
standard NMF. T, their result conclude that KNMF work better than standard
NMF [18].

Sousa Silva, et al. verified that the Lempel and Ziv complexity measurement of
EEG signals using wavelets transforms is independent on the electrode position
and dependents on the cognitive tasks and brain activity. Their results show
that the complexity measurement is dependent on the changes of the pattern of
brain dynamics and not dependent on electrode position [26].

Noshadi et al. have applied Empirical mode decomposition (EMD) and im-
proved Lempel-Ziv(LZ) complexity measure for discrimination of mental tasks.
Their results reached 92.46% in precision, and also they concluded that EMD-LZ
is getting better performance for mental tasks classification than some of other
techniques [20].

Li Ling, and Wang Ruiping calculated the complexity of sleeping stages of
EEG signals, using Lempel-Ziv complexity. Their results showed that nonlin-
ear feature can reflect sleeping stage adequately, and it is useful in automatic
recognition of sleep stages [17].

Krishna, et al. proposed an algorithm for classification of the wrist movement
in four directions from Magneto encephalography (MEG) signals. The proposed
method includes signal smoothing, design of a class-specific Unique Identifier
Signal (UIS) and curve fitting to identify the direction in a given test signal.
The method was tested on data set of the BCI competition, and the best result
of the prediction accuracy reached to 88.84% [11].

4 Vector Quantization

Vector quantization (VQ) is well-known method for data reduction [7]. It can be
used in many applications, for example in data compression and signal processing
[13], [9], [12] and [2]. We can define vector quantization as a mapping function
which maps finite vector space to finite set of vectors - called codebook (CB),
CB = C1, C2, C3, . . . , Cn, where n is the size of the codebook and Ci represents
one item from the codebook. Each item in codebook is a vector with the same
length as the original vector Ci = ci1, ci2, ci3, cik where k is the length of the
block or vector[10]. Each vector in the codebook has it’s unique number. Vector
quantization has two phase codebook preparation and encoding.

The encoding phase of the vector quantization consists of processing of the
input data and generation of the vectors space. The length of the vectors is the
parameter of the algorithm. For example, if we are processing images, we may
take 2, 4, 8 or even more pixels from a image as a one vector. However, when
we gather all unique vectors from the data including their frequency we may use
many different strategies for creation of the codebook with size N (which is also
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a parameter of an algorithm). One principle is that we may remove the least used
vectors from the set until we get the proper number of vectors. This principle
may bring more error in the second phase. Another principle may replace two
similar vector by their average which reduces the errors of the second phase.

In our work we used the following algorithm for the set reduction:

1. We create codebook (CB) by sequence of non-overlapping numbers
2. |CB| is the size of the codebook
3. Target CB size is N = |CB| ∗ C where C is a constant defined empirically.
4. While(|CB| > N)

(a) For each search vector (SV) in CB
i. Find nearest vector (NV) in CB
ii. Compute the average vector (AV) from NV and SV according the

equation 1.
iii. Delete NV and SV from CB
iv. Insert AV into CB

The average vector (AV) is computed by the average values of each vector com-
ponent from two vectors - nearest vector (NV) and search vector (SV).

AV [i] = (NV [i] + SV [i])/2 (1)

Where

– AV - average vector
– NV - nearest vector
– SV - search vector
– AV[i], NV[i], SV[i] - i-th compomenet of vector AV, NV, SV

The encoding phase of the vector quantization is a mapping of the original
vector from the data using the codebook. For each vector from the input data,
we find the most similar vector in the CB and we replace it by the number
of the most similar vector. When we need to reconstruct the original data, we
need the codebook and we replace each vector number by the vector from the
codebook. The reconstruction is lossy, because we reduced the number of used
vectors, therefore, we remove some information from the data.

5 The Normalized Compression Distance

The Normalized Compression Distance (NCD) is based on Kolmogorov complex-
ity. It makes use of standard compressors in order to approximate Kolmogorov
complexity. The NCD has been used for text retrieval [8], text clustering, plagia-
rism detection [27], music clustering [19] and [8], music style modeling [6], auto-
matic construction of the phylogeny tree based on whole mitochondrial genomes
[15], the automatic construction of language trees [1] and [16], and the automatic
evaluation of machine translations [4]. The NCD is a mathematical way for mea-
suring the similarity of two objects x and y. Measuring of similarity is realized
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by the help of compression where repeating parts are suppressed by compression.
NCD may be used for comparison of different objects, such as images, music,
texts or gene sequences. NCD has requirements to compressor. The compressor
meets the condition

C(x) = C(xx) (2)

within logarithmic bounds [24]. We may use NCD for detection of plagiarism and
visual data extraction [28,3]. The resulting rate of probability distance between
two objects x and y is calculated by the following formula:

NCD(x, y) =
C(xy) −min(C(x), C(y))

max(C(x), C(y))
(3)

Where:

– C(x) is the length (size) of compression of objects x,
– C(xy) is the length of compression concatenation of objects x and y,
– min(C(x), C(y)) is the minimum length (size) of values x and y after com-

pression,
– max(C(x), C(y)) is the maximum length (size) of values x and y after com-

pression.

The NCD value is in the interval 0 < NCD(x; y) < 1 + ε. If NCD(x, y) = 0,
then files x and y are equal. They have the highest difference when the result
value of NCD(x, y) = 1+ ε. The constant ε describes the inefficiency of the used
compressor.

The NCD is not a metric. It is an approximation of the Normalized Informa-
tion Distance (NID). The computation of the NCD is very efficient because we
do not need to create the output itself. We compute only the size of the output.
A study of the efficient implementation of the compression algorithms may be
found in [29].

6 EEG Experiment

In this section we describe the data used in our experiments, the proposed algo-
rithm and, finally, the achieved results.

6.1 EEG Data

The data for our experiments was recorded in our laboratory. We have used 7
selected channels from recorded data. The signal data contains records of the
movement of one finger from four different subjects - persons. Every subject
performed a press of a button with left index finger. The sampling rate was set
to 256 Hz. The signals were band pass filtered from 0.5 Hz to 60 Hz to remove
unwanted frequencies and noise from the outside environment. The data was
then processed, that we extract each movement from the data as well as 0.3
second before the start of the movement and 0.3 second after the end of the
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movement. We marked the starting and ending position of the movement during
data recording.

The preprocessed data contains 4606 data segments - 2303 data segments
with finger movement and 2303 data segments without finger movement. We
divided this set of data segments into seven groups - one group for each sensor.
Each group contains part of training and testing data part. The testing data
part contains 75% of data segments with finger movement and 75% of data
segments without finger movement. The rest of unused data segments - with and
without finger movement - were used for training part. The training part for one
sensor contains 492 data segments - 246 data segments with finger movement
and 246 data segments without finger movement. The testing part contains 166
data segments - 83 data segments with finger movement and 83 data segments
without finger movement. We used the training and testing part for further
model validation.

6.2 Proposed Method Description

We may define EEG data as sequence of numbers. In the encoding phase, data is
divided into non- overlapping data segments vectors. These vectors creat the list
of vectors used in the data. Then, we applied the vector quantization algorithm
as described in section 4. Constant C in our experiment is set to 2/3, and we
used a cosine measure as a distance measure for the vectors in codebook. After
that, we applied hierarchical clustering algorithm.

This algorithm created new vectors. We needed to save these vectors for com-
parison. In the next, algorithm we computed for each vector in CB it’s norm.
We used norm of vector for sorting vectors and we created sorted codebook.
We assume that for similar EEG data we get similar sorted codebooks. Then
we saved the vectors in codebook. For each vector in codebook, we saved every
component as a text. In other words, if a component of a vector is a number
then, we saved the number as its text representation. In the next step, we looked
for nearest vector in codebook for each original vector and we saved the index
into a mapped file.

In summary we created codebook from non-overlapping numbers from EEG
data and we applied vector quantization. We sorted codebook and saved each
component of each vector as text and we used backward reconstruction of signal
to save the indices into file. We created codebook with the length of vectors set
to twelve numbers. On this codebook we applied vector quantization algorithm.

After applying vector quantization with the same setup on all data segments
extracted, vectors from dataset we evaluated similarity between one data seg-
ments from testing group to all data segments in training group of one sensor.
The similarity was measured with NCD and 7-Zip compression algorithm as a
compressor. The similarity evaluation was applied to all testing data segments.

Next, we selected a group of training data segments with similarity S satisfying
the following condition S >=minThreshold & S <=maxThreshold for every
test data segment. The condition threshold values are depicted in Table 1 for
data with movement and in Table 2 for data without movement for all sensors.
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This selected group of data segments is used to indicated which category belongs
to the tested data segment. This was calculated as a ratio of data segments with
movement to total count of the selected data segments in a group, using the
following formula

C =
m

c
(4)

where:

– m is a count of data segments, which are marked during data pre-processing
as data segment with movement,

– c is a count of data segments in the selected group, which satisfy condition.

The tested data segment is marked as data segment which belongs to the cate-
gory with movement data segments, if C >= 0.5, and as a data segments without
movement otherwise. These steps were performed separately for all categories of
data - with movement and without movement - and all sensors.

The values of minThreshold and maxThreshold represents the boundaries
in which the classifier has correctly identified maximum data segments, where
minThreshold ∈ [0, 1] and maxThreshold ∈ [0, 1] and minThreshold < max-
Threshold, e.g. minThreshold = 0.15 and maxThreshold = 0.2.

On Figure 2 we may see that similarities for one testing data segment to
all training data segments on one sensor are separated in two groups - ranges
with small overlapping. We used this feature to decide whether the testing data
segment belongs to the data segment group with finger movements or not.

6.3 Experiment Result

Our experiment was divided into two parts. The first part is focused on successful
movement detection and the other is focused on successful detection of data
segments without movement. Both experiments uses the same conditions and
experiment setup.

In our experiment we tried to find thea shortest range in which we are able to
correctly decide the category of the tested data segment - with or without finger
movement.

In our first experiment we could detect the movement of index finger with
success rate between 89.16% and 100.00%. We reached the best results on all
sensors except sensor S4 (89.16%) and S5 (89.16%). The worst results were for
sensors S4 and S5 with success rate 89.16%. The movement detection results
and their corresponding threshold values for all sensor are depicted in Table 1.

Most of the values taken by minThreshold are around 0.20 and maxThreshold
values were situated around value 0.51.

In the second experiment we could detect data segment without movement
of index finger with success rate between 85.37% and 100.00%. The best results
were reached on all sensors except sensor S4 (87.95%) and sensor S5 (85.37%).
The worst result was on sensor S5 (85.37%). The movement detection results
and their corresponding threshold values for all sensor are depicted in Table 2

The most minThreshold values in the second experiment were around 0.15
and maxThreshold values were situated up to value 0.55.
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Fig. 2. Histogram of the similarities for data segment with and without movement of
one sensor

Table 1. Table of Movement Results

Sensor Min Threshold Max Threshold Finger Movement

S1 0.20 0.55 100.00%

S2 0.14 0.56 100.00%

S3 0.16 0.56 100.00%

S4 0,49 0.51 89.16%

S5 0.36 0.44 89.16%

S6 0.18 0.52 100.00%

S7 0.47 0.57 100.00%

Table 2. Table of No Movement Results

Sensor Min Threshold Max Threshold No Movement

S1 0.15 0.55 100.00%

S2 0.11 0.55 100.00%

S3 0.15 0.53 100.00%

S4 0.47 0.52 87.95%

S5 0.37 0.46 85.37%

S6 0.13 0.50 100.00%

S7 0.06 0.55 100.00%

7 Conclusion

We conducted our experiments on our EEG data recorded in our laboratory
from four different subjects performing the same task - pressing a button with
index finger. The EEG data was recorded using 7 channels recording machine
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with a sampling frequency of 256 Hz. The signals were band pass filtered from
0.5 Hz to 60 Hz to remove unwanted frequencies and noise.

In this paper, we applied a successful approach for index finger movement
detection. In our suggested approach we used a combination of vector quantiza-
tion and the normalized compression distance for proper classification of a finger
movements data between trails. Our approach was able to detect the movement
of an index finger with success rate between 89.16% and 100.00%. The success
rate of detection of trails without movement was very similar (between 85.37%
and 100.00%.)

The method proposed in this work seems to be able to detect trails with and
without movement with a successful rate of over 85.37% and can be applied to
the use on real data.
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Abstract. Proposed method, called Probabilistic Nodes Combination (PNC), is 
the method of 2D curve modeling and handwriting identification by using the 
set of key points. Nodes are treated as characteristic points of signature or 
handwriting for modeling and writer recognition. Identification of handwritten 
letters or symbols need modeling and the model of each individual symbol or 
character is built by a choice of probability distribution function and nodes 
combination. PNC modeling via nodes combination and parameter γ as 
probability distribution function enables curve parameterization and 
interpolation for each specific letter or symbol. Two-dimensional curve is 
modeled and interpolated via nodes combination and different functions as 
continuous probability distribution functions: polynomial, sine, cosine, tangent, 
cotangent, logarithm, exponent, arc sin, arc cos, arc tan, arc cot or power 
function. 

Keywords: handwriting identification, shape modeling, curve interpolation, 
PNC method, nodes combination, probabilistic modeling. 

1 Introduction 

Handwriting identification and writer verification are still the open questions in artificial 
intelligence and computer vision. Handwriting based author recognition offers a huge 
number of significant implementations which make it an important research area in 
pattern recognition [1]. There are so many possibilities and applications of the 
recognition algorithms that implemented methods have to be concerned on a single 
problem. Handwriting and signature identification represents such a significant problem. 
In the case of writer recognition, described in this paper, each person is represented by 
the set of modeled letters or symbols. The sketch of proposed method consists of three 
steps: first handwritten letter or symbol must be modeled by a curve, then compared with 
unknown letter and finally there is a decision of identification. Author recognition of 
handwriting and signature is based on the choice of key points and curve modeling. 
Reconstructed curve does not have to be smooth in the nodes because a writer does not 
think about smoothing during the handwriting. Curve interpolation in handwriting 
identification is not only a pure mathematical problem but important task in pattern 
recognition and artificial intelligence such as: biometric recognition [2-4], personalized 
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handwriting recognition [5], automatic forensic document examination [6,7], 
classification of ancient manuscripts [8]. Also writer recognition in monolingual 
handwritten texts is an extensive area of study and the methods independent from the 
language are well-seen. Proposed method represents language-independent and text-
independent approach because it identifies the author via a single letter or symbol from 
the sample. This novel method is also applicable to short handwritten text. 

Writer recognition methods in the recent years are going to various directions: 
writer recognition using multi-script handwritten texts [9], introduction of new 
features [10], combining different types of features [3], studying the sensitivity of 
character size on writer identification [11], investigating writer identification in multi-
script environments [9], impact of ruling lines on writer identification [12], model 
perturbed handwriting [13], methods based on run-length features [14,3], the edge-
direction and edge-hinge features [2], a combination of codebook and visual features 
extracted from chain code and polygonized representation of contours [15], the 
autoregressive coefficients [9], codebook and efficient code extraction methods [16], 
texture analysis with Gabor filters and extracting features [17], using Hidden Markov 
Model [18-20] or Gaussian Mixture Model [1]. But no method is dealing with writer 
identification via curve modeling or interpolation and points comparing as it is 
presented in this paper.  

The author wants to approach a problem of curve interpolation [21-23] and shape 
modeling [24] by characteristic points in handwriting identification. Proposed method 
relies on nodes combination and functional modeling of curve points situated between 
the basic set of key points. The functions that are used in calculations represent whole 
family of elementary functions with inverse functions: polynomials, trigonometric, 
cyclometric, logarithmic, exponential and power function. These functions are treated 
as probability distribution functions in the range [0;1]. Nowadays methods apply 
mainly polynomial functions, for example Bernstein polynomials in Bezier curves, 
splines and NURBS [25]. But Bezier curves do not represent the interpolation method 
and cannot be used for example in signature and handwriting modeling with 
characteristic points (nodes). Numerical methods for data interpolation are based on 
polynomial or trigonometric functions, for example Lagrange, Newton, Aitken and 
Hermite methods. These methods have some weak sides [26] and are not sufficient 
for curve interpolation in the situations when the curve cannot be build by 
polynomials or trigonometric functions. Proposed 2D curve interpolation is the 
functional modeling via any elementary functions and it helps us to fit the curve 
during handwriting identification. 

This paper presents novel Probabilistic Nodes Combination (PNC) method of curve 
interpolation and takes up PNC method of two-dimensional curve modeling via the 
examples using the family of Hurwitz-Radon matrices (MHR method) [27], but not only 
(other nodes combinations). The method of PNC requires minimal assumptions: the only 
information about a curve is the set of at least two nodes. Proposed PNC method is 
applied in handwriting identification via different coefficients: polynomial, sinusoidal, 
cosinusoidal, tangent, cotangent, logarithmic, exponential, arc sin, arc cos, arc tan, arc cot 
or power. Function for PNC calculations is chosen individually at each modeling and  
it represents probability distribution function of parameter α ∈ [0;1] for every point 
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situated between two successive interpolation knots. PNC method uses nodes of the 
curve pi = (xi,yi) ∈ R2, i = 1,2,…n: 

1. PNC needs 2 knots or more (n ≥ 2); 
2. If first node and last node are the same (p1 = pn), then curve is closed 

(contour); 
3. For more precise modeling knots ought to be settled at key points of the 

curve, for example local minimum or maximum and at least one node 
between two successive local extrema. 

Condition 3 means for example the highest point of the curve in a particular orientation, 
convexity changing or curvature extrema. The goal of this paper is to answer the 
question: how to model a handwritten letter or symbol by a set of knots [28]? 

2 Probabilistic Curve Modeling 

The method of PNC is computing points between two successive nodes of the curve: 
calculated points are interpolated and parameterized for real number α ∈ [0;1] in the 
range of two successive nodes. PNC method uses the combinations of nodes 
p1=(x1,y1), p2=(x2,y2),…, pn=(xn,yn) as h(p1,p2,…,pm) and m = 1,2,…n to interpolate 
second coordinate y for first coordinate c = α⋅xi+ (1-α)⋅xi+1, i = 1,2,…n-1: 

                                  ),...,,()1()1()( 211 mii ppphyycy ⋅−+−+⋅= + γγγγ ,                 (1) 

α ∈ [0;1],  γ = F(α) ∈ [0;1]. 

Here are the examples of h computed for MHR method [29]: 
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or 

0),...,,( 21 =mppph  

or 

111)( yxph =  

or others. Nodes combination is chosen individually for each curve. Formula (1) 
represents curve parameterization as α ∈ [0;1]: 

x(α) =  α⋅xi + (1-α)⋅xi+1   

and 
),...,,())(1)(())(1()()( 211 mii ppphFFyFyFy ⋅−+−+⋅= + ααααα , 

1211 )),...,,())(1(()()( ++ +⋅−+−⋅= imii yppphFyyFy ααα . 

Proposed parameterization gives us the infinite number of possibilities for curve 
calculations (determined by choice of F and h) as there is the infinite number of 
human signatures, handwritten letters and symbols. Nodes combination is the 
individual feature of each modeled curve (for example a handwritten letter or 
signature). Coefficient γ = F(α) and nodes combination h are key factors in PNC 
curve interpolation and shape modeling.  

2.1 Distribution Functions in PNC Modeling 

Points settled between the nodes are computed using PNC method. Each real number 
c ∈ [a;b] is calculated by a convex combination c = α ⋅ a + (1 - α) ⋅ b for 

ab

cb

−
−=α ∈ [0;1].                                                      

Key question is dealing with coefficient γ in (1). The simplest way of PNC calculation 
means h = 0 and γ = α (basic probability distribution). Then PNC represents a linear 
interpolation. MHR method [30] is not a linear interpolation. MHR [31] is the 
example of PNC modeling. Each interpolation requires specific distribution of 
parameter α and γ (1) depends on parameter α ∈ [0;1]:  

γ = F(α),  F:[0;1]→[0;1],  F(0) = 0,  F(1) = 1 

and F is strictly monotonic. Coefficient γ is calculated using different functions 
(polynomials, power functions, sine, cosine, tangent, cotangent, logarithm, exponent, 
arc sin, arc cos, arc tan or arc cot, also inverse functions) and choice of function is 
connected with initial requirements and curve specifications. Different values of 
coefficient γ are connected with applied functions F(α). These functions γ = F(α) 
represent the examples of probability distribution functions for random variable 
α∈[0;1] and real number s > 0:  

γ=αs, γ=sin(αs·π/2), γ=sins(α·π/2), γ=1-cos(αs·π/2), γ=1-coss(α·π/2), 
γ=tan(αs·π/4), γ=tans(α·π/4), γ=log2(αs+1), γ=log2

s(α+1), γ=(2α–1)s, 
γ=2/π·arcsin(αs), γ=(2/π·arcsinα)s, γ=1-2/π·arccos(αs), γ=1-(2/π·arccosα)s, 
γ=4/π·arctan(αs), γ=(4/π·arctanα)s, γ=ctg(π/2–αs·π/4), γ=ctgs(π/2-α·π/4), γ=2-
4/π·arcctg(αs), γ=(2-4/π·arcctgα)s. 
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Functions above, used in γ calculations, are strictly monotonic for random variable 
α∈[0;1] as γ = F(α) is probability distribution function. Also inverse functions F-1(α) 
are appropriate for γ calculations. Choice of function and value s depends on curve 
specifications and individual requirements. Considering nowadays used probability 
distribution functions for random variable α∈[0;1] - one distribution is dealing with 
the range [0;1]: beta distribution. Probability density function f for random variable 
α∈[0;1] is: 

                                      rscf )1()( ααα −⋅⋅=  , s ≥ 0, r ≥ 0.                                   (3) 

When r = 0 probability density function (3) represents scf αα ⋅=)(  and then 

probability distribution function F is like 23)( αα =f  and γ = α3. If s and r are 

positive integer numbers then γ is the polynomial, for example )1(6)( ααα −=f  and 

γ = 3α2-2α3. Beta distribution gives us coefficient γ in (1) as polynomial because of 
interdependence between probability density f and distribution F functions: 

                                       )(')( αα Ff =  , dttfF )()(
0
=
α

α .                                         (4) 

For example (4):    ααα ef ⋅=)(   and  1)1()( +−== αααγ eF . 

What is very important in PNC method: two curves (for example a handwritten letter 
or signature) may have the same set of nodes but different h or γ results in different 
interpolations (Fig.6-14). 

Algorithm of PNC interpolation and modeling (1) looks as follows: 

Step 1: Choice of knots pi at key points. 
Step 2: Choice of nodes combination h(p1,p2,…,pm). 
Step 3: Choice of distribution γ = F(α). 
Step 4: Determining values of α: α = 0.1, 0.2…0.9 (nine points) or 0.01, 0.02…0.99 
(99 points) or others. 
Step 5: The computations (1). 

These five steps can be treated as the algorithm of PNC method of curve modeling 
and interpolation (1). 

Curve interpolation has to implement the coefficients γ. Each strictly monotonic 
function F between points (0;0) and (1;1) can be used in PNC interpolation. 

3 Handwriting Modeling and Author Identification 

PNC method enables signature and handwriting recognition. This process of 
recognition consists of three parts: 

1. Modeling – choice of nodes combination and probabilistic distribution 
function (1) for known signature or handwritten letters; 

2. Unknown writer - choice of characteristic points (nodes) for unknown 
signature or handwritten word and the coefficients of points between nodes; 

3. Decision of recognition - comparing the results of PNC interpolation for 
known models with coordinates of unknown text. 
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3.1 Modeling – The Basis of Patterns 

Known letters or symbols ought to be modeled by the choice of nodes, determining 
specific nodes combination and characteristic probabilistic distribution function. For 
example a handwritten word or signature “rw” may look different for persons A, B or 
others. How to model “rw” for some persons via PNC method? Each model has to be 
described by the set of nodes for letters “r” and “w”, nodes combination h and a 
function γ=F(α) for each letter. Less complicated models can take h(p1,p2,…,pm) = 0 
and then the formula of interpolation (1) looks as follows: 

1)1()( +−+⋅= ii yycy γγ . 

It is linear interpolation for basic probability distribution (γ = α). How first letter “r” 
is modeled in three versions for nodes combination h = 0 and α=0.1,0.2…0.9? Of 
course α is a random variable and  α∈[0;1]. 
Person A  
Nodes (1;3), (3;1), (5;3), (7;3) and γ = F(α) = α2: 
 

 

Fig. 1. PNC modeling for nine reconstructed points between nodes 

Person B 
Nodes (1;3), (3;1), (5;3), (7;2) and γ = F(α) = α2: 
 

 

Fig. 2. PNC modeling of letter “r” with four nodes 

Person C 
Nodes (1;3), (3;1), (5;3), (7;4) and γ = F(α) = α3: 
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Fig. 3. PNC modeling of handwritten letter “r” 

These three versions of letter “r” (Fig.1-3) with nodes combination h = 0 differ at 
fourth node and probability distribution functions  γ = F(α). Much more possibilities 
of modeling are connected with a choice of nodes combination h(p1,p2,…,pm). MHR 
method [32] uses the combination (2) with good features because of orthogonal rows 
and columns at Hurwitz-Radon family of matrices: 

11),( ++ = i
i
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y
pph i

i

i x
x

y

1
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++  

and then (1) 

),,()1()1()( 11 ++ ⋅−+−+⋅= iiii pphyycy γγγγ . 

Here are two examples of PNC modeling with MHR combination (2). 
Person D 
Nodes (1;3), (3;1), (5;3) and γ = F(α) = α2: 
 

 
Fig. 4. PNC modeling of letter “r” with three nodes 

Person E 
Nodes (1;3), (3;1), (5;3) and γ = F(α) = α1.5: 
 

 
Fig. 5. PNC modeling of handwritten letter “r” 
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Fig.1-5 show modeling of letter “r”. Now let us consider a letter “w” with nodes 
combination h = 0. 
Person A  
Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = (5α - 1)/4: 
 

 

Fig. 6. PNC modeling for nine reconstructed points between nodes 

Person B 
Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = sin(α·π/2): 
 

 
Fig. 7. PNC modeling of letter “w” with five nodes 

Person C 
Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = sin3.5(α·π/2): 
 

 
Fig. 8. PNC modeling of handwritten letter “w” 

These three versions of letter “w” (Fig.6-8) with nodes combination h = 0 and the 
same nodes differ only at probability distribution functions γ = F(α). Fig.9 is the 
example of nodes combination h (2) from MHR method: 
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Person D  
Nodes (2;2), (3;1), (4;1), (5;1), (6;2) and γ = F(α) = 2α - 1: 
 

 

Fig. 9. PNC modeling for nine reconstructed points between nodes 

Examples above have one function γ = F(α) and one combination h for all ranges 
between nodes. But it is possible to create a model with functions γi = Fi(α) and 
combinations hi individually for a range of nodes (pi;pi+1). It enables very precise 
modeling of handwritten symbol between each successive pair of nodes. 

Each person has its own characteristic and individual handwritten letters, numbers 
or other marks. The range of coefficients x has to be the same for all models because 
of comparing appropriate coordinates y. Every letter is modeled by PNC via  
three factors: the set of nodes, probability distribution function γ = F(α) and nodes 
combination h. These three factors are chosen individually for each letter, therefore 
this information about modeled letters seems to be enough for specific PNC curve 
interpolation, comparing and handwriting identification. Function γ is selected via the 
analysis of points between nodes and we may assume h = 0 at the beginning. What is 
very important - PNC modeling is independent of the language or a kind of symbol 
(letters, numbers or others). One person may have several patterns for one 
handwritten letter. Summarize: every person has the basis of patterns for each 
handwritten letter or symbol, described by the set of nodes, probability distribution 
function γ = F(α) and nodes combination h. Whole basis of patterns consists of 
models Sj for j = 0,1,2,3…K. 

3.2 Unknown Writer – Points of Handwritten Symbol 

Choice of characteristic points (nodes) for unknown letter or handwritten symbol is a 
crucial factor in object recognition. The range of coefficients x has to be the same like 
the x range in the basis of patterns. Knots of the curve (opened or closed) ought to be 
settled at key points, for example local minimum or maximum (the highest point of 
the curve in a particular orientation), convexity changing or curvature maximum and 
at least one node between two successive key points. When the nodes are fixed, each 
coordinate of every chosen point on the curve (x0

c,y0
c), (x1

c,y1
c),…, (xM

c,yM
c) is 

accessible to be used for comparing with the models. Then probability distribution 
function γ = F(α) and nodes combination h have to be taken from the basis of 
modeled letters to calculate appropriate second coordinates yi

(j) of the pattern Sj for 
first coordinates xi

c, i = 0,1,…,M. After interpolation it is possible to compare given 
handwritten symbol with a letter in the basis of patterns. 
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3.3 Decision of Recognition – The Author 

Comparing the results of PNC interpolation for required second coordinates of a 
model in the basis of patterns with points on the curve (x0

c,y0
c), (x1

c,y1
c),…, (xM

c,yM
c), 

we can say if the letter or symbol is written by person A, B or another. The 
comparison and decision of recognition [33] is done via minimal distance criterion. 
Curve points of unknown handwritten symbol are: (x0

c,y0
c), (x1

c,y1
c),…, (xM

c,yM
c). The 

criterion of recognition for models Sj = {(x0
c,y0

(j)), (x1
c,y1

(j)),…, (xM
c,yM

(j))}, 
j=0,1,2,3…K is given as: 

min
0

)( →−
=

M

i

j
i

c
i yy .                                                          

Minimal distance criterion helps us to fix a candidate for unknown writer as a person 
from the model Sj . 

4 Conclusions 

The method of Probabilistic Nodes Combination (PNC) enables interpolation and 
modeling of two-dimensional curves [34] using nodes combinations and different 
coefficients γ: polynomial, sinusoidal, cosinusoidal, tangent, cotangent, logarithmic, 
exponential, arc sin, arc cos, arc tan, arc cot or power function, also inverse functions. 
Function for γ calculations is chosen individually at each curve modeling and it is 
treated as probability distribution function: γ depends on initial requirements and 
curve specifications. PNC method leads to curve interpolation as handwriting or 
signature identification via discrete set of fixed knots. PNC makes possible the 
combination of two important problems: interpolation and modeling in a matter of 
writer identification. Main features of PNC method are: 
 

a) the smaller distance between knots the better; 
b) calculations for coordinates close to zero and near by extremum require more 

attention because of importance of these points; 
c) PNC interpolation develops a linear interpolation into other functions as 

probability distribution functions; 
d) PNC is a generalization of MHR method via different nodes combinations; 
e) interpolation of L points is connected with the computational cost of rank 

O(L) as in MHR method; 
f) nodes combination and coefficient γ are crucial in the process of curve 

probabilistic parameterization and interpolation: they are computed 
individually for a single curve. 

 

Future works are going to: application of PNC method in signature and handwriting 
recognition, choice and features of nodes combinations and coefficient γ, 
implementation of PNC in computer vision and artificial intelligence: shape 
geometry, contour modelling, object recognition and curve parameterization. 
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Abstract. In this research, a new method for automatic detection of
suspected breast cancer lesions using ultrasound images is proposed. In
this fully automated method, the best de-noising technique from among
several considered is selected, a new segmentation based on fuzzy logic
is proposed and detection of lesions based on morphological features and
texture features is considered. We also consider correlation among ultra-
sound images taken from different angles and use it to improve detection.

Keywords: breast cancer, ultrasound images, automatic detection of
lesions.

1 Introduction

Ultrasound is one of the screening tests to detect possible cancerous lesions in
breast. Ultrasound is cyclic sound pressure with a frequency greater than the
upper limit of human hearing. When the sound pressure penetrates a medium,
it measures the reflection signature or supply focused energy. The reflection
signature then allows gleaning details about the inner structure of the medium.
Very well-known application of ultrasound is sonography, which is widely used
in medicine. Ultrasound can be used for screening, diagnosis and therapeutic
procedures.

In a computer-aided screening system for ultrasound images contains four
main components: pre-processing, segmentation, feature extraction and classi-
fication. Lots of research has been carried out in recent years but not many
automatic methods for classification of breast cancer have been developed.

In [1] a method is proposed that uniquely combines histogram equalization in
a pre-processing stage with hybrid filtering, multifractal analysis, thresholding
segmentation, and a rule-based approach in fully automated ROI labeling. The
proposed method is able to very accurately label most lesions, with its best
performance being the identification of malignant lesions (90%) and its worst
being the identification of fibroadenomas (77.59%). It appears that even by using
hybrid filtering and multifractal processing, the accuracy of the result to identify
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c© Springer International Publishing Switzerland 2014
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fibroadenomas is not very high. It is suspected that noise and shadowing in the
images are responsible for low accuracy of fibroadenomas detection.

Another method was introduced in [2, 3] that uses a bilateral subtraction tech-
nique to reduce false positives in mass candidate regions detected by detection
scheme for whole breast ultrasound images. It was found that the bilateral sub-
traction technique could reduce false positives effectively. This method is based
on the premise that normal left and right breasts of the same subject display
architectural symmetry. The radiologists use it as a useful tool to interpret ultra-
sound images. Even if there is a mass region in the breast, the region is classified
as normal tissue if similar region exists in same position in the other breast.
This method uses this feature to reduce false positives. The method involves
(1) image feature extraction; (2) registration of bilateral breasts; and (3) reduc-
tion of false positives. This method removes 67.3% of false positives but requires
more improvements. It looks like the accuracy of the system can be improved
by employing a batter pre-processing technique for noise and shadow removal.

Another method was proposed by Gupta [4]. It uses speckle features of auto-
mated breast ultrasound images (ABUS). The ABUS images of 147 pathologi-
cally proven breast masses (76 benign and 71 malignant cases) were used. For
each mass, a volume of interest (VOI) was cropped to define the tumor area, and
the average number of speckle pixels within a VOI was calculated. Also, first-
order and second-order statistical analysis of the speckle pixels was considered
to quantify the information of gray-level distributions and the spatial relations
among the pixels. Receiver operating characteristic curve analysis was used to
evaluate the performance. It achieves the accuracy of 84.4%. The performance
indices of the speckle features were comparable to the performance indices of the
morphological features. Although the accuracy is not ideal, it can be improved
by combining speckle features with morphological and texture features.

The remainder of the paper is structured as follows. In sections 2 through
5 we present critical survey of the state of the art of the field and discuss the
advantages and disadvantages of various approaches and we suggest possible im-
provement. We provide detailed survey of different stages of the detection system
including preprocessing, segmentation, feature extraction, feature selection and
classification. A new detection method proposed by us is described in Section 6
and results of experiments are given in Section 7.

2 Pre-processing of Ultrasound Images

Ultrasound images are typically effected by noise because of various sources of
interferences and other phenomena. The noise usually appears as bright and dark
spots called speckle, which obscure fine details, degrade and makes it difficult
to detect low-contrast lesion. Thus in a computerized system for detection of
cancer in ultrasound images pre-processing to eliminate the noise is an important
component [5–7].

In the past years, several image enhancement algorithms have been intro-
duced. They usually belong to two categories: spatial domain- and transform-
domain-based. The spatial domain algorithms involve image operations on a
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whole image or a on local region and make use of image statistics. They include
methods such as histogram equalization, image averaging, sharpening of image
using edge detection and morphology operators, and nonlinear median filtering
[8]. In transform-domain-based algorithms the operations are performed in the
transform domain such as Fourier and wavelet domain. The frequency trans-
form methods facilitate the extraction of certain image features that cannot be
derived from spatial domain [8].

3 Segmentation and Feature Extraction

There are several segmentation methods that were applied to breast ultrasound
images. They use histogram thresholding, model-based approaches, machine
learning and watershed approach [32].

Machine learning methods are more suitable for segmentation of ultrasound
images. For example in [29], a classification method based on neural network
is proposed. Images are divided into blocks of squares. Features are extracted
from each block using discrete cosine transform (DCT). After that, a three-
layer hybrid neural network is trained to classify the blocks into background and
foreground, which are breast tissues and lesion respectively.

Following segmentation we need to find features in the regions to be able
to categorize the lesions into malignant or benign categories. In the diagnosis
of breast cancer, mass carries important information about cancer. Features
of the mass playing a significant role in breast cancer diagnosis include shape,
boundary, branch, internal structures, and the micro calcifications. For example,
when a doctor observes a mass in an ultrasound image, which usually is the
darkest area of the image, the first thing he does is to see if it has an irregular
shape and if it has branched. Fig. 1 shows mass that is both branched and has
an irregular shape.

Fig. 1. Irregular mass

Many features can be used for breast tumor detection [12, 14, 20, 21] and [22].
These features include: perimeter, area, NSPD (number of substantial protuber-
ances and depressions), LI (lobulation index), ENC (elliptic-normalized circum-
ference), ENS (elliptic-normalized skeleton), LS Ratio (long axis to short axis
ratio), Aspect Ratio, Roundness, Solidity, Convexity, Extent, TCA Ratio (tu-
mor area to convex area ratio), TEP Ratio (tumor perimeter to ellipse perimeter
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ratio), TEP Difference (difference between tumor perimeter and ellipse perime-
ter), TEP Difference (difference between tumor perimeter and ellipse perime-
ter), TCP Ratio (tumor perimeter to circle perimeter ratio), TCP Difference
(difference between tumor perimeter and circle perimeter), AP Ratio (area to
perimeter ratio) and Thickness of the wall. As part of this research, we will find
the optimum number and set of features that will provide the highest accuracy
and performance.

Part of the manual diagnosis by a physician is to see the texture of the lesions
and decide whether they look suspicious or not. Extracting those features is not
very time consuming and combining them with morphological features could
give better and more accurate classification results [17, 18].

4 Feature Selection

4.1 Sequential Forward Search and Sequential Backward Search

The feature selection methods that we are going to use are sequential forward
search and sequential backward search and we choose between the subset that
resulted from these two procedures. In sequential forward search, first the best
single feature is found. Then among the remaining features, the feature that best
discriminate between the classes when used along with already selected features
is chosen and added to the list of selected features. The procedure is repeated
until the addition of new features increases the error rate or no feature remains
to be added. In sequential backward search, the search space is drawn like an
ellipse to emphasize the fact that there are fewer states towards the full or empty
sets. The main disadvantage of SFS is that it is unable to remove features that
become obsolete after the addition of other features [23, 34].

4.2 Distance Based Feature Selection

This method combines the concept of between-class distance and within-class
divergence [33]. Therefore, the ultimate objective becomes to select a subset
of image features that (i) Maximizes the distances among the classes, and (ii)
minimizes the divergence within each class. Let TS be a labeled training set
with NS samples. The classes ωk represented by subsets TK ⊂ TS, each class
having NK samples

∑
N

K
= NS . Measurement vectors in TS (without reference

to their class) are denoted by zn. Measurement vectors in TK (vectors coming
from class ωk denoted by zk,n). The sample mean of a class and that of the

entire training set can be defined respectively as: μ̂k(Tk) = 1
Nk

∑Nk

n=1zk,n and

μ̂k(TS) = 1
NS

∑NS

n=1zn. The following formula defines the partial within-class
scattered matrix for one specific class:

Sk(Tk) =
1

Nk

Nk∑
n=1

(zk,n − μ̂k)(zk,n − μ̂k)
T

(1)
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The following formula represents the within-class scattered matrix.

Sω(TS) =
1

NS

K∑
k=1

NkSk(Tk) =
1

NS

K∑
k=1

Nk∑
n=1

(zk,n − μ̂k)(zk,n − μ̂k)
T (2)

The following formula provides the between-class scattered matrix:

Sb(TS) =
1

NS

K∑
n=1

Nk(μ̂k − μ)(μ̂k − μ)T (3)

In our proposed method, we used a combination of sequential forward search,
sequential backward search and distance based methods. This will be discussed
in detail in Section 6.

5 Classification

The main goal of this study is to help radiologists in interpreting ultrasound
images. After the features are extracted from the ultrasound image, we need to
classify them in order to see if the lesion is suspicious based on the extracted
features. One of the best known methods in pattern and image classification is
Support Vector Machine (SVM). It is designed to separate of a set of training
images into two different classes, (x1, y1), (x2, y2), ..., (xn, yn) where xi in R

d, d-
dimensional feature space, and yi in {−1,+1}, the class label, with i = 1, ..., n.
SVM builds the optimal separating hyperplane using a kernel function K. All
images, of which feature vectors lie on one side of the hyper plane belong to
class −1 and the others belong to class +1. There exist other classifiers such as
artificial neural networks and classification trees but they have not been applied
in our system [31].

6 Proposed System

The outline of our proposed system is showin in Fig. 2.

Fig. 2. Outline of proposed system

The uncertainty to identify lesions and their boundaries suggests the use of
fuzzy logic for pre-processing. The detection of structures is crucial for the diag-
nosis of a large number of illnesses including breast cancer in breast ultrasound
images. Being blurred by nature, with little contrast or significant immersion in
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noise, most standard techniques of digital image processing do not yield optimum
results for these images.

The use of fuzzy logic that uses both global and local information and has the
ability to enhance the fine details of the ultrasound images is a suitable choice
for low-contrast ultrasound images as they details cannot be obtained easily in
these images.

6.1 Fuzzy Logic for De-noising

The enhancement can be done to better distinguish the background from the
actual image. It is logical that the more we can distinguish the background
from foreground, the better the result would be. An interval-valued fuzzy set
constitutes that the membership degree of every element to the set is given
by a closed subinterval of interval [0, 1]. The concept of type 2 fuzzy sets was
introduced by Zadeh [24, 25] as a generalization of an ordinary fuzzy set. The
membership degree of an element to a type 2 fuzzy set is a fuzzy set in [0, 1]. An

interval type 2 fuzzy set A in U is defined as

A = {(u,A(u), μu(x))|u ∈ U,A(u) ∈ L([0, 1])} ,
where A(u) = [A(u), A(u)] is a membership function; i.e., a closed subinterval
is [0, 1], and function μ(x) represents the fuzzy set associated with the element
u ∈ U obtained when x is within [0, 1]; μu(x) is given in the following way:

F (x) =

{
a if A(u) ≤ x ≤ A(u)
0 otherwise.

[26] proposed an algorithm to enhance ultrasound images, in which fuzzy rules
such as the following one have been used.

IF the pixel does not belong to the breast tissue, THEN leave it unchanged. IF
the pixel belongs to the breast tissue AND is dark, THEN make it darker. IF the
pixel belongs to the breast tissue AND is gray, THEN make it dark. IF the pixel
belongs to the breast tissue AND is bright, THEN make it brighter.

In this research, the mentioned method has been used as part of the pre-
processing stage in our proposed system.

6.2 Combination of Texture Features and Morphological Features

In our experiments, we used a sub-set of morphological features that is described
in section 3. The method to extract those features is described in section 4. Then
we used a combination of the extracted morphological features with texture
features.

For extracting texture feature information, there are two primary methodolo-
gies. The first class of methods applies a linear transform, filter, or filter bank



Computer-Aided System for Suspicious Lesions in Breast Ultrasound Images 137

globally to the image. The local energy of the filter responses represents the
local texture feature values. Generally these methods have high computational
complexity. The second class of methods divides the whole image into many
small non-overlapping pixel blocks, and then applies some transform, such as a
wavelet transform, to each block to get the local information. These methods ex-
tract texture features for a block of pixels. Both methodologies have the problem
of generating texture information for each individual pixel [27].

In this research a method described in [30] is used to extract texture features
for each pixel, a window of some pre-determined size, k ∗ k is applied to each
pixel. The center of the window slides over every pixel and performs the wavelet
(We used Daubechies-4 wavelet) transform at each location to determine each
pixel texture feature.

6.3 Correlation of Images from Different Angles

Some artifacts like shadowing may hamper clear delineation of the lesion in
ultrasound images. Because of these issues ultrasound imaging is an interactive
process and requires a lot of experience to capture and interpret lesions. Findings
in the ultrasound images sometimes are not reproducible and often vary between
individual interpreters. The limitations thus mentioned might be overcome by
considering correlation between images from different angles (i.e. multiple view-
ing angles all around the breast). The concept is known as Full Angle Spatial
Compounding (FASC). As noise is uncorrelated in images from different angles,
it will be reduced by using this technique. In this method because of varying an-
gles, shadowing is suppressed or at least significantly reduced. Also structures,
which cause specular reflections are imaged and delineated in the compound im-
age. We can use another approach to simply average the results from different
angles. It is also possible to calculate lateral variations in attenuation in a sam-
ple from the single envelope of a pair of scans from equal and opposite steered
angles. This information then can be used to provide a compounded backscatter
image free from shadows and enhancements.

7 Experimental Results

7.1 Feature Selection

A combination of Sequential Forward Search & Sequential Backward Search has
been implemented for feature selection. In order to make sure that we do not
eliminate significant features during Sequential backward Search, we consider a
union between the results of Sequential Forward Search & Sequential Backward
Search. The result of the previous step is then combined with Distance Based
feature selection (union). Table 1 summarizes the selected features.

7.2 Compounding

In order to find out how compounding of the images will improve the result,
we applied the compounding algorithm we discussed earlier. The algorithm is
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Table 1. Selected Features

Feature Used by physician

Roundness *
Solidity *
Convexity
TCA Ratio
Perimeter *
Area *
NSPD *
Wall Thickness *

Table 2. Experiment using compounding

Original De-noised Compounded Segmented

applied on three images per patient (9 o’clock, 0 o’clock and 3 o’clock). A sample
of the result is shown in Table 2.

After applying compounding, the shadows were reduced drastically. This will
help radiologists to distinguish the lesions much easier.

7.3 Comparison with Other Techniques

In this section we will compare a new approach with state-of-the-art CAD sys-
tems: ABUS [4] and Hybrid Filtering [1].

Experiment #1. In this experiment, we have not done any pre-processing for
the ultrasound images. Neural network method in [28] is used for Segmentation.
We used the features that we extracted using Sequential Forward Search, Se-
quential Backward Search and Distance-based methods. For classification, we
used Support Vector Machine proposed in [20]. We have experimented this on
80 patients. For the purpose of this experiment, we only used the 0 o’clock ul-
trasound images. The result is shown in Table 3 (TP: True Positive, TN: True
Negative, FP: False Positive, FN: False Negative).

Experiment #2. In this experiment, we used fuzzy logic for pre-processing of
ultrasound images. Neural network method in [28] is used for segmentation. We
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Table 3. Experiment #1

Method # of patients TP TN FP FN Accuracy

Our Method 80 60 20 3 2 93.75%
Hybrid Filtering[1] 80 61 19 4 2 92.5%
ABUS[4] 80 62 18 6 3 88.75%

used the features that we extracted using Sequential Forward Search, Sequen-
tial Backward Search and Distance-based methods. For classification, we used
Support Vector Machine proposed in [20]. We have experimented with images
from 80 patients. For the purpose of this experiment, we only used the 0-o’clock
ultrasound images. The result is shown in Table 4.

Table 4. Experiment #2

Method # of patients TP TN FP FN Accuracy

Our Method 80 61 19 3 1 95%
Hybrid Filtering[1] 80 61 19 4 2 92.5%
ABUS[4] 80 62 18 6 3 88.75%

Experiment #3. In this experiment, we used fuzzy logic for pre-processing of
ultrasound images. Neural network method in [28] is used for segmentation. We
used the features that we extracted using Sequential Forward Search, Sequential
Backward Search and Distance-based methods. Texture features are also used.
For classification, we used an SVM classifier. We have implemented the algorithm
on 80 patients images. For the purpose of this experiment, we only used the 0
o’clock ultrasound images. The result is shown in Table 5.

Table 5. Experiment #3

Method # of patients TP TN FP FN Accuracy

Our Method 80 59 21 1 1 97.5%
Hybrid Filtering[1] 80 61 19 4 2 92.5%
ABUS[4] 80 62 18 6 3 88.75%

Experiment #4. In this experiment, we used fuzzy logic for pre-processing of
ultrasound images. We also used compounding of three images of each patient
(9 o’clock, 0 o’clock and 3 o’clock) and performed compounding on the images.
Neural network method [28] is used for segmentation. We used the features
that we extracted using Sequential Forward Search, Sequential Backward Search
and Distance-based methods. Texture features are also used. Classification was
carried out by the Support Vector Machine. We have carried out experiments
on 80 patients images. The result is shown in Table 6.
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Table 6. Experiment #4

Method # of patients TP TN FP FN Accuracy

Our Method 80 59 21 1 0 98.75%
Hybrid Filtering[1] 80 61 19 4 2 92.5%
ABUS[4] 80 62 18 6 3 88.75%

8 Conclusions

In this research we surveyed the current state of the field of automatic breast
cancer detection from ultrasound images and we pointed out many deficiencies
in the current methodology. We proposed a new improved approach to cancer
detection. The main problem with processing ultrasound images is speckle noise
and shadowing. To overcome these problems we proposed a fully automated
system for detection of breast ultrasound images. In the first pre-processing stage
we used fuzzy logic approach to remove noise and thus improved segmentation
and overall performance of the cancer detection system. In order to improve
classification we applied backward and forward sequential search to identify a
subset of good features which were subsequently validated by the physician.
As it was pointed out by a physician one of the big problems in detection of
suspicious lesions is shadowing. To overcome this problem we used a method of
compounding ultrasound images from different angles. This method allowed us
to either eliminate or significantly reduce the amount of shadowing present in our
database of ultrasound images thus improving overall results. The experiments
carried out on the database of 80 patients with 3 images per patient validated
our claim of improved performance.

In future research we plan to experiment with different sets of features, ap-
plying our method on a database of color ultrasound images. We also intend
to implement an expert system for the diagnosis stage of our automated CAD
system. The expert system will attempt to minimize the effort by a physician
for diagnosis of suspicious lesions.
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Abstract. This paper addresses the problemof creating anewclassifier as
highly interpretable fuzzy rule-based system, based on the analytical the-
ory of fuzzy modeling and gene expression programming. This approach
is applied to solve the prediction problem of peri-operative complications
of radical hysterectomy in patients with cervical cancer. The developed
classifier has the form of the set of fuzzy metarules, which are readable for
the medical community, and additionally, is accurate enough. The conse-
quents of the metarules describe the presence or absence of peri-operative
complications. For the construction of the classifierwe canuse the fuzzified,
binarized or both types of the attributes. We also compare the efficiency
of our model with the decision trees and C5 algorithm.

Keywords: Takagi-Sugeno system, gene expression programming, cervi-
cal cancer, complications prediction.

1 Introduction

Cervical cancer is the third most common carcinoma and the fourth leading cause
of cancer death in females worldwide [1]. In early tumor stages, the operative ther-
apy is preferred.Patientswithmicroinvasive cervical cancermaybe treated less ag-
gressively. Formore advanceddisease (FIGO IA2-IIB) [2], inmanymedical centers,
radical hysterectomy with pelvic lymphadenectomy remains the therapy of choice
[3]. As one of themost extensive surgical procedures in gynecological oncology, this
operation is burdened with significant risk of severe complications [4]. These ad-
verse events cause an additional stress of a patient, postpone the adjuvant therapy
and significantly increase hospital costs. Thus, the identification of patients with
high risk of peri-operative complications is significant, since the chemoradiation
would be probably more safe and equally effective therapeutic option for them.
The aim of this study is to propose a new classifier for the prediction of radical

hysterectomy complications in women with cervical cancer FIGO IA2-IIB. This
classifier will have the form of the set of fuzzy metarules which are readable for
the medical community. We investigate the real data consisting of 107 patients
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with 10 attributes obtained from the Clinical Department of Obstetrics and
Gynecology of Rzeszów State Hospital in Poland.
There is a large number of computational intelligence algorithms which can be

used for prediction problems in a medical domain, e.g. artificial neural networks,
distance classifiers, regression models, support vector machines, proposed in the
literature. Unfortunately, these type of models, as classifiers, are the black boxes
which cannot be interpretable [5]. However, there have been some models devel-
oped which, along with the classification result, are capable of extracting some
knowledge by generating the set of interpretable rules which, in turn, a human
understands [6]. They are considered as white boxes. The following methods de-
serve attention here: decision trees [7,8], C4.5 algorithm and beyond [9], fuzzy
clustering methods [10,11], genetic programming algorithms [12] or the method-
ologies of generating rules by learning from examples [13]. One can observe the
trend in creating fuzzy classifiers and decision support systems which are also ca-
pable of generating a set of rules [14,15]. These techniques generate data models
in terms of production rules of the form: IF condition THEN conclusion [16].
The structure of the article is as follows. Section 2 highlights some ideas on

analytical theory of fuzzy modeling concerning a special case of the Takagi-
Sugeno-Kang systems. In this part, we present a theorem, corollary and an ex-
ample on equivalency between the set of fuzzy metarules and their algebraic
representation. In Section 3, the original data set and the fuzzy representation
of the inputs are described. Section 4 presents the problem statement. In Section
5, the efficiency of the proposed approach, decision trees and C5 algorithm is
assessed in the considered classification problem. The main result of the paper,
in the form of the interpretable metarules, is presented in Section 6. Finally, the
work is concluded in Section 7.

2 P1-TS Fuzzy Rule-Based System

In the work [17], it is proved that for some class of the Takagi-Sugeno models,
where all input variables have linear and complementary membership functions
of the fuzzy sets, the system of their “If-then” metarules is equivalent to mul-
tilinear functions. These functions are special case of the Kolmogorov-Gabor
polynomial. Such a class of systems is denoted by P1-TS. Based on the polyno-
mial we are able to read the metarules, which have a very simple interpretation
from the logical point of view. Thanks to the recursion introduced in [17], the
curse of dimensionality problem can be substantially reduced. Below, we present
some notions comprised by P1-TS system.
Let us consider a multiple-input-single-output (MISO for short) rule-based

system with input variables z1, . . . , zn and the output S. For every input zk ∈
[−αk, βk] it is required that αk + βk > 0, (k = 1, 2, . . . , n). The set Dn =
[−α1, β1] × . . . × [−αn, βn] defines a hyperrectangle. For any zk, we define two
membership functions of fuzzy sets Nk = Nk (zk), and Pk = Pk (zk), where Pk
is an algebraic complement to Nk:

Nk = (αk + βk)
−1 (βk − zk) , Pk = 1−Nk, (1)
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for k = 1, . . . , n. This system is defined by 2n rules in the form of implications:

If z1 is Ai1 and ... and zn is Ain , then S = qj , qj ∈ R, (2)

where Aik ∈ {Nk, Pk}, (k = 1, . . . , n). The above rule-based system with mem-
bership functions for the inputs as in (1) we will call P1-TS system.

Theorem 1. [17] Let

f0 (z) =
∑

(p1,...,pn)∈{0,1}n
θp1,...,pnz

p1
1 · · · zpn

n , (3)

where θp1,...,pn ∈ R. For every function of the type (3) there exists a (zero-
order) MISO P1-TS system with the inputs z1, . . . , zn and the output S, such
that S (z) = f0 (z) for all zT = [z1, . . . , zn] ∈ Dn. By solving 2n linear equa-
tions one can find all consequents qj of the rules. For a nonzero volume of the
hyperrectangle Dn, the unique solution always exists.

The fuzzy rule-based systems exhibit the “curse of dimensionality”, because
the number of their rules grows exponentially with the number of inputs. Namely,
by adding an extra dimension to the input space, we observe a doubling of the
number of fuzzy “If-then” rules in the MISO P1-TS. However, by means of the
recursion, the curse of dimensionality problem can be substantially reduced [17].
In this paper, we consider a special case of the rule-based system in which

Dn = [0, 1]n. In such a case the inputs take the values from the interval [0, 1],
therefore, we can call the rule-based system “logical” one, since the labels of
fuzzy sets Nk are interpreted as almost false, and the labels of fuzzy sets Pk
are interpreted as almost true. This type of systems process the information
expressed in continuous, multi-valued logic. Usually, we are not interested in 2n

fuzzy rules, but in obtaining the metarules [17].

Corollary 1. Let the inputs of the P1-TS system be x1, . . . , xn ∈ [0, 1] and
the consequents of its rules are from the set {0, 1}. Let us define new inputs
z1, . . . , z2n, such that z2k−1 = xk, z2k = 1 − xk, for k = 1, . . . , n. The crisp
output of this system can be expressed as a sum of products:

S =
M∑
i=1

∏
i∈Pi

z̃i , where z̃i ∈ {zi, 1− zi} , M � 22n, (4)

and Pi’s contain some indices of the variables from the set {z1, . . . , z2n}.
Example 1. Suppose the P1-TS system has 6 inputs xk, where all inputs are
from the unity interval [0, 1] for k = 1, . . . , 6 and the membership functions for
every input are of the type (1). The following 8 metarules define this system:
M1: If x1 is N1 and x3 is P3 and x4 is N4, then S = 1,
M2: If x3 is P3 and x4 is P4 and x6 is N6, then S = 1,
M3: If x1 is P1 and x2 is N2 and x4 is N4 and x5 is N5, then S = 1,
M4: If x1 is N1 and x3 is N3, then S = 0,
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M5: If x4 is P4 and x6 is P6, then S = 0,
M6: If x1 is P1 and x4 is N4 and x5 is P5, then S = 0,
M7: If x1 is P1 and x3 is N3 and x4 is P4 and x6 is N6, then S = 0,
M8: If x1 is P1 and x2 is P2 and x4 is N4, then S = 0.

One can prove that the crisp output of this P1-TS system is given by:

S = (1− x1)x3 (1− x4) + x3x4 (1− x6) + x1 (1− x2) (1− x4) (1− x5) . (5)

Let us introduce new variables z2k−1 = xk and z2k = 1 − xk for k = 1, . . . , 6.
Thus, we obtain the double number of variables zj ∈ [0, 1], for j = 1, . . . , 2n.
The function (5) is equivalent to:

S = z2z5z8 + z5z7z12 + z1z4z8z10 . (6)

From (6) we can uniquely define three metarules whose consequents are equal
to one, while the consequents of all remaining rules are zeros.

The interpretation of the metarules, the individual rules, and the crisp func-
tion of any P1-TS system with the inputs from the unity interval is quite simple.
Additionally, for the given expression in the form of (4), one can obtain the fuzzy
“If-then” metarules.

3 Original Data Set and Fuzzy Representation of Inputs

In this section, the transformation of the data used in the work will be discussed.
It is a crucial step in the methodology of the rule based system design, since the
appropriate representation of the attributes has a straightforward influence on
the interpretability of the results for the clinicians, as the subject-matter experts
(SMEs).
Each of 107 records from the original data set consists of the following pre-

dictor variables: age = x1 [y], body mass index (BMI ) = x2
[
kg /m2

]
, comor-

bidities = x3 ∈ {no, yes}, previous operations = x4 ∈ {no, yes}, hormonal
status = x5 ∈ {premenopausal, postmenopausal}, histology of tumor = x6 ∈
{squamous, nonsquamous}, histologic grade = x7 ∈ {G1, G2, G3}, FIGO stage
= x8 ∈ {IA2, IB1, IB2, IIA, IIB} [2]. The output variable is S ∈ {present,
absent}, where S = present means occurrence of intra- or post-operative com-
plications, and S = absent – means vice-versa.
The predictors xi will be linearly transformed (fuzzified) into new variables

Zk. We propose to distinguish three types of the input variables.

1. Original attribute xi is a real number from the finite and ordered data set
(universe) {xi,min, . . . , xi,max}, and there is no SME recommendation to split
this universe into subintervals. We assume that all new cases of the variable
xi are allowed to be from the interval [ai, bi] ⊃ {xi,min, . . . , xi,max}. This
inclusion says that there might be also other cases than those that occur in
the studied population, e.g. the body weight greater than xi,max. Therefore,
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the value of ai is not greater than xi,min and the value of bi is not smaller
than xi,max. We perform the following two steps:
(1) Normalization:

zi = (xi − ai) / (bi − ai) ∈ [0, 1] , xi ∈ [ai, bi] . (7)

(2) Assigning two complementary membership functions of fuzzy sets:

Zk = P (zi) = zi, Zk+1 = N (zi) = 1− zi. (8)

As a result we obtain two new input variables <Zk, Zk+1> which have clear
linguistic interpretation, namely, the closer xi to its upper bound, the greater
the value of Zk. Similarly, the closer xi to its lower bound, the greater the
value of Zk+1.

2. Original attribute xi is a real number from the finite and ordered data set
(universe) {xi,min, . . . , xi,max}, and there are SME recommendations to split
this universe into pi smaller subsets. We assume that all new cases of the
variable xi are allowed to be from the set [ri,L, ri,V ) ⊃ {xi,min, . . . , xi,max}:

[ri,L, ri,V ) =
⋃pi

j=1
[ri,j , ri,j+1) , pi > 1.

We perform the following two steps:
(1) Normalization:

zi = (xi − ri,j) / (ri,j+1 − ri,j) ∈ [0, 1] , xi ∈ [ri,j , ri,j+1) , j = 1, . . . , pi.
(9)

(2) Assigning two complementary membership functions of fuzzy sets:

Zk+2j−2 = P (zi) , Zk+2j−1 = N (zi) = 1− zi. (10)

As a result we obtain new pairs of membership functions < Zk, Zk+1 >.
3. Original attribute xi is a categorical variable from the set {label1, . . . , labelr},
and 2 � r < ∞. In this case, we assign the pairs of membership functions
< Zk, Zk+1 >, . . . ,< Zk+2p−2, Zk+2p−1 >, namely:

Zk+2j−2 = 1, Zk+2j−1 = 0, if xi = labelj. (11)

For the data set considered in our study, the process of obtaining new variables
Z1, . . . , Zm is as follows:

• Original attribute age (x1) is an integer from the set {29, . . . , 73}, and we
assume that all new cases (for the prediction problem) of the variable x1 are
allowed to be from the set [a1, b1] = [25, 75] ⊃ {29, . . . , 73}. From the clinical
point of view, there is no indication to divide the original universe of the age
variable [4]. As a result we obtain new variables: Z1 – patient’s age near the
upper bound of age, and Z2 – patient’s age near the lower bound of age.
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• Original attribute body mass index (BMI or x2) is a real number; x2 ∈
{17.5, . . . , 44.96}. We assume that all new cases of the variable x2 (for the
prediction problem) are allowed to be from the interval [15, 50]. In case
of BMI variable, we are imposed some prerequisites. Namely, according to
WHO classification [18], 8 categories of BMI are distinguished as the inter-
vals: [15, 16) – underweight: severe thinness, [16, 17) – underweight: moderate
thinness, [17, 18.5) – underweight: mild thinness, [18.5, 25) – normal range,
[25, 30) – overweight, [30, 35) – obese class I, [35, 40) – obese class II, [40, 50]
– obese class III. For x2, the second case of the transformation takes place
and we obtain new variables: Z3, . . . , Z18. For example, the interpretation
of BMI from the interval [15, 16) is as follows: Z3 - BMI is near the upper
bound of the severe thinness, and Z4 - BMI is near the lower bound of the
severe thinness.
• Original attributes – comorbidities (x3), previous operations (x4), hormonal
status (x5) and histology of tumor (x6) are all the elements of the bivalent
sets. For x3 – x6, the third case of the transformation is faced (r = 2), there-
fore we obtain new variables, which are interpreted in the following way: Z19
– comorbidities are present, Z20 – comorbidities are absent, Z21 – previous
operations are present, Z22 – previous operations are absent, Z23 – hormonal
status is pre-menopausal, Z24 – hormonal status is post-menopausal, Z25 –
histology of tumor is squamous, Z26 – histology of tumor is non-squamous.
• Input variable histologic grade, x7 ∈ {G1, G2, G3} denotes the tumor grade,
i.e. the grade of invasive cancer of the cervix uteri (or the grade of histologic
differentiation) [19]. Cancer graded as G1 is usually less aggressive and un-
likely spreads to other organs or tissues of the body. G3 graded carcinoma
is the most aggressive type of cancer. This variable is eligible to the third
case with r = 3. Thus, we obtain new inputs: Z27, . . . , Z32. For example, the
fuzzy sets for histologic grade are interpreted as follows: Z27 – cancer is well
differentiated and Z28 – cancer is not well differentiated.
• Input variable FIGO stage, x8 ∈ {IA2, IB1, IB2, IIA, IIB} describes the
extent of cervical cancer according to the FIGO staging system [2]. The third
case of the transformation occurs now for r = 5. We obtain new variables:
Z33, ..., Z42. For example, Z33 = 1 means that cervical cancer is of IA2 stage,
Z34 = 1 – cervical cancer is not of IA2 stage. The fuzzy sets Z35, . . . , Z42
are understood in the same manner.

4 Problem Statement

For the training data set described in Section 3, we want to find the set of
expressions in the form of the sum of the products as in (4), which best fit the
data. Based on these expressions, obtaining the metarules for the P1-TS system
with 42 inputs and the bivalent output S, will be quite simple. Of course, one
can obtain the rules using the other methods. Therefore, we will compare our
results with the decision trees and C5 algorithm. In order to find expression
in the form of (4), we propose to use the gene expression programming (GEP)
method.
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5 The Efficiency Assessment of the Proposed Approach,
Decision Trees and C5 Algorithm

In this section, we compare our new methodology which is based on P1-TS sys-
tem and GEP with two well known classification methods, i.e. decision trees
(DT) and C5 algorithm in the problem of cervical cancer complications predic-
tion. All the models can be viewed as white box classifiers which, as the result,
provide the error computed on the test data and, additionally, the set of rules.

5.1 Gene Expression Programming

Gene expression programming was introduced by Ferreira [20]. In this algorithm,
individuals are encoded by the chromosomes which are composed of the genes
structurally organized in the head and the tail. The length of genes depends on
the head size. When the representation of each gene is given, the genotype is
established. It is then converted to the expression tree.
In order to construct the chromosome, the genes are linked with each other

by means of the linking function. The individuals form a population which un-
dergoes evolution by computing the expression from each chromosome, applying
predefined genetic operators and calculating the fitness. The evolution continues
until a termination criterion is satisfied.
For the construction of the proposed fuzzy classifier, GeneXproTools 4.0 soft-

ware is used with the following settings: number of chromosomes in population
(30), head size (5), number of genes within each chromosome (1, 3, 5, 7), linking
function between genes (Addition), fitness function (Number of hits), genetic
operators (Mutation = 0.044, Inversion = 0.1, IS Transposition = 0.1, RIS
Transposition = 0.1, One-Point Recombination = 0.3, Two-Point Recombina-
tion = 0.3, Gene Recombination = 0.1, Gene Transposition = 0.1), computing
functions in head (Multiplication).
Evolution is performed until 1000 generations are reached. The fitness function

is chosen to be Number of hits. The rounding threshold is set to be 0.5.

5.2 Decision Trees and C5 Algorithm

Decision trees were originally described in [7]. DT methodology consists of three
parts: (1) – Construction of maximum tree, (2) – Choice of the right tree size,
and (3) – Classification of new data using constructed tree. In this research, we
use DTREG [21] software to construct and test the tree. The entropy is used to
evaluate the quality of splits in the process of tree construction. The depth of
the tree is set to 10. No pruning algorithms are applied to control the tree size.
C5 is an algorithm used to generate a decision tree developed by Quinlan

[9]. This algorithm generates classifiers expressed as decision trees, but it can
also construct classifiers in the rule set form. In this work, we apply IBM SPSS
Modeler 14.2 [22] to simulate C5 algorithm. The model with the lowest gener-
alization error is chosen on the basis of the variety of setting options, such as:
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Table 1. Minimum test errors computed in each partition for cervical cancer compli-
cation prediction using proposed approach, DT and C5

Training/Test size

Min. test error [%]

Proposed method

DT C51 gene 3 genes 5 genes 7 genes

54/53 35.85 32.08 33.96 33.96 44.44 37.29
64/43 30.23 27.91 27.91 30.23 46.51 42.55
74/33 24.24 24.24 27.27 27.27 40.62 38.89
85/22 27.27 22.73 18.18 18.18 31.82 41.67
96/11 9.09 9.09 9.09 9.09 25.00 36.36
102/5 0.00 0.00 0.00 0.00 20.00 0.00
Average 21.11 19.34 19.40 19.78 34.73 32.79
St. dev. 13.69 12.25 12.88 13.22 10.84 16.24

extent to which the rule set is pruned (5, 10, 15), minimum records per child
branch (2), using global pruning (applied, not applied), winnowing attributes
(used, not used).

5.3 Models’ Comparison

It is known that the number of ways of dividing the training set into v groups,
each of size k, is huge and equals h = n!/ (v! (k!)v) [23]. Thus, considering all
possible training sets is computationally intractable in practice. Therefore, in the
simulations, we consider the partition of n = 107 samples into 6 training and
testing parts, which are drawn randomly. The percentage of testing data within
each part equals 50% (54 training samples, 53 test samples), 40% (64 training
samples, 43 test samples), 30% (74 training samples, 33 test samples), 20% (85
training samples, 22 test samples), 10% (96 training samples, 11 test samples)
and 5% (102 training samples, 5 test samples).
In each data partition, we search for the model for which the lowest test error is

found. In Table 1, the lowest test error values are shown in particular training-test
partitions for three regardedclassifiers.We also calculate the averagevalue and the
standard deviation over all test errors because the sum of these indices determines
the utility thresholds of the models (these are marked in bold in the table).
As shown in Table 1, the proposed approach provides lowest values of the test

set error among all three compared models. Such a result is valid regardless of
the number of genes used in the chromosome. For the chromosome composed of
three genes, DT and C5 performs worse by 15.39% and 13.45%, respectively. In
GEP based classification, the test error usually decreases along with the increase
of the training data size. Such a result seems to be natural (although it is not
the case for C5 method) since a greater number of samples is used to train the
model. It is also worth noting that the constraint of the number of genes within
the chromosome to one, increases test error. For the number of genes equal to
3, 5 and 7, almost no error change is observed.
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6 Discovering Metatules from Algebraic Expression

It can be observed that the lowest average test error value, computed over all
samples’ partition cases, for each of examined models is found when our approach
is used for data classification. Such a result (19.34%) occurs for 3 genes in the
chromosome. Due to the fact that the minimum test error (22.73%) found at
85/22 partition is closest to the average error value, we decide to compute the
output expression for the model which is applied in this particular classification
problem. Moreover, as shown in Table 1, the standard deviation reaches the
lowest value (12.25%) for 3 genes based model, thus we consider this result as
most reliable.
Below, two exemplary models (denoted asModel 1 andModel 2) are shown

in the form of the output expression (S) and the sets of metarules, presented in
the similar way as proposed in formula (4). It is necessary to emphasize that,
in each case, three genes are involved in the chromosome evolution, therefore,
three metarules are extracted for the models. For both models the average test
error is the same, i.e. 22.73%. For Model 1, we obtain:

S = Z12Z29 + Z20Z29 + Z24Z42.

This sum of products defines three following metarules:

1. If BMI is near the lower bound of overweight and cancer is moderately
differentiated, then complications are present;

2. If comorbidities are absent and cancer is moderately differentiated, then
complications are present;

3. If hormonal status is post-menopausal and cervical cancer is not of IIB
stage, then complications are present.

The output expression for Model 2 has the following form:

S = Z16Z21 + Z20Z29 + Z12Z29.

This sum of products allows to formulate three metarules as follows:

1. If BMI is near the lower bound of obese class II and previous operations
are present, then complications are present;

2. If comorbidities are absent and cancer is moderately differentiated, then
complications are present;

3. If BMI is near the lower bound of overweight and cancer is moderately
differentiated, then complications are present.

Since for the chromosomes composed of 5 genes, both the average test error
(19.40%) of the classifier and the standard deviation (12.88%) slightly differ
from the same factors, but determined when 3 genes are used in the chromosome
(0.06% and 0.63%, respectively), we also decide to generate the metarules for
5 genes based model. As previously, the average test error computed over all
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partitions is nearest to the error value (18.18%) found at 85/22 data division.
Therefore, for this classification problem the output expression for the model
(named henceforthModel 3) has the following form:

S = Z12Z22Z26 + Z22Z33 + Z11Z20Z35 + Z2Z9Z24Z29 + Z2Z10Z20Z22Z26. (12)

This expression provides five metarules for Model 3:

1. If BMI is near the lower bound of overweight and previous operations are
absent and histology of tumor is non-squamous, then complications are
present;

2. If previous operations are absent and cervical cancer is of IA2 stage, then
complications are present;

3. If BMI is near the upper bound of overweight and comorbidities are absent
and cervical cancer is of IB1 stage, then complications are present;

4. If patient’s age is near the lower bound of age and BMI is near the upper
bound of normal range and hormonal status is post-menopausal and cancer
is moderately differentiated, then complications are present;

5. If patient’s age is near the lower bound of age and BMI is near the lower
bound of normal range and comorbidities are absent and previous operations
are absent and histology of tumor is non-squamous, then complications are
present.

Observe that the metarules for considered models are readable to medical
audience. Furthermore, the particular rule antecedents are simple and transpar-
ent, and the entire metarule resembles, to a high degree, the medical judgement
exposed to a patient.

7 Conclusion

Our main goal was to provide the classifier which generates the rules readable
for the medical community. We obtained the metarules in the case of the com-
plications presence.
The idea introduced in this paper is new and has the following advantages:

1. The construction of the transparent classifier is universal in the sense that for
any subset of the attributes we can apply the fuzzy or bivalent notions. The
process of the variable fuzzification and the interpretation of an attribute
considered by a domain expert as relevant, must be consulted with this
expert since he/she is the end user of the decision support system.

2. The interpretation of the rules is simple since we used the Takagi-Sugeno-
Kang system involving linear membership functions of fuzzy sets.

3. The number of the metarules can be set up by providing the appropriate
number of genes in a chromosome.



The Classifier for Prediction of Peri-operative Complications 153

The authors will attempt to explore the problem of the prediction of different
complications where the number of classes is greater than 2 (distinction between
mild, moderate and severe complications, and absence of complications). One
can achieve this by using the proposed method and “one against all”approach.
We realize though that the given number of data comprising 107 patients is
hardly sufficient.
It is worth adding that for the same data set, as explored in this paper, the

authors conducted the simulations on the efficiency of the following classifiers: k-
nearest neighbor, logistic regression, bayesian network, support vector machine,
multilayer perceptron, k-means clustering, probabilistic neural network, linear
discriminant analysis and radial basis function neural network. The results were
reported in [24] where multilayer perceptron was found to be the best classifier
among all tested models (average test error 17.22%). This network outperforms
the classifier proposed in this paper. However, it is not interpretable (black box)
since it does not provide any rules.
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Abstract. This paper presents an artificial intelligence approach to-
wards classification of persons based on verbal descriptions of their facial
features. Frame knowledge representation, fuzzy sets, fuzzy IF-THEN
rules, and fuzzy granulation are employed. Features of face elements
(nose, eyes, etc.) are extracted by use of existing detection techniques,
such as measurements of horizontal and vertical sizes. Linguistic vari-
ables that correspond to fuzzy sets, representing selected facial features,
are applied in the frames and fuzzy rules. Linguistic values defined by
the fuzzy sets conform the terminology applied by law enforcement to
create an eyewitness verbal description. Classification results are illus-
trated in three cases of the system’s input: facial composites (sketches)
created by an artist, images (digital pictures) from a face database, and
verbal descriptions.

1 Introduction

Visual representations of a suspect’s appearance, based on eyewitness memory
and verbal description, still play an important role in crime investigation to help
law enforcement to find suspects. Even it is proved that eyewitness testimony
is unreliable and may lead to a mistaken identity, the face sketch recognition is
still used in a crime if there is no photographic evidence.

The modern sketch originates from the ’portrait parle’ [1] – ’spoken por-
trait’ that is a technique invented by Bertillon in 19th century, and based on
the anthropometric measurement system and individual card description.

A graphical representation of an eyewitness’s memory of a face is called a fa-
cial composite [3]. The basic method of creating a facial composite is to produce
a sketch by an artist [4], who helps eyewitnesses to recall details about a sus-
pect’s appearance. The ability to express verbal description of personal appear-
ance is known as face recall [21]. This process is complex because the verbal
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description of each feature requires recalling the suspect’s appearance from the
witness’s memory. Even due, a detailed verbal description does not guarantee
that the authors of the portrait will be able to build a correct visual represen-
tation of the suspect. The artist must properly decode all information given by
the witness. Therefore, a standardized terminology was introduced to combine
the features characteristics with their description.

Contrary to expectation, the most accurate and detailed verbal description
of the appearance is not as convincing as a picture and even then the facial
composites are prone to error. The reason for this is a small number of memorized
details of the appearance and the lack of precision in the description.

In this study, we use the verbal description terminology concerning human
faces, and employ the theory of fuzzy sets and fuzzy logic [22] in order to classify
persons, based on selected facial features. Thus, linguistic variables are associated
with the facial features, and fuzzy IF–THEN rules can be formulated for classi-
fication [10], [11]. Linguistic values of the linguistic variables are represented by
membership functions of the fuzzy sets. In this way, we are able to compensate
uncertainty both for eyewitness testimony and inaccuracy of automatic feature
extraction.

Hence, we propose an intelligent system that may be used for searching, clas-
sifying and grouping faces, based on their linguistic description, not only digital
images. The paper is organized as follows. In Section 2, we present facial fea-
tures and their verbal description. Section 3 concerns the linguistic variables
and corresponding fuzzy sets. Section 4 describes the fuzzy granulation concept.
In Section 5, fuzzy IF-THEN rules are formulated. In Section 6, a fuzzy classi-
fier is outlined. Section 6 illustrates classification results. Finally, in Section 7,
conclusions and final remarks are presented.

2 Facial Features and Their Verbal Description

Facial feature selection and description are crucial parts because of two factors:
feature availability/reliability and witness perception lack of accuracy. It may
occur that e.g. suspect’s ears, covered by hair, cannot be visible or an eyewitness
cannot be sure what is a color of his eyes (gray or dark blue).

Individual body parts can take different shapes, sizes and colors. For example:

– face shape can be elliptical, circular, oval, rectangular, triangular etc.,
– nose size can be small, medium, large,
– eye color can be amber, blue, brown, gray, green, hazel.

In order to create an appropriate and relevant composite, mentioned in Sec-
tion 1, proper communication between the artist and eyewitness is needed. This
is done by use of the standardized terminology. The lexicon of words to express
how each face element looks like is provided to create a verbal composite de-
scription. Table 1 shows some of those verbal terms according to the selected
features.

Crucial face components are eyes, nose, mouth, their structure, distance be-
tween them or relative position.
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Table 1. The selected facial features and corresponding verbal terminology

Element Feature Values

Forehead
Height low, medium high, high
Width narrow, medium wide, wide

Eyebrows

Length short, medium long, long
Setting horizontally, upwards, downwards
Spacing fused, narrow, medium wide, wide
Location low, medium high, high

Eyes

Color dark pigment (brown), light pigment (blue), mixed (green, gray)
Openness narrow, medium wide, wide
Length short, medium long, long
Distance narrow, medium wide, wide

Nose
Length short, medium long, long
Width narrow, medium wide, wide

Ear Size small, medium large, large

Mouth
Height low, medium high, high
Width narrow, medium wide, wide

Chin
Shape spherical, oval, square, triangular
Size small, medium large, large

Every human face may be divided into three parts (see Fig. 1):

– part of the forehead – including the forehead and eyes,
– part of the nose – including the nose, cheeks, and ears,
– part of the lip-chin – including the mouth, and chin.

Fig. 1. Frame knowledge representation

These three parts, and particular face elements, are depicted in Fig. 1 which
presents the artificial intelligence data structure called ’frame’, introduced by
Minsky [7], in application to the concept of face granulation considered in this
paper (Section 4).
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Frames are structures of knowledge representation where information about
an object is included in slots. Each slot can contain data values, procedures or
even other frames and subframes. The structure of the frame is intuitive, and
has some analogy to the Bertillon’s card. The slots are associated with object’s
attributes, and facets correspond to the values.

As a matter of fact, we use the concept of a fuzzy frame as knowledge represen-
tation, with linguistic values defined by fuzzy membership functions described
in Section 3. Let us notice that borders between the forehead, nose, and lip-chin
parts are rather fuzzy, not crisp. Thus, these parts of the face can be viewed as
fuzzy granules (see Section 4), similarly to the particular face elements like eyes,
nose, etc. Hence, the face granulation can be considered as hierarchical.

3 Linguistic Variables and Fuzzy Sets

Verbal composite descriptions consist of words which can be directly transformed
into values of linguistic variables and applied to create fuzzy sets [13]. Each of
the face/head feature represented by a fuzzy set might be useful to create a fuzzy
system for face classification and sketch recognition. Generally, fuzzy sets and
corresponding membership functions can be obtained from a learning process
or delivered by an expert/experts [13], [15], [16]. In the case of face linguistic
description, we create membership functions of the fuzzy sets, based on images
from a database, by means of the following, SimplyFS, procedure:

1. For each face in the database,
(a) Extract selected face elements
(b) For each element, measure its features, e.g. element’s size (in the iris

diameter unit [IU])
2. For each selected feature,

(a) Calculate minimum m1, mean m2 and maximum m3 values of the fea-
tures’ measurements

(b) Create membership functions of fuzzy sets corresponding to linguistic
values of the features (attributes), in such a way that:

μAi,j (mj) = 1 (1)

where μAi,j denotes membership functions of fuzzy sets Ai,j , for i =
1, 2, ..., n, and and j = 1, 2, ...,m; assuming that n - number of features
(attributes) and m - number of linguistic values of the attributes, e.g.
m = 3 for ”short”, ”medium long”, ”long” (see Fig. 2).

For each selected feature of faces in the database, using the SimplyFS algo-
rithm, we create the fuzzy sets based on the measured values of the attributes.
With regard to the size of a face element, the length or width are expressed in
the normalized unit [IU] – size of the iris diameter. The process of normaliza-
tion is described in [5]. Shape or an angle of facial elements is obtained based
on geometrical relation to the facial vertical axis [14]. The feature like color is
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determined based on information concerning the mean color value in the HSV
color model representation (see e.g. [20]) which is converted to the linguistic
description.

Figure 2 illustrates fuzzy sets representing the feature ’nose length’, ob-
tained as a result of the SimplyFS procedure, assuming that triangular shape of
the membership functions have been applied.

Fig. 2. An example of fuzzy sets (membership functions) for features/variables
’nose length’, created by the SimplyFS procedure

With regard to Table 1 and the frame presented in Fig.1, we can create a fuzzy
frame, with slots containing fuzzy attributes, with values defined by fuzzy sets
represented by membership functions determined according to the SimplyFS
algorithm.

4 Fuzzy Granulation

The Frame:Face, presented in Fig. 1, corresponds to Fig. 3 where we consider
shapes and sizes of various parts of a face. In this case, linguistic values de-
fined by membership functions in the two-dimensional space of the face describe
particular face elements, like nose, eyes, etc..

Fig. 3. Illustration of a fuzzy set representing an eye element of a face in 2D space [12]

It is worth mentioning that the knowledge concerning human faces ought to
be gathered using the fuzzy description. According to Zadeh - who is known
as the ”father” of fuzzy sets [22] and fuzzy logic [23] - it is not possible to
determine precise borders between particular parts of a human face, such as
the nose, cheek, etc. Thus, the fuzzy borders must be considered. In [24], we
find the following explanation: ”Granulation of an object leads to a collection of
granules of the object, with a granule being a clump of points (objects) drawn
together by indistinguishability, similarity, proximity or functionality. For exam-
ple, the granules of a human head are the forehead, nose, ears, eyes, etc..
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The theory of fuzzy information granulation was proposed and developed by
Zadeh [24]. It is inspired by the way in which humans granulate information and
reason with it. However, the foundations of this theory and its methodology,
as Zadeh explains, are mathematical in nature. In the theory of fuzzy informa-
tion granulation, linguistic variables, fuzzy IF-THEN rules, and fuzzy logic play
an important role.

In general, as explained in [24], granulation is hierarchical in nature. Hence,
at first we can granulate a face into three parts (forehead, nose, and lip-chin) as
illustrated in Fig. 1, and then realize deeper granulation distinguishing particular
face elements. For example, knowing that the forehead part (with eyes) carries
most information with regard to a person recognition, we may focus our attention
to this granule.

Some ideas concerning fuzzy granulation have been developed by Pedrycz,
especially with regard to neural networks (see e.g. [8]), and also in application
to pattern recognition [9].

5 Fuzzy IF-THEN Rules

The fuzzy sets (membership functions), considered in Section 3 to represent
linguistic description of facial feature elements, may be applied in fuzzy rules
that allow to classify faces. Thus, in this section, we focus our attention on fuzzy
IF-THEN, usually employed in fuzzy systems, see e.g. [13].

According to [24], the concept of fuzzy rules is adequate in situations when
considered dependencies are imprecise or high precision is not required. With
regard to the face description, both eyewitness’ testimony and automatic feature
extraction from an image are subject to errors. Hence, we use the fuzzy IF-
THEN rules that contain, in their antecedent parts, linguistic variables and
fuzzy sets that correspond to attributes of particular elements of a human face.
The consequent parts of the rules concern a class in a classification task.

In the case of a suspect recognition, when only one suspect is considered,
we have a problem of person classification into two classes (matching or not
matching to their face description). This is a case of binary classification, and
we can apply simple rules of the following form:

rule 1: IF ear IS big AND forehead IS high AND . . . eye color IS blue
THEN person IS suspect

rule 2: IF ear IS small AND forehead IS short AND . . . eye color brown
THEN person IS no suspect

The above example illustrates two rules with antecedents corresponding to lin-
guistic descriptions of a suspect and a person that is not the suspect, respectively.
The selected face elements (ear, forehead, eye, among others) are described by
use of linguistic variables. The linguistic values (big, high, etc.) in these rules are
defined by fuzzy sets obtained according to the SimplyFS algorithm presented
in Section 3. Let us notice that the antecedent parts of the rules may refer to
appropriate fuzzy frames, similar to that presented in Fig. 1.
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Of course, the number of the rules may be greater than two, especially in the case
of more than one suspect. For N suspects, a generalized form of the rules can
be expressed as follows:

rule k: IF . . . THEN class k (suspect k); for k = 1, 2, . . . , N

Both types of the above rules are special cases of the following, typical fuzzy
rule base for classification:

R(k) : IF x1 is Ak
1,1 AND x2 is Ak

2,1 AND . . . AND xn is Ak
n,m (2)

THEN class k

where N denotes the number of fuzzy rules, x1,. . . ,xn are linguistic variables
corresponding to attributes of face elements, Ak

i,j , for i = 1, 2, . . . , n, and j =
1, 2, . . . ,m, are fuzzy sets, in this paper determined by use of the SimplyFS al-
gorithm. Let us notice that for a given attribute, indicated by i, the same fuzzy
set, Ak

i,j , may be included in more than one rule R(k), for k = 1, 2, . . . , N .

It is worth emphasizing that, as a matter of fact, the example of the rule
base, presented in this section, with the linguistic description in the antecedents
of the rules, i.e. ”ear IS big AND forehead IS high” and so on, suits better to
the case presented in Fig.3. This means that the fuzzy sets representing the lin-
guistic values are defined in the two-dimensional face space.

6 Fuzzy Classifier

As mentioned in Section 5, the fuzzy IF-THEN rules may be applied in the prob-
lem of face classification based on the linguistic description. The fuzzy classifi-
cation system, proposed in this paper, is presented in Fig. 4.

Fig. 4. Fuzzy face classification system

The first block may be used at first stage when verbal description of a suspect’s
face is delivered by an eyewitness (or witnesses). In such a case, this description
may differ from the form of the fuzzy frame. If not, we can start from the second
block, otherwise a transformation from the source description to the frame-form
is needed. The frame-form description includes values of fuzzy linguistic variables
and can easily be transformed to the input vector of the fuzzy classifier.

The fuzzy classifier, in the system portrayed in Fig. 4, realizes the classification
based on the collection of face images (image base) and the fuzzy IF-THEN rules
(rule base). For the input vector, the fuzzy classifier produces a set of person’s
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images matched to the linguistic description. As a matter of fact, the inference
procedure performed by the classifier checks how much the input values (such as
the distance between eyes, the nose length etc.) match to corresponding fuzzy
sets in the antecedents of the rules in the rule base. This means that every rule
is activated by the input vector, and the degree of the rule activation, τk, is
determined according to the following formula:

τk =

n∏
i=1

μAk
i,j
(xi) (3)

for k = 1, . . . , N , where μAk
i,j

are membership functions of fuzzy sets Ak
i,j in

the antecedent parts of the rules, and xi denotes crisp input values (face values).
As a result of the classification process, based on the rule activation expressed

by Equation (3), we expect to obtain a set of face images belonging to a specific
class (matched to the linguistic description).

7 Experiments and Results

In our experiments, presented in this paper, the AR Face Database is applied [6],
and selected facial elements are used, extracted automatically, listed as follows
with their attributes: Eyes={distance between eyes, eye width, degree of eye open-
ness}, Nose={length, width}, Mouth={width, height}.

This particular database has been employed in the experiments because in
the process of creation the AR Face Database, each person’s image was taken
in two, separated by two weeks time, sessions. It allows to create the system
based on images from the first session and test our approach on data delivered
by the second session.

The list of detection/extraction methods and obtained result, see Fig. 5:

– for eye localization and nose size extraction, information of image gradients
in gray image representation is used [18]

– for iris size and eyelid’s shape extraction, the method presented in [14] is ap-
plied

– for the mouth, the method proposed in [17] is employed for color images

Fig. 5. Results of feature extraction and measurements
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Figure 5 shows an example of automatic feature extraction and corresponding
measure values. As preparations before the experiments, membership functions
of the fuzzy sets are created, based on real values obtained from feature measure-
ments, by use of the SimplyFS procedure for images from the first session–S1 of
the AR Face Database; see Fig. 8.

Experiment 1
In the first experiment, the image of the person (from second session–S2, stored
asM 027 14), was presented at the system input. As a result, we get the feature
linguistic description of the person’s face from input image and a set of images
representing persons matching to the received description.

For the person in Fig. 5, the linguistic description is as follows:

eye openness IS medium wide AND eye length IS medium long AND eyes
distance IS medium wide AND nose length IS short AND nose width IS
medium wide AND mouth height IS medium high AND mouth width IS
medium wide

Figure 6 presents images of the classified faces that match to this description
(rule antecedent).

Fig. 6. Result of system classification – 3 of 8 persons matching to the feature descrip-
tion of the input image

Experiment 2
The second experiment concerns the case of the classifier working with a sketch
provided at the input. The sketch comes from the CUHK Face Sketch Database
(CUFS) [19], where for each face of the AR Face Database [6], there is a corre-
sponding sketch drawn by an artist.

According to the input values, the feature linguistic description for the pro-
vided sketch is identical as the description obtained in the first experiment. This
means that it is consistent with the rule activated by the image portrayed in
Fig. 5, and leads to the same results of classification, see Fig. 6 and Fig. 7.

Fig. 7. Result of system classification based on sketch input
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The membership functions of the proposed system, delivered by the SimplyFS
procedure, are illustrated in Fig. 8. In addition, comparison of degrees of mem-
bership representing the input features for the same person (image stored as
M 027 1 [6] from first session–S1, image M 027 14 [6] from second session–S2
and corresponding sketch (SK) [18]) is presented in Fig. 8.

Fig. 8. Fuzzy sets created by SimpleFS procedure and degrees of membership for
features of the same person (M 027) in case of different input images (S1, S2, Sk)

Experiment 3
The last experiment was performed to present how the system operates with fea-
tures’ verbal description delivered to the input e.g. by a witness. The simulated
description could be like the following:

The suspect eye’s openness was narrow and length – medium long. The dis-
tance between eyes was medium wide. The nose was medium long and
medium wide. The size of mouth was medium high and medium wide.

Figure 9 shows images of faces matched to this description.

Fig. 9. Images matched to provided above description
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8 Conclusions and Final Remarks

In this paper, we show that the verbal description of facial features can be suc-
cessfully applied for face classification, regardless consideration of image, sketch
or only the description.

The results obtained during the experiments indicate that even the initial
fuzzy classifier can give a powerful solution. Mistakes and errors at the stage
of the sketch creation will significantly influence the result of classification but
fuzzy feature description decreases this effect.

It should be noticed that sometimes an eyewitness’ description is the only
knowledge we got. If the eyewitnesses did not see every detail of a face, they
at least can describe the parts they did see. Taking into account the partial
description delivered by eyewitnesses, and using fuzzy rules, we still are able to
find a potential suspect from composite sketches or police photos.

The future work will continue and focus on
– classification or grouping people/objects with some similarities in appear-

ance thereby eliminating data in huge databases
– searching for potential criminals through the eyewitness verbal description

and sketch analyzing
– generating (by combining with genetic algorithm) initial sketch examples

based on the eyewitness testimony

A challenge for future work is to examine fuzzy sets creation and the knowledge
representation. As a base for membership function values, the ideal proportion of
the facial parts and face elements can be assumed. It is also worth considering the
mean face, from entire database, used for the same purpose. This may increase
flexibility of the system for the input images outside of the database.

Finally, fuzzy granulation is considered, as introduced in Section 4, to describe
a face as a composition of fuzzy granules that represent particular face elements.
The fuzzy granules may carry information delivered by the verbal description.
The hierarchical granulation can be employed, as mentioned with regard to the
face frame portrayed in Fig. 1. The frame slots may include the information gran-
ules, and classification of frames can be performed by frame matching inference,
according to fuzzy IF-THEN rules.

This article presents an initial part of study on usage linguistic description for
face recognition. However, some promising results have been obtained. We expect
to continue this research and apply to larger databases.

Apart from the suspect recognition, other applications of this approach can
be realized, e.g. gender classification by use of face image databases [2].
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Agnieszka Onísko1,2 and Marek J. Druzdzel1,3

1 Faculty of Computer Science, Bia�lystok University of Technology,
Bia�lystok, Poland

a.onisko@pb.edu.pl
2 Magee-Womens Hospital, University of Pittsburgh Medical Center,

Pittsburgh, PA 15213, USA
3 Decision Systems Laboratory, School of Information Sciences and Intelligent

Systems Programs, University of Pittsburgh, USA
marek@sis.pitt.edu

Abstract. While Bayesian network models may contain a handful of
numerical parameters that are important for their quality, several em-
pirical studies have confirmed that overall precision of their probabilities
is not crucial. In this paper, we study the impact of the structure of
a Bayesian network on the precision of medical diagnostic systems. We
show that also the structure is not that important – diagnostic accuracy
of several medical diagnostic models changes minimally when we subject
their structures to such transformations as arc removal and arc reversal.

Keywords: Bayesian network structure, medical diagnostic models,
sensitivity.

1 Introduction

Decision-theoretic approaches offer a coherent framework for dealing with prob-
lems involving uncertainty [1]. The most popular modeling tool for complex sys-
tems involving uncertainty, such as those encountered in medicine, is a Bayesian
network [2], an acyclic directed graph modeling the joint probability distribution
over a set of variables. The popularity of Bayesian networks rests on their ability
to model complex domains and to provide a sound basis for model-based infer-
ence. There exist algorithms for reasoning in Bayesian networks that compute the
posterior probability distribution over variables of interest given a set of observa-
tions. This allows, for example, to calculate the probabilities of various disorders
given a set of symptoms and test results and, hence, to support medical diagnosis.
As Bayesian network algorithms are mathematically correct, the ultimate quality
of their results depends directly on the quality of the underlying models. These
models are rarely precise, as they are often based on judgments of independence
underlying their structure and rough subjective probability estimates. Even when
models are learned entirely from data, these data may not reflect precisely the
target population. The question whether the quality of models matters has, thus,
important practical implications on knowledge engineering for Bayesiannetworks.
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There are two mechanisms by which a Bayesian network represents a joint
probability distribution: (1) independencies among the domain variables, mod-
eled by the structure of the directed graph, and (2) numerical probability distri-
butions of individual variables conditional on their direct ancestors in the graph.
There is a popular belief that it is the structure of Bayesian networks that is
important and that they are insensitive to the overall noise and precision of their
numerical probabilities. There is a body of empirical work showing that indeed
the precision of numerical parameters is not important to the quality of results
(e.g., [3, 4, 5, 6]). To our knowledge, there has been no parallel work testing the
importance of graphical structure of Bayesian networks.

This paper probes the question whether the structure of Bayesian networks
is important for the quality of their reasoning. We start from realistic gold stan-
dard medical diagnostic models learned from real data sets originating from the
Irvine Machine Learning Repository [7]. We subject these models to systematic
structure distortions and test the impact of these distortions on the accuracy
of the models. Our results suggest that also the precise structure of Bayesian
networks is not crucial. Structure transformations, such as arc removal and arc
reversal, turn out to have only moderate impact of the diagnostic quality of the
models.

2 Bayesian Networks

Bayesian networks [2] are acyclic directed graphs modeling probabilistic depen-
dencies and independencies among variables. The graphical part of a Bayesian
network reflects the structure of a problem, while local interactions among neigh-
boring variables are quantified by conditional probability distributions. Bayesian
networks have proven to be powerful tools for modeling complex problems in-
volving uncertain knowledge.

Mathematically, a Bayesian network is an acyclic directed graph that con-
sists of a qualitative part, encoding existence of probabilistic influences among
domain’s variables in a directed graph, and a quantitative part, encoding the
joint probability distribution over these variables. Each node in the graph rep-
resents a random variable. Each arc represents a direct dependence between two
variables. Formally, the structure of the directed graph is a representation of a
factorization of the joint probability distribution. In case of a Bayesian network
that consists of n variables: X1, X2, ..., Xn, this factorization is represented as
follows:

Pr(X1, X2, .., Xn) =
∏
i

Pr(Xi|Pa(Xi)) , (1)

where Pa(Xi) represents parent variables of Xi. As many factorizations are
possible, there are many graphs that are capable of encoding the same joint
probability distribution. Of these, those that minimize the number of arcs are
preferred. From the point of view of knowledge engineering, graphs that reflect
the causal structure of the domain are especially convenient – they normally
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reflect expert’s understanding of the domain, enhance interaction with a hu-
man expert at the model building stage, and are readily extendible with new
information.

Figure 1 presents an example Bayesian network modeling three liver disorders
along with their risk factors and symptoms. It is a fragment of the Hepar II

network described in detail in [8]. The example captures also a prior probability
distribution for the node Obesity and a conditional probability distribution for
the node Chronic hepatitis given the node History of viral hepatitis.

Fig. 1. Example of a Bayesian network model

Given observations of some of the variables (evidence nodes), Bayesian net-
work models allow for calculating posterior probability distributions over the
remaining nodes. In case of a diagnostic network, the output of a model can be
viewed as an assignment of posterior probabilities to various disorders.

3 Models Studied and Model Quality Criterion

In our earlier study, focusing on the impact of precision of numerical parameters
on the quality of Bayesian network results [5], we selected six medical data sets
from the Irvine Machine Learning Repository: Acute inflammation [9], SPECT
Heart, Cardiotocography, Hepatitis, Lymphography [10], and Primary Tumor
[10]. We used the following two selection criteria: (1) the data set had to have at
least one disorder variable and (2) it should not contain too many missing val-
ues and too many continuous variables. The latter selection criterion prevented
possible confounding effect of dealing with missing data and with discretization.
We have decided to use the same data sets in the current study. Table 1 lists the
basic properties of the selected data sets.

Our next step was creating gold standard medical diagnostic models from
the selected data sets. To that effect, we applied a basic Bayesian search-based
learning algorithm [11]. Because the algorithm accepts only discrete data, prior
to learning we discretized all continuous variables. We used expert-based dis-
cretization, relying on domain-specific thresholds (e.g., in case of total bilirubin
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Table 1. Medical data used in our experiments (mv stands for missing values)

data set #instances #variables variable types #classes mv

Acute Inflammation 120 8 categorical, integer 4 no

SPECT Heart 267 23 categorical 2 no

Cardiotocography 2,126 22 categorical, real 3 no

Hepatitis 155 20 categorical, real 2 yes

Lymphography 148 19 categorical, integer 4 no

Primary Tumor 339 18 categorical, integer 20 yes

test, we divided the range into three intervals: normal, moderately high, and
high). For the purpose of structure learning, we temporarily replaced all missing
values with the “normal” state of the corresponding variable. Two of six data
sets that we had analyzed, contained missing values: Hepatitis contained 5.4%
and Primary tumor contained 3.7% missing values. Then, in learning the model
structure, missing values for discrete variables were assigned to state absent (e.g.,
a missing value for Anorexia was interpreted as absent). In case of continuous
variables, a missing value was assigned to a typical value for a healthy patient
(e.g., a missing value for Bilirubin was interpreted as being in the range of 0–1
mg/dl). This approach of dealing with missing values, as we demonstrated in
our earlier work [12], leads typically to highest accuracy of medical diagnostic
systems. Table 2 lists the basic properties of the Bayesian network models that
resulted from this procedure.

Table 2. Bayesian network models used in our experiments (#nodes: number of nodes;
μ #states: average number of states per node; μ in-degree: average number of parents
per node; #arcs: number of arcs; #params: number of numerical parameters)

model #nodes μ #states μ in-degree #arcs #params

Acute Inflammation 8 2.13 1.88 15 97

SPECT Heart 23 2.00 2.26 52 290

Cardiotocography 22 2.91 2.86 63 13,347

Hepatitis 20 2.50 1.90 38 465

Lymphography 19 3.00 1.21 23 300

Primary Tumor 18 3.17 1.83 33 877

We assumed that the models obtained this way were perfect in the sense
of having the right structure and containing parameters as precise as the data
would allow.

A critical element of our experiments is comparison of accuracy of models. We
define diagnostic accuracy as the percentage of correct diagnoses on real patient
cases. This is a simplification, as one might want to know the models’ sensitivity
and specificity for each of the disorders or even study the models’ ability to
detect a disorder in terms of their ROC (Receiver Operating Characteristic)
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curves or AUC (Area Under the ROC Curve) measure. We have decided against
this because the ROC curves express models’ ability to detect single disorders.
So do sensitivity and specificity. We focused instead on a simple measure of the
percentage of correct diagnoses. Furthermore, because Bayesian network models
operate only on probabilities, we used probability as the decision criterion: the
diagnosis that is most likely given patient data is the diagnosis that the model
puts forward.

Because virtually each of the original data sets was rather small, we always
applied the method of “leave-one-out” [13] to test models’ performance. It in-
volves n-fold learning from n − 1 records out of the n records available and
subsequently testing it on the remaining nth record.

4 Measures of Bayesian Network Arc Strength

Our experimental manipulation of Bayesian network structure involves arc re-
moval and arc reversal. Because we will want to perform these operations in a
strictly specified order, e.g., from the weakest to the strongest arcs, we first need
to introduce measures of arc strength.

The concept of an arc strength in BNs was first defined by Boerlage [14], who
introduced the concept of link strength for binary nodes and defined it as the
maximum influence that a parent node can have on the child node. Nicholson
and Jitnah [15] and later Ebert-Uphoff [16, 17] used mutual information as the
basis of the measure of link strength. Lacave [18] proposed a measure of link
strength for the purpose of explanation in decision support systems based on
Bayesian networks. Koiter [19] reviews a number of measures of arc strength
from the perspective of model visualization. He also proposes a measure of arc
strength based on the differences between the posterior marginal probability of
the child node, as the parent node changes. He proposed to calculate these dif-
ferences using standard measures of distance between probability distributions,
i.e., Euclidean distance, Hellinger distance, J-divergence, and CDF difference.
While Euclidean distance focuses on the absolute differences between probabili-
ties, Hellinger distance [20], is sensitive to relative differences. For example, the
distance between 0.1 and 0.11 is the same as the difference between 0.70 and
0.80 in Euclidean distance, but is much larger in Hellinger distance.

Because Koiter’s measure seems most practical, while being well grounded in
theory and has been used in practical applications in the past, in our experi-
ments, we use Koiter’s measures.

For each arc of the gold standard Bayesian network models described in Sec-
tion 3 and summarized in Table 2, we calculated its strength. While calculat-
ing this strength, we have applied two measures of distance: (1) the Euclidean
distance and (2) the Hellinger distance. Figure 2 presents histograms of arc
strengths based on Euclidean distance for each of the studied models. While
there are several values of arc strength that are more likely than others, their
probability distributions are generally spread over the entire range of 0− 1.
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Fig. 2. Histograms for arc strength of the Bayesian network models (clock-wise: Acute

Inflammation, Spect Heart, Cardiotography, Hepatitis, Lymphography, and
Primary Tumor). The Euclidean distance was applied.

5 Experimental Results

We conducted two experiments to investigate the impact of departures from the
ideal structure of a Bayesian network on its accuracy. There are two straight-
forward ways of distorting the structure of a Bayesian network: (1) removing
its arcs, and (2) reversing them. Please note that adding additional arcs would
not have much impact on the accuracy of Bayesian network models, as addi-
tional dependencies introduced by such arcs will be compensated in the learning
process by parameters that capture independence numerically.

5.1 Experiment 1: Arc Removal

Our first experiment involved a gradual removal of arcs in our gold standard
Bayesian network models listed in Table 2. We have tested the accuracy of the
original models, then removed 10%, 20%, 30%, . . . , 90%, and 100% of their
arcs, re-learned their numerical parameters from the Irvine Machine Learning
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Fig. 3. The diagnostic accuracy of the six models (clock-wise: Acute Inflammation,
Spect Heart, Cardiotography, Hepatitis, Lymphography, and Primary Tu-

mor) as a function of the percentage of arcs removed. Arcs ordered according to the
Euclidean distance.

Repository data sets by means of the EM algorithm, and re-tested the resulting
distorted models at each step. The first model in this sequence (0% arcs removed)
was the original, gold standard model and the last model (100% arcs removed)
was a model including all original variables but no arcs, i.e., it assumed that all
model variables are independent of each other.

In the experiment, we followed three different orders of arc removal: (a) as-
cending order of arc strengths (i.e., from the weakest to the strongest arc),
(b) descending order of arc strengths (i.e., from the strongest to the weakest
arc), and (c) random order.

Figures 3 and 4 show the results of our experiment for each of the models and for
the two measures of distance, Euclidean and Hellinger, respectively. The graphs
show the models’ diagnostic accuracy as a function of the percentage of arcs re-
moved. The accuracy at 0% removal equals to the accuracy of the original models
and the accuracy at 100% equals to the prevalence of the most likely disease. To see
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Fig. 4. The diagnostic accuracy of the six models (clock-wise: Acute Inflammation,
Spect Heart, Cardiotography, Hepatitis, Lymphography, and Primary Tu-

mor) as a function of the percentage of arcs removed. Arcs ordered according to the
Hellinger distance.

the latter, please note that when there are no arcs, the posterior probability distri-
bution over the disease node is equal to its prior probability distribution; the most
likely diagnosis is the disorder with the highest a-priori prevalence.

We can see that removing weaker arcs (ASC) has generally less impact on
the resulting model accuracy than removing stronger arcs (DESC) and that the
two provide generally the upper and lower bound on random removal of arcs
(Random). It is also clear that the impact of arc removal on the diagnostic
accuracy is not very strong, i.e., removing as many as half of the arcs decreases
the overall accuracy by a few percent.

5.2 Experiment 2: Arc Reversal

Our second experiment involved a gradual reversal of arcs in our gold standard
Bayesian network models listed in Table 2. We have tested the accuracy of the
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original models, then reversed 10%, 20%, 30%, . . . , 90%, and 100% of their
arcs, re-learned their numerical parameters from the Irvine Machine Learning
Repository data sets by means of the EM algorithm, and re-tested the resulting
distorted models at each step. The first model in this sequence (0% arcs reversed)
was the original, gold standard model and the last model (100% arcs reversed)
was a model in which all original arcs were reversed.

Similarly to what we did in Experiment 1, we followed three different orders
of arc reversal: (a) ascending order of arc strengths (i.e., from the weakest to
the strongest arc), (b) descending order of arc strengths (i.e., from the strongest
to the weakest arc), and (c) random order. We were forced to deviate slightly
from the order. Since Bayesian networks are acyclic directed graphs and some
reversals could lead to cycles in the graph, not always were we able to reverse a
specific arc. In such case, we postponed the reversal of this arc, trying the next
arc in the order until we encountered an arc that could be reversed. The omitted
arcs remained always at the beginning of the queue and were reversed as soon
as it was possible. It is fairly easy to prove that this procedure terminates only
after all arcs have been reversed.

Figure 5 shows the results of Experiment 2 for each of the models for Euclidean
distance (we have omitted the Hellinger distance due to space constraints – the
plots looked very similar). The graphs show the models’ diagnostic accuracy as
a function of the percentage of arcs reversed. The accuracy at 0% reversal equals
to the accuracy of the original models. We can see that reversing arcs according
to all three orders (ASC, DESC, and Random) leads to similar results. It is also
clear that the impact of arc reversal on the diagnostic accuracy is minimal.

6 Discussion

This paper presented the results of two experiments probing the question of
sensitivity of accuracy of Bayesian networks to their structure. We started from
learning realistic gold standard medical diagnostic models from real data sets
originating from the Irvine Machine Learning Repository. We subjected these
models to systematic structure distortions and tested the impact of these dis-
tortions on the accuracy of the models. In the first experiment, we removed
systematically fractions of the existing arcs and in the second experiment we
systematically reversed a fraction of the arcs. Our results suggest that the pre-
cise structure of Bayesian networks is not as important as popularly believed.
Structure transformations such as arc removal and arc reversal turn out to have
only moderate impact on the diagnostic quality of the models. Of these, arc
removal seems to have a stronger impact.

It is clear that when using the relative probability of disorder as the main
decision criterion for choosing the diagnosis, prior probability distributions are
important. For example, diagnostic accuracy of the Spect Heart and Car-

diotography models reached 80% even after all arcs have been removed. The
dominating factor here is the prior probability distribution of the node represent-
ing the class variable, Cardiotography, with the following a-priori distribu-
tion (0.78, 0.14, 0.08). When no evidence reaches the Cardiotography node,
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Fig. 5. The diagnostic accuracy of the six models (clock-wise: Acute Inflammation,
Spect Heart, Cardiotography, Hepatitis, Lymphography, and Primary Tu-

mor) as a function of the percentage of arcs reversed. Arcs ordered according to the
Euclidean distance.

the model always chooses the first, most likely state as its diagnosis. This leads
to the accuracy of 78%.

In a problem as hard as testing whether the accuracy of Bayesian networks is
sensitive to their structure, no study will provide definitive answer. In addition to
increasing the sample size of models tested, we have several follow-up questions
and studies in mind. The first is applying different measures of accuracy. Pradhan
et al. [6], for example, focus on the posterior probability of the correct diagnosis.
While this measure has several disadvantages, which we discussed earlier [4], it
might lead to different results.

The strongest test of sensitivity to structure will be node removal. This is
equivalent to the problem of feature selection. When important features have
been removed, the accuracy will suffer. While the end result will never fall below
the 100% arc removal baseline, the shape of the curves pictured in Figures 3
and 4 may be different. We have indirectly touched this problem – when all
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paths between a feature node and the disease node have been removed, the
feature node has been de-facto removed.
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Abstract. In recent years, the number of biometric solutions based on
3D face images has increased rapidly. Such solutions provide a much
more accurate alternative to those using flat images; however, they are
much more complex. In this paper, we present subsequent results of our
research on a new representation of characteristic points for the 3D face.
As a comparative method the standard PCA is applied.

Keywords: biometric, 3D face, mesh, depth map.

1 Introduction

A biometric system is a pattern recognition system that determines the au-
thenticity of an individual using physical or behavioral features. The physical
features include unique anatomical features such as fingerprint, DNA, etc. Be-
havioral features are related to the behavior of a person e.g. signature[3][4].
Biometric systems are divided into two groups. The first group is constituted by
systems that require some user interaction, e.g. systems based on fingerprints.
A biometric capture device must scan a fingerprint, hence the user intervention
is required. The second group consists of systems based on the feature that is
always and easily available such as faces.

Research on automatic face recognition has been carried out for more than
half a century; however, a big step in this field has been the development of the
eigenface algorithm[12,26]. Currently, mainstream focuses on the use of three-
dimensional model of the face.

2 A New Three-Dimensional Facial Landmarks

Since our previous work [17], we deal with the new approach to determine three-
dimensional facial landmarks. In the first stage of the proposed method, the
input set is organized in the form of a depth-map. Then, we have to examine the
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possibility of extracting face landmarks (new, with no relation to anthropometric
points) on the basis of extremes. We assume that each row and each column is
represented in function forms. Besides, each function can be classified as one of
the four types of values:

local minimum of a function at a specified window size,
local maximum of a function at a specified window size,
global minimum of a function,
global maximum of a function.

Therefore, our method consists of two stages (Algorithm 1). The first stage
extracts characteristic points from columns, and the second one does the same
with rows. In each step, only points of the selected range are analyzed.

Algorithm 1. First state of landmark extraction

for x = 1 → COLUMNS do
for y = 1 → WINDOWS SIZE do

find Local Minimum
find Local Maximum
if is Global Minimum in Range then

save Global Minimum
end if
if is Global Maximum in Range then

save Global Maximum
end if

end for
end for
for x = 1 → ROWS do

for y = 1 → WINDOW SIZE do
find Local Minimum
find Local Maximum
if is Global Minimum in Range then

save Global Minimum
end if
if is Global Maximum in Range then

save Global Maximum
end if

end for
end for

In our algorithm, the height of each point is the smallest distance from the
straight line matching the function at the window borders (fig. 1).
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h

Fig. 1. Determination of the height of the point

3 Early Tests in Recognition

For the experiment, we firstly obtained characteristic points with the previously
described method. For each person face, the training set consisted of dozens of
face shots. The extracted characteristic points were subsequently analyzed by the
principal component (PCA) method to form the data base. During the testing
phase, we made use of the image that was not present in the learning phase. A
series of tests comparing different types of characteristic points with each other
were performed.

3.1 3D Face Database

The comparative study was carried out on a set of biometric three-dimensional
images NDOff-2007 [7]. The collection of 6940 3D images (and corresponding 2D
images) were gathered for 387 human faces. The advantage of this collection is
that, for a single person, there are several variants of face orientation.

3.2 Results

In the study, we used thousand 3D images taken for sixty people. Individual
features can be categorized as follows:

all, all local and global landmarks from columns and rows,

col-l, local landmarks from columns,

col-g, global landmarks from columns,

glob, global landmarks from columns and rows,

row-l, local landmarks from rows,

row-g, global landmarks from rows.



182 S. Pabiasz, J.T. Starczewski, and A. Marvuglia

Fig. 2. Landmarks visualization.(a) original reference photo, (b) all landmarks, (c) col-
l landmarks,(d) col-g landmarks, (e) glob landmarks, (f) row-l landmarks, (g) row-g
landmarks.

Table 1. Results. Indexes of recognized faces. Correct are indexes: 1–38(C - correct, I
- incorrect).

all col-l col-g glob row-l row-g

all 36(C) 6(C) 529(I) 529(I) 6(C) 529(I)

col-l 36(C) 36(C) 434(I) 434(I) 6(C) 434(I)

col-g 287(I) 287(I) 246(I) 246(I) 404(I) 246(I)

glob 238(I) 497(I) 370(I) 578(I) 238(I) 578(I)

row-l 36(C) 36(C) 626(I) 626(I) 27(C) 626(I)

row-g 235(I) 235(I) 452(I) 11(C) 235(I) 11(C)

Table 1 presents results of recognition process. In first column, there are listed
landmarks databases used to recognize pattern image, which are based on land-
marks from first row. Figure 2 presents visualization of new landmarks.

Figures 3 –6 presents results of comparisons of different class of landmarks
with other landmarks. This experiment was aimed to define which points are the
best to store in the database and which are the best for comparison purposes.
For the calculation of the false acceptance rate (FAR), the false rejection rate
(FRR) was assumed to be zero.
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Fig. 3. Positive resutls for all landmarks. (a) - all to all comparison (b) - all to col-l
comparison (c) - all to row-l comparison.

Fig. 4. Positive results for col lanmarks. (a) - col-l to all comparison (b) - col-l to col-l
comparison (c) - col-l to row-l comparison.

Fig. 5. Positive results for row landmakrs. (a) - row-l to all comparison (b) - row-l to
col-l comparison (c) - row-l to row-l comparison.
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Fig. 6. Positive results for row-g landmarks. (a) - row-g to glob comparison (b) - row-g
to row-g comparison.

4 Conclusion

In this contribution, the preliminary results of extraction of landmarks based on
the new representation of 3D face was presented. In the comparison tests, the
best result of 11% FAR was obtained, which can be regarded as a very promising
for future works. Row-g landmarks are the most effective landmarks in our 3D
face representation. Moreover, the row-g landmarks database is small comparing
to databases created from other landmarks, since it is the most appropriate for
recognition.

In the future work, we want to focus on the further development of the rep-
resentation of the face, in particular, on the methods for model interpretation,
e.g. on fuzzy methods [5,9,15,16,18,24] or neuro-fuzzy methods [10,21,22,25] as
well as combinations with methods of image understanding [2] and processing
[1]. Some work on non-parametric methods [6,8,11,13,14,19,20,23] can be done
as well.
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Abstract. EEG signal analysis is commonly used by skilled neurolo-
gists as a useful tool in the diagnosis of specific neurological dysfunction.
To greatly facilitate the diagnostic process and improve the efficiency
of decision making decision support systems are developed based on ex-
pert knowledge. This paper presents the design of a computer system
supporting seizure detection, based on real EEG records. The system is
based on modern signal processing tools that allow for time-frequency
representation of the analyzed signal. The proposed solution should be
treated as a decision support computer system. The system has been de-
signed to facilitate the rapid detection of characteristic graphoelements
to effectively detect epileptic seizures. The proposed solution can have
a significant impact on an accuracy and speed in the analysis of EEG
signals, which may significantly shorten the time of making diagnosis
trials. The proposed system is based on studies using real EEG records
of patients with epilepsy as well as healthy subjects prepared in collab-
oration with the medical staff of the Ward of Neurology and Strokes of
the Provincial Hospital of Zielona Góra, Poland.

Keywords: EEG signal, Epileptic seizures, medical diagnosis, GUI.

1 Introduction

EEG analysis plays a very important role in the diagnosis of serious neurological
disorders such as epilepsy [5,15,17]. Chronic neurological disorders are character-
ized by recurrent amplitude increasing in height, which indicate the symptoms
of excessive electrical activity of neurons in the brain [3,6,10]. Recent studies
have mainly focused on the analysis of ElectroEncephaloGraphic bequests based
on recorded cases of epileptic seizures. Research on epilepsy and epilepsy-like
entries may play a key role in the diagnosis of neurological disorders [11]. Cases
of this kind of dysfunction wear an different forms and occur in many types of
generalized, partial waves with short and long-term occurring in different areas
of the brain [2,16]. The most popular method of analysis of EEG signals, which is
carried out by specialists of neurology is visual inspection in the form of an elec-
tronic record in the analysis attached to the measuring apparatus and recording
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software in the form of printed paper. This method is a very time consuming
and can be very inefficient. There is a very high probability of discrepancies in
diagnoses posed both in the case of one and many experts in the analysis of
signals which may result in the assessment of the accuracy of the recorded EEG.
In the literature one can find a lot of automated methods for the detection of
epileptic seizures [1,4,7,8,9,12], which achieve accuracy in detection of epileptic
seizures significantly exceeding 85%. The proposed automatic diagnostic envi-
ronment was created with the collaboration with medical personnel in the Ward
of Neurology and Strokes of the Provincial Hospital of Zielona Góra, Poland.
The system analyzes the EEG data, which was recorded using 16-channel de-
vice with the standard 10/20. Obtained records for patients with epilepsy are
analyzed based on selected time intervals under the supervision of specialists
neurology. EEG signals used in the system were filtered using a low-pass filter
with the cut-off frequency equal to 35 Hz. All recorded signals were subjected
to examination by the specialist neurology to eliminate specific artifacts.

The main goal of this work is to develop an automated system for the detec-
tion of epileptic seizures in the off-line mode. It allows to reduce the time that is
required by a neurologist to find the characteristic graphoelements. The captured
fragments of EEG signals allow for further detailed analysis. The proposed solu-
tion can be regarded as a decision support system in order to present a more de-
tailed analysis of suspicious EEG records. The implemented systemwas created in
MATLAB environment and through friendly GUI (Graphic User Interface) allows
it to focus on neurology specialist areas identified by the software.

2 Assumptions and Methodology

In our previous work [13] we proposed the on-line diagnosis system for seizures
detection. However, after consultations with specialists we found that the appli-
cation should be developed is such a way as to minimize the time spent by a
specialist to analyse the record. In fact, in a hospital the EEG signals are recorded
by a technician first and then are analysed by a neurologist. The length of the
EEG record can reach one hour then an expert can spent a lot of time observing
and analysing of the record. Therefore, it is advisable to perform automated
EEG analysis off-line, to detect suspected areas and to present these results to a
neurologist to final decision. In cooperation with the medical staff of the Ward
of Neurology and Strokes of the Provincial Hospital of Zielona Góra, Poland, a
database of neurological disorders was prepared. The data were acquired from
both epileptic patients and healthy subjects. With the help of neurologists, 586
seizures from 104 patients (both females and males) were recorded and analysed.
Simultaneously, 568 sequences from 61 healthy subjects were derived. Eventu-
ally, the database consisted of 1154 EEG sequences. An expert in clinical analysis
of EEG signals inspected every record visually to score epileptic and normal se-
quences. Analysing description of these cases we found that in majority of cases
epileptic seizures were manifested by the occurrence of specified components
usually by theta waves with frequencies from the interval 4− 7Hz. So our main
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idea is to analyse a record in the frequency range from 4 to 8 Hz and to point
out the time stamps of areas with the greatest magnitude. Selected in this way
suspected excerpts of a EEG record are subjects of further analysis.

The first stage of the analysis is to select suspected candidate sequences of
the EEG records which possibly represent seizures. Each EEG record consists of
16 signals (Fig.1).
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Fig. 1. All channels witch marked the beginning of an epileptic seizure

To facilitate the analysis, the EEG record should be compressed first. Taking
into account that each record is processed using specteral analysis, in this work
it is proposed to sum up all signals in the EEG record. Assuming that a record
is represented by a matrix R ∈ R

m×n, where m is a number of channels, and n
is the record length, the EEG record transformation is represented as follows:

Rc(j) =
m∑
i=1

R(i, j) ∀j = 1, . . . , n. (1)

The vector Rc is then processed using a spectral analyis method. Taking into
account the nonstationary nature of the signal Stockwell Transform (S Trans-
form) can be used here. The S Transform (ST) is a relatively new time-frequency
analysis tool developed by Stockwell in 1994 [14]. It can be viewed as a general-
ization of the Short-Time Fourier Transform (STFT), but instead of a window
of the constant size as in the STFT, it uses a scalable Gaussian window. The
Stockwell transform of signal Rc is given as follows:

S(t, f) =

∫ ∞

−∞
Rc(τ)g(t− τ)e−i2πfτdτ, (2)
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where g(t− τ) is the Gaussian function located at τ = t defined as

g(t− τ) =
|f |√
2π
e−

(t−τ)2f2

2 . (3)

This makes it possible to use a variable window length. As f increases, the
length of the window decreases. The advantage of S-transform over the short
time Fourier transform is that the window width is a function of f rather than
a fixed one as in STFT. In contrast to wavelet analysis the S-Transform wavelet
can be divided into two parts. The first one is the slowly varying envelope formed
by the Gaussian window g(t− τ) which localizes the time. The second is the os-
cillatory exponential kernel e−i2πfτ which selects the frequency being localized.
Then, it is the time localizing Gaussian that is translated while keeping the os-
cillatory exponential kernel stationary. As the oscillatory exponential kernel is
not translating, it localizes the real and the imaginary components of the spec-
trum independently, localizing the phase as well as amplitude spectrum. Thus
S transform retains absolute phase information of the signal which is not pro-
vided by wavelet transform. Absolutely referenced phase means that the phase
information given by the S transform is always referenced to time t = 0, which
is also true for the phase given by the Fourier transform. This is true for each S

transform sample of the time-frequency space. The normalization factor |f |√
2π

also

is very important as it normalizes the time domain localizing window to have
unit area. Therefore, the amplitude of the S-transform has the same meaning
as the amplitude of the Fourier transform. This provides a frequency invariant
amplitude response in contrast to the wavelet transform. The frequency invari-
ant amplitude response means that for a sinusoid with an amplitude M , the
S-transform returns an amplitude M regardless of the frequency f .

In order to point out suspected regions, the amplitude of the time-frequency
representation is considered. The system searches regions with the highest am-
plitudes and their time stamps are stored. In the present version of the software
99 time stamps are selected. Based on selected time stamps the second stage of
diagnosis is carried out.

The second stage of the diagnosis is a classification procedure. This stage
is based on the original EEG record consisting of 16 channels. For each times
stamp a record of the length 200 samples is formed which means that 16 time
sequences of the length 0.4 second are considered. For each record formed in this
way the following steps are performed:

Step 1. to perform time-frequency analysis of each channel according to (2),
Step 2. to determine features for each transformed channel and to form overall

feature vector,
Step 3. to perform a classification of each feature vector,
Step 4. to carry out the final decision based on the majotrity voting.

The first step is to perform the time-frequency analysis of the EEG record sim-
ilarily like in the first stage of the diagnosis but this time the analysis is carried
out for each channel separately. The reason for that is it is required to achieve as
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accurate information about possible seizures as possible. Moreover, S transform
is performed for the larger frequency range 0-50 Hz, and the frequency sam-
pling rate was equal to 10. Using such settings, each channel is decomposed into
11 components. Based on achieved in this way time-frequency representations
of each channel, a feature extraction procedure is carried out. In this work at-
tributes are obtained calculating energy of each frequency component according
to the formula:

W (Sj(t, fk)) =

200∑
t=1

|Sj(t, fk)|2, for j = 1, . . . , 16, k = 1, . . . , 11. (4)

Thus, the feature vector consisting of 176 attributes is formed (16 channels × 11
components × 1 indicator). The third step is a classification of a single suspeced
case. In this work K-nearest neighbours algorithm was applied. The pattern is
classified by a majority vote of its neighbours, with the pattern being assigned
to the class most common amongst its k nearest neighbours. The training phase
of the algorithm consists of storing the attributes and class labels of the training
samples. In the classification phase, k is the user-defined constant, and an input
vector is classified by assigning the label which is the most frequent among the k
training samples nearest to that query point. As training samples the database
consisting of 1154 samples. The last step is to make a final decision wheter
the EEG records represents seizure or not (Fig.2). To carry out this step the
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Fig. 2. Time-frequency representation of the signal determining the epileptic seizure
(sum of all channels)

majority vote is used based on the classification results of 99 suspected cases.
The majority voting uses the diagnosis rate r defined as follows:

r =
ns
N

100%, (5)
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where ns represent a number of cases classified as seizures, and N is a total
number of cases. In this study N was set to 99. Then the decision d is made
according to the rule:

d =

{
0 if r < 50%

1 if r > 50%
. (6)

As the number of considered cases is odd the case that r = 50% is not considered
here.

3 Results

Firstly, a preliminary diagnosis aimed at finding ’suspicious’ of EEG epileptic
seizure cases is carried out (Fig.3).

Fig. 3. The original record of hospital equipment epileptic seizure measurement
recorded for the characteristic wave Theta

The next stage is performed on a single signal in time - frequency domain
taking into account the standard EEG measurements in the range of 4 - 8Hz,
(Theta waves).

This choice is conditioned based on numerous consultations with doctors from
Provincial Hospital of Zielona Góra, according to descriptions of diagnostic judg-
ments for cases diagnosed as epileptic seizures. After analyzing the results and
the analysis is performed in time - frequency made the sort that allowed deter-
mined from the high amplitude group of records that determines the occurrence
of cases of suspected epileptic seizures. This approach allowed to determine and
point out the occurrence time of the waves with the highest amplitude (Fig.4).



Computer-Aided Off-Line Diagnosis of Epileptic Seizures 193

810 815 820 825

FP1−F3

FP2−F4

F3−C3

F4−C4

C3−P3

C4−P4

P3−O1

P4−O2

FP1−F7

FP2−F8

F7−T3

F8−T4

T3−T5

T4−T6

T5−O1

T6−O2

Time [sec.]

Fig. 4. Theta wave recorded by the system during an epileptic seizure specifies

In the next stage of classification performed for each channel to determine
attributes for further analysis. The diagnostic process has been defined on the
basis on the classification results and rules (5) and (6).

The proposed system has obtained very good results for both the provisions
establishing the standard, for example, 35%, 46%, 29%, 21%, 12% and cases
defining epileptic seizures indicating 59%, 55%, 78% , 64%, 86%.

Presented in this article the results are very promising and confirm the va-
lidity of the presented experiments. Development and improvement of existing
diagnostic tools using the latest technologies aimed at more accurate assessment
of clinical diagnoses posed by specialists. Developments of such a kind of tools
is designed to support neurologist in decision making and can be very helpful in
avoiding errors in medical diagnosis.

4 Conclusions and Further Development Directions

The paper presents the implementation of the off-line computer-aided system
for seizures detection. The system uses advanced methods of signal process-
ing, as well as the outstanding classification algorithms. Close cooperation with
specialists in the field of ElectroEncephaloGraphy medical staff of the Ward
of Neurology and Strokes of the Provincial Hospital of Zielona Góra allows for
further development of the application.

Planned enhancements include:

– to extend analysis modules in off-line mode,
– to improve the interaction between the application and the user,
– to introduce diagnostic parameters able to rule out a false diagnosis,
– to implement analysis of reports in the form of visualization for specific area.



194 G. Rutkowski and K. Patan

References

1. Diambra, L., Bastos, J.C., Malta, C.P.: Epileptic activity cognition in EEG record-
ing. Physica (273), 495–505 (1999)

2. Engel, J.: Seizure and Epilepsy, FA, Davis, Philadelphia, PA, USA (1989)
3. Faul, S., Boylan, G., Connolly, S.: An evaluation of automated neonatal seizure

detection methods. Clin. Neurophysiol. 116, 1533–1541 (2005)
4. Gotman, J.: Automatic recognition of epileptic seizures in the EEG. Electroen-

cephalogr. Clin. Neurophysiol 54, 530–540 (1982)
5. Guo, L., Rivero, D., Pazos, A.: Epileptic seizure detection using multiwavelet trans-

form based approximate entropy and artificial neural networks. J. Neurosci. Meth-
ods 193, 156–163 (2010)

6. Hopfengartner, R., Kerling, F., Bauer, V., Stefan, H.: An efficient, robust and
fast method for the offline detection of epileptic seizures in long-term scalp eeg
recordings. Clin. Neurophysiol. 118, 2332–2343 (2007)

7. Lehnertz, K., Mormann, F., Kreuz, T., et al.: Seizure Prediction By Nonlinear EEG
Analysis. Proceeding of IEEE Engineering in Medicine and Biology Magazine 22(1),
57–63 (2003)

8. Layne, S.P., Mayer-Kress, G., Holzfuss, J.: Problems associated with the analysis of
EEG data, in Dimensions and Entropies in Chaotic Systems. Springer, NY (1986)

9. Iasemidis, L.D., Shiau, D.S., Chaovalitwongse, W., Sackellares, J.C., Pardalos,
P.M., Principe, J.C.: Adaptive epileptic seizure prediction system. IEEE Trans-
actions on Biomedical Engineering 50(5), 616–627 (2003)

10. McSharry, P., He, T., Smith, L.: Linear and non-linear methods for automatic
seizure detection in scalp electro-encephalogram recordings. Med. Biol. Eng. Com-
put. 40, 447–461 (2002)

11. Patan, K., Rutkowski, G.: Analysis and classification of EEG data: An evaluation of
methods. In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh,
L.A., Zurada, J.M. (eds.) ICAISC 2012, Part II. LNCS, vol. 7268, pp. 310–317.
Springer, Heidelberg (2012)
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Abstract. Active region models are methods for automatic image seg-
mentation. In this paper, the method is examined using various medical
images (heart, brain and liver). The quality measure, taken for evalu-
ation of the method is based on combination of two measures used for
classifiers. The energy of the region is based on statistical features of
initial region.

Keywords: image segmentation, medical image segmentation, active
contour, active region, snakes.

1 Introduction

The task of image segmentation is considered to be one of the most difficult op-
erations of in image processing [3]. The medical images are particularly hard to
analyze [1, 12–20]. There are many techniques of image segmentation available.
One of the most promising methods of image segmentation is the active contour
approach [2, 4, 5, 7–12, 18, 19]. Originally, active contour approach was devel-
oped for low-level image segmentation coupled with the ability to use high-level
information. The high-level information is incorporated into the given objective
function, called Energy, which is used for evaluation of the quality of a contour
which is the result of the method. As shown in [8, 10], contours are contextual
classifiers of pixels (one part of the pixels belongs to the interior and the other
part to the exterior of a given contour) and active contours are methods of op-
timal construction of classifiers. The active region approach is similar in that it
can be thought of as the extension of active contour method [4]]. It is worth to
notice that not only the shape of the contour is taken into consideration but also
the statistical parameters of the initial region [4].

The paper is composed in the following way. First, the applied segmentation
method, called active regions, is briefly presented. Then, the method is examined
using different medical images. Then the segmentation result of the method
based on conducted experiments is presented and when possible evaluated.
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1.1 Active Region Approach

For evaluation of the contour an objective function E, called energy, is used. Its
general form is as follows:

E = Eint + Eimg + Econ = Eint + Eext (1)

where:

Eint - internal energy (e.g. evaluation of the shape),
Eimg - image energy (e.g. evaluation of the position of the contour on the

image),
Econ - constraint energy (e.g. external knowledge),
Eext - external energy.

As stated in the formula (1) the Energy E is expressed as the sum of all its
components.

In the active region method, the internal energy is the same as in the case of
active contour method approach [4, 5]:

Eint =

∫ 1

0

α(s)|v′(s)|2 + β(s)|v′′(s)|2
2

ds (2)

where:

s ∈ [0, 1] - position of the point on the contour,
v(s) = x(s), y(s) - coordinates of the considered point,
α - elasticity parameter,
β - rigidity parameter.

The evolution of the contour depends on statistical parameters (being mean
intensity and standard deviation of the pixel intensity) of the area inside the
contour. The region energy is defined as follows [4]:

Eregion = −ρ
∫∫
R

G(I(x, y))dxdy (3)

where:

ρ - the parameter which determines the influence of region energy,
R - the region inside the contour are calculated,
I(x, y) - the intensity of a given pixel,
G(I(x, y)) - the function that evaluates the goodness of the image.

The G function used in previously introduced formula (3) can be defined as
follows [4]:
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G(I(x, y)) = 1− |I(x, y)− μ|
kσ

(4)

where:

I(x, y) - the intensity of a given pixel,
μ - the mean intensity of the pixels inside the seed region,
σ - the standard deviation of the pixel intensity in the seed region,
k - the parameter that tunes the value of the force.

It is worth to notice the fact that the value of G is heavily influenced by the
value of k parameter. This parameter should be set experimentally preferably
by an expert (e.g. radiologist). It must also be emphasized that G values are
normalized (it ranges from 0 to the maximum value of 1).

It is also worth to notice that in this work the input for the G function is not
the value of a single pixel (intensity) but the mean value of its neighborhood (9
point neighborhood). Motivation behind this approach is to make the method
be less local in terms of region component.

The region energy (double integral over a region R) is approximated by cal-
culating the sum of G values for all pixels in the region R. Usually the initial
region is located inside the searched object (Fig. 1). In this case it is the area
inside a liver which is affected by cancer cells.

Fig. 1. Sample medical image (CT) of the liver along with seed region R marked as a
black square. I denotes pixel intensity which is an argument of the function G.

The force that results from the region energy term is always perpendicular
to the contour in a given point. The direction of the force either inside or outside
the contour - is determined by the influence that the resulting move exerts on
the regions assessment (incorporated into G function).

Another aspect of great importance is contour resampling. It allows to change
the number of points as it progresses. It can be particularly useful when ini-
tial contour has too few points to reflect the boundaries of the searched object
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accurately. In this work it was realized using some threshold values both for
addition and removal of the points. If the distance between points was greater
than the threshold the point was added in the middle otherwise it was removed.

1.2 Quality Measure for Image Segmentation

As the image segmentation is synonymous to the binary classification
(background-object discrimination) [10] the quality measures known for clas-
sifiers can be employed. In this approach one need to have already segmented
areas corresponding to investigated images (e.g. Fig 2.). Assuming that such
reference collection exists, the following measure of segmentation quality can be
applied [6]:

Fβ = (1 + β2)(
precision recall

β2 precision+ recall
) (5)

F1 = 2
precision recall

precision+ recall
(6)

where:

β is a non-negative number. Frequently, β = 1 is used and the measure is
called F1− score or F1−measure. The precision and recall are well-known
measures which can be defined as follows[6]:

precision =
tp

tp + fp
recall =

tp
fp + fn

(7)

where:

tp - true positive denotes the number of image pixels were classified as belonging
to the searched object and in reality do belong to it,

fp - false positive denotes the number of image pixels that were classified as
belonging to the searched object, but in fact do not belong to it,

fn - false negative denotes the number of image pixels that were classified as
not belonging to the searched object but in reality do belong to it.

In the reported investigations, the reference images were provided only in case
of heart images. Please note that in further parts of this article whenever quality
measure is used it refers to F1 − score . The example reference images for heart
ventricles of heart are presented in Fig.2.
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Fig. 2. Heart images (left) with segmented ventricles (right)

2 Application Results on Medical Images

The material for the examination of the method comprised on sets of medical
images of brain, heart and liver. In case of heart the segmentation task was
to detect the heart ventricles; in case of brain images the aim was to segment
ventricular system, while in case of liver images the objective was to segment
cancer cells.

Practical results of each type of the image is described in the following section.
In every case the result boundary is white.

2.1 Heart Images

In the following section there are presented results for the images of heart. For
this subset the reference images was provided and the quality measure could be
calculated.

One can see that the segmentation of heart ventricle is not an easy task. It
is mainly because of the inhomogeneity of the region describing the ventricle.
Some areas inside the heart ventricle are almost identical in terms of pixel
intensity - to those of the background. Accumulated results proves that for the
given parameters and location of the initial contour satisfactory result can be
obtained. The success of the method lies in the fact that both the shape and
region is evaluated in this method.
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Fig. 3. Initial circle (seed region R) on the left; reference image segmented left ventricle
in the middle; segmentation result using active region method. Parameters values α =
0.1, β = 0.1, ρ = 0.3, k = 16. Quality measure F1 amounted to 0.975.

Fig. 4. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 16.
Quality measure F1 amounted to 0.975.

Fig. 5. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 1.8.
Quality measure F1 amounted to 0.975.
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Fig. 6. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 20.
Quality measure F1 amounted to 0.969.

Fig. 7. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 4.
Quality measure F1 amounted to 0.948.

Fig. 8. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 4.
Quality measure F1 amounted to 0.965.
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2.2 Brain Images

The task of the segmentation was to detect ventricular system of the brain. For
these images reference images were not available so the segmentation result can
only be assessed subjectively. In the following investigation the seed region was
calculated each time and its location is always an initial contour (presented as
a circle).

Fig. 9. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 5.

Fig. 10. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 3.

It is worth to notice that one can run a single contour (after calculation of
seed region described in previous cases) to segment complete ventricular system
without using separate contours for each part. This case is presented in Fig. 12.

Like in case of previously investigated images of heart, experiments on brain
images also proves the method can be successfully employed for the objects that
are not homogenous (in terms of pixel intensity).
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Fig. 11. Initial and final contour. Parameters values α = 0.1, β = 0.1, ρ = 0.3, k = 1.5.

Fig. 12. Illustration for applying one contour to find ventricular system. Parameter
values are identical to those described in the Fig. 9. and Fig 10.
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2.3 Liver Images

The task of this segmentation was to detect liver cancer of the patient. The
method was examined on CT scan of the liver. The images were taken at a
different stages of the cancer advancement.

Fig. 13. Initial and final contours for liver cancer segmentation. Parameters values
α = 0.1, β = 0.1, ρ = 0.3, k = 2.5.

Fig. 14. Initial and final contours for liver cancer segmentation. Parameters values
α = 0.1, β = 0.1, ρ = 0.3, k = 2.5.

Fig. 15. Initial and final contours for liver cancer segmentation. Parameters values
α = 0.1, β = 0.1, ρ = 0.3, k = 2.
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3 Conclusions

The active region method may be suitable for medical applications (in the sense
of segmentation). Its performance is measured by a quality measure which in case
of heart images was almost perfect (close to 1). The quality measure indicates
that it may be used. For the rest of the images, the results are also satisfactory
but due to the lack of reference images cannot be quantified objectively.

The practical evaluation performed using a collection of medical images allows
one to expect that the method performs well. However, one has to keep in mind
that the success or failure of this method is dependent on the choice of its
parameters (especially one that results from region energy).

Further developments of this method should be directed at enriching region
energy by identifying the influence of other statistical values for the region energy
and the quality of the results. Other area in which the method could be improved
is the automated choice of methods parameters.
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Abstract. Eisen’s tree view is a useful tool for clustering and displaying of 
microarray gene expression data. In Eisen’s tree view system, a hierarchical 
method is used for clustering data. However, some useful information in gene 
expression data may not be well drawn when a hierarchical clustering is directly 
used in Eisen’s tree view. In this paper, we embed the similarity-based 
clustering method (SCM) into the tree view system so that microarray data can 
be re-organized according to the structure of data. The created SCM-driven tree 
view can give a better dendrogram display for microarray gene expression data 
with more useful information.  

Keywords: Clustering, Microarray data, Similarity-based clustering method, 
Eisen’s tree-view.  

1 Introduction 

Cluster analysis is a useful tool for finding clusters of a data set, grouped with most 
similarity in the same cluster and most dissimilarity between different clusters [10,12]. 
Microarray gene expression data have been widely used and analyzed. An important 
step for analyzing microarray data is to cluster sets of genes with similar patterns of 
expression. In this case, cluster analysis becomes a useful tool in the analysis of 
microarray gene expression data. Eisen et al. [6] successfully created a system of cluster 
analysis and display of genome-wide expression patterns. They first defined a similarity 
metric between genes and then used the hierarchical clustering for the dendrogram 
display of gene expression data. Based on the system created by Eisen et al. [6], a tree-
view dendrogram software system was presented by Eisen Laboratory [7]. Nowadays, 
Eisen’s tree-view system is popular for the display of microarray gene expression data, 
for example, Alizadeh et al. [1] used Eisen’s tree-view system to create a systematic 
characterization of gene expression in B-cell malignancies. 

In clustering, partitioning methods are widely used. The well-known partitioning 
method with cluster prototypes is k-means [13]. The k-means method restricts that 
each data point belongs to exactly one cluster with crisp cluster memberships so that 
they can be fitted for sharp boundaries between clusters in data. However, if 
boundaries are un-sharp (or vague) between clusters in data, then fuzzy memberships 
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based on fuzzy sets [18] will be more suitable to provide more information for 
clustering. Fuzzy clustering had been successfully applied in various areas [3,15]. In 
fuzzy clustering, the fuzzy c-means (FCM) algorithm is the most used method. Gasch 
and Eisen [8] first applied FCM to explore the conditional coregulation of yeast gene 
expression where they used a heuristically modified version of FCM to identify 
overlapping clusters of yeast genes based on published gene-expression data 
following the response of yeast cells to environmental changes. Dembéle and Kastner 
[5] applied FCM for clustering data from DNA microarray with a suitable choice of 
fuzziness parameter m. 

However, the FCM has some drawbacks, for example, the numbers of points in 
clusters are supposed to be almost equal, and its memberships do not always correspond 
well to the degree of belonging of the data. It is always inaccurate in a noisy 
environment. To overcome these drawbacks, many generalized FCM algorithms have 
been proposed in the literature, such as Yu and Yang [17] with a unified model for those 
varieties of generalized FCM algorithms. However, these varieties of FCM still have 
two problems. These are sensitivity to initial values and necessity to pre-assume the 
number of clusters. Although there have many validity functions been proposed to find 
an optimal number of clusters, they always heavily depend on clustering algorithms. 
Yang and Wu [16] proposed a similarity-based clustering method (SCM). The SCM can 
self-organize the data into a better estimated number of clusters without initial cluster 
centers and pre-assumed number of clusters. Yang and Wu [16] exhibited SCM with 
three robust clustering characteristics: Robust to the initialization (cluster number and 
initial guesses), robust to cluster volumes (ability to detect different volumes of 
clusters), and robust to noise and outliers. The SCM algorithm had been successfully 
used in cluster analysis on the extra-solar planets [11].  

In this paper, we embed the SCM algorithm into Eisen’s tree view such that 
microarray gene expression data can be self-organized by SCM. We then use Eisen’s 
tree view for the display of microarray gene expression data. Two gene data sets, 
lymphoma data and leukemia data, will be used for demonstration and comparisons. 
We compare Eisen’s tree view with-SCM and without-SCM for these gene data sets. 
The results show the effectiveness of the proposed SCM-driven tree view. 

2 The Proposed SCM-driven Tree View 

Let { } s
n RxxxX ⊂= ,,, 21  be a data set where 

jx is a feature vector in the s-

dimensional Euclidean space sR . For a given c, nc <≤2 , },,,{ 21 cvvvv = denotes 

the cluster centers where s
i Rv ∈ . The Euclidean norm 

j ix v−  is used as the 

dissimilarity measure between jx  and the ith cluster center iv . The SCM algorithm 

proposed by Yang and Wu [16] is an alternating optimization procedure to find iv  to 

maximize the total similarity measure ( )sJ v  with 
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To analyze the effect of γ , let ( )s kJ xγ  be the total similarity of the data point kx  
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The function ( )s kJ xγ  can describe the density shape of the data points in the 

neighborhood of kx . Thus, the correlation between the values of 1 ( )s kJ xγ  and 

2 ( )s kJ xγ  can be used as a tool to select a better parameter γ . A higher correlation 

gives a better γ . The procedure to choose a better γ  is called a correlation 

comparison algorithm (CCA) [16]. 
After we estimate the approximate density shape of the data set with the estimate γ  

using the CCA, the next step is to find iv  that maximizes the SCM objective 

function ( )sJ v . We differentiate ( )sJ v  with respect to all iv  and set them to zero. 

We have the necessary condition with the following update equation 
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Here β  is assigned to be the sample variance as equation (2) and γ  is obtained 

by the CCA procedure. Although iv  in equation (3) cannot be solved directly, we 

can used the fixed-point iterative method to approximate it. Let the right side of 

equation (3) be ( )if v . The first step is to specify the initial value (0)
iv  and then 

compute (0)( )if v  and set it to be (1)
iv . Repeat the steps until the ( 1)thk +  

solution ( 1)k
iv +  is very close to the kth solution. This procedure is called a similarity 

clustering algorithm (SCA) in Yang and Wu [16]. When we implement SCA, we use 
(0) (0) (0)

1 1( , , ) ( , , )n nv v v x x= =   as initial n cluster centers. After the SCA 

converges, the final n cluster centers ( ) ( ) ( )
1( , , )nv v v∗ ∗ ∗=   will self-organize into c∗  
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modes. We are then able to use any agglomerative hierarchical clustering (AHC) 

method to identify these c∗  clusters. Totally, the SCM procedure is combined by 
three algorithms of CCA, SCA and AHC. Because Eisen’s tree view uses AHC as a 
clustering method, we can combine tree view with SCM together under the AHC step. 
Before processing AHC for tree view, we implement SCM to re-organize gene data. 
We call it the SCM-driven tree view. We use the two gene data sets, lymphoma data 
and leukemia data, for comparisons. The experimental data and results will be shown 
and analyzed in the next section. 

3 Experimental Data and Results 

The first experimental data used in this section is the Lymphoma data set. To conduct a 
systematic characterization of gene expression in B-cell malignancies, Alizadeh et al. 
[Alizadeh, 00] designed a specialized microarray, the ‘Lymphochip’, by selecting genes 
that are preferentially expressed in lymphoid cells and genes with known or suspected 
roles in processes important in immunology or cancer. In the Lymphochip, ~1.8-million 
measurements of gene expression were made in 96 normal and malignant lymphocyte 
samples using 128 lymphochip macroarrays. Alizadeh et al. [1] displayed and analyzed 
these lymphoma data using Eisen’s tree view. In this paper, we use lymphoma data to 
comapare the SCM-driven tree view with the Eisen’s tree view. 

The second experimental data used in this section is the Leukemia data set. 
Leukemia data consists of 38 bone marrow samples with 27 acute lymphoblastic 
leukemia (ALL) and 11 acute myeloid leukemia (AML) obtained from acute leukemia 
patients at the time of diagnosis. It is known that leukemia data is a popular data set as 
a test case in the cancer classification community where ALL is usually divided into 
T and B cell subtypes, marked as ALL-T and ALL-B. Brunet et al. [4] used this 
leukemia data set to compare their nonnegative matrix factorization (NMF) method 
with several other clustering methods with respect to the efficacy and stability in 
recovering these subtypes and their hierarchy. In this paper, we use the leukemia data 
set to comapare the SCM-driven tree view with the Eisen’s tree view. 

Lymphoma data use 96 normal and malignant lymphocyte samples with 128 
lymphochip macroarrays. In lymphoma data set, there are the three most prevalent 
adult lymphoid malignancies: diffuse large B-cell lymphoma (DLBCL), follicular 
lymphoma (FL) and chronic lymphocytic leukaemia (CLL). Because there are 
missing data in lymphoma data set, we first consider to discarding the data if there 
exists a missing value. We finally have a whole data set without missing of 854×96 
lymphoma data. We have the results shown in Fig. 1 using Eisen’s tree view for this 
data set. Figure 1 consists of three parts: AHC clustering, colors for DLBCL, FL and 
CLL, and tree view. Blue represents DLBCL, Grey represents FL, and yellow 
represents CLL. According to AHC clustering, we can see there are three clusters 
there. However, it is difficult to find more information from tree view.  
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We implement SCM for these 854×96 lymphoma data with first considering row 

feature vectors using CCA. We get 1γ =30. We then implement SCM for these 

854×96 lymphoma data with considering column feature vectors using CCA. We get 

2γ =15. We run SCA for row feature vectors with 1γ =30 and run SCA for column 

feature vectors with 2γ =15. We finally have AHC clustering and tree view. The 

results are shown in Fig. 2. We find that both of Figs. 1 and 2 present almost the same 
results.  

 

 

Fig. 1. Results from Eisens’s tree view for 
854×96 lymphoma data 

Fig. 2. Results from SCM-driven tree view for 
854×96 lymphoma data with 1 30γ =  and 2 15γ =  

 

 

 

Fig. 3. Results from the SCM-driven tree view 
for 854×96 lymphoma data 1 10γ =  and 2 5γ =    

Fig. 4. Results from Eisens’s tree view for 
the chosen 544×96 lymphoma data 
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Fig. 5. Results from Eisens’s tree view for 310×96 lymphoma data 

Because the parameter γ  affects the SCA results, we consider another parameters 
with 

1γ =30/3=10 and 
2γ =15/3=5. We get the results shown in Fig. 3. From Fig. 3, 

we find a big group with the same color. That means SCM had given a pattern with 
the same characteristic. We are interested in this pattern with 544×96 data. We then 
implement tree view for the 544×96 data and the results are shown in Fig. 4. 
However, it shows there is no information there. Thus, we can discard these 544×96 
data from the 854×96 lymphoma data. We run tree view for the remaining 310×96 
lymphoma data. The results are shown in Fig. 5. The tree view presents good 
clustering results. This means that we are able to use the SCM-driven tree view to 
select more useful data from macroarray data sets. We next make advanced analysis 
for the leukemia data set.  

The leukemia data were originally reported by Golub et al. [9]. In this paper, we 
considered a trimmed version of the training samples which consisted of 5000 genes 
used by Brunet et al. [4]. The data contains 38 Affymetrix Hgu6800 microarry data 
sets obtained from 27 patients with acute lymphoblastic leukemia (ALL) and 11 
patients with acute myeloid leukemia (AML) at the time of diagnosis. In addition, the 
27 ALL samples can be subdivided into 8 ALL-T samples and 19 ALL-B samples.  

After standardizing the data across rows, an AHC clustering was performed by 
Eisen’s cluster software. The clustering result was then viewed using Eisen’s tree 
view as shown in Fig. 6. There are three parts in Fig. 6 including the AHC clustering 
dendrogram. These are color bar for AML, ALL-B, and ALL-T, and the heat map of 
expression profiles. In the color bar, the yellow color represents AML, the blue color 
represents ALL-B, and the red color represents ALL-T. According to the AHC 
clustering dendrogram, there are five clusters. They are one cluster for AML, one 
cluster for ALL-T, and the other three clusters for ALL-B. However, it seems to be 
difficult to get more information from the heat map. 
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Fig. 6. Results from Eisens’s tree view for 
5000×38 leukemia data set    

Fig. 7. Results from the SCM-driven tree 
view for 5000×38 leukemia data set   

We implement SCM on row feature vectors of these 5000×38 leukemia data using 

CCA. The finding estimate for optimal 1γ  was 10. Then, the SCM is again 

implemented on column feature vectors of these 5000×38 leukemia data using CCA. 

The resultant estimate for optimal 2γ  was 15. As a rule of thumb as seen in 

Lymphoma case, SCA would result better clustering patterns by using about one-third 

of the optimal 1γ  and 2γ . Accordingly, the SCA with 1γ =3 for the row feature 

vectors and SCA with 2γ =5 for column feature vectors were run sequentially. 

Finally, the AHC was performed to get the clustering dendrogram and the heat map of 
expression profiles. The results were shown in Fig. 7.  

In Fig. 7, the color bar shows a complicated mixed pattern for AML, ALL-B, and 
AL-T. Moreover, it also shows that the majority of the heat map is consisted of 4844 
genes and it displays an identical pattern in rows. That is, after SCM these 4844 genes 
had shown a pattern with the same characteristic. As a result, the 4844 genes all 
together could only contribute the same amount of information to the clustering just 
like each of the 4844 genes. It is also understandable that the AHC clustering results 
on these 4844 genes would not be good as shown in Fig. 8 because the color bar 
becomes more complicated. Therefore, we are then interested in the clustering pattern 
based on the rest of the 156 genes. So the AHC was only run on the 156x38 data and 
the finding results were shown in Fig. 9. In Fig. 9, the AHC clustering dendrogram 
suggests that there are mainly three clusters. According to the color bar, there is an 
AML (yellow) sample being mis-clustered into ALL_B (blue), an ALL_B (blue) 
sample being mis-clustered into ALL_T (red), and an ALL_B (blue) sample being 
mis-clustered into AML (yellow). Based on the results above, we conclude that the 
SCM can correctly cluster/classify 35 Leukemia samples out of 38 samples where it is 
close to the classification rate (36/38) reported in Golub et al. [9].  
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Fig. 8. Results from the SCM-driven tree 
view for 4844×38 leukemia data set 

Fig. 9. Results from the SCM-driven tree 
view for 156×38 leukemia data set 

 
To make comparison among the 156 SCM selected genes, the 50 genes selected by 

Golub et al. [9] and the top 24 genes selected by Aris and Recce [2] are used. The 
Entrez Gene ID [14] is applied as a common gene identifier. Each of the 3 sets of 
genes is searched for its corresponding Entrez Gene ID. Interestingly, it is found that 
the 156 SCM selected genes include 21 of the 50 Golub’s selected genes [9] based on 
the Entrez Gene IDs. However, these 156 SCM selected genes only capture 5 of the 
top 24 genes selected by Aris and Recce [2]. After searching thoroughly through the 
Entrez Gene database, 742 human Gene IDs is found related to leukemia as on 
October 16, 2006.  Moreover, 11 genes out of 50 genes selected by Golub et al. [9] 
and 11 genes out of the top 24 genes selected by Aris and Recce [2] are found in these 
742 human Gene IDs, while 30 of the SCM identified genes are found. In fact, these 
30 SCM-leukemia related genes are also found that they cover 8 out of the 11 Golub’s 
leukemia related genes and 3 out of the 11 Aris-Recce’s leukemia related genes. 
Therefore, we can suggest that the 156 SCM selected genes contain good biological 
information for clustering/classifying leukemia microarray data.  

4 Conclusions 

In this paper we proposed the SCM-driven tree view display for microarray data. The 
use of SCM can re-organize the structure of data such that Eisen’s tree view has a 
better dendrogram display for microarray data. In fact, the proposed SCM-driven tree 
view can direct us to discard these less information data and then keep more useful 
data. When we applied the SCM-driven tree view to the leukemia data set, we finally 
had the remaining 156 genes. To make advanced analysis along with Golub et al. [9] 
and Aris and Recce [2], we found that these selected 156 genes actually contain good 
biological information.  



 SCM-driven Tree View for Microarray Data 215 

 

References 

1. Alizadeh, A.A., Eisen, M.B., Davis, R.E., Ma, C., Lossos, I., Rosenwald, A., Boldrick, 
J.C., Brown, P.O., Staudt, L.M.: Distinct types of diffuse large B-cell lymphoma identified 
by gene expression profiling. Nature 403, 503–511 (2000) 

2. Aris, V., Recce, M.: A method to improve detection of disease using selectively expressed 
genes in microarray data. In: Lin, S.M., Johnson, K.F. (eds.) Methods of Microarray Data 
Analysis, pp. 69–80. Kluwer Academic, New York (2002) 

3. Bezdek, J.C.: Pattern Recognition with fuzzy objective function algorithms. Plenum Press, 
New York (1981) 

4. Brunet, J.P., Tamayo, P., Golub, T.R., Mesirov, J.P.: Metagenes and molecular pattern 
discovery using matrix factorization. Proc. Natl. Acad. Sci. USA 101, 4164–4169 (2004) 

5. Dembéle, D., Kastner, P.: Fuzzy c-means method for clustering microarray data. 
Bioinformatics 19, 973–980 (2003) 

6. Eisen, M.B., Spellman, P.T., Brown, P.O., Botstein, D.: Cluster Analysis and Display of 
Genome-Wide Expression Patterns. Proc. Natl. Acad. Sci. USA 95, 14863–14868 (1998) 

7. Eisen’s Tree View, Availabe from Eisen Laboratory at  
http://rana.lbl.gov/EisenSoftware.htm 

8. Gasch, A.P., Eisen, M.B.: Exploring the conditional coregulation of yeast gene expression 
through fuzzy k-means clustering. Genome Biology 3, 1–22 (2002) 

9. Golub, T.R., Slonim, D.K., Tamayo, P., Bloomfield, C.D., Lander, E.S.: Molecular 
classification of cancer: Class discovery and class prediction by gene expression 
monitoring. Science 286, 531–537 (1999) 

10. Hartigan, J.A.: Clustering Algorithms. Wiley, New York (1975) 
11. Jiang, I.G., Yeh, L.C., Hung, W.L., Yang, M.S.: Data analysis on the extra-solar  

planets using robust clustering. Monthly Notices of the Royal Astronomical Society 370, 
1379–1392 (2006) 

12. Kaufman, L., Rousseeuw, P.J.: Finding groups in data: An introduction to cluster analysis. 
Wiley, New York (1990) 

13. MacQueen, J.: Some methods for classification and analysis of multivariate observations. 
In: Proc. 5th Berkeley Symposium, pp. 281–297 (1967) 

14. Maglott, D., Ostell, J., Pruitt, K.D., Tatusova, T.: Entrez Gene: gene-centered information 
at NCBI. Nucleic Acids Research 33, 54–58 (2005) 

15. Yang, M.S.: A survey of fuzzy clustering. Mathematical and Computer Modeling 18, 1–16 
(1993) 

16. Yang, M.S., Wu, K.L.: A similarity-based robust clustering method. IEEE Trans. Pattern 
Analysis and Machine Intelligence 26, 434–448 (2004) 

17. Yu, J., Yang, M.S.: Optimality test for generalized FCM and its application to parameter 
selection. IEEE Trans. Fuzzy Systems 13, 164–176 (2005) 

18. Zadeh, L.A.: Fuzzy sets. Information and Control 8, 338–353 (1965) 
 
 



New Method for Dynamic Signature Verification
Using Hybrid Partitioning

Marcin Zalasiński1, Krzysztof Cpałka1, and Meng Joo Er2

1 Częstochowa University of Technology,
Institute of Computational Intelligence, Poland

{marcin.zalasinski,krzysztof.cpalka}@iisi.pcz.pl
2 Nanyang Technological University,

School of Electrical & Electronic Engineering, Singapore
emjer@ntu.edu.sg

Abstract. Dynamic signature is behavioural biometric attribute which
is commonly used to identity verification. Methods based on the parti-
tioning are one of the types of methods for identity verification using
signature biometric attribute. These methods divide trajectories of the
signature into parts and during verification phase compare created frag-
ments of trajectories in each partition. Partitioning is performed on the
basis of values of signals describing dynamics of signing process (e.g. pen
velocity or pen pressure). In this paper we propose a new method for dy-
namic signature verification using hybrid partitioning. Partitions in the
proposed method can be interpreted as, for example, high velocity in the
first phase of the signing process or low pressure in the final phase of
the signing process. Our method assumes use of all partitions during clas-
sification process and our classifier is based on the flexible neuro-fuzzy
system of the Mamdani type. Simulations were performed using public
SVC2004 dynamic signature database.

1 Introduction

Signature is a behavioural biometric attribute used to verify identity of the
individual. This attribute is very interesting from the practical point of view
because identity verification using the signature is commonly accepted in the
society. However, verification based on the behavioural global features is more
difficult than verification based on physiological ones, like fingerprint or iris.

Dynamic signature (called also on-line signature) is signature created in the
real time using some kind of input digital device, e.g. graphic tablet. It contains
also information about the dynamics of signing, like velocity and pressure signals
changing over time. This information are very useful during verification process
and increases its accuracy.

Approaches to identity verification based on dynamic signature may be cate-
gorized into few groups, one of them are methods based on signature partitioning
(see [23]). In this paper we propose a new method for dynamic signature ver-
ification based on hybrid of horizontal and vertical partitioning (see [9], [65]).

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 216–230, 2014.
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First, signature is divided into partitions on the basis of time indexes values, be-
cause we assume that some regions of the signature acquired in certain timeframe
can be more characteristic for the user than other regions. Next, trajectory in
each selected partition is divided into two parts on the basis of velocity and pres-
sure signals average values. Previous researches have shown that combination of
velocity and pressure with shape makes verification more effective than use of the
separated dynamic features (see [17], [23]-[24], [63]-[65]). The partitioning allows
selection of the most discriminative features of the signature which belong to
the user. In the verification phase we propose flexible neuro-fuzzy system of the
Mamdani type (see e.g. [6], [8], [14], [50]-[51]). Our method assumes partitioning
signatures into few subspaces (number of subspaces results from the product of
the number of horizontal and vertical partitions) which are weighted by weights
of importance and used during classification process. In this process we use data
from all partitions created during training phase.

This paper is organized into 4 sections. Section 2 contains detailed description
of the algorithm. Simulation results are presented in Section 3. Conclusions are
drawn in Section 4.

2 Detailed Description of the Algorithm

In our method we use four signals of the signature over time: x-trajectory, y-
trajectory, pressure and velocity. First three of them are acquired directly from
the graphic tablet and the velocity is first derivative of the signature trajectory.
Before beginning of the main phase of the method, all training signatures of the
signer i should be pre-processed by commonly used methods to remove some
intra-class variations (see e.g. [17], [18], [33], [40]). Signatures are pre-processed
with reference to one signature of the user (called base signature) which is the
most similar to all training signatures. During pre-processing the length, rota-
tion, scale and offset of the signatures are matched. After a pre-processing, main
phase of training process is performed.

The individual steps of the algorithm are detailed below: Step 1. Partition-
ing of signatures. First, signatures are partitioned on the basis of time indices
values into two parts. Next, fragment of the signature in each partition is divided
into two parts on the basis of the average value of pressure and velocity signal.
This second step is also performed in two phases: 1) velocity and pressure signals
are divided into two parts, 2) partitioning of the whole signature is performed,
signature elements which time points corresponding to the velocity and pressure
signals are assigned to the appropriate partition. After this phase signatures are
divided into eight parts (four partitions related to the velocity and four partitions
related to the pressure). This step is performed during the training and the test
phase. Step 2. Templates generation. In this step templates, which contains
average values of training signatures signals, are generated for each partition.
The templates are regarded as the reference signature of the user. This step is
performed only during training phase. Step 3. Determination of similarities
between signatures and template in each partition. In this step similar-
ities between each signature of the user and template are calculated for each



218 M. Zalasiński, K. Cpałka, and M.J. Er

partition. In the training phase the similarities are used for determination of the
classifier. In the test phase the similarities are created only for the test signature.
They are used in the classification process. This step is performed during training
and test phase. Step 4. Determination of the partition importance in the
classification process. In this step weights of importance for each partition
are created. They allow to evaluate which partition contains information char-
acteristic for the user. The weights are used in the verification process. This step
is performed only during training phase. Step 5. Preliminary separation of
the reference signatures in the partition. During this step linear boundary
of the inclusion of genuine signatures in each partition is created (see [64]). The
boundary is used to determine fuzzy sets applied in the classification process.
This step is performed only during training phase. Step 6. Determination of
the parameters of fuzzy classifier of genuineness of the signatures. The
parameters describe fuzzy sets of the classifier, which is used in the classification
phase. Fuzzy rules describe a way of test signature classification. The fuzzy sets
in the rules are based on decision boundaries determined in the step 5. Therefore
they may be interpretable. This step is performed only during training phase.
Step 7. Classification of the genuineness of the signatures. In this step
signature is classified as genuine or forgery. In this process flexible neuro-fuzzy
system of the Mamdani type is used. This step is performed only during test
phase.

We can see that steps 1-6 are performed during training phase, while steps
1,3,7 are performed during test phase.

After training phase, velocity and pressure signals of the base signature, in-
formation about partitions and parameters of the classifier are stored into the
database. These information will be used in the test phase.

2.1 Vertical Signature Partitioning

First, vertical partitioning based on selected time intervals of signing is per-
formed. This is possible because lengths of the signals of all signatures are the
same through the pre-processing. Alignment of the length is performed using
Dynamic Time Warping algorithm (see e.g. [22]), which operates on the basis
of matching velocity and pressure signals. Result of this matching is a map of
corresponding points of the signatures signals, which is used to match trajecto-
ries of the signature (see [9]). Vertical partitions partv{s}i,j,k of the sample k of the
signature j of the signer i based on signal s (velocity v or pressure z) are created
using the following equation:

partv
{s}
i,j,k =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 for 0 < k ≤ Li

P{s}

2 for Li

P{s} < k ≤ 2Li

P{s}
...

P {s} for (P{s}−1)Li

P{s} < k ≤ Li

, (1)
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where s is a signal type (velocity or pressure) used during alignment phase, i is
the user number (i = 1, 2, . . . , I), j is the signature number (j = 1, 2, . . . , J), Li is
a number of samples of the user i, k is the sample number (k = 1, 2, . . . , Li) and
P {s} is a number of partitions (P {s} � Li). In this method we have assumed,
that P {v} = P {z} = 2.

2.2 Horizontal Signature Partitioning

After vertical partitioning, horizontal partitioning of the signature is performed.
In the first step of this process average values avg{s}i,p of velocity and pressure
signals of the base signature are computed for each vertical partition. This is
described by the following formula:

avg
{s}
i,p =

1

Ki,p

Ki,p∑
k=1

si,j=jBase,p,k , (2)

whereKi,p in number of samples in the vertical partition p (p = 1, 2) of the user i,
si,j,p,k ∈ {vi,j,p,k, zi,j,p,k} is signal (velocity v or pressure z) value of the sample k
(k = 1, 2, . . . ,Ki,p), which belongs to the vertical partition p, of the base signature
(for which j = jBase) of the signer i.

Next, division into horizontal partitions on the basis of values determined in
(2) is performed. Horizontal partition parth{s}i,j,p,k of the sample k, which belongs
to the vertical partition p (of the index specified in the formula (1)), of the sig-
nature j of the signer i based on signal s (velocity v or pressure z) is determined
as follows:

parth
{s}
i,j,p,k =

{
1 for si,j,p,k < avg

{s}
i,p

2 for si,j,p,k ≥ avg
{s}
i,p

. (3)

We use two horizontal partitions, because our previous research have shown
that method based on two partition achieves best performance.

In the next step templates of the signatures for each partition are generated.

2.3 Generation of the Templates

Template ta
{s}
i,p,r of the partition p, r (p denotes index of the vertical partition

described by the formula (1), r denotes index of the horizontal partition described
by the formula (2)) of the signer i for signatures aligned with use of signal s
(velocity v or pressure z) and trajectory a (x or y) is described by the following
equation:

ta
{s}
i,p,r =

⌊
ta

{s}
i,p,r,1, ta

{s}
i,p,r,2, ..., ta

{s}
i,p,r,K

{s}
i,p,r

⌋
, (4)

where K{s}
i,p,r in number of samples in the partition p, r (r = 1, 2), determined

for signal s, of the user i, ta{s}i,p,r,k is template value for the time step k of the
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partition p, r of the signer i for signatures aligned with use of signal s (velocity
v or pressure z) and trajectory a (x or y) which is calculated by the formula:

ta
{s}
i,p,r,k =

1

J

J∑
j=1

a
{s}
i,j,p,r,k, (5)

where a{s}i,j,p,r,k is trajectory (x or y) value in the sample k of the partition p, r,
determined for signal s (velocity v or pressure z), of the signature j of the signer
i.

Next, distances between templates from all partitions and each signature tra-
jectory are calculated.

2.4 Determination of Similarities between Signatures and Template
in Each Partition

Distance da{s}i,j,p,r between template of the partition p, r, determined for signal
s (velocity v or pressure z) of the signer i and trajectory a (x or y), and the
signature j of the signer i is described by the following equation:

da
{s}
i,j,p,r =

√√√√√K
{s}
i,p,r∑
k=1

(
ta

{s}
i,p,r,k − a

{s}
i,j,p,r,k

)2

. (6)

The next phase of this step is calculation of distances between templates and
signatures in two dimensional space. Distance d{s}i,j,p,r, between the trajectory of
signature j of the signer i and template of the signer i in the partition p, r,
determined for signal s (velocity v or pressure z), is calculated by the formula:

d
{s}
i,j,p,r =

√(
dx

{s}
i,j,p,r

)2

+
(
dy

{s}
i,j,p,r

)2

. (7)

The values d{s}i,j,p,r are used directly to determine the parameters of the fuzzy
sets of the signature classifier.

In the next step, weights of importance for partitions are calculated.

2.5 Determination of the Partition Importance in the Classification
Process

The weights are created on the basis of mean distances d̄{s}i,p,r between signatures
and template in partitions and standard deviation of distances in each partition.
The mean distance d̄{s}i,p,r between signatures of the signer i and the template of
the signer i in the partition p, r, determined for signal s (velocity v or pressure
z), is calculated by the formula:

d̄
{s}
i,p,r =

1

J

J∑
j=1

d
{s}
i,j,p,r. (8)
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Standard deviation of signatures σ{s}i,p,r of the user i from the partition p, r,
determined for signal s (velocity v or pressure z), is calculated using the following
equation:

σ
{s}
i,p,r =

√√√√ 1

J

J∑
j=1

(
d̄
{s}
i,p,r − d

{s}
i,j,p,r

)2

. (9)

Next, weights of importance are calculated. Weight w
′{s}
i,p,r of the partition p, r,

determined for signal s (velocity v or pressure z), of the user i is calculated by
the following formula:

w
′{s}
i,p,r = d̄

{s}
i,p,r · σ{s}i,p,r . (10)

After that, weights should be normalized to simplify the classification phase.
Weight w{s}

i,p,r of the partition p, r, determined for signal s (velocity v or pressure
z), of the user i is normalized by the following equation:

w
{s}
i,p,r = 1− cw · w′{s}

i,p,r

max
{
w

′{s}
i,p,r

} , (11)

where cw ∈ (0, 1] is the auxiliary constant of the normalization, which prevents
elimination of the partitions associated with a small values of the weights from
the classification process (in our simulations we assumed that cw = 0.9).

In the next step, preliminary separation of the reference signatures in the
partitions is realized.

2.6 Preliminary Separation of the Reference Signatures in the
Partition

In the considered problem, immediate adaptation of the method for verification
of new users’ signature is required. This eliminates the possibility of machine
learning in the classifier selection. Therefore, we developed a flexible neuro-fuzzy
classifier which requires properly prepared descriptors, determined once on the
basis of the reference signatures of the user.

The boundary of the inclusion of genuine signatures is determined by exploit-
ing the consistency of dissimilarity measures in training signatures (see [23],
[24]). Parameters of the boundary are computed using the means and standard
deviations of the distances. The mean distance d̄a{s}i,p,r, between signatures of the
signer i and template of the signer i in the partition p, r, determined for signal s
(velocity v or pressure z) and trajectory a (x or y), is calculated by the formula:

d̄a
{s}
i,p,r =

1

J

J∑
j=1

da
{s}
i,j,p,r. (12)
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� �s
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Fig. 1. Illustration of the genuine signature boundary. Genuine training signatures of
the user are described as circles, genuine training signatures of other users are described
as diamonds.

Standard deviation of signatures σa{s}i,p,r of the user i from the partition p, r,
determined for signal s (velocity v or pressure z) and trajectory a (x or y), is
calculated using the following equation:

σa
{s}
i,p,r =

√√√√ 1

J

J∑
j=1

(
d̄a

{s}
i,p,r − da

{s}
i,j,p,r

)2

. (13)

The linear boundary of the inclusion of genuine signatures in the slope-
intercept form is presented as follows:

dy (dx) = −σy
{s}
i,p,r

σx
{s}
i,p,r

dx+ c
{s}
i,p,r · d̄x{s}i,p,r ·

(
σy

{s}
i,p,r

σx
{s}
i,p,r

+ 1

)
, (14)

where c{s}i,p,r is constant parameter used to adjust the position of the line, which
is determined in such a way that dlrn{s}i,p,r is equal to dfor{s}i,p,r, as depicted in
Fig. 1.

Remarks on Fig. 1 can be summarized as follows: (a) Grey circles in Fig. 1
represent the distances between signatures and templates created individually
for each user (see (6), (7)). Therefore, they represent the instability of the sig-
nature created by the individual user within each partition and they are not
interpretable clusters of data. Theoretically, grey circles should lie exactly in the
centre of the coordinate system. In practice, large distance between grey circles
and the origin of the coordinate system means that quality of the acquired sig-
natures is low and the reliability of the dynamic signature of the user is also
low. In other words, in the context of considered user the method is not reliable,
because the user is unable to create in a similar way a few signatures at the
same time. (b) White circles in Fig. 1 theoretically should also be exactly in
the centre of the coordinate system, because they represent signatures created
by the user in the test phase. In practice, it is expected that the white circles
will be placed at a certain distance from the origin of the coordinate system
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(e.g. due to changes of signature in time). (c) Diamonds in Fig. 1 represent the
signatures of other users. Therefore, they should be significantly further from
the origin of the coordinate system than white circles. (d) Fuzzy rules of the
classifier define a way of signature classification which depends on the location
of the descriptors (dtst{s}i,p,r) of the test signature in relation to the boundary of
the inclusion of the reference signatures of the user. Please note that the sample
(white circle) does not have to be classified as false, even if it is located over the
boundary of the inclusion of the reference signatures of the user in the partition
(within the inclusion area of false signatures). This happens when: (1) sample
in the other partitions is more similar to the template, (2) the reliability of the
partition is small (the partition is associated with the low value of the weight).
It is a distinctive feature of our method against the methods presented in other
works. (e) Values dlrnmax{s}i,p,r (see Fig. 1) have an impact on spacing of fuzzy
sets, which represent values {low, high} assumed by the linguistic variables "the
truth of the signature of user i from the partition p, r, determined for signal s".
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Fig. 2. Input and output fuzzy sets of the flexible neuro-fuzzy system of the Mamdani
type for signature verification

Next, determination of the classifier is performed.

2.7 Determination of the Parameters of Fuzzy Classifier of
Genuineness of the Signatures

In this step flexible Mamdani-type neuro-fuzzy system is used. Neuro-fuzzy sys-
tems combine the natural language description of fuzzy systems (see e.g. [1]-[5],
[10]-[13], [16], [21], [25], [28], [34], [45]-[47], [60]-[61]) and the learning properties
of neural networks (see e.g. [7], [26], [29]-[32], [35]-[39], [41]-[42], [48], [55]-[56],
[58]-[59]). Alternative approaches to classification can be found in [15], [20],
[43]-[44], [49], [52]-[54], [57]. Our system works on the basis of two fuzzy rules
presented as follows:
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R(1) :

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

IF
(
dtst

{s}
i,1,1isA

1
i,1,1

{s}) ∣∣∣w{s}
i,1,1 OR(

dtst
{s}
i,1,2isA

1
i,1,2

{s}) ∣∣∣w{s}
i,1,2 OR

...(
dtst

{s}
i,P{s},1isA

1
i,P{s},1

{s}) ∣∣∣w{s}
i,P{s},1 OR(

dtst
{s}
i,P{s},2isA

1
i,P{s},2

{s}) ∣∣∣w{s}
i,P{s},2 THENyiisB

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

R(2) :

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

IF
(
dtst

{s}
i,1,1isA

2
i,1,1

{s}) ∣∣∣w{s}
i,1,1 OR(

dtst
{s}
i,1,2isA

2
i,1,2

{s}) ∣∣∣w{s}
i,1,2 OR

...(
dtst

{s}
i,P{s},1isA

2
i,P{s},1

{s}) ∣∣∣w{s}
i,P{s},1 OR(

dtst
{s}
i,P{s},2isA

2
i,P{s},2

{s}) ∣∣∣w{s}
i,P{s},2 THENyiisB

2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (15)
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Fig. 3. Average values of weights of the users determined for each partition of dynamic
signature

where (a) dtst{s}i,p,r are input linguistic variables, whose numeric value is a dis-
tance between the test signature trajectory of the signer i and the linear bound-
ary of the inclusion of genuine signatures in the partition p, r, determined for
signal s. (b) A1

i,p,r
{s},A2

i,p,r
{s} are input fuzzy sets related to the signal s ∈ {v, z}

shown in Fig. 2. Fuzzy sets A1
i,p,r

{s} and A2
i,p,r

{s} represent values {low, high}
assumed by input linguistic variables dtst{s}i,p,r. (c) yi is input linguistic variable
interpreted as reliability of signature. (d) B1, B2 are output fuzzy sets shown
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in Fig. 2. Fuzzy sets B1, B2 represent values {low, high} assumed by output
linguistic variable determining the reliability of signature. (e) w{s}

i,p,r are weights
of the partition p, r, determined for signal s, of the user i.

Signature is considered true if the following assumption is satisfied:

ȳi =

S∗

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
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dtst
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, . . . ,

μ
A2

i,P{s},1

{s}
(
dtst

{s}
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⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

> cthi,

(16)

where (a) S∗ {·} is a weighted t-conorm (see [6]). (b) ȳi is the value of the output
signal of applied neuro-fuzzy system (see e.g [27]) described by rules (15). Detailed
description of the system can be found in [51]. Formula (16) was created by taking
into account in the description of system simplification resulting from the spac-
ing of fuzzy sets shown in Fig. 2: μA1

i,p,r
{s} (0) = 1, μA1

i,p,r
{s}

(
dlrnmax

{s}
i,p,r

)
= 0,

μA2
i,p,r

{s} (0) = 0, and μA2
i,p,r

{s}

(
dlrnmax

{s}
i,p,r

)
= 1. (c) cthi ∈ [0, 1] - coefficient

determined experimentally during training phase for each user to eliminate dis-
proportion between FAR and FRR error (see [62]). The parameters cthi ∈ [0, 1],
computed individually for the user i, are used during verification process in the
test phase.

3 Simulation Results

The simulation was performed using public SVC2004 signature database which
contains signatures of 40 users. The signatures were acquired in two sessions
using the digitizing tablet. In the first session each user created 10 genuine
signatures. In the second session, each user came again to create another 10
genuine signatures. In this session he/she also created four skilled forgeries for
five other users. The SVC2004 database contains 20 genuine signatures and 20
skilled forgeries for each user.

Test procedure proceeded as follows for signatures of each from 40 signers
available in the database. During training phase we used 5 randomly selected
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(from 20) genuine signatures of each signer. During test phase we used 10 ran-
domly selected (from the remaining 15) genuine signatures and all 20 skilled
forgeries of each signer. The process was performed five times, and the results
were averaged. The described method is commonly used in evaluating the effec-
tiveness of methods for dynamic signature verification, which corresponds to the
standard crossvalidation procedure. The test was performed using the authorial
testing environment implemented in C# language.

We also implemented some other methods based on partitioning to compare
the results of our simulations: 1) method presented in [17] which achieves very
good results, 2) our previous method based on vertical partitioning proposed in
[9], 3) our previous method based on horizontal partitioning proposed in [65].

Table 1 contains simulation results described as values of FAR (False Ac-
ceptance Rate) and FRR (False Rejection Rate), which are commonly used in
biometrics (see e.g. [19]). As mentioned earlier, in the simulations we assumed
that a number of vertical partitions is equal to 2 and a number of horizontal
partition is also equal to 2. Moreover, we present average values of weights of
importance for each partition (w̄{s}

p,r ), averaged in the context of the users (see
Fig. 3), which describe reliability of the signature in the partitions.

Table 1. Results of simulation performed by the system (16)

Method Average Average Average
FAR FRR error

Ibrahim et al. [17] 11.05 % 13.75 % 12.40 %
Zalasiński & Cpałka [65] 12.15 % 11.00 % 11.58 %
Cpałka & Zalasiński [9] 10.51 % 10.45 % 10.99 %
Our method 11.73 % 9.95 % 10.84 %

4 Conclusions

In this paper we presented a new method for dynamic signature verification us-
ing hybrid partitioning. In this method the signature is divided into few vertical
parts, which are divided into two horizontal parts. All created partitions are used
during classification process. The method assumes use of the classifier based on
the Mamdani type neuro-fuzzy system which is characterized by very good accu-
racy and ease of interpretation of the collected knowledge. Accuracy achieved in
our simulations performed using SVC2004 database proves the correctness of the
proposed assumptions. Moreover, the simulations show that partitions created
on the basis of the velocity signal are more reliable than partitions created on
the basis of the pressure signal. This is due to the higher value of weights (11)
associated with the partitions of the signal v (see 3). The most reliable partition
is the one created in the final phase of the signing process (p = 2) and associated
with the high value (r = 2) of the velocity signal v.
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Abstract. Identity verification based on the dynamic signatures is com-
monly known issue of biometrics. This process is usually done using
methods belonging to one of three approaches: global approach, local
function based approach and regional function based approach. In this
paper we focus on global features based approach which uses the so called
global features extracted from the signatures. We present a new method
of global features selection, which are used in the training and classifica-
tion phase in a context of an individual. Proposed method bases on the
evolutionary algorithm. Moreover, in the classification phase we propose
a flexible neuro-fuzzy classifier of the Mamdani type. Our method was
tested using the SVC2004 public on-line signature database.

1 Introduction

Signature is a biometric attribute which is commonly used in the process of
identity verification. It belongs to the group of behavioural attributes, like gait
(see e.g. [17]), related to the characteristic of individual’s behaviour. Verification
based on these attributes is more difficult than verification based on the physi-
ological ones, like face or iris (see e.g. [1], [41]-[43], [64]), but it is less invasive.

Signature biometric attribute may be classified into two categories - static (off-
line) signature and dynamic (on-line) signature. Static signature, which contains
only information about shape of the trajectory, is more common in everyday life
(it is on many paper documents), but identity verification based on this type
of signature is less reliable than verification based on the dynamic signature.
Dynamic signature contains also information about dynamics of the signing pro-
cess, e.g. velocity, acceleration and pressure. Shape of the on-line signature is
represented by the horizontal and vertical trajectories. Methods of the dynamic
signature verification may be categorized into three main groups (see e.g. [11]):
global features based methods, local function based methods and regional func-
tion based methods. Global features based methods use so called global features
which are extracted from the signature and used during training and classifica-
tion phase (see e.g. [32], [36], [67]). Examples of these features are signature total
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duration and number of pen-ups. Function based methods compare time func-
tions, which contains information about changes of signature features over time
(see e.g. [18], [24]-[25]). In this approach waveforms extracted from the signature
are compared to the waveforms of the other signature and classification is made
on the basis of this process result. Regional based methods rely on segmentation
of signature into some regions, used during training and verification phase (see
e.g. [66]-[69]).

In this paper we focus on the approach based on global features. We use a
set of global features proposed in [19], which contains extended collection of
features from three other papers - [31], [37]-[38]. It should be noted that the
operation of our method is not dependent on the adopted feature set, which can
be practically arbitrarily reduced or extended. In the approach proposed in this
paper, large global feature set is reduced by selection of optimal features subset,
which is considered during classification phase. Moreover, global features are
ranked and only features with the highest rank value are used in the classification
process. Application of evolutionary feature selection in the proposed algorithm
is possible thanks to using a new fuzzy one-class classifier.

The problem of global features selection has been considered in the literature
(see e.g. [19], [31]). Please note that the method proposed in this paper stands out
from the methods of other authors by following characteristics: (a) The proposed
method takes advantage of an evolutionary algorithm in the process of feature
selection. (b) The proposed method uses in the classification process a hierarchy
of features individually for each user. (c)The proposed method takes advantage
of the theory of fuzzy sets and fuzzy systems (see e.g. [2]-[6], [12]-[15], [28])

This paper is organized into four sections. In Section 2 we present idea of
the new method for dynamic signature verification based on global features. In
Section 3 simulation results are presented. Conclusions are drawn in Section 4.

2 Idea of the New Method for Dynamic Signature
Verification Based on Global Features

Idea of the proposed method can be summarized as follows: (a) It works on the
basis of a set of 85 features describing the dynamics of the dynamic signature
which have been systematized, for example, in the paper [19]. As already men-
tioned, the proposed method does not depend on the base set of features. This
set can be freely modified. (b) It uses an evolutionary algorithm with specifi-
cally defined evaluation function. The function promotes chromosomes (which
correspond to the solutions) encoding a set of features, whose values are homo-
geneous within the training signatures of the user. (c) It uses (developed for
the considered method) one-class classifier which is based on the capacities of
the flexible fuzzy system proposed by us earlier (see e.g. [11], [69]). It allows
to take into account the weights of importance of individual features, selected
individually for each user. (d) It works in two modes: (1) learning and (2) test-
ing (operating mode). In the first mode the selection of features is performed
for each user, descriptors of features and weights of importance of features are



New Method for Dynamic Signature Verification Based on Global Features 233

determined. They are needed for proper work of the classifier in the test phase.
These parameters are stored in a database. In the second mode, mode of op-
eration (verification of test signature), the parameters stored for each user in
the learning phase are downloaded from the database and then signature ver-
ification is realized on the basis of these parameters. It should be noted that
the efficiency of the method does not depend on the number of users whose
signatures are stored in a database (thus descriptors heterogeneity of individual
characteristics of different users is not taken into account). This encumbrance
has been introduced intentionally, because it causes that the effectiveness of the
method in practical applications does not depend on the number of records in
the database. Of course, in the learning phase (as already mentioned) skilled
forgeries are not used (they are only used for test of the method), which is an
additional advantage of the proposed approach.

2.1 Training Phase

General description of the training phase for the user i (procedure Training(i))
can be described as follows: Step 1. Acquisition of J training signatures of user
i. Step 2. Determination of the matrix Gi of all considered global features,
describing dynamics of signatures, for all J training signatures of the user i.
Step 3. Determination of the vector ḡi of average values for each global feature,
determined in Step 2 for J training signatures of the user i. Step 4. Evolu-
tionary selection of subset of global features, which are the most characteris-
tic for the user i (procedure EvolutionaryFeaturesSelection(Gi, ḡi)). This
process is performed on the basis of a similarity of features values computed
using chosen distance measure. Step 5. Determination of the vector X′

i which
contains information about selected global features characteristic for the user
i. Length of the vector (denoted as N) is equal to the number of global fea-
tures selected in Step 4. Please note that the vector X′

i is in practice the best
chromosome from the population considered in the Step 4 (X′

i = Xi,chBest).
Step 6. Selection of classifier parameters used in the test phase (procedure
ClassifierDetermination(i,X′

i,Gi, ḡi)). Step 7. Storing in a database the
following information about the user i: vector X′

i, vector ḡi, parameters of clas-
sifier maxdi,n and wi,n (n = 1, . . . , N).

Later in this section steps of the procedure Training(i) have been described
in details.

First, acquisition of training signatures for the user i is performed (Step 1).
Next, the matrix Gi, which contains all considered global features of all J train-
ing signatures of user i, is determined (Step 2):

Gi =

⎡⎢⎢⎢⎣
gi,1,1 gi,2,1 . . . gi,N,1

gi,1,2 gi,2,2 . . . gi,N,2

...
gi,1,J gi,2,J . . . gi,N,J

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
gi,1

gi,2

...
gi,N

⎤⎥⎥⎥⎦ , (1)
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where gi,j =
[
gi,1,j gi,2,j . . . gi,N,j

]
, gi,n,j is a value of the global feature, i =

1, 2, . . . , I is an index of the user, I is a number of the users, n = 1, 2, . . . , N is
a number of the global feature, j = 1, 2, . . . , J is an index of the signature, J is
a number of the signatures created by the user in the acquisition phase (which
is a part of the training phase).

In the Step 3 vector ḡi of average values of each global feature of all training
signatures J of user i is determined:

ḡi = [ḡi,1, ḡi,2, . . . , ḡi,N ] , (2)

where ḡi,n is average value of the global feature n of training signatures of the
user i, computed using the following formula (Step 3):

ḡi,n =
1

J

J∑
j=1

gi,n,j . (3)

In the next step (Step 4) selection of the optimal subset of global fea-
tures for the user i is performed. For this purpose the algorithm Evolutionary
FeaturesSelection(Gi, ḡi), described in Section 2.2, is used. The procedure
EvolutionaryFeaturesSelection(Gi, ḡi) returns the subset of global features
X′

i which are used during creation of the classifier (Step 5). In the Step 6
classifier for the user i is determined. Next, all data required in the process of
classifier determination and signature verification (vector Xi,ch, vector ḡi, pa-
rameters of the classifier maxdi,n and wi,n) are stored into a database (Step 7).
Detailed description of the classifier determination is presented in Section 2.4.

2.2 Evolutionary Features Selection

The main step in the learning phase Training(i) is Step 4, in which evo-
lutionary selection of features for the user i is performed. The procedure of
features selection is called EvolutionaryFeaturesSelection(Gi, ḡi). Remarks
on the considered procedure can be summarized as follows: (a) It uses the bi-
nary encoding in which each of the genes of individual chromosomes encodes
the information whether the corresponding feature has to be taken into ac-
count in the process of signature verification of considered user i (a gene en-
coding a value "1" means that the feature associated with this gene has to
be considered in the process of signature verification). Thus, each of the chro-
mosomes has a length corresponding to the number of all considered features
and encodes a subset of the features. Further in the paper, it is assumed that
Xi,ch = [Xi,ch,g=1, Xi,ch,g=2, . . . , Xi,ch,g=N ] means chromosome with index ch,
ch = 1, 2, . . . , Ch, in a population associated with the user i, whose number
of genes is equal to the number of features (the value N). (b) The procedure
EvolutionaryFeaturesSelection(Gi, ḡi) is consistent with the typical scheme
of the evolutionary algorithm, therefore it will not be considered in detail. It
includes the initialization of the population, population evaluation, selection of
chromosomes from the population, the evolution of the chromosomes in the pop-
ulation carried by the application of evolutionary operators (in the simulations
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we use crossover and mutation), checking of the stopping criterion. A detailed
description of the algorithm can be found, among others, in [8], [67]. (c) The
originality of the proposed approach results from a specific way of determin-
ing the evaluation function of chromosomes from the population. Evaluation of
the chromosomes is based on the similarity of features for the user’s reference
signatures created in the training phase. The objective of the algorithm is to
minimize the evaluation function, thus such features are preferred, whose values
(determined for the reference signatures created in the training phase) for the
user are the most similar to each other according to the adopted measure of
similarity. Details of the procedure CalculateFf(i,Gi, ḡi,Xi,ch) are described
in the Section 2.3. (d) Evolutionary features selection can be performed using
other algorithms based on the population, which differ in their approach to ex-
ploration and exploitation of a space of considerations. (e) The result of the
procedure EvolutionaryFeaturesSelection(Gi, ḡi) is the information about
the set of features describing the stability of signing in the learning phase by
the user i. This information is stored in the best chromosome of the last step
of performed evolution process. Next, it is rewritten into a vector X′

i, whose
length is equal to N (as a length of the chromosome Xi,ch).

2.3 Determination of Fitness Function

In the definition of the fitness function of the chromosome, the following input
parameters are taken into account: (a) i - an index of the user for which the
training process is performed. (b) Gi - a matrix of all global features values,
determined for all reference signatures of the user i. (c) ḡi - a vector of average
values of global features, averaged in the context of all reference signatures of
the user i. (d) Xi,ch - a chromosome with index ch in the population associated
with the user i, for which the value of the evaluation function is calculated.

General description of the procedure for determining the evaluation function
of chromosomes belonging to the population and encoding subsets of features
(CalculateFf(i,Gi, ḡi,Xi,ch)) is the following: Step 1. Determination of the
covariance matrix for the matrix of all global features. It should be noted that
during determination of the covariance matrix only the global features from the
subset of the features encoded in the chromosome Xi,ch are taken into account.
In the further description of the method, the matrix of the subset of global
features created by combining Gi and Xi,ch will be denoted as G′ and the co-
variance matrix corresponding to the matrix G′ will be denoted as cov (G′). A
vector containing the elements of the row j of the matrix G′ will be denoted
as g′

j . Number of rows of the matrix G′ results from the number of reference
signatures of the user i created during acquisition phase (training) and it is
equal to J . Number of columns of the matrix G′ results from the number of fea-
tures encoded in the chromosome Xi,ch (the number of non-zero elements in the
vector). Please note that the matrix G′ will not be used anywhere outside the
procedure CalculateFf(i,Gi, ḡi,Xi,ch). Step 2. Determination of the vector
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of Mahalanobis distances (see e.g. [16]) m between the vector of average values
of the global features and the matrix of the global features values. It should be
noted that only the global features from the subset of features encoded in the
chromosome Xi,ch are taken into account during determination of the Maha-
lanobis distances vector m. Thus, in the further description of the method the
vector of average values of the subset of global features created by combining ḡi

and Xi,ch will be denoted as ḡ′. It will be used during determination of the value
of the vector m. Number of elements of the vector m results from the number of
reference signatures of the user i created in the acquisition phase (training) and
it is equal to J . Please note that vectors ḡ′ and m will not be used anywhere
outside the procedure CalculateFf(i,Gi, ḡi,Xi,ch). Step 3. Determination of
the evaluation function of the chromosome Xi,ch. Value of this function (denoted
as ff (Xi,ch)) is determined by averaging the values of the Mahalanobis distances
vector m.

Later in this section a detailed description of the function CalculateFf(i,Gi,
ḡi,Xi,ch) is provided.

In the Step 1 covariance matrix cov (G′) of global features encoded in the
chromosome is created. Covariance is a measure of the linear correlation between
the global features of the reference signatures of the user (and created in the
acquisition phase). Thus, the covariance matrix cov (G′) is a square matrix N ×
N , where N is a number of features. Next, values mj , j = 1, 2, . . . , J , of the
vector of Mahalanobis distances are determined using the following formula:

mj =

√
(g′ − ḡ′)T (cov(G′))−1

(g′ − ḡ′). (4)

It should be noted that for each subset of features J distances are created.
The subset of features associated with the lowest distance is the most valuable
for the user i in the training phase. In the Step 3 value of the fitness function
of the chromosome Xi,ch is determined as follows:

ff (Xi,ch) =
1

J

J∑
j=1

mj . (5)

Lower value of the fitness function means that the chromosome is "better"
(subset of global features encoded in the chromosome Xi,ch is the most charac-
teristic for the user i).

2.4 Determination of Classifier

General form of the procedure ClassifierDetermination(i,X′
i,Gi, ḡi), which

determines parameters of the our classifier, can be presented as follows:
Step 1. Determination of Euclidean distances di,n,j between each global fea-
ture n encoded in the chromosome X′

i and average value of the global feature
for all J signatures of the user i. Step 2. Selection of maximum distance for each
global feature n from distances determined in Step 1. It should be emphasized
that the maximum distance (labelled as maxdi,n) are individual for each user i.
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They will be used in the classification phase of the signature (verification of the
authenticity). Therefore, they must be stored in a database (in addition to the
parameters: vector X′

i, vector ḡi). Step 3. Computation of weights of impor-
tance wi,n, associated with the feature number n of the user i and used in the
classification phase. It should be emphasized that the weights also have individ-
ual character for the user i and they will be used in the classification process of
the signature. Therefore, they must be stored in a database. Step 4. Creation of
the flexible neuro-fuzzy system using values determined in Step 2 and Step 3.

In the Step 1 distances di,n,j between each global feature n encoded in X′
i

and average value of the global feature for all J signatures of the user i is
computed using the following formula:

di,n,j = X ′′
i,n ·

√
(ḡi,n − gi,n,j)

2
, (6)

where X ′
i,n ∈ {0, 1} is gene value of the chromosome X′

i, associated with the
feature number n. Next, maximum distance for each global feature is selected
(Step 2):

maxdi,n = max
j=1,...,J

{di,n,j} . (7)

In the Step 3 weights of importance of features wi,n for each global feature
n of the user i are determined. Weight of the global feature n of the user i is
computed on the basis of standard deviation of the global feature n of the user
i and average value of distances for the global feature n of the user i (computed
in the Step 2). This process is described by the following formula:

wi,n =

√
1
J

J∑
j=1

(gi,n − gi,n,j)
2

1
J

J∑
j=1

di,n,j

. (8)

Next, a classifier is created (Step 4). We use flexible neuro-fuzzy system of
the Mamdani type (see e.g. [50]). Neuro-fuzzy systems (see e.g. [27], [56], [60]-
[63]) combine the natural language description of fuzzy systems (see e.g. [21]-[23],
[29]-[30], [46]-[48]) and the learning properties of neural networks (see e.g. [7],
[26], [33]-[34], [39]-[40], [44]-[45], [53]-[55], [57]-[58], [66]). Alternative approaches
to classification can be found in [49], [51]-[52]. Our system is based on the rules
in the form if-then. The fuzzy rules contain fuzzy sets which represent the val-
ues, e.g. "low" and "high", of the input and output linguistic variables. In our
method the input linguistic variables are dependent on the similarity between
the global features of the test signature and average values of global features
computed on the basis of training signatures. The system uses only features se-
lected individually for the user during evolutionary selection process. Output
linguistic variables describe the reliability of the signature. In our method input
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parameters of fuzzy sets are individually selected for each user (Step 2 of the pro-
cedure ClassifierDetermination(i,X′

i,Gi, ḡi)). Please note that if training
signatures are more similar to each other, the tolerance of our classifier is lower.
The flexibility of the classifier results from the possibility of using in the clas-
sification the importance of global features, which are selected individually for
each user (Step 3 of the procedure ClassifierDetermination(i,X′

i,Gi, ḡi)).
Taking into account the weights of importance of the global features is possible
thanks to the use of proposed by us earlier (see e.g. [20]) aggregation operators
named the weighted triangular norms.

Our system works on the basis of two fuzzy rules presented as follows:

⎧⎪⎪⎨⎪⎪⎩
R(1) :

[
IF

(
dtsti,1isA

1
i,1

)∣∣wi,1AND
(
dtsti,2isA

1
i,2

)∣∣wi,2AND . . .

AND
(
dtsti,N isA1

i,N

)∣∣wi,NTHENyiisB
1

]
R(2) :

[
IF

(
dtsti,1isA

2
i,1

)∣∣wi,1AND
(
dtsti,2isA

2
i,2

)∣∣wi,2AND . . .
AND

(
dtsti,N isA2

i,N

)∣∣wi,NTHENyiisB
2

] , (9)

where (a)A1
i,n,A2

i,n, i = 1, 2, . . . , I, n = 1, 2, . . . , N , are input fuzzy sets related to
the global feature number n of the user i. Fuzzy sets A1

i,1, A
1
i,2, . . . , A

1
i,N represent

values "high" assumed by input linguistic variables dtsti,n in the test phase and
variables di,n,j in the training phase, computed using (6), both for signatures in
the training phase and the test phase. Analogously, fuzzy sets A2

i,1, A
2
i,2, . . . , A

2
i,N

represent values "low" assumed by input linguistic variables dtsti,n in the test
phase and variables di,n,j in the training phase. Thus, each rule contains N an-
tecedents. In the fuzzy classifier of the signature used in the simulations we ap-
plied a Gaussian membership function (see Fig. 1) for all input fuzzy sets. (b) yi,
i = 1, 2, . . . , I, is output linguistic variable interpreted as reliability of the signa-
ture considered to be created by the signer i. (c) B1, B2 are output fuzzy sets
shown in Fig. 1. Fuzzy set B1 represents value "high" of output linguistic variable
determining the reliability of the signature. Analogously, fuzzy set B2 represents
value "low" of output linguistic variable determining the reliability of the signa-
ture. In the fuzzy classifier of the signature used in the simulations we applied the
membership function of type γ in the rule 1 and the membership function of type
L in the rule 2. Please note that the membership function of fuzzy sets B1 and B2

are the same for all users. (d) wi,n, i = 1, 2, . . . , I, n = 1, 2, . . . , N , are weights of
importance related to the global feature number n of the user i.

2.5 Identity Verification Phase

The process of signature verification (SignatureVerification(i)) is performed
in the following way: Step 1. Acquisition of test signature of the user which is
considered as user i. Step 2. Download of information about selected features of
the user i (X′

i), average values of this features computed during training phase
(ḡi) and classifier parameters of the user i from the database (maxdi,n, wi,n).
Step 3. Determination of values of global features which have been selected as
the most characteristic for the user i in the training phase. Step 4. Verification
of the test signature using one class flexible neuro-fuzzy classifier.
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Fig. 1. Input and output fuzzy sets of the flexible neuro-fuzzy system of the Mamdani
type for verification signature of user i

In the Step 1 user which identity will be verified creates one test signature. In
this step user claims his identity as i. Next, information about selected features
of the user i (X′

i), average values of this features computed during training phase
(ḡi) and parameters of the classifier of the user i created during training phase
(maxdi,n, wi,n) are downloaded from the database (Step 2). In the Step 3
system determines global features of the test signature. Finally, verification is
performed using flexible one-class neuro-fuzzy classifier of the Mamdani type
(Step 4). A signature is true if the following assumption is satisfied:

ȳi =
T ∗

{
μA1

i,1
(dtsti,1) , . . . , μA1

i,N
(dtsti,N ) ;wi,1, . . . , wi,N

}
⎛⎝T ∗

{
μA1

i,1
(dtsti,1) , . . . , μA1

i,N
(dtsti,N ) ;wi,1, . . . , wi,N

}
+

+T ∗
{
μA2

i,1
(dtsti,1) , . . . , μA2

i,N
(dtsti,N ) ;wi,1, . . . , wi,N

}⎞⎠ > cthi,

(10)
where (a) T ∗ {·} is the algebraic weighted t-norm (see [50]), (b) μA (·) is a Gaus-
sian membership function, (c) μB1 (·) is a membership function of the class L,
(d) μB2 (·) is a membership function of the class γ, (e) ȳi, i = 1, 2, . . . , I, is the
value of the output signal of applied neuro-fuzzy system described by rules (9).
Detailed description of the system can be found in [9], [20], (e) Formula (10)
was created by taking into account in the description of system simplification
resulting from the spacing of fuzzy sets, shown in Fig. 1. The simplifications
can be described as follows: μA1

i,n
(0) = 1, μA1

i,n
(maxdi,n) ≈ 0, μA2

i,n
(0) ≈ 0,

μA2
i,n

(
maxd

{s}
i,n

)
= 1. Detailed information about the system described by the

rules in the form (9), which allow to easily derive the relationship (10) on the
basis of the above assumptions, can be found e.g. in [9]-[10], [20], (f) cthi ∈ [0, 1]
- coefficient determined experimentally for each user to eliminate disproportion
between FAR and FRR error (see e.g. [65]).
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3 Simulation Results

Simulations were performed using SVC 2004 public database (see [65]). During
the simulations the following assumptions have been adopted: (a) population
contains 100 chromosomes, (b) algorithm stops after the lapse of a determined
number of 1000 generations, (c) during selection of chromosomes tournament
selection method is used, (d) crossover is performed with probability equal to
0.8 at three points, (e) mutation is performed for each gene with probability
equal to 0.02. Details concerning the interpretation of these parameters can be
found, among others, in [50], [59].

The database contains 40 signers and for each signer 20 genuine and 20 forgery
signatures. The test was performed five times, every time for all signers stored
in the database. In training phase 5 genuine signatures (numbers 1-10) of the
signer were used. During test phase 10 genuine signatures (numbers 11-20) and
20 forgery signatures (numbers 21-40) of each signer were used. Simulations were
performed in the authorial environment implemented in C#.

During simulation we tested three methods of verification based on global
features. The one of them was our method described in this paper. Results of the
simulations are presented in the Table 1. The table contains values of FAR (False
Acceptance Rate) and FRR (False Rejection Rate) errors which are commonly
used in the literature to evaluate the effectiveness of identity verification methods
(see e.g. [18], [25]).

Moreover, in Fig. 2 information on the frequency of selection of individual
features are presented. Each sample in the graph refers to the global feature of
the signature and it is a percentage value of the frequency of the feature selection
in the context of the 40 users.

Table 1. Results of simulation performed by our system

Method Average Average Average
FAR FRR error

PCA using random subspace [35] 25.75 % 24.60 % 25.18 %
Evolutionary selection with PCA [67] 23.87 % 22.65 % 23.26 %
Our method 16.69 % 13.18 % 14.94 %

Conclusions of the simulations can be summarized as follows: (a) The accu-
racy of our method is higher in comparison to the methods described in [35] and
[67]. The method proposed in this paper works with clearly greater accuracy
for considered database SVC 2004. (b) Before carrying out the simulation we
expected that in the process of evolutionary selection of features some of them
may be chosen more often than others in the context of all users. However, it
turned out that none of the features had not dominated the others. This may
indicate that the most important in the context of identity verification of the
user are sets of features (combinations of features), not their individual features.
In addition, it can be seen that the five features have never been selected in the
process of evolution.
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Fig. 2. Percentage frequency of selection of the global features of the signature for
users from the database SVC2004

4 Conclusions

In this paper a new method for dynamic signature verification based on global
features is presented. The method assumes selection of the subset of global fea-
tures from a large set of the features. This process is performed using evolution-
ary algorithm. Its application was made possible by a well-defined evaluation
function, which takes into account the diversity of values of the reference sig-
natures for each user and does not require any signatures of other users. The
features are selected individually for each user. It is worth noting that during the
selection of features none of them clearly dominates the other, what may indicate
that the most characteristic for the user are individual combinations of features,
not individual features. The achieved accuracy of the signature verification in
comparison with other methods proves correctness of the assumptions.
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Abstract. In the present paper we investigate the failure probability of
the asynchronous gathering task in a mobile robot swarm that contains
weak robots (oblivious, with limited visibility, without global navigation
and communication). We are modelling fat robots, which are represented
as solid discs. We performed numerous computer simulations in order to
measure the rate of failure of gathering using extended Ando’s gather-
ing algorithm [1]. The physical parameters of the simulations are based
on our previous experiments on image processing based kin recognition
method using Surveyor SRV-1 robots [11] [12]. It was obtained that the
computational time and the travelling speed of the robots affect very
strongly the rate of gathering success. If we apply SRV-1 robots with the
referred kin recognition method and highest possible travelling speed,
then the rate of failure is very close to 100 percent. While, reducing the
travelling speed with a factor of 1/20 (or increasing the computational
performance to 20 times the original) results in much better success rates
of gathering. Besides, we have found that the failure rate increases to-
gether with the number of robots.

Keywords: mobile robot swarm, gathering problem, asynchronous
gathering.

1 Introduction

Gathering of an oblivious robot swarm on an obstacle-free plane without global
navigation and common coordinate system is a basic and important problem of
swarm intelligence. However the solution of this problem is far from trivial; there-
fore, it roused high attention in the last decade. In an early stage the problem
was split into synchronous and asynchronous cases [5], where the synchronous
problem is defined as the robots do they acts (Look, Compute, Wait and Move)
synchronously together, while in an asynchronous case it is not supposed. It was
shown that the asynchronous problem is not solvable [2], [7]; therefore it was
necessary to introduce a weaker version of the problem when we require not
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gathering in a single point but that the diameter of the area enclosing all of the
robots tends to zero with the increasing time. This weaker problem (let us call
it convergence) is solvable simply by the so called Center Of Gravity (COG)
algorithm, where each robot goes to the momentarily detected center of gravity
of the swarm.

The applied mathematical models can be qualified also from the point of view
of being rather idealistic or realistic. In the earlier publications the robots were
modeled by mathematical points with unlimited visibility [7], [8], [3]. Later the
model of the gathering problem was modified to be more realistic: the robots
had limited visibility i.e. they could discover kin robots being closer than a
visibility radius [1], [4], [6]. A well usable algorithm for the synchronous limited
visibility problem was proposed by Ando et al. [1]. The two basic elements of
their algorithm were that in a step cycle each robot starts forward the center
of the smallest enclosing circle (SEC) of the neighboring visible robots; and
this movement is limited so that any of the visibility contact do not brake. An
asynchronous limited visibility problem was solved by Flocchini et al. with an
additional compass sensor for each robot i.e. the robots were able to agree on a
common global direction [4].

Prencipe has shown that in the case of limited visibility the asynchronous
problem cannot be solved, because the splitting of the originally connected visi-
bility graph can happen. (The nodes of the visibility graph are the centers of the
robots and an edge of this graph means that the two connected robots are seeing
each other.) In their work they introduce a simple example for this split-up [7].

Considering this, we can say that any gathering algorithm in an asynchronously
working swarm with limited visibility and without global navigation tools may
fail. In the present work we investigate the probability of such a failure. Besides
we try to give a quantitative picture about how this failure probability is affected
by number, the density and the computing times of the robots. These questions
are seems to be very important from a practical point of view, since the imple-
mented robot swarms have limited visibility and they cannot be equipped with
global navigation and synchronization in every cases. Regarding the computing
times of the robots, we use our earlier work on visual neighbor discovering in a
robot swarm consisting of Surveyor SRV-1 robots as reference [11], [12].

Another step towards the realistic models is to work with no point-like but
”fat” robots, where all of the robots are supposed to be solid discs on a plane
with radius Rs. This modification of the problem has serious consequences: it is
impossible to gather in a single point, so the original purpose should be modified.
Another problem is that the robots now can hinder or totally block the movement
of each other; moreover, this is true for the visibility too, since the robots are
not transparent in a realistic case.

How should we define the gathering in the case of the fat robots? Czyzowicz
et al. [9] defined the gathering so that

– the contact graph of the disks are connected, and
– each robot sees all of the others.
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(The contact graph contains the center of the disks as vertices, and two vertices
are connected if and only if the two disks are in contact.) Starting out from
this definition, they solved the gathering problem for at most four robots. It is
obvious, however, that the condition of seeing the other robots at the gathered
position cannot be satisfied if there are many robots in the swarm. Therefore,
in the present work, we define the minimum requirement of gathering as the
connectivity of the contact graph.

In the present paper we apply computer simulation of a swarm of non-
transparent ”fat” and oblivious robots working asynchronously and having lim-
ited visibility; and our aim is to obtain the splitting probabilities mentioned
above. We use Ando’s SEC based gathering algorithm. We also apply the mod-
ification of the basic algorithm proposed by us in an earlier work [10] to be
applicable for fat robots. In Sections 2 and 3 we give the details of the computer
simulations. In Section 4 the results are introduced, and in the last section we
conclude.

2 Detecting Swarm Members

In order to detect other swarm members from an observer robot using our kin
recognition method [11] [12] is assumed in the simulations. This algorithm is
based on image processing in the frequency domain, which is responsible for
detecting swarmmembers, where each robot is equipped with a repeating texture
pattern. The captured images were sampled by fixed number of pixel-columns.
The applied repeating texture pattern produces a peak in the frequency domain
if the sampled pixel-column is part of the pattern, and this is the basis of the
kin-recognition. For more details of our swarm member recognition method see
[11] [12].

In the present work we assume that each swarm member is equipped with
an omnidirectional visual perception system which is able to get a 360 degrees
panoramic view. In [11] [12] we used VGA quality (640 × 480 pixels) images,
which are processed by the robot itself. The camera view angle of Surveyor SRV-
1 robot is 66.4 degrees, but in this case an omnidirectional camera is assumed
on the robots thus a capture frame contains 3470 × 480 pixels approximately.
Our kin recognition method [11] [12] works reliably up to a distance of 300cm,
so the visibility limit is V=300cm. The SRV-1 robot radius is 6cm and it has
got 40cm/sec maximum speed. The total processing time (T ) of an image-frame
with our robot recognition algorithm consists of the following terms:

T = th + t0 +

N∑
i=1

ti(di). (1)

where th is the image processing time of the sensor and the attached hardware,
t0 is the image processing computational time of an image without kin robots.
Therefore, if there are no robots on the image only the hardware time (th) and t0
are needed to process the whole image. The presence of the ith kin robot in the
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picture contributes to T with the term ti(di), where di means the distance of ith
neighbour from the observer robot. HereN is the number of the visible neighbors.
If a robot is located close to the observer, it occupies larger area in the image
and requires more computation time than of a robot farther from the observer.
In other words, the case when a robot has numerous neighbours and they are
located close, the current robot requires more computational effort, which means
it has a slower reaction to its environment. The defined T computation time is
considered to be the Look phase in the Wait-Look-Compute-Move cycle.

There is a linear relationship between the reciprocal of di and the number
of columns is generated by the pattern in the image plane, and ti is supposed
to be proportional to the number of these columns. Therefore the relationship
between di and ti should be:

ti ∼ 1/di. (2)

Numerous experiments were done in order to justify the relationship above and
to obtain the coefficient between ti and 1/di. Figure 1 shows the experimental
results for distances of 50cm up to 300cm marked with continuous line, and the
approximated line is marked with dashed line. The coefficient in question is given
by the slope of the approximated line (slope = 2.69E-04).

Fig. 1. Relationship between the distance from observer robot and the required
computational time
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3 Generating Initial Position

The initial positions of the robots are generated in a square area by a uniform
random generator with the spatial density of 1/9 robots/m2. Using this density
value resulted average robot-robot distance close to the visibility radius. After
this generation, the largest connected visibility graph is chosen to perform the
gathering experiment. The robots in this graph are considered to form the gath-
ering swarm, and the other robots are discarded. Figure 2 shows an example for
a random initial position of the robots, where the edges of the largest connected
visibility graph are drawn.

Fig. 2. Generated robot initial positions and the selected largest visibility graph

Due to this method the number of the robots in the swarm (N) is not deter-
mined a priori, but a random value in each experiment. In order to obtain the
effect of N on the splitting probability we defined 9 intervals of N with equal
width of 5. These are the following: [5..9], [10..14], [15..19], [20..24], [25..29],
[30..34], [35..39], [40..44], [45..49]. We generated 100 different initial visibility
graphs for each interval of N .

4 Asynchronous Gathering Experiments and Results

As it was mentioned in the introduction we supposed asynchronously working
oblivious robot swarm with limited visibility (V ) and with robot radius Rs.
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The applied Ando’s gathering method [1] was extended with a tangential move-
ment of the robots, which was responsible for solving the blocking problem
when a robot is prevented by another robot (This problem rises because of
the fat robot representation.) [10]. Altogether 3600 experiments were performed
with our MATLAB simulation program with the above described initial posi-
tions and for four different computational performances of the robots hardware.
So, 900 experiments were done with the 900 initial positions for each specific
computational performance. We determined the frequency of splitting of visibil-
ity graph, and we obtained an estimation of the probability of swarm splitting
according to the number of robots and for lower and faster computational
performance.

We denote the computational performance of the Surveyor SRV-1 robot by
T 1. This means that if a robot hardware has computation performance T 1 then
its th, t0 and ti(di) values are the same as those of the SRV-1 robot with our
image processing algorithm. As it was mentioned above we introduced three
other (faster) computational performances, which will be denoted by T 2, T 3
and T 4. T 2 performance is defined so that its th, t0 and ti(di) values 1/5 times
of those of T 1 i.e. T 2 is five times better than T 1. This factor in case of T 3 and
T 4 are 1/10 and 1/20, respectively. With the help of T 2, T 3, T 4 we obtain a
picture about that how the computational performance affects the probability in
question. These performances should be considered together with the travelling
speed of robots, since the ratio of the typical Look time and the travelling speed
of robot is important. That is, computational performance T 1 together with 1/5
times of the maximum travelling speed produces the same results as T 2 with
maximum travelling speed. In our simulations we applied maximum travelling
speed of SRV-1 in each case.

We defined two stopping conditions: the one when the swarm is gathered
(contact graph is connected); and the other when the visibility graph is split.
All units in the swarm repeats the Wait-Look-Compute-Move cycle until one of
the stopping conditions is satisfied.

The measured rate of splitting of the visibility graph for different robot num-
bers and computational performances can be seen in Table 1 and it is visualised
in Figure 3. It can be seen that in case of T 1 performance and maximum trav-
elling speed the splitting rate is 1.00 or very close to 1.00. That is, with these
parameters the gathering will almost surely fail. If we suppose higher computa-
tional performances (or slower travelling speeds) the success rate becomes much
better. It is also seen that the splitting rate increases fast with the number of
the robots in the swarm. This is not a surprising behaviour because the splitting
probability should be higher if there are higher number of visibility links in the
graph. If we apply T 4 computational performance (or 20 times slower travelling
speed) then the success rate can be evaluated as quite good: for robot numbers
under 20 it is above 97 percent.
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Table 1. Experimental results

Rate of splitting
Interval T1 T2 T3 T4

[5..9] 0.99 0.14 0.04 0.01
[10..14] 1.00 0.20 0.04 0.01
[15..19] 1.00 0.57 0.16 0.03
[20..24] 1.00 0.79 0.25 0.02
[25..29] 1.00 0.84 0.32 0.07
[30..34] 1.00 0.97 0.39 0.15
[35..39] 1.00 0.96 0.43 0.11
[40..44] 1.00 1.00 0.70 0.16
[45..49] 1.00 1.00 0.50 0.21

Fig. 3. Rate of splitting of the visibility graph for different robot numbers and
computational performances

5 Conclusions

Computer simulations above show that:

– the frequency of failure of asynchronous gathering task increases with the
number of robots in the swarm;

– the frequency of failure decreases quickly together with the increasing com-
putational time (or with the travelling speed of the robots);

– it can be suspected that the failure probability will be 0 if time of the Look
phase is 0 (which is not proved yet theoretically).
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Abstract. Smart lighting systems considered as context-awareness sys-
tems are challenging. The use of advanced technology for street lighting
allows to achieve a number of potential benefits of improving the efficiency
of lighting, enhance the ability to monitor and control street lighting. A
context-aware based system in architecture for street lighting control deal-
ing with intelligent software applications in pervasive computing has been
proposed. Some diagrams in the UML language are extended by some ele-
ments of the CML language in order to provide possibilities to design and
verify behaviour of context-aware-based systems.

Keywords: Smart lighting, system architecture, pervasive computing,
Ambient Intelligence, context-awareness, Context-Modeling Language,
activity diagrams.

1 Introduction

Conventional street lighting systems are extremely uneconomical. In most of the
areas lighting system is adjusted online at regular intervals of time irrespec-
tive of the seasonal variations. The street lights are simply switched on in the
afternoon and turned off in the morning. For example in areas with a low fre-
quency of passersby lamps are online most of the night without purpose. The
consequence is that a large amount of power is wasted meaninglessly. There are
several kinds of solutions for a better fit to the actual lighting needs. Firstly,
they recommended the application of improvements in light technology (e.g. the
usage of light-emitting diodes (LED) instead of common light bulbs), and sec-
ondly, they introduce an efficient, user-centered street lamp switching system.
Agent technologies are developing dynamically. Intelligent agents are software
entities composed of three important features: autonomy, reactivity, and com-
munication ability. The agents’ distributed structure seems to be particularly
suitable for complex and smart lighting systems.

In this paper, we propose a context-aware based system architecture for street
lighting control dealing with intelligent software application in pervasive/
ubiquitous computing. These computing entities are expected to be context-aware
so that they can perceive and anticipate the needs of users and act pro-actively in
advance by amending its behavior based on the changing contexts. The context-
aware applications, i.e. applications demanding the contextual information from
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the environment, may not have prior knowledge about context which is gathered
during the operation of a system. Thus, context-aware systems determine which
system rules aremost relevant in a particular context. Theymay be determined by
environmental conditions and knowledge of the users behavior, as well as the his-
tory or users preferences. The contribution of the work is a complete architecture
of smart outdoor lighting as well as rules for development of context-awareness
software systems. Some diagrams of the UML language are extended by some el-
ements of the CML language in order to provide possibilities to design behaviour
of context-aware-based systems.

2 Related Works

Research in user/context-sensitive street lighting can be subdivided into the two
major fields: street lighting control and context-aware design application. The
compatibility and interoperability of new systems with existing (inflexible, cen-
tral controlled) infrastructure is in the center of research [18,14]. An outdoor
lighting optimization is presented in [9]. A highway tunnel lighting case is being
discussed. The tunnel is equipped witch vehicle and luminance detectors. There
are also some luminance requirements given to comply with safety regulations.
In [17] authors focuse on the control issue. One of the main problem is com-
plexity of control algorithms related to the size of state spaces depending on
working parameters and environments conditions. They proposed formal way
by using decomposable graph representation of the environment under control
and multiagent system deployed on it. With regard to steer-by-wire systems,
the research focus is on the improvement of communication between substa-
tions or communication nodes (here: street lamps or groups of street lamps)
by means of “PowerLineCommunication” (PLC) [4,16]. As a steer-by-wireless
means of communication, the research is centered on the classical mobile-radio
communication techniques global system for mobile (GSM), general packet radio
(GPRS), and complemented by ZigBee [3,5,10]. Work [13] reports on research
using ZigBee as an alternative option to PLC for single groups of street lamps.
Their work is focused on error detection like short circuits that cannot be de-
tected by PLC. Work [10] stated that ZigBee is an important (the optimum)
communication technology for this kind of applications and investigates the spe-
cial requirements for efficient routing algorithms to cope with difficulties with
radio transmission caused by buildings. Most approaches combine different com-
munication technologies within a system and mostly GSM or GPRS is used for
the communication between base station and substations, while PLC or radio
technology like ZigBee is used for data exchange between substation and the
end points (street lamps) [3]. In computer science context awareness [20] refers
to the idea that computers can both sense, and react based on their environ-
ment. Devices may have information about circumstances under which they are
able to operate and based on rules, or an intelligent stimulus, react accordingly.
The term context-awareness in ubiquitous computing was introduced by Schilit
[15]. Context aware devices may also try to make assumptions about the user’s
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current situation. Dey and Abowd [7,6] define context as “any information that
can be used to characterize the situation of an entity”. Recently, a great deal of
research on intelligent home environment and context-aware architectures has
been done. In [19] they have proposed a design for automatic room light detec-
tion and control, according to the type of a room, the light controls the light
using a fixed threshold value resulting in inefficiency through this system con-
trols. Work [2] proposed a self-adapting intelligent system used for providing
building control and energy saving services in buildings.

3 Outdoor Lighting System – Problems and
Requirements

“Intelligent street lighting” includes the entire system with advanced lighting
control solutions, control algorithms, communication systems and administrative
tools for software systems. The solution focuses on low energy consumption and
high functional standard. It also automatically declines the maintenance costs
for the operator in combination with increased safety for the street user. Streets
or roads equipped with such a solution dynamically adapts the street lighting
performance according to the actual needs for the given period of time on the
road. Typically it will lead to a lowered lumen output from the lamp during good
conditions, when low traffic volumes or low average speed appears in combination
with non-foggy weather. This is also be in the case if the surface is covered with
snow.

Modern smart lighting system must fulfil some requirements.

1. Requirements regarding domain the lighting system
– Suburban areas with low-pedestrian and traffic movement are considered.
– System covers a large area often with different weather conditions.
– Outdoor lighting system consists of architecture space, light points and

sensor devices.
– There are a lot of light points and various types of sensors and detectors.
– Each lamp in the system is to have a unique identifier that allows the

monitoring of its work, and precise control.
– Allows two-way communication to each luminaire.
– Some environment factors are considered: natural lighting, weather con-

ditions (rain, snow, fog), time (time of the day, working days), traffic,
social events etc.

2. Management of control lighting system requirements
– Centralized installation, low maintenance and control cost.
– Seamless integration with existing IT systems (billing, GIS, maintenance,

etc).
– Open and interoperable communication protocols.
– Management over each individual light provides granular control and

features such as: basic switching (on/off), dimming, alarms (lamp fault,
lamp flickering, end of life, brown out), full electrical measures (main
voltage, lamp voltage, active power), energy consumption monitoring
and calculations.
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The use of advanced technology for street lighting allows to achieve a number
of potential benefits of improving the efficiency of the lighting, enhance the
monitoring ability and control street lighting.

4 Proposal of the System Architecture

Due to the requirements defined in Section 3, which define the basic design as-
sumptions, the concept of a hierarchical control system is proposed. It comprises
a central processing unit monitoring and controlling the operation of the sub-
control arranged on a dedicated intermediate area. The number and localization
of intermediate units depends on the topology of the lighting network. Fig. 1
presents the general concepts of architecture.

Research in context-awareness can be classified [20] into the following four pri-
mary areascontext acquisition, context storage, context modeling, and context
reasoning. Context acquisition is the process of collecting raw context data from
various context sources. Raw context data can be collected either from a single
sensor node, or by aggregating context data available from multiple sensor nodes.
The collected context data then needs to be stored for further processing. The
raw context tends to be noisy and inconsistent, which calls for proper context
pre-processing, inconsistency detection and resolution mechanisms. After pro-
cessing, context is represented using particular pattern or design descriptions,
called context models. Many layered context-aware systems and frameworks have
evolved during the last years. The following layered conceptual architecture, as
depicted in Fig. 2, augments layers for detecting and using context by adding
interpreting and reasoning functionality [6,7].

The first layer consists of a collection of different sensors. It is notable that
the word “sensor” not only refers to hardware but also to every data source
which may provide usable context information. The second layer is responsible
for the retrieval of raw context data. It makes use of appropriate drivers for

Fig. 1. Overview of the outdoor lighting system
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Fig. 2. Layered conceptual framework for context-aware systems

physical sensors and APIs for virtual and logical sensors. The Preprocessing
layer is not implemented in every context-aware system but may offer useful
information if the raw data are too coarse grained. The preprocessing layer is
responsible for reasoning and interpreting contextual information. In context-
aware systems consisting of several different context data sources, in this layer
the single context information can be aggregated to high-level information. A
single sensor value is often not important to an application, whereas combined
information might be more precious and accurate. The fourth layer, Storage and
Management, organizes the gathered data and offers them via a public interface
to the client. The client is realized in the fifth layer, the Application layer. The
actual reaction on different events and context-instances is implemented here.

Based on the presented reference architecture we propose a new solution. Our
system is divided into a gathered data layer, control layer and application layer
presented in Fig. 3. In our propose, layers 2-4 from reference architecture are
implemented in sub-control component. The gathered data consist of sensors,
personal devices and lamps. Today there are two basic ways to communicate
between luminaires and the power supply cabinet where the segment controller
is build in PLC (power line communications) or RF (radio frequency). The use
of RF is in some instances implemented but with limited success. The common
way to communicate in Street Lighting is by using the existing power cables
between the luminaire and the power supply cabinet. Sensors monitor real-time
data of environment factors (location, humidity, temperature, light etc). Segment
Controler first retrieves context data directly or indirectly from sensors, which
are grounded in the physical environment.

To easily understand and deal with this, the context is divided into three
categories: lamp context, user context and environmental context. Lamp context
is the description of a single lamp. The lamp context is mainly composed of light
point identity (such as ip and geographical location) and its parameters. The
parameters include pole height, overhang, angles, dimming etc. A key element
is a proper representation of the problem, in terms of search space, to find an
optimized set of prameters, under given circumstances. Environmental context
described in this paper includes current time (morning or night, weekday or
weekend) and the surrounding environment (temperature, humidity, etc). User
context is then using pedestrian in lighting system who has a PDA (for example
mobile telephone) and allow an explicit identification of the user). Then user
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Fig. 3. Logical architecture of the Smart Lighting System

context consist of information about the user (localization and his preferences
for example default road to home etc.). The main component in that level is
Context Manager which analyzes different information coming from different
sensors and then extractors and parsers where possible (depicted in Fig. 3) to
extract content of the environment.

Context-aware computing allows to detect specific conditions requiring some
adaptation action. As can be seen in Fig. 3 we use multiagent approach to execute
control task in Lighting System. There are following types of agents:

– Lamp agent - located over lamp driver. This agent keeps direct control via
lamp driver over lamp behavior. It also transmits all exploitation/diagnostic
data from lamp driver.

– Sensor agent - collects sensor data and sends them to Segment Controller.
– User Agent - sends data from personal devices to Segment Controller.
– Light Agent - manages a set of individual light point via lamp agent. The

control tasks are delegated to this light agent from decision-making agent.
– Decision-Making Agent - main control agent in Segment Controller. It is

responsible for creating light agent to react on specific context changes re-
ported by the local context manager and sending to him control data for
controlled area.
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– Context Interference Agent - communication agent to sending/receiving data
from central unit.

– Intelligent Agent Platform – main agent in central unit. This calls for context
integration and context abstraction methods. Context integration concerns
the extraction of the most accurate context from a number contexts from
other sub areas. Context abstraction or context reasoning allows to derive a
higher-level application-relevant context from number of lower-level context
data from segment Controller.

In our approach each point can be managed, controlled separately to provide
optimization of the entire grid according to the pissible choosen criteria. De-
signing a decision-making criteria is one of the main tasks in a context-aware
system. It is possible to make decisions on-line or off-line. In the first way the
decision agent uses optimization algorithm that calculates optimal control to all
points of light in selected areas. In the second way the administrator prepares a
static rule table. The rule table consists of profiles. A profile defines a mode of
operation for lighting grid for a particular purpose. It provides behavioral model
under certain circumstances precisely defining the lighting conditions. Choosing
a profile can depend on such factors as natural lighting, weather (snow, rain,
frog) time (time of day, working days), social events, energy shortage, traffic
etc. Since some profiles might depend on subsume each other, they can form
hierarchy. There are major profiles defining lighting conditions for regular and
emergency operations.

Case Study. Consider the behavior of our system illuminating the sharp curve.
In Fig. 4.a we have a car approaching to the curve. There are people behind the
curve. People and the car are detected by sensors. Depending on information
about the weather and lighting conditions system for safety turns on all the lamps
on full effect. Similar situation takes places in Fig. 4.b. We have only one car.
In that situation system turn on only same of the lamps. The decision depends
on identification of environment state and assigned to him defined context rules.
In Fig. 4.c the system selects all lamp but all are dimmed in about 50 percents.
It enough for the comfort of the pederasties. When road is empty the system
switches off all the lamps to save energy consumption – Fig. 4.d.

5 Context Modeling and Reasoning

Issues to the modeling of context-awareness systems are discussed in this Section.
They include the extension of the UML language with some aspects of the CML
language for context modeling, as well as the possibilities of formal correctness
analysis of behavior of the so obtained software models.

Pervasive computing or ubiquitous computing can be understood as existing
or being everywhere at the same time, assuming the omni-presence of computing
providing strong support for users/inhabitants. Because of the pervasiveness of
considered lighting technologies, one uses them without thinking about them,
making the technology effectively invisible to the user. Context-awareness and
context modeling are some of the crucial aspects of pervasive systems.
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Context-awareness is an important component of today’s most pervasive ap-
plications which behaviour is characterized by the interpretation logic that is
embedded inside these applications. This type of computing assumes transfer
of contextual information among pervasive applications. A context is conditions
and circumstances that are relevant to the working system, where the physical
world creates a context. This physical world is a typical street lighting system for
a rural or suburban environment. The physical world and the context-awareness
software constitute the smart and energy efficient lighting system. The traffic
involves both vehicles and pedestrians. Context model creates different types of
sensors which are distributed all over the considered area. Smart street lighting
is controlled by intelligent software which is context-aware and pro-active. Dis-
tributed sensors constitute a kind of eyes for software systems. These ideas also
refer to the concept of Ambient Intelligence (AmI), i.e. electronic devices that are
sensitive and responsive to the presence of humans/inhabitants. Context-aware
system is able to adapt their operations to the current context without explicit
user intervention. It follows that it requires special treatment when modeling
software.

Context-Modeling Language CML, e.g. [1], is a language designed for modeling
context information. It provides a graphical notation that allows analysing and
formally specifying the context requirements. The context model contains fact
types, i.e. shared context, to capture dependencies between them and capture
histories for certain fact types. CML also enables modeling context-dependent
preferences expressed in terms of these situations. CML is suitable for a variety
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of context-aware applications and allows to capture: activities in the form of fact
types, associations between users and devices, and locations of users and devices.
CML is a graphical language, e.g. boxes, the examples of which are shown in
Fig. 5, denoting a role played by object types within a fact type.

The fundamental lack of the CML language is that it does not allow to take
into account the behavior of a modeled system, i.e. dynamic aspects of a system
are not considered. On the other hand, UML, i.e. the Unified Modeling Language,
which is ubiquitous in the software industry can be a powerful tool for the
requirements engineering process and software modeling. Thus, the extension of
the UML diagrams with some elements of CML is proposed at the work. Activity
diagrams enable modeling the workflow activities, i.e. modeling sequence, choice,
iteration and concurrency for workflows. The swimlane is useful for partitioning
the activity diagram and enables to group the activities in a single thread. The
important goal of activity diagrams is to show how an activity depends on others.
The example of the activity diagram extension through introduction of the CML
elements is shown in Fig. 5. The diagram contains three swimlanes managed by
three objects o1, o2 and o3, respectively. These objects perform activities. Some
activities refer to some fact types. To give an example, the “presence” fact type
contains two roles, one played by the vehicle object type and the other by the
traffic-sensor object type. Fact types, associated with the activities, marked on
the diagram as dependencies, model the behavior of objects, e.g. sensors, vehicles,

CheckSensors

LightControl

TrafficControl

traffic sensorvehicle

presence

moonlight light sensor

lighting level

Collecting

o2:TrfMngmt o3:LghMngmto1:SensMngmt

o2 [state: Active2]

o3 [state: Active3]

Fig. 5. A modified activity diagram for context-aware models
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etc. In addition to the above, the flow of the object is presented. It allows to
show the change of states of corresponding state machines for objects. To give an
example, after the execution of the “TrafficControl” activity, the state machine
for object o2 reaches the “Active2” state.

State diagrams allow an abstract description of the behavior of a system,
i.e. can be used to graphically represent finite state machines. State machines
consists of states and events. A state can consider all possible event sequences
and capture only the relevant ones. The simple examples of state machines are
shown in Fig. 6. They refer to objects o2 and o3, respectively. To give an example,
after the “traffic-sensor” finds the presence of vehicle, the “TrfSignal” signal is
generated and constitutes an event for the considered state machines, i.e. it
allows to reach the new state “Active2”.

Idle2

Active2

Idle3

Active3

Fig. 6. Two sample state diagrams

The verification of context-aware system is another important aspect. Formal
methods enable precise formulation of important artifacts arising during software
development and help to eliminate ambiguity. Deduction-based verification en-
ables the analysis of infinite computation sequences. One important problem of
the deductive approach is the lack of automatic methods for obtaining logical
specifications considered as sets of temporal logic formulas. The need to build
logical specifications manually can be recognized as a major obstacle to untrained
users. Work [11] discusses possibilities of obtaining logical specification under-
stood as set of temporal logic formulas, e.g. [8], from the UML activity diagrams.
A method and algorithms for automating the generation of logical specifica-
tions based on predefined workflow patterns for activity diagrams are proposed.
For example, for diagram shown in Fig. 5 logical specification should contains
the following formulas: CheckSensors ⇒ ♦TrafficControl ∧ ♦LightControl,
¬CheckSensors ⇒ ¬(♦TrafficControl ∧ ♦LightControl), TrafficControl ∧
LightControl ⇒ ♦Collecting, ¬(TrafficControl ∧ LightControl) ⇒ ¬♦Col −
lecting,�¬(CheckSensors∧(TrafficControl∨LightControl)),�¬((Traffic−
Control∨LightControl)∧Collecting), �¬(CheckSensors∧Collecting). A com-
plete deduction system which enables the automated and formal verification
of software models has been introduced. Another type of diagrams considered
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for obtaining logical specifications are state diagrams, c.f. work [12]. For ex-
ample, for Fig. 6 logical specification should contains among other formulas:
TrfSignal ⇒ ♦Active2 or LghSignal ⇒ ♦Active3. Gathering all temporal
logic formulas for logical specification, properties of software models can be ver-
ified. Liveness and safety are a standard taxonomy of system properties. More
detailed discussion and an example contains work [11].

6 Conclusions

The work proposes a context-aware architecture for smart outdoor lighting sys-
tems. Some diagrams of the UML language are extended by some elements of the
CML language in order to enable developing behaviors of pro-active and context-
aware systems. Developing such a system is challenging as pervasive/ubiquitous
computing. Some aspects of the formal verification of behaviour for software
models are briefly discussed. The research has thrown up many questions in
need of further investigation. Future research should discuss other details of such
modern and energy-efficient systems. The next research step may also involve a
detailed case study.
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Abstract. The important aspect of performance of a multi-agent sys-
tem deployed in highly non-homogeneous environment is ensuring data
confidentiality. In such an environment each agent resides in its local
ecosystem characterized by its own data structure and semantics. More-
over agents may also extend their knowledge by sending appropriate
queries to other agents. Thus a knowledge diffuses through the system
so it may cause unauthorized data accesses. In this article we propose
the run-time method of discovering such data leaks and the method of
preventing such events.

Keywords: multi-agent system, data confidentiality, graph, distributed
system, data leaks.

1 Introduction

Distributed environments operating on huge-volumed and complex structured
data impede information processing and preserving its consistency. Such systems
may include a range of entities like telecom operators, population databases, gov-
ernment agencies, hospitals, insurance agencies and so on. Among the problems
which each information system operating in such environment has to face is
ability of collecting a consistent set of data relevant to partial information given
as an input. Moreover, a process of gathering required data is a subject to re-
strictions related to confidentiality policies corresponding to data maintained by
particular organizational units.

This paper deals with an approach using a graph based knowledge represen-
tation of data gathered by entities. It does not assume a particular type of graph
structures, the data can be based on simple graphs, nested graphs, hypergraphs
[2] or RDF graphs.

A problem of distributed graph has already been researched in other context
where a cooperation and communication between systems was tackled [3,4,5,6].
Previous approach to solving the problem of cooperation strategy in context of
design problems is presented in [9,10,11,12,13,16].

In this paper we take a different approach. Each entity is treated as an agent
and the system communication is realized by passing messages between pairs of

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 269–277, 2014.
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agents, while keeping track of the original owner of the data (information) and
providing means to prevent data leaks or passing them to unauthorized agents
(entities).

2 Agent’s Knowledge Representation

A knowledge present in the considered system is distributed: particular agents
possess its fragments which have separate structures and content (although it
is admissible that some data may partially overlap). For this reason we aim at
enabling communication and consistent data exchange in such a heterogeneous
graph-based multi-agent system.

As an agent’s local knowledge has a structure which may be defined using
RDF scheme or other similar approach, it may be easily represented by means
of a graph as well. Thus we can think about the agent’s knowledge as of a
graph storing data. Having in mind that data are distributed and non uniformly
structured, it should be remarked the global knowledge is represented by a set
of agent-specific graphs (hypergraphs). Figure 2.2 shows the sample agent level
graph G representing the structure of a driving license data record.

Fig. 2.1. Data publication models

An agent supplies parts of stored data in a response for queries sent by other
agents. The word part may be understood twofold: as a selection of particular
database records (in complete form) as shown in Figure 2.1 (left) but also as a
portion of those records (Fig. 2.1, right). We focus on the latter case as more
general one. In the terms of a graph representation it corresponds to sending a
subgraph H ⊆ G to a querying agent.

3 The Architecture of Multi-agent System

Let us suppose there is given a set of agents A ={A1, A2, . . . An}. Each Ai ∈ A
holds its portion of a global ontology. Let a graphGi ⊂ U represents a knowledge,
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Fig. 2.2. The sample data graph G and its subgraph H (bounded by the dashed line)

of an agent Ai where U is a graph representation of an overall knowledge. Next,
we suppose that agents are linked with unidirectional communication channels
so a system is modeled with directed graph M = (A, E ⊂ A×A), such that M
doesn’t contain neither loops nor multiple arcs. In particular, eij = (Ai, Aj) and
eji = (Aj , Ai) represent two oppositely directed channels.

Definition 1. An agent Aj is referred to as a successor of Ai iff there exists
a communication channel eij = (Ai, Aj) from Ai to Aj. Analogously, Ai is a
predecessor of Aj iff eij = (Ai, Aj) exists.

An agent Aj is called a indirect successor of Ai iff there exists a sequence of
agents (Ai(0), Ai(1), . . . Ai(k)) such that Ai(0) ≡ Ai, Ai(k) ≡ Aj and Ai(m+1) is a
successor of Ai(m), for 0 ≤ m < k. Analogously, Ai is a indirect predecessor
of Aj iff there exists a sequence of agents S=(Ai(0), Ai(1), . . . Ai(k)) such that
Ai(0) ≡ Ai, Ai(k) ≡ Aj, Ai(p) �= Ai(q) for p �= q and Ai(m) is a predecessor of
Ai(m+1), for 0 ≤ m < k. For both cases, agents Ai(0<m<k) are referred to as
transitive agents. The sequence S i referred to as a trace of the message.

Example 1. In Figure 4.2 the agent A1 has two successors A2, A6 and three
indirect successors A4, A5, A6. The agent A5may be reached from A1 in three
ways: (i) through A2, A3, A4, (ii) through A2 and (iii) through A6.

4 Communication among Agents and Data
Confidentiality

Agents living in a distributed environment exchange data through query-response
mechanism. We make several assumptions concerning communication among
agents.
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1. An agent may send its data to some of its successors only: no explicit for-
warding is used.

2. Data acquired by an agent Ai in a result of a query extend a knowledge of
Ai and can be used to form a response to a query of another agent. This
assumption implies implicit data forwarding but also creates some issues
related to data confidentiality which will be discussed below.

3. We ascribe a predefined confidentiality policy to each communication channel
or, more precisely, to its endpoint Aj . This policy specifies which data are
forbidden to be transferred to Aj through that channel. Figure 4.1 presents
the example of agents connected by the communication channel for which
the transmission of some H from Ai to Aj is disallowed.

Fig. 4.1. Communication channel (represented as the arrow) and the portion H of an
agent’s knowledge, disallowed for transmission by the channel.

Technical aspects of communication among agents are assumed to be supported
by a transport layer and will not be discussed here. Instead we focus on its logic.
In this article we consider the problem of data confidentiality. More precisely, we
deal with an agent system in which each single agent possesses a part of global
knowledge and this local knowledge may be propagated to other agents only ac-
cording to rules presented above. The issue arising from this scenario is that data
which flow through communication channels may bypass restrictions ascribed to
communication channels and get indirectly to a not authorized recipient.

Since an agent Ai may easily control its data confidentiality when performing
transfers to successors, there is no simple inspection method enabling the control
over query-response data spread in a system and which may leak in a result of
consecutive queries of particular agents. Thus two problems are opened:
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1. How to manage agents to prevent unauthorized data access?
2. How to discover analytically potential data leaks in such data forwarding

system of agents?

To resolve thefirst issuewe introduce thenotionof forbiddenpatterns which enables
agents to implement data access policy. To verify the correctness of this mechanism
in the scale of an entire system we need to find a method of data leak detection. To
discover leaks occurrenceswe attach to a content of a message obtained by an agent
Ai(k) auxiliary meta-data: (i) a list of agents which contributed some knowledge
to the message content, and corresponding subgraphs (see Example 2) (ii) a trace
of the message up to Ai(k−1) agent. The example of such data passing is shown in
Figure 4.2. It should be remarked that a list of contributing agents is not equivalent
to a trace as some agents may relay a message only without changing that.

Fig. 4.2. Message passing. Li = ({A1,H1}, . . . , {Ai−1,Hi−1}) is an incremental list of
contributing agents and corresponding subgraphs added to the message’s content. The
message content grows: C1 ⊆ C2 ⊆ C3 ⊆ C4.

We define it globally for entire agent system by means of lists of forbidden
patterns.

Definition 2. A list of forbidden patterns is a codomain of the mapping:

FP : A → 2U ×Π, (4.1)

where A is a set of agents, U is the total knowledge deposited is a multi-agent
system and Π denotes the space of predicates (e.g., related to a primary sender
of a given portion of knowledge).
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The equation 4.1 specifies that a given agent (being an argument of FP mapping)
is forbidden to acquire a portion of knowledge represented by a graphH ∈ 2U and
any H ′ ⊂ H , iff the corresponding predicate π ∈ Π is satisfied. Note that FP (A)
may be a set of pairs of the form (H, π). It should be noted that FP mapping is
assigned to an agent rather than to a communication channel. Communication
channel may be present implicitly in the predicate π.

Fig. 4.3. Incremental knowledge behavior

Example 2. Let us consider the case shown in Figure 4.3. The agent A1 sends
the graph H1 to A2. A2 extends this by merging with its portion of knowledge
represented by H2. Analogously, A3 adds H3 to the resultant graph. Thus the
message structure changes in the following way.

1. M = {({A1, H1}), {A1}, H1}
2. M ′ = {({A1, H1}, {A2, H2}), {A1, A2}, H1 ∪H2}
3. M ′′ = {({A1, H1}, {A2, H2}, {A3, H3}), {A1, A2, A3}, H1 ∪H2 ∪H3}

5 Data Leaks

The possibility of forwarding a knowledge acquired from other agents may lead
to a data leak which is defined as obtaining data, contrary to the confidentiality
policy, as given by FP mapping (see Definition 2). Let us consider Example 3
illustrating the problem.

Example 3. Suppose that the multi-agent system shown in Figure 4.2 is
given. Moreover, let FP (A5) = (H, π), where H is a certain graph and π =
{H is received from A2}. Such form of FP (A5) will block transmission of H
via e25 = (A2, A5) channel but this constraint may be still omitted by passing
the message containing H through two transitive agents, namelyA3 and A4. To
discover this data leak A5 analyzes the entire contribution chain along the mes-
sage trace:({A2, H}, {A3, H

′}, {A4, H
′′}) where H ′ and H ′′are possibly empty

graphs. The first element in a sequence satisfies the predicate π so the leak is
detected.

Implementing data access policy relies on two elements. The first is the concept
of a list of forbidden patterns defined above, which assigns to a given agent A a
list of subgraphs which are not allowed to be obtained by A if given predicates
holds. The second element of data policy implementation is wrapping a message
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content into the structure containing the message trace (consisting of agents)
and contributions from particular transitive agents.

We should also consider the specific but important case of three agents,
A1, A2, B organized in the two level hierarchy (Figure 5.1). Agents A1 and A2

are assumed to be located at the same, lower level and B, the supervising agent,
at the upper one. We assume that B is authorized to send and receive any data
to/from A1 and A2, and that the latter ones are restricted in a communication:
A2 cannot obtain some data (graph), say X , from A1 and vice versa: A1 can-
not obtain some data (graph), say X ’, from A2. It may be formalized using the
notion of FP mapping (see the formula 4.1) in the following way:

FP (A1) = (X ′, π1),
FP (A2) = (X, π2),

where π1 = {X ′ originates from A2} and π2 = {X originates from A1}. Suppose
that the agent B forwards both graphs, X and X ′, without adding any knowl-
edge to them. Thus A2 receives the message M = {({X,A1}), {A1, B}, X} from
A1 and analogously A2 receives the message M ′ = {({X ′, A2}), {A2, B}, X ′}
from A2. In both cases the message would trigger the data leak alert due to
pairs {X,A1} matching π2 and {X ′, A2} matching π1. In this case however X
and X ′ as well may be “legally” forwarded from A1 to A2 (and from A2 to A1

respectively) via B which may grant rights to A1 and A2 to access X ′ and X
respectively. In this context B authorizes A2 to read X and A1 to read X ′. To
introduce this scenario to the agent communication semantics and to avoid the
clash with data confidentiality policy we need to include this case in predicates π1
and π2. It may be accomplished twofold: either by introducing an explicit clause
into π (e.g., the last agent in the message trace is B) or by adding some special
attribute to X (X ′), say allowed which value is set to true by the agent B.

Fig. 5.1. Two level hierarchy of agents

6 Conclusions and the Future Work

This paper presents a new approach to a knowledge exchange between inde-
pendent agents representing entities gathering data. The main idea behind this
approach is to prevent security leaks i.e. passage of data to an unauthorized
entities. The methodology presented here allows for a strong control of data
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passing and provides a formal and well defined method preventing unauthorized
access to sensitive data. An example presented in this paper shows a simple but
representative scenario.

While this approach does not make any assumption about types of graphs
used as the data representation it still assumes an existence of some common
graph type enabling communication among all agents (or at least ability of “un-
derstanding” forbidden patterns). As this assumption may be hard to assure
in some cases we are now working on providing a “translation” layer between
agents which would allow for the use of different graph representations at each
agent which would better fit the real world situations where different entities
(institutions) may have different data representations..

Another direction for future research involves the use of graph transformations
as a way of formal description of both data modification and data passing. While
the use of formal grammars has been use for quite a long time as a mean to
describe and modify data we plan to use it also as a mean of data transfer
(exchange) between different entities.
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Abstract. This paper presents concepts for the development and management 
of motivations in learning agents, which are critical for motivated learning. We 
suggest that an agent must be equipped with a mechanism referred to as a  
nonspecific formative process to trigger higher level motivations. Resource and 
action related motivations are discussed as examples of implementing such 
process in a virtual world learning scenario.  

Keywords: Motivated learning, cognitive agents, reinforcement learning, goal 
creation.  

1 Introduction 

In this paper, we examine various ways to establish a motivation mechanism for the 
agent to develop. This is an extension of our earlier work on creation of goals by an 
autonomous learning agent[1]. 

Autonomous learning agents are needed to establish a path towards intelligent ma-
chines. Today, these agents find many applications in industry such as: robotics, video 
games, remote sensing, image recognition, quality control, warfare, assisting humans, 
entertainment, etc. and their importance is growing steadily. There are several con-
cepts for organizing motivational systems. One, introduced by Pfeifer [2], shows mo-
tivation as a result of the developmental process. Another concept, based on external 
reward signals, is known as reinforcement learning (RL). It was initialized by the 
work of Sutton and Barto [3], followed by Brooks [4], Pfeifer [5], Schmidhuber [6] 
and many others. The intrinsic motivation system based on artificial curiosity was 
proposed by Oudeyer [7].  

Merrick pointed out that RL robots do not have internal drives to maintain their re-
sources within an acceptable range [8].  To address this problem a motivated learning 
(ML) system was proposed to allow the agent to develop its own motivations and 
goals [9]. Merrick introduced motivated reinforcement learning (MRL) and used mo-
tivated exploration in video games [8].  Motivated learning based on the need for 
resources was used to develop a coordinated learning strategy in a multi-stage  
stochastic game [10]. 
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Motivated learning showed promise in supporting the development of intelligent sys-
tems. But a nagging question arises; where do the motivations come from? How should 
a system be motivated to develop?  What are the conditions for motivations to reach 
higher levels of abstraction and sophistication in an agent’s interaction with the envi-
ronment? This paper tries to answer some of these questions and proposes a mechanism 
for creating higher level motivations fundamental to agent’s mental development. 

2 Basic Concepts in Motivated Learning 

A ML agent has predefined needs (for instance need for shelter, food, or energy lev-
el).  Agent motivations are to satisfy its needs. Thus, in order to introduce new moti-
vations, an agent must develop new needs. A basic mechanism to create new needs 
for resources was described in [9]. This was extended in recent work to a mechanism 
that is used to create needs related to actions by other agents.  

In order to clarify our discussion let us define some critical concepts used in ML.   

Definitions 
A primitive pain is associated with each predefined need and measures how far the 
agent is from satisfying its need. The pain is larger if the degree of satisfaction of a 
need is lower. For example the following function can measure resource related pains: 

 (1) 

where Rd is a desired level of needed resource si, wi is a weight that increases with the 
increased importance of resource i, Rc is the current level, and ε is a small positive 
number to prevent numerical overflow.  Pain reduction in ML is equivalent to a  
reward in RL.  

When an agent is introduced to a new environment, it does not know how to satisfy 
its needs and must experiment with various resources and available actions until one 
of its needs is reduced. A new abstract need is created for the resource used to reduce 
the primitive need. The agent will reduce the new abstract need in the same manner it 
reduced its primitive needs by trying various actions. An Abstract pain measures how 
far the agent is from satisfying its abstract need and is computed based on (1).  

Once introduced, an abstract need can be satisfied by acting on another resource. 
This leads to another higher level abstract need (for this new resource) and related ab-
stract pain. This simple mechanism allows the agent to build a potentially complex 
“network of needs” and such mechanism is a foundation of resource based motivations. 

3 Developing Motivations 

In this paper, we ask questions as to what other cognitive mechanisms should be consi-
dered for building motivations, and to allow a ML agent to develop even more abstract 
motivations, such as a motivations to gain love, friendship, recognition in society, self 
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esteem, or the human tendency to actualize itself as fully as possible. The last one, 
known as self-actualization, is considered by psychologists as the final level of psycho-
logical development that can be achieved when all basic and other mental needs are 
satisfied. According to Goldstein [11] self-actualization is not an ultimate objective,  
but rather a process driven by the tendency to actualize all self capacities, the entire 
potential available at any given moment and in given conditions. 

The question is as follows: can all these levels of abstract motivation be derived 
from the fundamental mechanisms that create needs in ML?  Are they necessary 
consequences of mental development?  Are they characteristic of successful intelli-
gent behavior, whether this behavior is conducted by a human, an animal, or a ma-
chine?  Can these abstract motivations be achieved before the lower level needs are 
satisfied and if not, are they symptomatic to the friendliness, specific level of sophis-
tication, and reciprocal support from the environment in which such growth is possi-
ble and useful?   

Reasoning along this line we may ask: is the state of the environment related to the 
motivational levels and the level of mental development of its learning agents?  We 
may also ask a more direct question: is the state of the environment a result of and 
measure of the state of development of the most successful individuals that inhibit it? 
These are not existential questions, although they may relate to such questions. The 
aim of asking these questions is to specify the necessary environmental conditions for 
developmental robots. 

We have affirmative examples confirming mutual dependence of the environment 
and its inhabitants in humans.  The more advanced the state of the environment in 
terms of technological support, tools efficiency, and ease of satisfying basic human 
needs; the more capable, more motivated and better developed individuals become, 
even when their brains do not change much. 

There is a difference of opinion in psychology as to whether higher order needs 
and motivations are a driving force for human development or whether they are a 
prespecified ideal hierarchy of motivations and needs.  This difference can be reph-
rased in a question: do we develop our needs as we grow or is there a given hierarchy 
that is fixed and specified independently of individual capacities to reach them that 
perhaps only few of us can reach, living ordinary lives. This question is important in 
view of developmental learning in machines where we do not put limits on the devel-
opment or needs, but try to justify higher levels by what works and what makes the 
machine more successful in its interaction with the environment. A related and equal-
ly important question is about the basis of these motivations.  Is there a mechanism 
that creates them and if so what is it? 

Psychologists studying successful people like Albert Einstein and Charles Darwin 
found that these people were focused on finding solutions to societal problems rather 
than to their own personal problems, were open minded, had a strong sense of self, 
valued life and human dignity, and had a small group of close friends.  This helped 
them to succeed where others could not.  But this observation of personal traits in 
people who succeeded when extended to a general population may miss an important 
link in the developmental process, the one that justifies why such motivations  
are useful for growth of individuals and society. Instead some of the highest level 
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motivations are compared to the norms of morality in a given society.  Are these 
norms invariant to the level of growth and sophistication of social interactions?  Most 
likely not.  We know that such norms change as society changes, as social con-
sciousness and understanding of human needs and behavior grows.  Thus, such 
norms or prespecified hierarchy of motivations cannot be considered as a constant 
part of the mechanism responsible for the developmental process.  

Alderfer’s ERG theory [12] stresses existence, relatedness, and growth, where exis-
tence focuses on material existence requirements, relatedness focuses on the need to 
relate and maintain social interactions, and growth focuses on personal development.  
But are they the mechanisms that resulted in current social organization or rather they 
reflect it?  In this search for cause and effect we cannot accept existing norms as a 
foundation for the development of higher level motivations.  Norms were not given 
but were derived from the development of humans and accepted by society.  Subse-
quently, they became a part of the current environment that influences further growth.  
However, further growth must come from within individual’s drives which are  
modified but not predetermined by the current social order. 

Ryan and Deci [13] who promote self-determination theory focus on three ele-
ments: humans master their drives and emotions, have a tendency to grow and devel-
op, and optimal development does not happen automatically.  This theory is hard to 
accept as a drive for development since it does not explain what a driver for such 
motivations is or why they appeared in the first place.  They do not provide a causal 
relationship in behavioral development that would yield these kinds of drives. 

The Need for Achievement theory [14] of motivational growth stresses social mo-
tives like dominance.  According to this theory people will take calculated risks, 
establish attainable goals, and fear failure.  They also want to be praised for their 
accomplishments and receive feedback from others. Such and other theories debated 
by psychologists focus on explaining the human motivational system, the way it is 
and the way expresses itself, but they do not answer the important question from the 
developmental point of view. How did the human motivational system develop? 

What is important for building intelligent machines is to describe the nonspecific 
formative processes (NFP) that the agent may use to develop motivations at a certain 
abstraction level.  Nonspecific means that these processes are not prespecified to 
obtain certain motivations (like the need for food or shelter) but rather are used to 
develop motivations that help to solve a group of existential problems.   

3.1 Nonspecific Formative Processes 

An example of a NFP process is the way an agent creates goals and motivations in 
order to acquire resources needed for its survival as discussed in Section 2. Such a 
NFP process includes evaluation of changes in the environment and creates motiva-
tions to collect or to avoid certain resources in the environment.  The resources are 
defined as objects in the environment that do not initiate actions by themselves.  
Rather they can be used by the agent to satisfy its needs (for instance food or water) 
or to be avoided since they may harm the agent (for instance poisons or toxic  
substances). 
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Another example is to equip the agent with an NFP process to evaluate actions by 
other agents (non agent characters or NACs) and learn how to encourage or discou-
rage such actions.  Such a NFP evaluation process is nonspecific because it makes no 
assumption as to what kind of agent performs the action, what action it performs, or 
whether or not this action has any effect on the ML agent.  Learning how to discou-
rage or encourage an action is also nonspecific as the ML agent has no preconceived 
knowledge whether or not the action performed by NAC is beneficial or harmful. 

The need for action to discourage NAC action (that increases ML agent pain) will 
be a result of the NAC action pain signal created by the agent.  The NAC action pain 
can be computed using: 

    (2) 

where L(y) is a likelihood that NAC agent will act on the ML agent, y identifies the 
NAC action, is the average pain to ML agent caused in the past by a NAC ac-
tion, and is desirability of such action.   is 1 when the action by NAC is desired 
and is -1 when it is not. The value  is a small positive number to prevent numeri-
cal overflow, and   >0 regulates how quickly pain increases. 

Another example will be an NFP process to evaluate actions by other intelligent 
agents that can learn to modify their actions according to the response of ML agent.  
Since no such mechanism has been developed yet, it is hard to speculate how general 
it can be and what it will involve. 

It is this category of ML agent mechanisms that need to be investigated, designed 
and implemented in order to provide the agent with cognitive support to reach higher 
levels of motivational development as described by Maslow [15].  This paper ad-
dresses some of the issues and poses open questions to discuss scenarios, current  
developmental skills, levels of sophistication of the environment in which such devel-
opment is useful or possible.  

Developmental skills determine the internal state of the agent ready for further 
growth and development of its motivations and mental abilities. Thus, some motiva-
tions cannot be developed before others and they will naturally form a hierarchy of 
motivations and related skills.  The developmental process is a function of itself and 
depends on its history as well as the agent’s ability to accommodate new challenges in 
the environment.  For instance, before the agent learns how to interact with another 
intelligent agent, it must possess skills necessary to respond to NAC actions. Similar-
ly, in order to learn how to respond to NAC actions that are damaging an agent’s  
resources, the ML agent must first learn the values of such resources, and have moti-
vations to collect or protect them.  Thus, it must have developed a resource NFP 
process before it can develop a NAC NFP process and related motivations. 

To some degree, the structure of motivational drives develops gradually and can be 
compared to the genetic development of species. The difference is that it concerns 
only a single individual rather than generations of individuals. The similarity between 
these two processes is that both mental development as well as evolutionary devel-
opment are incremental and depend on the current state of the developmental process. 
Similarity also lies in the randomness of the incremental changes that take place.  
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In genetic development it is survival of the fittest as a way to adapt to changes in the 
environment (by random mutations and crossovers), while in mental development it is 
the opportunity to learn an interesting trait to improve the way that an individual 
works (by random trial and error). 

3.2 Social Agent 

A learned response to NAC action pain (2) may not work well when the NAC is intel-
ligent. An intelligent NAC agent may change its strategy, such that an initially suc-
cessful action may fail.  Another way in which an intelligent NAC may respond is to 
fight back, causing additional pain that was not there before. This may be a primitive 
pain inflicted on the ML agent, so there is no need to use bias estimation. To avoid 
such pain, the ML agent must learn that its action caused the NAC’s response and 
modify its behavior. If the ML agent observes that total pain from all pain sources 
increased as a result of its action, the action should be avoided. 

So, the question is what recourse does the ML agent have when an intelligent NAC 
destroys its resources or otherwise inflicts pain on the ML agent? No action against 
the NAC will be painful. An action that causes a response from NAC may be painful, 
but if the total pain increase is smaller than when no action is taken, such an action is 
acceptable. For instance, the ML agent may fight the NAC and even when it suffers 
some pain, the overall pain reduction may be greater than the pain inflicted by the 
fight, particularly if the ML agent is stronger than the NAC and makes it go away. 

If the NAC is stronger, the pain inflicted by it may exceed the pain reduction and 
such action should be avoided. We then see a typical flight situation, where the agent 
will suffer the pain without fighting back. 

But what if the NAC can fight back with equal resolve and inflict equal pain to the 
agent? Both agents will suffer a significant amount of pain without any benefit. For 
instance when they fight over the food supply, neither will get food, and they suffer 
the pain inflicted by their opponent. The obvious solution to this situation will be 
sharing the resources, rather than fighting for them.  Such a decision, when neither 
agent fights for the resource will be “agreed” upon if the two agents know each oth-
er’s ability to inflict significant pain and decide not to fight. Such an estimate can be 
obtained using (2) and evaluating the likelihood of aggression by the NAC directed 
against the ML agent.   

The only modification we need in this case is to replace  by a likelihood esti-
mate based on learning the NAC’s behavior. This can be accomplished using RL 
which will learn the likelihood of NAC actions and predict the negative reward in 
response to the ML agent’s action.  

Similar analysis can be performed in the case where intelligent NAC action is de-
sired. The likelihood of the NAC’s action is learned using RL. If this likelihood is 
low, the ML agent will suffer the pain described by (2) proportional to the amount of 
reward (pain reduction) that the NAC action can bring.  
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3.3 Directing the Machine 

A good way to accelerate learning is to use help from a teacher. The problem is how 
to introduce a teacher within the framework of ML?  The simplest (but not the most 
desirable) way is to assume that any instruction given by the teacher motivates the 
robot to complete this instruction to a satisfaction of a teacher. We can use voice 
commands as sensory input that must be recognized and interpreted by the robot. We 
assume that a spoken command generates a primitive pain signal that is removed by 
the teacher once its command was correctly implemented by the robot.  The level of 
the pain signal is between threshold and the maximum pain and depends on the articula-
tion. A sharp and angry command will carry higher pain that a soft and gentle instruc-
tion. So the agent must learn not only to recognize the command but also to determine 
its emotional content. The teacher will reward the agent by pressing a prespecified key. 
A more developed agent may learn to use verbal praise for a reward.  

4 Simulation Scenario 

To illustrate the process of developing motivations, we designed a learning environ-
ment for the ML agent. In our simulation scenario, presented in Fig.1, we have five 
primitive pains: Sweet-tooth, Bee stings, Hunger, Thirst, Curiosity.  

In Fig. 1 all resources are represented by ovals and actions by rectangles. Acting on 
a resource that inhibits a pain is indicated by inhibitory links (with solid black circle). 
An excitatory link (with arrow) triggers a NAC action pain or a NAC appearance. In 
Fig. 1, only simplified relations are shown to avoid clutter.  Each resource symbol 
can be interpreted as an inhibitory interaction on the amount of resource and the lack 
of resource pain as shown in Fig. 2. Similarly, a related action on the resource causes 
a small inhibitory feedback link to the resource being utilized as shown on Fig.2 b 
from the action ‘Plant Flowers’ to the resource ‘Flowers’.   

As illustrated in Fig. 2, the top inhibitory link inhibits the abstract pain 'Lack of 
Flowers'. When the 'Lack of Flowers' is inhibited the Flowers resource is automatical-
ly activated. A resource is restored through proper action by the agent, in this case by 
buying flowers.  As the resource is used up by frequent action (planting flowers) the 
inhibition from Flowers to the Lack of Flowers is weaker and the abstract pain 'Lack 
of Flowers' increases. In Fig. 2, the resource nodes and lack of resource nodes are 
automatically activated unless inhibited.  The forward arrow links are excitatory, so 
the Flowers resource activates the non-agent character (bees). 

Curiosity pain drives agent to explore the environment, i.e., to learn useful actions 
on resources. Curiosity pain stays high until the agent learns all valid actions.  Other 
primitive pains like Thirst, Hunger, Bee stings, Sweet-tooth, may be satisfied by vari-
ous actions. For example, the Thirst pain can be satisfied by the 'Drink water from 
Cup' action. Hunger, Thirst, and Sweet-tooth pains increase with time, while the 'Bee 
stings' pain increases when Bees are around. We call those actions 'useful motor-
sensor pairs', because the agent can satisfy one of its needs performing a motor action 
on a resource.  
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Resource related abstract pains are introduced as soon as a resource is determined 
useful for satisfying a primitive pain. For instance, as soon as the agent learns that it 
can satisfy its thirst pain by drinking water from the cup, it develops an abstract need 
to have water in the cup. Some resources may be used for multiple actions, like 
Money can be used to: Buy Food, Buy Flowers, or Buy Cigars. Similarly, a resource 
pain can be satisfied by more than one action. 

To illustrate NAC action pains, we introduce non-agent characters like a Bug and 
Bees. Those characters interact with the agent or with the resources. Bees produce 
Honey from Flowers, the Bug eats Food, and Bees can also sting the agent. We 
wanted to create characters which do useful or harmful actions for the agent. In this 
example, we have two NACs. The Bug only engages in harmful action by steeling 
food, which cause the agent ‘Lack of Food’ pain. Bees do both useful and harmful 
actions.  They produce honey and they sting the agent. In this example, we show the 
ability of our model to easily accommodate more characters, which can perform both 
useful and harmful actions. All useful motor-sensor pairs and their outcomes are  
presented in Table 1.  

Table 1. List of Resources, useful Resource-Motor pairs and their outcome 

Motor  
action 

Resource  
name 

Agent’s  
pains 

Outcome 
Increase Decrease Pain reduced 

Eat food from Bowl Lack of Bowls  Bowls Hunger 
Drink water from Cup Lack of Cups  Cups Thirst 
Eat honey from  Honeycomb Lack of Honeycombs  Honeycombs Sweet tooth 
Smoke Cigar Lack of Cigars  Cigars Bee sting 
Take food from Fridge Lack of Fridges Bowls Fridges Lack of Bowls 
Pour water from Bucket Lack of Buckets Cups Buckets Lack of Cups 
Plant Flowers Lack of Flowers Honeycombs Flowers Lack of Honeycombs 
Buy food with Money Lack of Money Fridges Money Lack of Fridges 
Pull water from Well - Buckets - Lack of Buckets 
Buy flowers with Money Lack of Money Flowers Money Lack of Flowers 
Buy cigars with  Money Lack of Money Cigars Money Lack of Cigars 
Work for money with Tools Lack of Tools Money Tools Lack of Money 
Study for job with Book Lack of Books Tools Books Lack of Tools 
Play for joy with Beach ball  Books  Lack of Books 
Kick Bug -  Likelihood Bug eating food 

  Hunger -     primitive 
Thirst -         primitive 
Sweet tooth -  primitive 
Bee sting -    primitive  

pain 
pain 
pain 
pain 

  

Any  Curiosity -     primitive pain  Curiosity 

4.1 Simulation Implementation 

Based on this scenario, we created a simulation in NeoAxis. The NeoAxis 3D Engine is 
an integrated development environment for 3D projects of any type and complexity.  
The environment is intended for use in such areas as the creation of video games, devel-
opment of simulators, and development of virtual reality and visualization software.  
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It includes a full set of tools for fast and logical development of modern 3D projects. We 
created 3D models of resources and characters, and animations of characters in Autodesk 
3ds Max. Fig. 3 presents sample resources and character’s models. Some animations 
were captured by Kinect, which provides also full-body 3D motion capture, facial recog-
nition and voice recognition capabilities. The agent logic was written in C++ with use of 
the Boost library. The simulation environment was implemented in C#. 

           

                            a)                                               b) 

Fig. 3. a) Resources: apple, ball, banana, bucket, bowl, cup, b) Characters: agent, bug, bee 

Based on the presented simulation scenario, we created a simulation map with all  
resources and characters mentioned in Fig. 1. During creation of the simulation envi-
ronment, we set the desired level for each resource. We implemented NACs and their 
actions (both types, i.e. desired and undesired). We also implemented agent actions on 
resources from Table 1. Fig. 4 presents such a map with resources and NACs.  

 

Fig. 4. Simulation map 

Multiple simulation tests proved that the ML agent was able to use the nonspecific 
formative processes to develop resource and NAC action based motivations, and was 
able to successfully learn how to manage its needs in a dynamic environment. To our 
knowledge no other cognitive agent can learn how to manage its resources and learn 
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how to respond to other characters’ attacks.  We challenge anyone in the machine 
learning community to try a simpler version of such scenario - Autonomous Learning 
Challenge - described on http://ncn.wsiz.rzeszow.pl/?p=39. 

The simulation window presented in Fig. 5 shows: in the left top corner - a list of 
resources available to the agent and their quantities; in the top center - the current task 
performed by the agent; at top right - a list of abstract and primitive pains and their 
levels; bottom left - the state of agent's memory.  

 

 

                           a)     b) 

Fig. 5. Simulation window with a list of resources, current task, pains, and memory. a) the 
agent starts its learning process, b) the agent learned all actions. 

When the simulation starts, the agent may interact only with three resources (Bowl, 
Mug, Honey) to satisfy its primitive pains (Hunger, Thirst, Sweet-tooth, Curiosity). 
This situation is presented in Fig. 5 a). The memory window in this screenshot is al-
most grey, indicating that the agent has learned very little. After some time in simula-
tion, the agent’s knowledge increases. It introduces new abstract pains, and discovers 
new applications for resources. As a result, the agent is able to keep its pain under 
control and keep resources at satisfied levels. Its memory indicates that it learned how 
to maintain resources and control the NAC related pains. After satisfying all pains 
(i.e., keeping their levels below threshold), the agent goes to rest on a mattress. Multi-
ple tests proved that in less than half an hour of real time simulation, the agent was 
able to learn all useful actions and keep its pains under control. 

5 Conclusions 

This paper examines how motivations in a motivated agent are formed and how they 
can become increasingly abstract. We examined our earlier work and the recent 
changes we have made to introduce actions by non-agent characters (NACs), and 
determined how this work could be extended.  The agent must learn increasingly 
abstract behaviour interacting with its environment and communicating with other 
agents.  We posit that this can be done via the use of nonspecific formative processes 
by giving the agent the ability to reason about the cause and effect of its actions on 



 Managing Machine’s Motivations 289 

 

itself, the environment, and other agents. We also suggest that higher level motiva-
tions can only develop when the environment is sophisticated enough to stimulate and 
support further growth of the agent’s mental powers.  Brooks stated 20 years ago that 
intelligence cannot develop without environment. We append this by stating that the 
development is mutually dependent.  Developing agents change their environment, 
and this change is necessary for further growth in the complexity of agents’  
motivations. 

Acknowledgements. This research was supported by The National Science Centre, 
grant No. 2011/03/B/ST7/02518.  

References 

1. Starzyk, J.A., Graham, J.T., Raif, P., Tan, A.-H.: Motivated Learning for Autonomous  
Robots Development. Cognitive Science Research 14(1), 10(16),10–25 (2012) 

2. Pfeifer, R., Bongard, J.C.: How the Body Shapes the Way We Think: A New View of  
Intelligence. The MIT Press, Bradford Books (2007) 

3. Sutton, R., Barto, A.G.: Reinforcement Learning: An Introduction. MIT Press (1998) 
4. Brooks, R.A.: Intelligence without representation. Artificial Intelligence 47, 139–159 

(1991) 
5. Pfeifer, R., Scheier, C.: Understanding Intelligence. MIT Press, Cambridge (1999) 
6. Schmidhuber, J.: Curious model-building control systems. In: Proc. Int. Joint Conf. Neural 

Networks, Singapore, pp. 1458–1463 (1991) 
7. Oudeyer, P.-Y., Kaplan, F., Hafner, V.: Intrinsic Motivation Systems for Autonomous 

Mental Development. IEEE Trans. on Evolutionary Computation 11(2), 265–286 (2007) 
8. Merrick, K.: A Comparative Study of Value Systems for Self-Motivated Exploration  

and Learning by Robots. IEEE Transactions on Autonomous Mental Development 2(2), 
119–131 (2010) 

9. Starzyk, J.A.: Motivation in Embodied Intelligence. In: Frontiers in Robotics, Automation 
and Control, pp. 83–110. I-Tech Education and Publishing (October 2008) 

10. Teng, T.-H., Tan, A.-H., Teow, L.-N., Starzyk, J.A.: Motivated Learning for Coordinated 
Multi-Agent Reinforcement Learning in Multi-Stage Game. In: 13th Int. Conf. on  
Autonomous Agents and Multiagent Systems, Paris, France, May 5-9 (2014) 

11. Goldstein, K.: The Organism: A Holistic Approach to Biology Derived from Pathological 
Data in Man. Beacon Press (1963) 

12. Alderfer, C.: Existance, relatedness and growth. Free Press (1972) 
13. Ryan, R., Deci, E.L.: Intrinsic and Extrinsic Motivations: Classic Definitions and New  

Directions. Cont. Educational Psychology 25(1), 54–67 (2000) 
14. McClelland, D., Atkinson, J.W., Clark, R.A.: The Achievement Motive. Literarry licensing 

(2012) 
15. Maslow, A.: Motivation and personality. Pearson (1997) 



Globalised Dual Heuristic Dynamic

Programming in Tracking Control
of the Wheeled Mobile Robot

Marcin Szuster

Rzeszow University of Technology
Department of Applied Mechanics and Robotics

8 Powstancow Warszawy St., 35-959 Rzeszow, Poland
mszuster@prz.edu.pl

Abstract. The paper presents an application of the Approximate Dy-
namic Programming algorithm inGlobalised Dual Heuristic DynamicPro-
gramming configuration in the tracking control problem of the wheeled
mobile robot Pioneer 2-DX. The Globalised Dual Heuristic Dynamic Pro-
gramming algorithm is realised in the form of two structures, the actor and
the critic, that can be implemented in the form of any adaptive algorithm,
e.g. Artificial Neural Networks. The actor generates the suboptimal con-
trol law, the critic approximates the value function and its difference with
respect to the states, what is equal to evaluation of the realised control law.
The discrete tracking control system is composed of the Globalised Dual
Heuristic Dynamic Programming algorithm, the PD controller and the su-
pervisory term, which structure derives from the stability analysis realised
using the Lapunov stability theorem. The proposed control system works
on-line and its performance was verified using the wheeled mobile robot
Pioneer 2-DX.

Keywords: Approximate Dynamic Programming, Globalised Dual
Heuristic Dynamic Programming, Neural Network, Tracking Control,
Wheeled Mobile Robot.

1 Introduction

The tracking control problem of wheeled mobile robots (WMRs) is widely
discussed in literature, where different approaches to realisation of the desired tra-
jectory are presented. This shows how important and difficult to solve the prob-
lem is. Difficulties met in the tracking control problem result from the fact, that
WMRs are described by nonlinear dynamic equations, where some parameters of
the model may by unknown or change during the movement. That is why the best
results in realisation of the tracking control are obtained by the implementation of
complex methods, that can adjust their parameters during the realisation of the
task, to assure the demanded quality of the tracking. Artificial Intelligence (AI)
algorithms like Artificial Neural Networks (NNs) [4, 11] or Approximate Dynamic
Programming (ADP) [1, 2, 6, 13, 15–17] algorithms arewidely used to solve control
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problems. Solutions presented in literature are often only the theoretical considera-
tions, and there is notmany real applications. The control system presented in this
paper is used for the tracking control of the WMR Pioneer 2-DX. It includes the
ADP algorithm in the Globalised Dual Heuristic Dynamic Programming (GDHP)
configuration [3, 13, 16], which is rarely met in literature. The control system is
characterised by high tracking performance and guaranteed stability. The GDHP
algorithm is realised in a form of two structures, the actor and the critic, composed
of Random Vector Functional Link (RVFL) NNs.

The results of the researches presented in the article continue the author’s
earlier works related to the problem of control of nonlinear dynamical systems
like the WMR, using ADP methods [7–9]. The paper is organised as follows:
after a short introduction to the WMRs tracking control problem in the first
section, section two presents the control object - the WMR Pioneer 2-DX and
its dynamics model. In the third section, the ADP algorithm in the GDHP
configuration is presented. Section four includes the proposed tracking control
system, and the following section presents the laboratory stand. The next section
includes the results of an experiment. The last section summarises the article.

2 Dynamics of the Wheeled Mobile Robot Pioneer 2-DX

The control object is a two-wheeled mobile robot, the Pioneer 2-DX, shown in
Fig. 1. The WMR is a non-holonomic object, described by nonlinear dynamics
equations, composed of two driving wheels 1 and 2, a free rolling castor wheel 3
and a frame 4. The movement of the WMR is analysed in the xy plane.

The presented tracking control system is discrete. A continuous model of the
WMR’s dynamics [4, 5] was discretised using the Euler’s method. The state

vector was assumed in the form z{k} =
[
z1{k} z2{k}

]T
, where a vector z2{k} =

x

y

�
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1

2

3
4
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x 1

y 1
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r[1] r[2]
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2l1
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b)a)

1 2

Fig. 1. a) The Pioneer 2-DX, b) the scheme of the WMR Pioneer 2-DX
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[
z2[1]{k} z2[2]{k}

]T
corresponds to the continuous vector of angular velocities.

A discrete dynamics model of the WMR was assumed in the form

z1{k+1} = z1{k} + hz2{k} ,
z2{k+1} = z2{k} − hM−1

[
C
(
z2{k}

)
z2{k} + F

(
z2{k}

)
+ τ d{k} − u{k}

]
,

(1)

where k – an index of iteration steps, h – a time discretisation parameter, M –
the positive defined inertia matrix of the WMR, z1{k} – the vector of angles of the

driving wheels rotation, z1{k} =
[
z1[1]{k} z1[2]{k}

]T
, C

(
z2{k}

)
z2{k} – the vector

of centrifugal and Coriolis momentous, F
(
z2{k}

)
– the vector of resistances to

motion, τ d{k} – the vector of disturbances, u{k} – the control vector.
The discrete tracking errors of the angles of the driving wheels rotation z1{k}

and errors of angular velocities z2{k} are defined as

e1{k} = z1{k} − zd1{k} ,
e2{k} = z2{k} − zd2{k} ,

(2)

where the desired trajectory (zd1{k}, zd2{k}, zd3{k}) was generated earlier. On
the basis of the tracking errors, the filtered tracking error s{k} was defined,

s{k} = e2{k} +Λe1{k} , (3)

where Λ - a fixed, positive defined diagonal matrix.
On the basis of the errors definitions (2), (3) and the WMR dynamics model

(1), the filtered tracking error in step k + 1 was assumed in the form

s{k+1} = −Y f

(
z2{k}

)
+ Y d

(
z{k}, zd{k}, zd3{k}

)− Y τ{k} + hM−1u{k} , (4)

where

Y f

(
z2{k}

)
= hM−1

[
C
(
z2{k}

)
z2{k} + F

(
z2{k}

)]
,

Y d

(
z{k}, zd{k}, zd3{k}

)
= z2{k} − zd2{k+1} +Λ

[
z1{k} + hz2{k} − zd1{k+1}

]
=

= s{k} + Y e

(
z2{k}, zd2{k}, zd3{k}

)
,

Y e

(
z2{k}, zd2{k}, zd3{k}

)
= h

[
Λe2{k} − zd3{k}

]
,

Y τ{k} = hM−1τ d{k},
(5)

where Y f

(
z2{k}

)
– the vector that includes all nonlinearities of the WMR,

zd3{k} – the vector that derives from expansion of the discrete vector zd2{k+1}
using the Euler’s method.

3 Approximate Dynamic Programming in Tracking
Control

ADP algorithms are also called Neuro-Dynamic Programing (NDP) algorithms
or Adaptive Critic Designs (ACD) [1, 2, 12–14]. These algorithms derive from the
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Bellman’s equation, where NNs were applied to approximate the value function,
and make real-time control possible. The ADP algorithms family is composed of
six algorithms, schematically shown in Fig. 2, that differ from each other by the
critic’s structure and weights adaptation algorithm. The basic algorithm is the
Heuristic Dynamic Programming (HDP) structure, where the actor generates
the sub-optimal control law, and the critic approximates the value function.
The second algorithm is the Dual Heuristic Dynamic Programming, where the
actor’s structure is the same, but the critic approximates the difference of the
value function with respect to the states. It has a more complex structure, but
assures higher quality of control in comparison to HDP [7]. The third algorithm
is GDHP, which is built in the same way as HDP, but its characteristic feature
is the critic’s weights adaptation rule, that bases on the vale function and its
difference with respect to the states of the controlled system, so it can be seen
as a combination of learning procedures characteristic for the HDP and DHP
algorithms. The rest of the ADP algorithms are Action-dependant (AD) versions
of HDP, DHP and GDHP, where the control law generated by the actor NN is
simultaneously the input to the critic’s NN.

Actor
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Fig. 2. The scheme of the Approximate Dynamic Programming algorithms family

The main part of the presented discrete tracking control system is the GDHP
algorithm. There is not many applications of the GDHP algorithm in control
problems in literature, and existing publications concern with rather theoretical
studies [3, 10, 16, 17]. In this paper, verification of the tracking control system
realised using the WMR Pioneer 2-DX is presented. The GDHP algorithm gen-
erates the sub-optimal control law that minimises the value function V{k}

(
s{k}

)
[1, 2, 12, 13], which is a function of the filtered tracking error s{k}, assumed in
the form
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V{k}
(
s{k}

)
=

N∑
k=0

γkLC{k}
(
s{k}

)
, (6)

where LC{k}
(
s{k}

)
– the local cost function for the k-th step, N – a number of

steps, γ – a discount factor, 0 < γ ≤ 1. The cost function was assumed in the
form

LC{k}
(
s{k}

)
=

1

2
sT{k}Rs{k} , (7)

where R – a fixed, positive defined diagonal matrix.
The GDHP algorithm is composed of three structures:

– the predictive model – predicts the state s{k+1} of the closed loop system
according to equation

s{k+1} = −Y f

(
z2{k}

)
+ Y d

(
z{k}, zd{k}, zd3{k}

)
+ hM−1u{k} , (8)

where u{k} – the overall tracking control signal, its structure derives from
the stability analysis presented in the next section. Knowledge about the
controlled system’s dynamics is necessary in the synthesis of the actor’s and
the critic’s weights adaptation rule.

– critic – estimates the value function (6). It is realised in the form of one
RVFL NN (Fig. 3.a) expressed by the formula

V̂{k}
(
xC{k},WC{k}

)
= W T

C{k}S
(
DT

CxC{k}
)
, (9)

where WC{k} – the vector of critic’s NN output weights, S (.) – the vector
of sigmoidal bipolar neurons activation functions, DC – the matrix of fixed,
random input weights, xC{k} – the input vector to the critic’s NN. In the
GDHP algorithm the critic’s NN weights adaptation procedure is the most
complex among all the ADP structures family. It is composed of the critic’s
weights adaptation rule of the HDP algorithm (eH{k}) and the DHP algo-
rithm (eD{k}). Weights of the critic’s NN are adapted using the gradient
method according to the equation

WC{k+1} = WC{k} − ΓCη1eH{k}
∂V̂{k}

(
xC{k},WC{k}

)
∂WC{k}

+

−ΓCη2eD{k}
∂2V̂{k}

(
xC{k},WC{k}

)
∂s{k}∂WC{k}

,

(10)

where ΓC – the fixed diagonal matrix of positive learning rates, η1, η2 –
positive constants,

eH{k} = V̂{k}
(
xC{k},WC{k}

)−LC{k}
(
s{k}

)−γV̂{k+1}
(
xC{k+1},WC{k}

)
,

(11)
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is a part of the adaptation rule typical of the HDP structure, and

eD{k} = IT
D

{
∂LC{k}

(
s{k}

)
∂s{k}

+

[
∂u{k}
∂s{k}

]T ∂LC{k}
(
s{k}

)
∂u{k}

+

+γ

[
∂s{k+1}
∂s{k}

+

[
∂u{k}
∂s{k}

]T ∂s{k+1}
∂u{k}

]T
∂V̂{k+1}

(
xC{k+1},WC{k}

)
∂s{k+1}

+

−∂V̂{k}
(
xC{k},WC{k}

)
∂s{k}

}
,

(12)

is a part of the adaptation rule typical of the DHP algorithm, where ID =
[1, 1]

T
– a constant vector.

– actor – generates the suboptimal control law uA{k} =
[
uA[1]{k} uA[2]{k}

]T
.

It is realised in the form of two RVFL NNs expressed by the formula

uA[j]{k}
(
xAj{k},WAj{k}

)
= W T

Aj{k}S
(
DT

AxAj{k}
)
, (13)

where j – an index, j = 1, 2, WAj{k} – the vector of j-th actor’s NN output
weights, xAj{k} – an input vector to the j-th actor’s NN. The actor’s NN
weights are adapted using the gradient method according to the equation

WAj{k+1} = WAj{k} − ΓAeA[j]{k}S
(
DT

AxAj{k}
)
, (14)

where ΓA – a fixed diagonal matrix of positive learning rates. The error
eA{k} was assumed in the form

eA{k} =
∂LC{k}

(
s{k}

)
∂u{k}

+

[
∂s{k+1}
∂u{k}

]T ∂V̂{k+1}
(
xC{k+1},WC{k}

)
∂s{k+1}

. (15)

The scheme of the GDHP structure is shown in Fig. 3.b).
The structure of the GDHP algorithm is similar to the structure of the HDP

algorithm, it generally consists of one critic’s NN and n actor’s NNs, when n gen-
erally corresponds to the size of the state vector of the object’s model (in the case
of the proposed control system n = 2). The difference is in the weights adapta-
tion procedure, which is more complex in GDHP, while it couples the critic’s NNs
weights adaptation procedures of HDP and DHP. The actor’s weights adapta-
tion procedure is similar to that in HDP. The structure of DHP is more complex,
because it generally consists of n actor’s NNs and n critic’s NNs, while the critic
approximates the difference of the value function with respect to the states.

4 Tracking Control of the Mobile Robot

The proposed discrete tracking control system consists of four structures:
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Fig. 3. a) The scheme of the Random Vector Functional Link Neural Network, b) the
scheme of the Globalised Dual Heuristic Dynamic Programming algorithm

– the ADP structure in the GDHP configuration, where the actor generates
the control signal uA{k},

– the PD controller (uPD{k}), which controls the system at the beginning of
the weights adaptation process and in the face of disturbances,

– the supervisory term (uS{k}), which ensures stability of the control process,
its structure derives from the stability analysis realised using the Lyapunov
stability theorem,

– the additional control signal uE{k}.

The overall discrete tracking control signal was assumed in the form

u{k} = − 1

h
M

[
uA{k} + uPD{k} + uS{k} + uE{k}

]
, (16)

where

uPD{k} = KDs{k} ,
uS{k} = ISu

∗
S{k} ,

uE{k} = h
[
Λe2{k} − zd3{k}

]
,

(17)

where KD – a positive defined diagonal matrix of the PD controller gains, IS –
a diagonal matrix, IS[j,j] = 1 if |s[j]{k}| ≥ ρ[j], and IS[j,j] = 0 in the other case,
ρ[j] – a positive constant, j = 1, 2.

The scheme of the neural tracking control system with GDHP structure is
shown in Fig. 4.
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Fig. 4. The scheme of the neural tracking control system with the GDHP structure

In the stability analysis, it was assumed IS[j,j] = 1. Substituting (16) into (4),
the equation of the closed-loop system takes the form

s{k+1} = s{k} − Y f

(
z2{k}

)
+ Y e

(
z2{k}, zd2{k}, zd3{k}

)− Y τ{k}+
− [

uA{k} + uPD{k} + uS{k} + uE{k}
]
.

(18)

The stability analysis of the discrete tracking control system was realised using
the Lyapunov stability theorem and assuming the positive definite Lyapunov
candidate function

L =
1

2
sT{k}s{k} . (19)

The difference of (19) can be assumed in the form

ΔL = sT{k}
[
s{k+1} − s{k}

]
. (20)

Substituting (18) into (20) and assuming the supervisory control signal expressed
by the formula

u∗S[j]{k} = sgn
(
s[j]{k}

) [
F[j] + |uA[j]{k}|+ bd[j] + σ[j]

]
, (21)

where |Yf [j]
(
z2{k}

) | ≤ F[j], F[j] – a positive constant, j = 1, 2, bd[j] – a positive
boundary of the disturbances, bd[j] > 0, |Yτ [j]{k}| ≤ bd[j], σ[j] – a positive con-
stant, the difference of the Lyapunov function (20) is a negative definite. The
stability analysis of the closed-loop system was discussed in detail in [7, 8].

5 Laboratory Stand

Performance of the presented discrete neural tracking control system with the
ADP algorithm in the GDHP configuration was verified using the laboratory
stand schematically shown in Fig. 5. It is composed of the WMR Pioneer 2-DX
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Pioneer 2-DXPower supply

Fig. 5. The scheme of the laboratory stand

with the power supply unit and a PC with the dSpace DS1102 digital signal
processing board and software: Control Desk and Matlab/Simulink. The WMR
Pioneer 2-DX is equipped with two independently supplied DC motors with gears
(19.7:1) and position encoders (500 ticks per shaft revolution). The Pioneer 2-DX
weights mDX = 9 [kg], its maximal linear velocity is equal to vA = 1.6 [m/s].

6 Experiment Results

The experiment consisted in the tracking control of the point A of the WMR’s
frame for desired trajectory generated earlier and prescribed in the local memory
of the system. In the experiment NNs with eight neurons each were used, and
the output layer initial weights values were set to zero. The time discretisation
parameter was equal to h = 0.01 [s] during the experiment. In this section the
notation of variables is simplified and the index k is omitted.

According to the assumed control law (16), the overall tracking control signals
u, shown in Fig. 6.a), consist of the control signals generated by the actor’s NNs
uA (Fig. 6.b), the PD control signals uPD (Fig. 6.c), the supervisory term control
signals uS and the additional control signals uE shown in Fig. 6.d).

The desired (zd2[1]) and realised (z2[1]) angular velocities of wheel 1 are shown
in Fig. 7.a). The tracking errors of wheel 1, e1[1] and e2[1], are shown in Fig. 7.b).
Values of the motion parameters and the tracking errors for wheel 2 are analog-
ical. The highest values of the tracking errors occurred at the beginning of the
experiment, when values of the PD control signals are at their highest, and the
process of NNs’ zero initial weights adaptation starts. Next the control signals
of the actor’s NNs take the main part of the overall control signals, and the
tracking errors are reduced.

Values of the GDHP structure’s NNs weights are shown in Fig. 7.c) and d),
for the first actor’s NN WA1 (for the second actor’s NN WA2 values of weights
are similar) and the critic’s NN WC respectively. Values of weights remained
bounded during the experiment.

The tracking quality of the proposed control system was compared to the
results obtained by other control systems presented earlier, where the ADP al-
gorithms in HDP [7, 9] and DHP [7, 8] configuration, the PD controller or the
RVFL NNs [4], were used.
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Fig. 6. a) The overall tracking control signals u[1] and u[2], b) the actor’s NNs control
signals UA[1] and UA[2], UA = −h−1M uA, c) the PD control signals UPD[1] and
UPD[2], UPD = −h−1M uPD, d) the supervisory term’s control signals (US[1], US[2]),
US = −h−1M uS , and the control signals UE[1] and UE[2], UE = −h−1M uE

Fig. 7. a) The desired (dashed line) and realised (continuous line) angular velocity of
the wheel 1, zd2[1] and z2[1], b) tracking errors of the wheel 1, e1[1] and e2[1], c) weights
of the actor 1 RVFL NN WA1, d) weights of the critic RVFL NN WC
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Quality ratings:

– average of maximal values of the filtered tracking error for wheels 1 (smx[1]),

and 2 (smx[2]): smxa = 0.5
(
smx[1] + smx[2]

)
,

– average of Root Mean Square Error (RMSE) of the filtered tracking errors

s[1] and s[2]: εav = 0.5

⎛⎝√√√√ 1

n

n∑
k=1

s2[1]{k} +

√√√√ 1

n

n∑
k=1

s2[2]{k}

⎞⎠, n = 4500.

Values of quality ratings are shown it Tab. 1.

Table 1. Values of quality ratings

Control system: PD HDP RVFL NN GDHP DHP

smxa 3.6 2.21 2.3 1.48 1.31

εav 1.77 0.4 0.32 0.23 0.21

On the basis of obtained results, the higher quality of tracking for the neural
tracking control systems with the ADP algorithms in a comparison to the PD
controller can be noticed. Values of the quality ratings for the control system
with the GDHP algorithm are lower than the ones obtained by the control system
with the HDP structure or the neural tracking control system with RVFL NNs,
and comparable to results of the control system with the DHP structure.

7 Summary

In the article, the discrete tracking control system for the WMR Pioneer 2-
DX is presented. The main part of the control system is the ADP algorithm in
the GDHP configuration, composed of the actor and the critic, both realised in
a form of RVFL NNs. The GDHP algorithm has the same structure as HDP,
and the main elements of its structure have the same functions. The difference
is in the critic’s NN weights adaptation law, which is the most complex among
all ADP structures, it is composed of the critic’s weights adaptation rule of
the HDP algorithm and the DHP algorithm. This feature assures a high qual-
ity of tracking control, comparable to that gained by the control system with
the DHP algorithm, and higher that quality of tracking obtained when using
the HDP algorithm, what is a significant advantage. Correct adaptation of the
GDHP structure NNs’ weights in the presence of disturbances requires apply-
ing additional elements of the control system, like the supervisory term and the
PD controller. The structure of the supervisory term derives from the stability
analysis performed using the Lyapunov stability theorem. The proposed con-
trol system is stable, and the values of errors and NNs’ weights are bounded.
The control system works on-line and does not require a process of preliminary
learning. Performance of the control system was verified using the WMR Pioneer
2-DX.
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Abstract. Navigation of the wheeled mobile robot in the unknown en-
vironment with simultaneous realisation of the generated trajectory, is
one of the most challenging and up to date problems in the modern mo-
bile robotics. In the article a new approach is presented to a collision-free
trajectory generating for a wheeled mobile robot, realised in a form of
the hierarchical control system with two layers. The first layer is a track-
ing control system, where the Neuro-Dynamic Programming algorithm
in the Dual Heuristic Dynamic Programming configuration was applied.
The second layer is a trajectory generator where the Fuzzy Logic systems
were used. The presented control system generates and realises trajec-
tory of the wheeled mobile robot within the complex task of goal-seeking
and obstacle avoiding. The proposed hierarchical control system works
on-line, its performance was verified using the wheeled mobile robot
Pioneer 2-DX.

Keywords: Neuro-Dynamic Programming, Fuzzy System, Mobile Robot,
Neural Networks, Path Planning, Sensor-Based Navigation.

1 Introduction

The development of mobile robotics makes the increase of its applications pos-
sible. Still one of the most challenging tasks is navigation of the wheeled mobile
robot (WMR) in the unknown environment with simultaneous realisation of the
collision-free trajectory, to reach the destination. This problem is often met in
literature [1, 4, 9, 10], where different approaches to the path planning problem
are presented. Two of the most popular are global and local methods. In the
global methods, which are model based algorithms, the path is planned on the
base of the environment map [9]. These methods are not applicable in the un-
known environment. In contrast, local methods are sensor-based and operate in
the nearest environment of the robot, in its sensory system reach.

The behavioural control algorithms, inspired by the world of living organ-
isms, solve the problem of trajectory generation in typical tasks e.g. seek the
goal (GS) or move in the middle of the free space and avoid collisions with
obstacles (OA). The more complex behaviour, where the robot seeks the goal

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 302–313, 2014.
c© Springer International Publishing Switzerland 2014
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and realises the collision free trajectory, may be seen as a combination of two
behaviours mentioned earlier. This problem is often solved using the trajectory
generator composed of three parts, the behavioural control system for the GS,
OA behaviour [4], and the algorithm, that switches the realisation of elementary
behaviours according to the environment conditions [7]. In this article a new ap-
proach to generation of the collision free trajectory in the unknown environment
is proposed, where the sensor based navigator consists of only one part realised
in the form of the Fuzzy Logic (FL) systems. The generated trajectory is realised
using the tracking control layer, realised using the Neuro-Dynamic Programming
(NDP) algorithm in the Dual Heuristic Dynamic Programming (DHP) configu-
ration [11–13]. The proposed control system works on-line and does not require
the preliminary learning. The performance of the control system was verified
using the wheeled mobile robot Pioneer 2-DX.

The research presented in the paper continues the authors’ earlier works,
related to the problem of tracking control of the WMR [5, 6] and navigation
of the WMR [4, 7, 8] in the unknown environment. The article is organised as
follows: the first section is an introduction to the navigation of the WMR in
the unknown environment. The second section presents the WMR Pioneer 2-
DX, and its dynamics model. In the third section typical behavioural control
strategies are discussed, and the hierarchical control system composed of the
tracking control layer with the DHP algorithm and the navigator with the FL
systems is proposed. The next section presents the laboratory stand. In section
five experiment results are presented, and the last section summarises the article.

2 Wheeled Mobile Robot Pioneer 2-DX

The WMR Pioneer 2-DX consists of two driving wheels 1 and 2, a free rolling
castor wheel 3 and a frame 4. It is a non-holonomic object described using
nonlinear dynamics equations, whose movement is analysed in the xy plane [2, 3].
The WMR Pioneer 2-DX is equipped with eight ultrasonic range finders and one
scanning laser range finder for obstacles detection. The WMR Pioneer 2-DX is
shown in Fig. 1.a), the scheme of the WMR moving in the environment with
static obstacles is shown in Fig. 1.b), where G (xG, yG) – the goal, ψG – an angle
between the axis of the WMR’s frame and the line pG, β – a temporary angle
of the self-turn of the WMR’s frame, dR[i], dF [i], dL[i] – distances to obstacles
measured by the scanning laser range finder in the front, on the right and left
side of the frame, ωR[i], ωF [i], ωL[i] – the angle between the axis of the frame
and the axis of the i-th measurement, i = 1, 2, 3. The selected measurements
were assigned to three groups, that measure distances to the obstacles in the
front, on the right and left side of the frame. In the global co-ordinate system
xy position of the WMR is described by the vector [xA, yA, β]

T
, where (xA, yA)

are coordinates of the point A.
The dynamics of the controlled object was modelled using the Maggie’s for-

malism [2, 3]. The continuous model of the WMR dynamics was discretised using
the Euler’s method, and expressed by the formula



304 M. Szuster, Z. Hendzel, and A. Burghardt

x

y

�

D

1

2

3
4

G x y( , )G G

L i[ ]

R i[ ]

dL i[ ]

dF i[ ]

dR i[ ]

obstacle

obstacle

A

x1

y1

C

B

L

r[1] r[2]
B C

K

u[1] u[2]

�

E

l

2l1

�G�

�

�G

pG

z2[1] z2[2]

b)a)

Fig. 1. a) The Wheeled Mobile Robot Pioneer 2-DX, b) the scheme of the Pioneer
2-DX in the environment

z1{k+1} = z1{k} + hz2{k} ,
z2{k+1} = z2{k} − hM−1

[
C
(
z2{k}

)
z2{k} + F

(
z2{k}

)
+ τ d{k} − u{k}

]
,

(1)

where k – an index of iteration steps, z1{k} =
[
z1[1]{k} z1[2]{k}

]T
– the vec-

tor of angles of driving wheels rotation, h – a time discretisation parameter,
z2{k} - the vector of angular velocities, M – the positive defined inertia matrix,

C
(
z2{k}

)
z2{k} – the vector of centrifugal and Coriolis momentous, F

(
z2{k}

)
–

the vector of resistances to motion, τ d{k} – the vector of disturbances, u{k} – the

control vector. The state vector was assumed in the form z{k} =
[
z1{k} z2{k}

]T
.

The discrete tracking errors of angles z1{k} and angular velocities z2{k} are
defined as

e1{k} = z1{k} − zd1{k} ,
e2{k} = z2{k} − zd2{k} ,

(2)

where zd1{k}, zd2{k}, zd3{k} – movement parameters of the desired trajectory,
calculated in the trajectory generator. On the basis of (2) was defined the filtered
tracking error

s{k} = e2{k} +Λe1{k} , (3)

where Λ – a fixed, positive defined diagonal matrix.
On the basis of errors definitions (2), (3) and the dynamics model of the WMR

(1), the filtered tracking error s{k+1} was assumed in the form

s{k+1} = −Y f

(
z2{k}

)
+ Y d

(
z{k}, zd{k}, zd3{k}

)− Y τ{k} + hM−1u{k} , (4)

where
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Y f

(
z2{k}

)
= hM−1

[
C
(
z2{k}

)
z2{k} + F

(
z2{k}

)]
,

Y d

(
z{k}, zd{k}, zd3{k}

)
= z2{k} − zd2{k+1} +Λ

[
z1{k} + hz2{k} − zd1{k+1}

]
=

= s{k} + Y e

(
z2{k}, zd2{k}, zd3{k}

)
,

Y e

(
z2{k}, zd2{k}, zd3{k}

)
= h

[
Λe2{k} − zd3{k}

]
, Y τ{k} = hM−1τ d{k} ,

(5)
where Y f

(
z2{k}

)
– the vector that includes all nonlinearities of the controlled

system, zd3{k} – the vector that derives from expansion of zd2{k+1}.

3 Hierarchical Control System

There are two simple behaviours which are inspirations in the conception of the
behavioural control. First of them is the GS behaviour, when the agent moves to
the goal, but the location of obstacles is not taken into consideration (Fig. 2.a).
The second behaviour is OA, when the agent moves in the middle of the free
space, and realises collision free trajectory, but the goal is not defined (Fig. 2.b).
The third, more complex problem is to reach the goal without colliding with
obstacles, it might be solved using combination of the GS and OA behavioural
(CB) control signals (Fig. 2.c). This task is most often met in real problems.

b)

G

a) c)

G

Fig. 2. a) The scheme of the Goal Seeking behaviour, b) the scheme of the Obstacle
Avoiding behaviour, c) the scheme of the Goal Seeking with Obstacle Avoiding

In most cases the problem of navigation in the CB task is solved using three
elements in the trajectory generation layer of the hierarchical control system.
Two behavioural control system for the GS and OA behaviours are used, and
an additional element, that switches between the realisation of basic behaviours
as required, according to the environment conditions [7]. The typical solution of
the trajectory generator in the CB task is shown in Fig. 3.

A new approach to the navigation problem is proposed in this article, where
one element composed of two FL systems generates control signals of the tra-
jectory generating layer in the complex CB task. On the basis of these control
signals are calculated the movement parameters realised by the tracking control
layer of the hierarchical control system, that is schematically shown in Fig. 4
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3.1 Fuzzy Sensor-Based Navigation

In the fuzzy navigator two FL systems were used, first of them generates the con-
trol signal uv{k}, that controls the desired velocity of the point A of the WMR’s
frame. The second control signal uβ̇{k} corresponds to the desired angular veloc-

ity of the WMR’s frame turn β̇. Both FL systems use the Takagi-Sugeno model
with triangular or trapezoidal membership functions of fuzzy sets.

The FL system, that generates the control signal uv{k}, has two inputs (dG{k}
– the distance to the goal, dO{k} – the distance to the obstacles, dO{k} =

min
(
dL[i]{k}, dF [i]{k}, dR[i]{k}

)
), its structure is simple.

The FL system that generates the control signal uβ̇{k} is more complex. It

has four inputs: eO{k} defined by the formula (6), ψG{k}, dG{k} and dO{k}.

eO{k} = d∗R{k} − d∗L{k} ,
ψG{k} = ϕG{k} − β{k} ,

(6)

where d∗R{k}, d
∗
L{k} – minimal distances to the obstacles on the right and the

left side of the WMR’s frame.
It contains the rules base, that consists of m = 48 rules in the form

Rm
B : IF

(
eO{k} is eS

)
AND

(
ψ∗
G{k} is pS

)
AND

(
d∗G{k} is dGS

)
AND

(
d∗O{k} is dOB

)
THEN uv{k} is uPS ,

(7)

where ψ∗
G{k} ∈< −1, 1 > – the normalised angle ψG{k}, d∗G{k} ∈< 0, 1 > – the

normalised distance to the goal, d∗O{k} ∈< 0, 1 > – the normalised distance to the
nearest obstacle, eS, pS, dGS, dOB – linguistic labels of membership functions
of fuzzy sets of premises, shown in Fig. 5, the membership functions of sets
of inferences are: uNB=-1, uNS=-0.6, uPS=0.6, uPB=1, where: NB – negative
big, NS – negative small, PS – positive small, PB – positive big, S – small, M –
medium, B – big.

The control signals generated by the fuzzy navigator uB{k} =
[
uv{k}, uβ̇{k}

]T
are next recalculated in the kinematics module into the desired discrete angular
velocities of the driving wheels, according to the equation[

zd2[1]{k}
zd2[2]{k}

]
=

1

r

[
v∗A β̇∗l1
v∗A −β̇∗l1

] [
uv{k}
uβ̇{k}

]
, (8)

where r = r[1] = r[2], l1 – dimensions that derive from geometry of the WMR

Pioneer 2-DX, v∗A – a maximal defined velocity of the point A, β̇∗ – a maximal
defined angular velocity of the self-turn of the WMR’s frame.

3.2 Neural Tracking Control

The discrete neural tracking control system, applied in the hierarchical con-
trol system, consists of four structures. The first is the NDP algorithm in the
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Fig. 5. The membership functions of fuzzy sets of premises for: a) eO{k}, b) ψ∗
G{k},

c) d∗G{k}, d) d
∗
O{k}

GDHP configuration, where the actor generates the control signal uA{k}. The
second is PD controller (uPD{k}), which controls the system at the beginning
of the weights adaptation process and in the face of disturbances. The third is
the supervisory term (uS{k}), which ensures stability of the control process. Its
structure derives from the stability analysis realised using the Lyapunov stability
theorem. The final control signal is uE{k}.

The overall discrete tracking control signal was assumed in the form

u{k} = − 1

h
M

[
uA{k} + uPD{k} + uS{k} + uE{k}

]
, (9)

where

uPD{k} = KDs{k} ,
uS{k} = ISu

∗
S{k} ,

uE{k} = h
[
Λe2{k} − zd3{k}

]
,

(10)

where KD – a positive defined diagonal matrix of the PD controller gains, IS

– a diagonal matrix, IS[j,j] = 1 if |s[j]{k}| ≥ ρ[j], and IS[j,j] = 0 in the other
case, ρ[j] – a positive constant, j = 1, 2, u∗

S{k} – the vector of supervisory term’s
control signals.

The main part of the tracking control layer is DHP algorithm, that generates
the sub-optimal control law that minimises the value function V{k}

(
s{k}

)
[11–

13], which is a function of the filtered tracking error s{k}, assumed in the form

V{k}
(
s{k}

)
=

N∑
k=0

γkLC{k}
(
s{k}

)
, (11)
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where LC{k}
(
s{k}

)
– the local cost function for the k-th step, N – a number of

steps, γ – a discount factor, 0 < γ ≤ 1. The cost function was assumed in the
form

LC{k}
(
s{k}

)
=

1

2
sT{k}Rs{k} , (12)

where R – a fixed, positive defined diagonal matrix.
The DHP algorithm consists of three structures:

– the predictive model – predicts the state s{k+1} of the closed loop system,
– critic – estimates the difference of the value function with respect to the

states. It is realised in the form of two Random Vector Functional Link NNs
expressed by the formula

λ̂[j]{k}
(
xCj{k},WCj{k}

)
= W T

Cj{k}S
(
DT

CxCj{k}
)
, (13)

where j – an index, j = 1, 2, WCj{k} – the vector of j-th critic’s NN output
weights, S (.) – the vector of sigmoidal bipolar neurons activation functions,
DC – the matrix of fixed, random input weights, xCj{k} – the input vector
to the j-th critic’s NN. Weights of the critic’s NNs are adapted using the
gradient method, where the error eC{k} expressed by the formula is min-
imised,

eC{k} =
∂LC{k}

(
s{k}

)
∂s{k}

+

[
∂u{k}
∂s{k}

]T ∂LC{k}
(
s{k}

)
∂u{k}

+

+γ

[
∂s{k+1}
∂s{k}

+

[
∂u{k}
∂s{k}

]T ∂s{k+1}
∂u{k}

]T

λ̂{k+1}
(
xC{k+1},WC{k}

)
+

−λ̂{k}
(
xC{k},WC{k}

)
,

(14)

– actor – generates the sub-optimal control law uA{k} =
[
uA[1]{k} uA[2]{k}

]T
,

it is realised in the form of two RVFL NNs (Fig. 6.a) expressed by the formula

uA[j]{k}
(
xAj{k},WAj{k}

)
= W T

Aj{k}S
(
DT

AxAj{k}
)
, (15)

where xAj{k} – an input vector to the j-th actor’s NN,WAj{k} – the vector of
output weights. Actor NNs’ weights are adapted using the gradient method,
the minimised error eA{k} was assumed in the form

eA{k} =
∂LC{k}

(
s{k}

)
∂u{k}

+

[
∂s{k+1}
∂u{k}

]T
λ̂{k+1}

(
xC{k+1},WC{k}

)
. (16)

The scheme of the DHP algorithm is shown in Fig. 6.b).
The neural tracking control system with the NDP algorithm in the DHP

configuration was discussed in detail in [5, 6].
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Fig. 6. a) The scheme of the j-th Actor’s Random Vector Functional Link Neural
Network, b) the scheme of the Dual Heuristic Dynamic Programming algorithm

4 Laboratory Stand

Performance of the proposed hierarchical control system was verified using the
laboratory stand, that consists of the WMR Pioneer 2-DX with the Hokuyo
UBG-04LX-F01 scanning laser range finder, the power supply unit, the PC
with the dSpace DS1102 digital signal processing board and software: Control
Desk and Matlab/Simulink, and the laboratory environment, where research was
realised. The scheme of the laboratory stand is shown in Fig. 7.

Pioneer 2-DXPower supply

Goal

Fig. 7. The scheme of the laboratory stand

5 Experiment Results

Verification of the proposed control algorithm was realised by a series of experi-
ments using the WMR Pioneer 2-DX in the laboratory environment. During the
experiment the time discretisation parameter was equal h = 0.01 [s], in the DHP
structure, NNs with 8 neurons each and zero output layer initial weights were
used. In this section notation of variables is simplified, the index k is omitted.
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On the basis of measurements realised using the scanning laser range finder,
the proposed hierarchical control system generated and realised the collision free
path from the starting point S(0.6, 0.95) to the goal. The environment map with
a trajectory of the point A, positions of obstacles localised by the scanning laser
range finder (grey dots) and the destination in point G (7.0, 0.75), are shown in
Fig. 8. The start position of the point A is marked by the triangle and the goal
is marked by the ”X”.

Fig. 8. The environment map with the path of the WMR to the goal G (7.0, 0.75)

The environment map was designed in the way, that none of the behavioural
control systems in the OA or the GS task are able to generate the successive
path. It is only possible using combination of this behaviours. Localisations of
obstacles were computed on the basis of: scanning laser range finder readings,
localisation of the point A and orientation of the WMR’s frame, measured using
incremental encoders. Errors in range finder readings and measurements of the
realised trajectory influenced on computed localisations of detected obstacles
in coordinates of the environment map caused a difference between real and
computed localisations of obstacles presented in Fig. 8.

The fuzzy navigator control signals uv and uβ̇, generated during the movement
of the WMR to the point G, that are shown in Fig. 9.a). In Fig. 9.b) the distance
to the goal dG, reduced during the experiment is shown.

The desired angular velocities of the WMR (zd2[1] and zd2[2]), shown in Fig. 9.c)
and d) were computed on the basis of the fuzzy navigator’s control signals.

The desired trajectory was realised by the tracking control layer, that gener-
ated the overall tracking control signals u[1], u[2], shown in Fig. 9.a). According
to the equation (9), the sum is composed of control signals generated by the
DHP structure actor’s NNs (uA), control signals generated by the PD controller
(uPD, Fig. 9.a), the supervisory term control signals (uS), and additional control
signals uE . Values of the actor’s RVFL NN (WA2) and the critic’s NN (WC2)
weights of the DHP structure, that generate the tracking control signal u[2], are
shown in Fig. 10.c) and d). Values of NNs’ weights are bounded.
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Fig. 9. a) Control signals of the fuzzy navigator uv and uβ̇ , b) the distance to the goal
dG, c) desired (dashed line) and realised (continuous line) angular velocity of the wheel
1 (zd2[1], z2[1]), d) desired and realised angular velocity of the wheel 2 (zd2[2], z2[2])

Fig. 10. a) The overall tracking control signals u[1] and u[2], b) the actor’s NNs control
signals (UA[1], UA[2]), UA = −h−1M uA, and the PD control signals (UPD[1], UPD[2]),
c) weights of the actor’s 2 NN WA2, d) weights of the critic’s 2 NN WC2
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6 Summary

The article presents a new approach to the process of WMR Pioneer 2-DX nav-
igation in the unknown 2-D environment with static obstacles, realised in the
form of the hierarchical control system composed of the fuzzy navigator and the
neural tracking control system with the DHP algorithm. In the trajectory gen-
eration layer only one structure realised in a form of two FL systems was used,
it generated the collision-free trajectory in the complex task of goal seeking with
obstacle avoiding. The presented approach considerably reduces complexity of
the control system, while the task is realised successfully. The tracking control
system consists of the NDP algorithm in the DHP configuration, the PD con-
troller, the supervisory therm and the additional control signal. The generated
trajectory provides, that the point A of the WMR Pioneer 2-DX reaches the
goal. The projected hierarchical control system with the sensor-based navigator
works on-line and does not require the preliminary learning of the DHP structure
NNs. Performance of the control system was verified using the wheeled mobile
robot Pioneer 2-DX.
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Fuzzy and Neural Rotor Resistance Estimator for Vector 
Controlled Induction Motor Drives 
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Abstract. This paper contributes to improving the dynamic performance of indi-
rect vector controlled induction motor drives. This command requires the rotor 
resistance; the variation of this parameter could distort the decoupling between 
the flux and torque and, consequently, lead to deterioration of performance. To 
overcome this problem two intelligent approaches have been introduced to esti-
mate the rotor resistance namely fuzzy logic and artificial neural networks. 
These estimators process the information from the rotational speed, the stator 
currents and voltages. The performances of the two intelligent approaches are 
investigated and compared in simulation. The results show that the neural rotor 
resistance estimator is reliable and highly effective in the resistance identification 
relative to fuzzy rotor resistance estimator of induction motor drives. 

Keywords: rotor resistance, neural networks, fuzzy logic, vector control,  
induction motor. 

1 Introduction 

The principle of field orientation control of machines was developed in Germany in 
the late 1960 and early 1970 [1]. Two possible methods for achieving field orientation 
were identified [2]. Blaschke [3] used Hall sensors mounted in the air gap to measure 
the machine flux, and therefore obtain the flux magnitude and flux angle for field 
orientation. Field orientation achieved by direct measurement of the flux is termed 
Direct Flux Orientation (DFO). On the other hand Hasse [4] achieved flux orientation 
by imposing a slip frequency derived from the rotor dynamic equations so as to en-
sure field orientation. This alternative, consisting of forcing field orientation in the 
machine, is known as Indirect Field Orientation (IFO). IFO has been generally pre-
ferred to DFO implementations which use Hall probes; the reason being that DFO 
requires a specially modified machine and moreover the fragility of the Hall sensors 
detracts the inherent robustness of an induction machine [2]. 

The rotor resistance is an important parameter which is involved in rotor flux esti-
mation and the control law to compensate for the nonlinearity of system [5]-[6]. 
However, this parameter varies with machine temperature. In addition it was demon-
strated that a poor estimate of this parameter affects the regulation (pursuit of flux 
trajectory and rotor speed) and even it can introduce oscillations [6]-[7]. This difficul-
ty has been the main source of our motivation for this research; in which one propose 
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two intelligent approaches based on fuzzy logic and artificial neural networks to iden-
tify the rotor resistance. Several authors have contributed to estimating rotor resis-
tance [5]-[6]-[7]-[8]-[9]-[10]-[11]. 

Fuzzy logic as many of the linguistic terms used by human involve degree of fuzzi-
ness and relative significance, it is desirable to address the impact of fuzziness on the 
solutions made by experts for complex problems. In 1965, fuzzy logic theory was de-
veloped by Zadeh [12]-[13], to deal with uncertainties that are not statistical in nature. 
The concept of fuzzy sets theory differs from that of the conventional crisp sets mainly 
in the degree by which an object belong to a set. In crisp sets, objects are either in-
cluded or excluded from a set [14]. In fuzzy set, on the other hand, objects are de-
scribed in such a way so as to allow gradual transition from being a member of a set to 
non member. Each object contains a degree of membership ranging from zero to one, 
where zero indicates non membership while one indicates full membership [14], [15].  

An artificial neural network (ANN) is essentially a way to learn the relationship 
between a set of input data and the corresponding output data. That is, it can memor-
ize data, generalize this information when given new input data, and adjust when the 
relationship changes [16]. The training is normally done with input-output examples. 
After training, ANNs have the capability of generalization. That is, given previously 
unseen input data, they can interpolate from the previous training data. They were 
inspired by models of neural cell structure in organic brains [17]. They became popu-
lar in the research community when architectures were found to enable the learning of 
nonlinear functions and patterns [16]. 

This paper is organized as follows: The principle of indirect field oriented control 
of induction motor drive is presented in the second part, section three presents an 
fuzzy logic rotor resistance estimator, neural networks rotor resistance in the four 
part, and the five parts is devoted to illustrate the simulation performance of this con-
trol strategy, a conclusion and reference list at the end. 

2 Indirect Field Oriented Control 

In field orientation concept of induction motor, the goal is to obtain an electromagnet-
ic torque proportional to the quadrature component of stator current isq (at constant 
flux) and can control the flux by acting on the direct component of this current isd [2]. 
This can be accomplished by choosing ωe to be the instantaneous speed of ψr and 
locking the phase of the reference system such that the rotor flux is entirely in the  
d-axis (flux axis), resulting in the mathematical constraint: 

 ; 0.r rd rqψ ψ ψ= =  (1) 

The Fig. 1 illustrates the principle of indirect method using phase diagram. At any 
instant, d electrical axis is in angular position θe relative to α axis. The angle θe is the 
result of the sum of both rotor angular and slip angular positions, as follows: 

 .
( )

e r sl

e r sl r slt t t t

θ θ θ
ω ω ω ω ω

= +
 = + = +

 (2) 
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Fig. 1. Vector diagram for indirect field oriented control 

The rotor dynamics are given by the following equations: 
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The rotor flux magnitude is related to the direct axis stator current by a first-order 
differential equation; thus, it can be controlled by controlling the direct axis stator 
current. Under steady-state operation rotor flux is constant, so Eq. (3) becomes: 

 .r m sdL iψ =  (7) 

Indirect vector control can be implemented using the following equations: 
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ψ
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 * * *d ( )d .e r slt tρ ω ω ω= = +   (11) 

3 Fuzzy Rotor Resistance Estimator 

The input variables of the estimator should wear explicitly or implicitly information 
related to the change in resistance. We find that the torque could be the candidate. We 
can estimate the actual torque from the stator flux. This method is simple but it is not 
recommended for low-speed operation since in this region it is very difficult to esti-
mate exactly the stator flux. 

We will use a function Φ, which is a modification of the function used in Eq. (3): 

 
1

( ).qrdr
qs ds

e

dd
i i

dt dt

ψψ
ω

Φ = −  (12) 

As the resistance variation with temperature is very slow, we can estimate in  
steady state. We can demonstrate that steady state; the function Φ can be calculated as 
follows: 

 ˆ .ds dr ds dr esti i Fψ ψΦ = − = − =  (13) 

where ˆ
drψ  is the estimated flux of the d-axis. 

The actual value of the function Φ is calculated: 

 2 21
( ) ( ) .r

act ds qs qs ds s ds qs
m e

L
v i v i L i i

L
σ

ω
 

Φ = − + + 
 

 (14) 

In Eq. (14) the function Φ is calculated from stator voltage and current. The rotor 
voltage will be available to our estimation algorithm.  
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Fig. 2. Structure of the fuzzy rotor resistance estimator 
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Fig. 2 shows the configuration of rotor resistance estimation. The functions Φest 
and Φact it’s first calculated. The error between Φest and Φact and its derivation are the 
inputs of the estimator e, they are then calculated as follows: 

 ( ) ( ) ( ).est actE k k kΦ = Φ − Φ  (15) 

 ( ) ( ) ( 1).CE k E k E kΦ Φ Φ= − −  (16) 

The internal structure of the estimator involves three steps: fuzzification, inference 
and defuzzification. The signals eΦ(k) and ceΦ(k) are normalized and deducted the 
signals EΦ(k) and CEΦ(k) by multiplying by the factor keΦ and kceΦ. 

The estimated value of the resistance increment is obtained by multiplying the es-
timator output cR(k) by the gain kcR. Resistance is finally integration increment: 

 ( ) ( 1) . ( ).r r cR RR k R k k c k= − +  (17) 

Note that the initial value of the resistance Rr is its nominal value. 
This resistance is estimated to be used in indirect vector control algorithm to  

ensure optimal performance. 
The rules table contains 49 rules (7 x 7) as shown in Table 1.  

Table 1. Fuzzy linguistic rule table 

CR 
eΦ 

NB NM NS Z PS PM PB 

ceΦ 

NB NB NB NB NB NM NS Z 

NM NB NB NB NM NS Z PS 

NS NB NB NM NS Z PS PM 

AZ NB NM NS Z PS PM PB 

PS NM NS Z PS PM PB PB 

PM NS Z PS PM PB PB PB 

PB Z PS PM PB PB PB PB 

 
The fuzzy sets are characterized by standard designations: NB (negative big), NM 

(negative medium), NS (negative small), Z (zero), PS (positive small), PM (positive 
medium), and PB (positive big). 

As the time constant of the resistance variation as a function of temperature is 
much greater than the electric time constant of the motor, we can estimate the resis-
tance in steady state, where there is no load variation or change control signal. This 
ensures that signal variations EΦ(k) and CEΦ(k) are caused by Rr variation only. 
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4 Neural Rotor Resistance Estimator 

In Model Reference Adaptive System (MRAS) or Model Reference Adaptive Control 
(MRAC), there is a reference model, an adjustable model, and an adaptation mechanism. 
Reference model: 
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In neural rotor resistance estimator technique (Fig. 3), there is a reference model that 
provides the desired output, and a neural network model has two layers based on back 
propagation technique which provides for the estimated output, both outputs are com-
pared and the total error between the desired state variable and estimated is then back- 
propagated to adjust the weight (rotor speed) of the neural model [9], [10]. 

Neural Network Model

Actual Model
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Fig. 3. Structure of the neural rotor resistance estimator 

The Adjustable model Eq. (20), after discretization is written as follows: 
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Eq. (20) can also be written as: 

 1 1 2 2 3 3
ˆ ( )r k w A w A w Aψ = + +  (21) 

The Eq. (21) can be represented as a neural model (Fig. 4) with two layers where w1, 

w2, w3 represent the weights of the networks 1
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 are the three inputs to the network. The 

rotor speed signals were involved in weight w2. 
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Fig. 4. Two layered neural network model 

The total square error on the output layer can be calculated as: 

 ( )221 1
ˆ( ) ( ) ( )

2 2 r rE k k kε ψ ψ= = −  (22) 

Variable weight wi can be given as follows: 
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with 

 ( ) ( 1)i i iw k A w kηρ αΔ = − + Δ −  (26) 

where α determines the effect of past weight changes and η is the training coefficient. 
The weights are adjusted so as to minimize a square error energy function and the 
new weight wi is given by: 

 )1()1()( −Δ+−−== kwAkwkw iiii αηρ  (27) 

The rotor resistance Rr can be found from either w1 or w3 using Eq. (28) or (29): 
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Simulation works are carried out to evaluate the performance of the new proposed 
technique. The simulations are performed using the MATLAB/Simulink simulation 
package. The parameters and data of the induction motor used for simulation proce-
dure are listed as follows: 

Pn = 3kW, Vn = 230V, Rs = 2.89Ω, Rr = 2.39Ω, Ls = 0.225H, Lr = 0.220H, Lm = 
0.214H, J = 0.2kg·m2,    np = 2. 

Figs. 5(a) and 5(a’) presents the estimation and error estimation results of fuzzy ro-
tor resistance estimator compared to neural rotor resistance estimator. 

The rotor resistance is changed abruptly during steady state operation of the drive. 
Its value is increased from the nominal value of 2.39Ω to 3.585Ω at 0.2sec, and then 
decreased to 2.987Ω at 0.4sec, and then decreased to its nominal value at 0.6sec. 

This figure shows a good operation of the estimator does not depend, again, the  
initial value of Rr chosen in the algorithm. This is very important since in reality we 
do not know the exact value of resistance when the estimation algorithm starts. The 
convergence of this method is thus confirmed. In reality, the actual rotor resistance 
varies much more slowly, this means that the estimated rotor resistance can better 
monitor the actual rotor resistance.  

Fig. 5(b) shows the rotor speed variations, the real speeds show a steady state  
disturbance error before rotor resistance estimation process begins. A short time  
after estimation process, the disturbance is reduced to zero. The electromagnetic  
torque is showing in Fig. 5(c), well as the decoupling between the flux and torque is 
verified. 

As can be seen from the comparison, the dynamic response of neural rotor resis-
tance estimator is much better than the fuzzy rotor resistance estimator. 
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Fig. 5. Fuzzy rotor resistance estimator compared to neural rotor resistance estimator. (a) rotor 
speed estimation error; (a’) rotor resistance estimation; (b) rotor speed; (c) torque. 
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Fig. 5. (Continued.)  

5 Conclusion 

The expected results of this research were primarily to improve the performance  
of drives addressed by conventional methods of indirect rotor flux orientation. This 
improvement should be achieved by developing a new blueprint indirect more robust 
with respect to the parameter variation. The basic idea of this new command structure 
is the online correction of rotor resistance variation to maintain the decoupling  
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controller in perfect agreement with the actual conditions of motor operation. Consi-
dering the results of the simulation, the new proposed neural rotor resistance estimator 
has better dynamic performance than the fuzzy rotor resistance estimator presented in 
the literature. The simulation results show the effectiveness of this estimator. The 
optimal control vector is then obtained and the torque/current is kept at the maximum 
value corresponding to a given load torque. 
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Abstract. The aim of our paper is to present the concept and structure
of a software tool named the ALMM Solver. The goal of the solver is to
generate solutions for discrete optimization problems, in particular for
NP-hard problems. The solver is based on Algebraic Logical Meta-Model
of Multistage Decision Process (ALMM of MDP) methodology, which is
briefly described in the paper. Functionality and modular structure of
the ALMM Solver is presented. SimOpt, the core module of the solver,
is described in detail. Some possible future advances regarding the solver
are also given.

Keywords: solver, optimizer, algebraic-logical meta-model (ALMM),
multistage decision process, scheduling problem, simulation tool.

1 Introduction

The aim of our paper is to present the concept and structure of a software tool
named ALMM Solver. The goal of the solver is to generate solutions for discrete
optimization problems, in particular for NP-hard problems. The solver is based
on Algebraic-Logical Meta-Model of Multistage Decision Process (ALMM of
MDP) methodology.

There are many different discrete optimization problems. Some of them are
modeled by means of well-known mathematical models, another are described
informally or partially formally. These problems are solved with the use of general
methods as well as dedicated algorithms [2], [16], [10], [14], [18]. There are also
a growing number of software tools that allow one to solve certain kinds of
problems by various known methods.

There are many such solutions, both academic and commercial. Some of these
tools are based on the Logical Constraint Programming (CLP) approach, in
which the accent is on finding feasible solutions [15], [17], [22], [13]. The prob-
lems are modeled there by a finite, predetermined number of variables, their
domains, and relations between them. However, wide range of actual optimiza-
tion problems are not suitable for modeling through CLP.
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Other example solution is JABAT, which is software environment designed
in the agent technology [11], [1]. It is based on the A-Team architecture and
uses JADE Framework. The goal of JABAT is to solve complex combinatorial
optimization problems. Its users implement optimization algorithms using the
system interface and predefined objects, without the need to implement system
infrastructure.

There are also software tools implemented on top of well-known spreadsheet
applications. One of them is "Frontline solvers", a commercial solution based on
Excel [23].

Naturally, there are many other applications designed for solving numerous
optimization problems. We only gave several examples to illustrate our point.

Nonetheless, there are discrete problems, especially dynamic ones, for which
existing software packages are not sufficient. It turns out that a majority of
these difficult discrete optimization problems can be represented by a formal
model based on the algebraic-logical meta-model presented in Section 2. This
meta-model allows one to introduce the model of the problem into the ALMM
Solver, and then to use different methods (exact and heuristic), implemented in
the solver, to solve the problem. Moreover, one can apply new meta-heuristic
algorithms developed specifically for this meta-model.

2 ALMM Methodology

The ALMM Solver allows one to solve discrete optimization problems by finding
optimal or suboptimal solutions. The solver can also be used to solve those
problems, in which it suffices to find an admissible solution only.

A crucial issue when designing a solver is how to maintain the knowledge
about the problem to be solved. In other words, how, in a formal way, should
one enter into the system all the constraints and quality criteria which define the
problem. The ALMM Solver operates on models of problems that belong to the
class of models based on Algebraic-Logical Meta-Model of Multistage Decision
Process (ALMM of MDP).

In ALMM methodology, a problem is modeled as a multistage decision process.
With the use of a model, a sequence of consecutive process states is generated.
In this sequence, each state depends on the previous state and the decision made
at this state. The decision is chosen from different decisions one can make at the
given state. Generation of the state sequence is terminated if the new state is a
goal state (state we want the process to be at the end), a non-admissible state,
or state with an empty set of possible decisions. The sequence of consecutive
process states from a given initial state to a final state (goal or non-admissible)
form a process trajectory.

Below we give a formal definition of a multistage decision process, devised
by Dudek- Dyduch [3], [4]. Using this formal definition, one can create models
of many discrete optimization problems, hence the name "meta-model". This
definition concerns dynamic decision processes, i.e. processes in which both the
constraints and the transition function (in particular, the sets of possible de-
cisions) depend on time. Therefore, the concept of the so-called "generalized
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state" is introduced, which is defined as a pair containing the state and the time
instant.

Definition 1. Algebraic-logical meta-model of multistage decision process
(ALMM of MDP) is a process that is defined by the sextuple MDP =
(U, S, s0, f, SN , SG) where: U is a set of decisions, S = X × T is a set of gen-
eralized states (X is a set of proper states and T ⊂ IR+ ∪ {0} is a subset of
non-negative real numbers representing the time instants), f : U × S → S is a
partial function called a transition function (it does not have to be defined for all
elements of the set U × S), s0 = (x0, t0) is an initial generalized state, SN ⊂ S
is a set of not admissible generalized states, SG ⊂ S is a set of goal generalized
states, i.e. the states in which we want the process to be at the end.

Transition function f is defined by means of two functions, i.e., f = (fx, ft)
where: fx : U × X × T → X determines the next state and ft : U × X ×
T → T determines the next time instant. It is assumed that the difference
Δt = ft(u, x, t)− t has a value that is both finite and positive. Thus, as a result
of the decision u that is taken at some proper state x and a moment t, the
state of the process changes to x′ = fx(u, x, t) that is observed at the moment
t′ = ft(u, x, t) = t+Δt.

Since not all decisions defined formally make sense in certain situations, the
transition function f is defined as a partial one. Thanks to it, all limitations
concerning the control decisions in a given state s can be defined in a convenient
way by means of so-called sets of possible decisions Up(s), and defined as: Up(s) =
{u ∈ U : (u, s) ∈ Domf}.

In the most general case, sets U and X are a Cartesian product U = U1×U2×
. . .×Um, X = X1×X2×. . .×Xn, i.e., u = (u1, u2, . . . , um), x = (x1, x2, . . . , xn).
Each particular ui , i = 1, 2, ..m represents a separate decisions that is taken
at the same time and relates to particular objects in the process (executors,
resources, tasks, etc.). There are no general limitations imposed on the sets; in
particular they do not have to be numerical. The values of particular co-ordinates
of a state may be names of elements (symbols) as well as some objects (e.g., finite
sets, sequences). The sets SN , SG and Up are formally defined with the use of
logical formulas.

According to its structure, the knowledge regarding a problem is represented
by information coded by U , S, s0, f , SN , SG.

To define a particular optimization problem in ALMM methodology, one
should build an algebraic-logical model of the problem and give a specified op-
timization criterion Q. The optimization task is to find an admissible decision
sequence ũ that optimizes criterion Q. If the goal is to simply find a feasible
solution, an algebraic-logical model alone is sufficient.

For a problem instance, an algebraic-logical model represents a set of process
trajectories that start from the initial state s0. If the process contains finite
(or countable) sets Up(s) only, the transition graph for the process is defined
as a graph G = (STG, R), where STG is a set of all generalized states of the
process trajectories, R ⊂ (S × S) is a relation such that (si, sj) ∈ R iff there
exists u ∈ Up(si) such that f(u, si) = sj . It can be shown that for all multistage
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decision processes the graph G is acyclic one. Since the considered states include
time components, state transition graph is either a tree or a directed acyclic
graph. By cloning some of the states (that is, some of the graph nodes), we can
convert each directed acyclic graph to a tree.

Many different type of discrete optimization problems, especially discrete dy-
namic optimization problems, can be modeled by means of the above formal
model. Such problems as control of discrete manufacturing processes (espe-
cially scheduling problems), logistic problems, project management problems and
others can be formally defined in this way. In particular, the algebraic-logical
meta-model has been applied to several problems such as scheduling with state
dependent resources, scheduling with state depended retooling, planning supply
routes for multi-location companies, production planning in failure modes [7],
and scheduling in a system with defects and a quality control [9].

The ALMM of MDP constitutes the basis for defining novel heuristic discrete
optimization methods. Based on ALMM of MDP, methods that uses a specially
designed local optimization task, learning-based method, and the substitution
task method have been proposed and developed [5], [6], [7], [12]. ALMM of
MDP makes it possible to define mathematic properties of discrete optimization
problems. As a result, new proposed heuristic methods and algorithms can be
explained and discussed formally.

3 ALMM Solver

The task of the ALMM Solver is to provide solutions (exact or approximate) for
NP-hard of discrete optimization problems, using the Algebraic-Logical Meta-
Model methodology. The main idea behind the ALMM Solver is to generate one
or more trajectories (also partial trajectories if needed). The generation of a tra-
jectory is controlled through various general methods and/or specific optimiza-
tion algorithms or algorithms for searching admissible solutions. As a solution
the ALMM Solver gives a decision sequence (which determines the trajectory
passing from the initial state s0 to a state belonging to the SG) or indicates that
a solution has’t been found.

The ALMM Solver provides functionality regarding problem modeling, prob-
lem optimization, process simulation for a given decision sequence, and presen-
tation of the results (including visualization).

We have built the solver basing on newest paradigms and software design
patterns [8], [19], [21], [20]. The proposed modular structure of the ALMM Solver
is presented in Fig. 1.

ALM Modeler is a module that allows one to define the model of the problem
in ALMM methodology. That includes: creating an algebraic-logical model of the
process, setting the optimization criterion, and defining the additional knowledge
about the problem (e.g., as auxiliary procedures or inference rules).

The model can be built by different means, e.g., by using pre-defined compo-
nents or by defining it from the scratch. In the current version of the solver, the
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Fig. 1. Modules of the ALMM Solver

algebraic-logical models of the problem are implemented using the programming
language.

Our goal is to fit ALM Modeler with a user-friendly interface to build models,
as well as a library of pre-defined components and models for various optimiza-
tion problems. Our intention is to facilitate building models for users not familiar
with computer programming. Moreover, the modeler may be a completely sep-
arate application, written by any person, and connected to the solver. The only
crucial thing is that it provides the model in the appropriate format.

SimOpt module constitutes a core of the ALMM Solver. Its task is to intelli-
gently construct the state transition tree (either in its entirety, or only a part
of it) by generating one or more trajectories (parts of trajectories). The solver
database stores all generated states of the trajectories maintaining the struc-
ture of the tree. The SimOpt module uses the model of the problem provided
by ALM Modeler. Trajectory generation is controlled using algorithms from the
Algorithm Module. A more detailed description of the SimOpt module is given
in Section 3.1.

Algorithm Module provides a collection of already implemented methods and
algorithms, and allows one to design new algorithms. Thus, it consists of two
parts: Algorithm Repository and Algorithms Designer.
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Algorithm Repository stores various methods and algorithms. There are grafh
search algorithms, general methods (e.g., Branch & Bound), standard algorithms
(e.g., finding the shortest path in graph algorithms), and meta-heuristics and al-
gorithms based on the ALMM methodology. It also includes dedicated algorithms
for specific problems.

Algorithm Designer allows one to create new methods and algorithms.

Results Interpreter is a module which identifies the final solution of the given
problem (the best one or an admissible one) on the basis of the data (state tree)
stored in the solver database. Result Interpreter gives the users the solution (one
or many) in an appropriate form or return an information that a solution was not
found (when the solution does not exist or was not found before the termination
condition was met). Each solution is given in the form of a decision sequence
with the value of the quality criterion appended (or only the decision sequence
in the case of searching for an admissible solution).

In addition, another important feature of this module is that it contains the
visualization of results, including a graphical representation of the whole or a
part of the generated state tree. In the future, the module will also provide a
mean to share the results of the analysis through external API. It will allow one
to integrate the ALMM Solver with other systems, for example, with manufac-
turing planning systems, and to use Business Intelligence tools. Additionally, the
module will provide the possibility to define various ways of analyzing results
obtained from a series of computations for the same or different instances of a
problem.

3.1 SimOPT Module

SimOpt is a module where main computations are conducted. All tasks per-
formed in this module can be partitioned into two abstraction layers.

1. Meta-decision Layer
On this layer, a particular way of finding the solution of the problem is es-
tablished. Therefore specific components of a solving algorithm are set: the
rules for choosing the state for which the further part of a trajectory will be
generated, procedures for producing the Up(s) sets of possible decisions (con-
cerning number and sequence of decisions), procedures (usually parametric)
for choosing one decision from the Up(s) set, and termination conditions.
Also the analysis of computations is carried out and potential modifications
of procedures and parameters are made. All these general decisions deter-
mine the final form of the meta-algorithm, by which the calculations are
performed in the Computing Layer. It corresponds to intelligent generation
of the state tree.
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2. Computing Layer
This is the layer where the actual computations are performed. It is composed
of two layers:
– Choice and Optimization Sublayer – in this layer the algorithm set out

at the Meta-decision Layer performs its calculations (for one cycle). As a
result, two entities are determined: the state si, for which the next state
will be calculated, and the decision ui for state si.

– Step-simulation Sublayer - in this layer the transition function calculates
the next state si+1 for given state si and the decision ui. The value of the
criterion Q(si+1) is calculated for the new state as well. It is also verified
whether this new state si+1 is a non-admissible state ( si+1 ∈ SN ) or a
goal state (si+1 ∈ SG).

Fig. 2. Layers of SimOpt

The SimOpt module consists of a number of components which perform its
tasks. These elements are:

– Coordinator component – its task is to launch sequentially other components
of the SimOpt module and to coordinate their work. Additionally, it saves
all the generated states in the database.

– Controller component – stores the control information regarding the process
of solution searching of the problem instance. Users of the system choose
Controller parameters, of which the most impotant ones are:
• searching strategy for the state transition tree
• a general algorithm for choosing decisions in individual states,
• termination condition: the number of generated trajectories or the thresh-

old value of the quality criterion. Controller parameters can be changed
during the experiment by the Analyzer component.
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– StateChooser component - its task is to chose the state, for which the next
state will be generated. Most often it is simply the last generated state (of
the trajectory being built), but it is possible to generate a part of a trajectory
starting from any state in the so far generated state tree. Operation mode of
this element depends on the chosen tree search strategy (Controller holds the
information about the chosen strategy). Available strategies are: depth-first
search, breadth-first search, mixed strategy, or heuristic search strategies.

– DecisionGenerator component – its task is to generate the Up set of possible
decisions in a given state (the whole set Up or a part of it). An algorithm
to generate a set can be defined specifically for a particular problem or an
algorithm from AlgorithmRepository can be used.

– DecisionChooser component – it selects one decision from the possible de-
cisions in a given state, using the set generated by DecisionGenerator. The
choice is made on the basis of particular decision choices algorithms. Algo-
rithms can be developed on the basis on one of the mentioned ALMM meth-
ods. Users of the system can also create their own algorithms in Algorithm
Designer module or use the algorithms collected in Algorithm Repository.

– NextStateGenerator component – it computes the new state for the current
state (selected by StateChooser) and the given decision (selected by Deci-
sionChooser), using the transition function. In addition, it checks whether
the generated state belongs to the SG set of goal states or the SN set of
non-admissible states.

– QualityCriteria component – it computes the value of the quality criterion
for the new state. The function calculating the quality criterion is defined in
the module ALM Modeler.

– Analyzer – its task is to modify the parameters and/or procedures used in
the solution finding process.

The process of finding a solution for the problem instance is as follows. The
process begins with downloading the model of the problem from ALM Modeler
and downloading the instance data. Then the user determines the method and
the parameters for the process of finding a solution. This information is stored in
the Controller component. Then the Coordinator component starts to operate,
i.e., to execute the solution finding process. It is done by executing in a cycle
appropriate components of the SimOpt module. In each cycle the next node
(corresponding to a state) of the state tree is generated. Each cycle begins with
the selection (by StateChooser) of the state for which the next state will be
generated. For this state, DecisionGenerator generates a whole or a part of a
set of possible decisions. From this set, DecisionChooser selects one decision.
The selected decision and the current state are sent to StateGenerator, where
a new state is calculated, and to the QualityCriteria component, where the
criterion value is calculated for this state. The state is verified regarding its
membership in the sets SN and SG. A new node is created in the state tree. The
node corresponds to the newly generated state and stores all the information
connected with it. Then the Analyzer component performs the analysis of the
new state and optionally changes the parameters and procedures of the solutions
finding process.
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Fig. 3. Structure of the ALMM Solver

4 Conclusions

The paper presents the concept and structure of the ALMM Solver intended to
solve various discrete problems, especially NP-hard and dynamic problems. Our
concept of the ALMM Solver is part of the current research direction, where not
only methods and algorithms are developed, but also tools.

We have designed the solver to be easily extendable and able to cooperate with
other applications. In the modular structure of the proposed solver, different
components are responsible for specific individual tasks. Their functionality is
distributed in such a way that the potential extensions does not change the
overall behavior of the system. This approach allow to continuously develop the
solver by adding new elements or improving old ones. At the same time new
problems and algorithms can be implemented.
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The core of the ALMM Solver is ready and running, and was already used
to solve several optimization problems. Further work will focus on the develop-
ment of the Modeler Module, the Algorithm Module, and the Result Interpreter
module.
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Abstract. In the article the tournament searching method is used for optimiza-
tion of the forecasting model based on the Nadaraya-Watson estimator. This is a 
nonparametric regression model useful for forecasting the nonstationary in mean 
and variance time series with multiple seasonal cycles and trend. The tournament 
searching is a stochastic global optimization algorithm which is easy to use and 
competitive to other stochastic methods such as evolutionary algorithms. Three 
types of tournament searching algorithms are proposed: for estimation of the fo-
recasting model parameters (continuous optimization), for the predictor selection 
(binary optimization) and for both predictor selection and parameter estimation 
(mixed binary-continuous optimization). The effectiveness of the proposed  
approach is illustrated through applications to electrical load forecasting and 
compared with other optimization methods: grid search method, genetic and evo-
lutionary algorithms, and sequential methods of feature selection. Application 
examples confirm good properties of tournament searching. 

Keywords: Tournament searching, binary and continuous optimization,  
Nadaraya-Watson estimator, multiple seasonal time series forecasting,  
short-term load forecasting. 

1 Introduction 

Time series forecasting plays a significant role in economy, industry, seismology, mete-
orology, geophysics etc. The purpose of forecasting is to support decision-making 
processes, to stimulate for action favoring or opposing the realization of the forecast or to 
provide information about the changes of some phenomenon in the future. In general, 
time series consists of four types of components: trend, seasonality, cycling and irregular-
ity. They combine in an additive or multiplicative fashion. Sometimes there are multiple 
seasonal variations. This complicates the construction of the forecasting model. A typical 
procedure in such a case is to simplify the problem by deseasonality or decomposition of 
the time series. After decomposition the components showing less complexity than the 
original time series can be forecasted using simpler models. 

The most commonly used conventional approaches to the modeling of time  
series with seasonality are the autoregressive moving average models (ARMA,  
ARIMA, SARMA etc.) and the Holt-Winters exponential smoothing models. The rapid 
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development of computational intelligence and machine learning in recent years has 
brought many new methods of forecasting such as: artificial neural networks, fuzzy infe-
rence systems, regression trees and support vector machines. The conventional approach-
es as well as computational intelligence ones usually require many parameters (tens, 
hundreds or even thousands) for modeling nonstationary time series with trend and mul-
tiple seasonal cycles. The searching of the model space to find the optimal solution in this 
case is a very complex optimization task. It is due to different types of parameters (qua-
litative, continuous, discrete, logical) and multimodality of the error function. The choice 
of the appropriate methods of learning or optimization and values of their parameters is 
often a separate optimization problem. In the case of unstable models (e.g. neural net-
works), where we observe different learning results for the same training data, the opti-
mization process is much more difficult. 

In the article we describe a simple deterministic forecasting model based on  
Nadaraya–Watson estimator. This is a similarity–based model working on patterns of the 
seasonal cycles of time series [1]. Using patterns we filter the time series removing the 
trend and seasonal variations of periods longer than the basic period and we get statio-
nary time series. We propose the tournament searching method for optimization of the 
model. This is a stochastic, global optimization method with only one or two parameters 
controlling the local/global optimization property. The tournament searching effectively 
optimizes the Nadaraya–Watson estimator in the continuous and binary spaces. 

2 Forecasting Model Based on the Nadaraya-Watson Estimator 

The Nadaraya-Watson estimator (N-WE) as a forecasting tool was derived from the 
conditional density estimator using kernel functions in [2]. Nonparametric conditional 
density estimation is a way to model the relationship between past and future realisa-
tion of the random variable. The regression function in this case is defined as:  
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where: N is a number of elements in a random sample, x is a predictor, y is a response 
variable, K(.) is a kernel function and h is its bandwidth. 

For multidimensional predictors the kernels are expressed using a multidimension-
al product kernel function. The selection of the kernel function form is not as impor-
tant as the selection of their bandwidths. When we use normal kernels the N-WE for 
multidimensional predictors is of the form: 
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where x ∈ ℝn.  



 Tournament Searching Method for Optimization of the Forecasting Model 341 

 

The response variable can be a vector as well.  
Estimator (2) is a linear combination of response variables yj weighted by the norma-

lized kernel functions. Kernels map nonlinearly the distance between points x and xj. The 
bandwidth ht decides about the share of the t-th component of x in the distance (greater 
value of h implies larger share). The bias-variance tradeoff of the regression model (2) is 
controlled by bandwidth values. Too small values of h result in undersmoothing, whereas 
too large values result in oversmoothing. Proper selection of the h values is therefore a 
key issue. For the normal product density estimators Scott proposed a rule [3]:  

 4

1

ˆ +
−

= n
t

S
t Nh σ , (3) 

where tσ̂  is the estimated standard deviation of the t-th component of x.  

The N-WE is a flexible forecasting method due to the local nature of fitting of the 
simple regression models. In the next section we describe how the N-WE is optimized 
using tournament searching. 

One more issue should be clarified. How are predictors and response variable de-
fined? For the time series considered in Section 4 and presented in Fig. 2 we define 
patterns of the daily cycles: 
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where: zi,t is a component of the vector zi = [zi,1 zi,2 … zi,n] including the elements of 
time series from the i-th daily cycle (electrical loads at successive hours of the day i in 

our example), iz  is a mean value of elements in cycle i, xi,t is the component of the 

pattern vector xi = [xi,1 xi,2 … xi,n] representing the daily cycle zi. 
Patterns x defined using (4) are normalized versions of vectors z. Thus they have 

the unity length, zero mean and the same variance. It is worth nothing that after nor-
malization the nonstationary in mean and variance time series {zk} is represented by 
patterns having the same mean and variance. The trend and additional seasonal cycles 
longer that the daily one are filtered. This simplification of the time series facilitates 
the construction of the forecasting model.  

In the similar way to the predictors the response variables are defined:   
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where: zi+τ,t is the t-th element in the (i+τ)-th daily cycle, τ is a forecast horizon (in 
daily cycles). 

The yi value encodes the actual time series element zi+τ,t from the forecast period 

i+τ using current time series parameters ( iz  and dispersion of a daily cycle in the 

denominator of (5)) from the nearest past, which allows to take into consideration 
current variability of the process and ensures possibility of decoding: when we get the 
forecast of yi we can determine the forecast of zi+τ,t using (5).  
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3 Tournament Searching for N-WE Optimization 

The N-WE is optimized using the tournament searching method (TS). Three types of 
optimization procedures are performed. The first type concerns estimation of the 
bandwidth values. This is a continuous optimization problem, where we are searching 
for the vector h = [h1, h2, ..., hn]. The second type is the feature selection. This is a 
combinatorial optimization problem, where we are searching for the set of predictors. 
And the third type is the combined optimization, where we are searching for the 
bandwidths and the set of predictors in the same time. This is the mixed binary-
continuous problem. The optimization criterion in these procedures is the forecast 
error (MAPE).  

3.1 Estimation of the Bandwidth Values 

The TS method has been proposed in [4] for combinatorial optimization (feature se-
lection) as an alternative to the more complex stochastic global optimization methods 
such as genetic algorithm and simulated annealing. Application of TS to estimation of 
bandwidths requires redefinition of the algorithm (see Fig. 1).  

Starting from the solution created according to the Scott's rule TS explores the so-
lution space generating new solutions by perturbing the parent solution. The set of l 
candidate solutions {h1, h2, …, hl} is created from the parent solution in each iteration 
using the move (or mutation) operator defined as: 

 titti hh ,
*

, ξ+= ,   i = 1, 2, ..., l,   t = 1, 2, ..., n, (6) 

where tih ,  is the mutated value of the parent solution component *
th , ξi,t ~ N(0, σt).  

The standard deviation of the normal distribution determines the range of moving. 

It is assumed that σt = w S
th , where w = const ∈ ℝ+. Thus the moving range in the t-th 

direction is dependent on the initial value of ht, i.e. on the variance of the t-th compo-
nent of x. 

1. Initialization of the parent solution using the 
Scott's rule (3). 

2. Generation of the set of l candidate solutions from 
the parent solution using the move operator. 

3. Evaluation of the candidate solutions using N-WE. 
4. Tournament – selection of the best solution among 

the candidate solutions. 
5. Replacement of the parent solution by the tourna-

ment winner. 
6. Repeat steps 2-6 until the stop criterion is 

reached. 

Fig. 1. Algorithm of tournament searching for estimation of bandwidth values 
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After moving the candidate solutions are evaluated and the best one is selected. It 
replaces the parent solution and other set of candidate solution is generated from it in 
the next iteration. The l parameter (called the tournament size) and the standard devia-
tion of mutation σ controls exploration/exploitation properties of the algorithm. When 
l is large the local minima attracts the searching process more intensively. The proba-
bility of escaping from the basin of attraction of the local minimum increases when l 
decreases. But in this case the searching process is more random. The standard devia-
tion σ determines the length of jumps, i.e. the distance between the parent solution 
and the candidate solutions generated from it. 

3.2 Selection of the Predictors  

The components of pattern x (predictors) are strongly correlated. So elimination some 
of them should simplify the forecasting model without deteriorating its quality. The 
solution (selected predictors) is represented by a binary vector b = [b1, b2, …, bn]. 
Ones in b indicates the selected components. TS algorithm for the problem of binary 
vector searching was proposed in [4]. The searching scheme is similar to that pre-
sented in Fig. 1, except the first step. Now the parent solution is initialized by random. 
The move operator generates l ∈ {1, 2, …, n} candidate solutions by switching the 
value of one randomly chosen bit (different for each candidate solution) of the parent 
solution. The tournament size l controls the exploration/exploitation properties, as in 
the case of TS for continuous optimization described in Section 3.1. When l = 1 the 
solution space is searched with a random walk algorithm, resistant to local minima. 
When l = n we get a hill climbing procedure, which gets stuck in local minima. We 
recommend l = round(n/3). In this case the algorithm quite intensively searches the 
neighborhoods of local minima but is able to leave their basins of attraction.    

3.3 Mixed optimization: Selection of Predictors and Estimation of Bandwidth 
Values 

Results of both the bandwidth estimation and selection of predictors are obviously 
interdependent. We propose TS method for simultaneous searching of two spaces: 
binary space of selected predictors and continuous space of bandwidths. The algo-
rithm processes two paired vectors: b encoding selected predictors and h encoding 
bandwidths. The algorithm scheme is presented in Fig. 1, except the first step. The 
ways of initialization of both vectors h and b are the same as described in Sections 3.1 
and 3.2, respectively. The move operator for vector b is the same as described in Sec-
tion 3.2. The move operator for vector h has form (6), wherein only these components 
of h are modified which correspond to ones in the paired b vector. The paired vectors 
(b, h) after moving are evaluated together using N-WE. The tournament size  
l ∈ {1, 2, …, n} plays the same role as in the TS algorithms described above.    
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4 Application Example 

We illustrate the optimization of N-WE using tournament searching on example of  
forecasting time series with multiple seasonal cycles. That is a short-term electrical load 
forecasting problem. We use the time series of the hourly electrical load of the Polish 
power system from the period 2002–2004, which is shown in Fig. 2. This  time series is 
nonstationary and exhibits trend and tree seasonal variations: annual, weekly and daily.  

 

Fig. 2. The time series of electrical load of the Polish power system in three-year (a) and one-
week (b) intervals 

Our goal is to forecast the power system load for the next day (τ  = 1) at hours  
t = 1, 6, 12, 18 and 24. The test set includes 30 days from January 2004 (without un-
typical 1 January) and 31 days from July 2004. The training set for each forecasting 
task (load forecasting at hour t of the day j) is prepared individually. It contains pat-
terns x representing the same days of the week (Monday, ..., Sunday) as the query 
pattern and paired with them y-values representing load at hour t for the next day. The 
training set is determined from the historical data. For each of the 305 forecasting 
tasks the separate N-WE model is created and optimized.  

The proposed TS were compared with other optimization methods. For estimation 
of bandwidth values the grid search method (GS) and evolutionary algorithm (EA) are 
applied.  

The GS searches the neighborhood of the point hS = [ Sh1 , Sh2 , …, S
nh ] determined 

using Scott's rule (3). In the k-th iteration of the GS algorithm hk point is generated as 
follows: 

 S
kk a hh = ,    k = 1, 2, ..., (7) 

where ak = a0+Δ(k–1), a0 ∈ ℝ+ ≤ 1 and Δ is the step defining the grid density. 
The stop criterion (N iterations without improvement in results) determines the  

final value of k. GS is sub-optimal and searches the sets of discretized values of h 
components. The multidimensional optimization problem: estimation of h1, h2, ..., hn 
is replaced here with one-dimensional problem: estimation of a.  
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The EA searches n-dimensional space to estimate vector h. The vectors h, which 
are individuals in EA, are initialized by the Scott's rule. The operators used in evolu-
tionary process are: mutation, recombination and selection. The mutation is the same 
as in TS for continuous optimization (6). The recombination creates two new individ-
uals by linear combinations of two parent individuals selected by random (so-called 
arithmetic or intermediate recombination) [5]:  

 )( ,,,, tatbtata hhchh −+=′ , )( ,,,, tbtatbtb hhchh −+=′ , (8) 

where c ~ U(0,1), t = 1, 2, …, n. 
The selection operator was the tournament selection [5]. The tournament size T 

controls the selection pressure. The elitist strategy was also applied: the best individu-
al was copied form population i to i+1.  

For selection of predictors two deterministic sub-optimal methods were applied 
[6]: sequential forward selection (SFS) and sequential backward selection (SBS), as 
well as genetic algorithm (GA). In GA solutions are represented by binary vectors b. 
As in EA three operators are used: mutation, recombination and selection. Mutation 
switches bits selected from the population of individuals by random with probability 
of pm. One-point crossover is used as the recombination operator [5]. Tournament 
selection is used to select individuals to the next generation.  

The parameters of the studied optimization algorithms were as follows: 
• TS for estimation of bandwidth values (TSh): l = 30, w = 0.1, number of ite-

rations M = 100, 
• TS for selection of predictors (TSb): l = 8, number of iterations M = 100, 
• TS for selection of predictors and estimation of bandwidth values (TSbh):  

l = 8, w = 0.1, number of iterations M = 500, 
• GS: a0 = 0.1, Δ = 0.05, N = 20,  
• EA: population size – 30, number of iterations M = 100, T = 2, probability of 

crossover – 0.9, probability of individual mutation – 1, w = 0.1,  
• GA: population size – 8, number of iterations M = 100, T = 2, probability of 

crossover – 0.9, probability of mutation – 0.05. 
These parameters were adjusted in the preliminary tests. The stop criterion in EA and 
TSh was: there is no improvement in results in 0.25M successive iterations. 

The N-WE was optimized in leave-one-out procedure. The forecast errors (mean 
absolute percentage error MAPE) on validation and test samples for different methods 
of parameter estimation in Table 1 are shown. From this table it can be seen that the 
validation error was reduced when using GS, EA and TSh but the test error was not 
reduced. This could be due to insufficient information about the target function con-
tained in the learning points which are sparse distributed in the n-dimensional space.    

The bandwidth values estimated using GS were in 91% of cases higher than the 
values determined according to the Scott's rule. This percentage for EA and TSh was 
65 and 67%, respectively. The optimal bandwidths for one of the forecasting task in 
Fig. 3 are shown. 
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Table 1. The forecast errors for different methods of estimation of the bandwidth values 

Method 
January July Mean 

MAPEval MAPEtst MAPEval MAPEtst MAPEval MAPEtst 
Scott's rule 1.62 1.20 1.54 0.92 1.58 1.05 

GS 1.58 1.21 1.51 0.96 1.55 1.09 
EA 1.32 1.36 1.28 0.90 1.30 1.13 
TSh 1.30 1.23 1.25 0.93 1.28 1.08 

 

Fig. 3. The bandwidth values for the forecasting task of July 1, 2004, hour 12 

The forecast errors for different methods of the predictor selection in Table 2 are 
shown. The bandwidths were determined using Scott's rule in this study except TSbh 
method which searches both set of predictors and bandwidth values at the same time. It 
can be seen from this table that both the validation and test errors were reduced when 
using stochastic optimization methods comparing to the case without selection but the 
test errors are statistically indistinguishable (Wilcoxon signed-rank test was used).  

The selected predictors and bandwidth values for one of the forecasting task in  
Table 3 are shown. The frequencies of the predictor selection in Fig. 4 are shown.   

Table 2. The forecast errors for different methods of selection of predictors 

Method 
January July Mean 

MAPEval MAPEtst MAPEval MAPEtst MAPEval MAPEtst 
SFS 1.37 1.25 1.32 0.90 1.34 1.07 
SBS 1.37 1.20 1.35 0.90 1.36 1.05 
GA 1.38 1.17 1.34 0.90 1.36 1.03 
TSb 1.34 1.17 1.30 0.90 1.32 1.03 

TSbh 1.25 1.20 1.21 0.86 1.23 1.03 
 
The average reduction in the number of predictors was as follows: for SFS – 76%, 

for SBS – 52%, for GA – 60%, for TSb – 67% and for TSbh – 57%. Thus the rejec-
tion of more than half of the predictors should not negatively affect the accuracy of 
the forecasting model. The most often selected predictors were x23 and x24. 
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Table 3. The bandwidth values (⋅10–3) for the forecasting task of July 1, 2004, hour 12 

t 1 2 3 4 5 6 7 8 9 10 11 12 
SFS 37 – – – – – – – – – 41 40 
SBS 45 35 – – – 36 – 58 48 41 51 – 
GA 44 34 – – – 35 64 57 47 40 – – 
TSb 44 34 – – – 35 – 57 47 40 – – 

TSbh 22 60 90 – – 31 194 14 – 28 89 – 
t 13 14 15 16 17 18 19 2– 21 22 23 24 

SFS – – – 37 – – – – – – 39 – 
SBS – – 41 46 – – – – – 50 49 – 
GA – – – – 76 – – 92 – – 48 – 
TSb – 37 – 45 – – – – – 49 48 – 

TSbh – 54 59 40 – – 165 151 – 42 – – 
 

 

Fig. 4. The frequencies of predictor selection 

5 Conclusions 

The tournament searching method is a simple generic stochastic search method. It has 
an efficient, flexible algorithm which can be adapted to binary, continuous and mixed 
binary–continuous optimization. TS in a binary version has only one parameter con-
trolling the global/local searching properties of the algorithm – the tournament size. In 
the continuous version TS has the second parameter – the standard deviation used for 
generating new solutions. This parameter determines the length of jumping from the 
parent solution to the candidate one, i.e. the size of the locally explored region.     

Application of TS to optimization of the forecasting model based on Nadaraya-
Watson estimator gave good results comparing to other optimization methods such as 
grid search, genetic and evolutionary algorithms, and sequential methods of feature 
selection. In a result we get simple, easy to use and accurate model for forecasting 
"hard" nonstationary time series with trend, multiple seasonal cycles and random 
noise.  
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Abstract. The paper presents a novel algorithm for identification of
significant operating points from non-invasive identification of nonlin-
ear dynamic objects. In the proposed algorithm to identify the unknown
parameters of nonlinear dynamic objects in different significant oper-
ating points, swarm intelligence supported by a genetic algorithm is
used for optimization in continuous domain. Moreover, we propose a new
weighted approximation error measure which eliminates the problem of
the measurements obtained from non-significant areas. This measure sig-
nificantly accelerates the process of the parameters identification in com-
parison with the same algorithm without weights. Performed simulations
prove efficiency of the novel algorithm.

1 Introduction

Identification of dynamic objects is an important issue from the scientific and prac-
tical point of view (see e.g. [48][49]). Computer science researchers deal with the
problem of the non-invasive identification of nonlinear dynamic objects, focusing
only on cases in which measurements are collected in a short time, activity time of
the object is not too long or estimated parameters of the nonlinear dynamic object
do not change in a function of its input values. This paper is focused on identifica-
tion of a nonlinear object in a case of significant size disproportions of the important
and unimportant measurement areas and detection of operating points in order to
determine parameters of specific components of the identified object when a pre-
cise mathematical model is unknown. Simple example of this type of a nonlinear
object can be an electrical circuit with an element activating only at a certain value
of voltage. This paper describes an initial part of a large project that is realized.

Swarm intelligence studies the collective behaviour of many individuals in-
cluded in the complete system [38]. Each individual interacts locally with each
other and their environment. Swarms use some forms of decentralized control as
indirect communication to obtain satisfying solution in a reasonable time. In the

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 349–362, 2014.
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world literature many swarm-based systems inspired by real swarms observed in
nature can be found [38]. For example, Ant Colony Optimization methods have
been developed by mimicking collective behaviour of real ants. These algorithms
are adequate to solve discrete optimization problems [17]-[18], [21]. Another in-
teresting behaviors have been observed in flocks of birds or schools of fish. In
this kind of swarms, each individual randomly looks for food and observes other
individuals in the neighborhood at the same time. In the Particle Swarm Op-
timization, individuals moving directly in a solution space are able to solve a
problem in a continuous domain [23], [38].

2 Nonlinear Dynamic Object Identification

Let us consider a nonlinear dynamic system described by the algebraic equations
and based on the state variables technique

dx

dt
= f(x, u) = Ax+Bu+ ηg(x,u), (1)

Y = C · x, (2)

where g(x,u) is a separate nonlinear part of the system and η is the influence
factor of the nonlinearities of the whole system, A,B,C are system input and
output matrices, x,y,u are vectors of state variables, input and output signals
respectively. Assuming that η is small and the system is weakly nonlinear then
the linear approximation about an equilibrium point may give good results in
some range. However, overall accuracy of such a model may be too low for many
practical applications.

In this paper we propose solutions to increase accuracy of the above method
by identifying parameters affecting the behaviour of a nonlinear dynamic object.
This identification is based on data obtained from system measurements and/or
data from the internal state of the object.

However, in order to precisely determine parameters of an object, two prob-
lems have to be solved, (a) in which parts of data it is possible (important
measurement area) or it is not possible (unimportant measurement area) to de-
termine of most or all parameters of the object; (b) how data from measurements
should be treated in a case when small parts of them convey some important
information from the identification point of view.

3 PSO nad GA Algorithm

In order to identify specific unknown parameters of dynamic nonlinear objects,
we use the Particle Swarm Optimisation (PSO) algorithm supported by the
genetic algorithm (see e.g. [25], [34]-[35], [41]).

Particle swarm optimisation is a well known computational method to solve
optimization problems. At each epoch the algorithm attempts to improve the
solution according to the specific measure of quality.
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Unfortunately, PSO algorithm is not resistant to local optima occurring fre-
quently in the case of estimating the parameters of dynamic objects. From that
reason – in early stages – they require support of another effective algorithm
inspired by nature – a Genetic Algorithm (GA) (see e.g. [11], [24], [27]-[28],
[42]). GA provides diversity to obtained partial solutions and allows searching
the entire space of solutions, while PSO is fast convergent to an optimal local
solution.

In PSO algorithm each particle pi ∈ N t
PSO, i = 1, . . . , |N t

PSO| has certain
location xt

i and velocity vt
i , where location xt

i ∈ RN , t = 1, . . . , T , T - maximum
epoch number. Each particle moves through a continuous search space looking
for a high quality solution guided by its best location xpt

i which has been found
so far, and the global best location xgt found by all particles. Initially, the set
N0

PSO of particles, best locations xp0
i and global best location xg0 are randomly

scattered throughout the solution space. Firstly, PSO algorithm updates the
velocity (3) and the location (4) of the particles [16], [52]

vt+1
i = wt · vt

i +U(0, ψ1)
t · (xpt

i − xt
i) +U(0, ψ2)

t · (xgt − xt
i), (3)

xt+1
i = xt

i + vt+1
i , (4)

where wt is an influence factor of the velocity value in the time t on the velocity
value in the time t + 1, ψ1, ψ2 are factors which determine an influence of xpt

i

and xgt on the next velocity value, U(0, ψk)
t is vector of random numbers which

are uniformly distributed in [0, ψk], k = 1, 2.
As mentioned earlier, in order to prevent PSO algorithm from premature

convergence, genetic algorithm can be used with probability P t
GA at early stage

of the search process

P t
GA =

{
PGAmin +

(PGAmax−PGAmin)·(Tstop−t)

Tstop
if (t ≤ Tstop)

PGAmin otherwise
, (5)

where Tstop is epoch number in which P t
GA = PGAmin , Tstop < T .

At each epoch of the PSO method supported by the GA algorithm, a set
N t

a = N t
PSO ∪ N t

GA of solutions is obtained. After that, each solution xt
i ∈ N t

a

is evaluated according to arbitrarily chosen measure of quality f and the best
solution xpt

i for each participle and the global best solution xgt are refreshed
according to equations (6) and (7) respectively

xpt
i =

{
xt
i when f(xt

i) < f(xpt−1
i )

xpt−1
i in other case

, (6)

xgt = arg min
i=1,...,|Nt

a|
(xpt

i). (7)

In the last step of the algorithm, a set N (t+1)
PSO , which contains |NPSO| the best

solutions from the set N t
a, is created.
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4 Problem of the Unimportant Measurement Areas

In the proposed method the parameters of a nonlinear dynamic object are gen-
erated by the modified PSO algorithm described in the previous section. To
evaluate obtained solutions, the Root Mean Square Error (RMSE) can be used

RMSEt =

√√√√ 1

K

K∑
j=1

εtj ; εtj =
(
ytj − ȳj

)2
, (8)

where ytj is an output obtained from the object identified for solution, ȳj is
reference value and K is number of reference values.

However, the RMSE measure is inefficient in a situation when the number of
obtained data in unimportant measurement areas is significantly higher than in
important measurement areas. In this case, the algorithm stops earlier because
the error in the important area of measurement has a weak effect on the overall
solution error. To eliminate this disadvantage we propose a new Weighted Root
Mean Square Error (WRMSE) dedicated to an object identification problem or
function approximation

WRMSEt =

√√√√ K∑
j=1

ŵt
j · εtj/

K∑
j=1

ŵt
j . (9)

For each reference value, a weight ŵt
j is calculated according to RMSEt and the

current error value εtj
w

(t+1)
j = εtj/RMSEt, (10)

where RMSEt is the smallest error obtained so far by the algorithm. This weight
must be additionally normalized

ŵj = wj/max(wj), (11)

in order to increase precision, or

ŵj = wj/

(
1

K

K∑
i=1

wi

)
, (12)

in a case of significant disproportion in number of reference data within impor-
tant and unimportant measurement areas of the identified object. Weights scale
the error space so that the sensitivity of the algorithm can be increased in the
areas where the identified object performs poorly.

5 Algorithm for Identification Significant Operating
Points

The designating parameters of a nonlinear object may depend on input or output
values in some measurement areas or may be constant in others. Measurement
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areas, in which parameters of a nonlinear object behave in a certain way will be
called significant operating points.

Identification of a nonlinear object in all measurement areas is difficult or
even impossible unless a complex model for estimating change of the parameters
is used. Moreover, some identified objects have constant parameters in most
measurement areas so that only a small part of input or output is interesting
from the viewpoint of linear or nonlinear parameter changes. A good example
may be a nonlinear object with a semiconductor in an electrical circuit. It works
in two states defining two potential operating points for the whole object. An
identified nonlinear object may contain many elements, for which sufficiently
accurate mathematical model is unknown [42].

When approximate mathematical model of the nonlinear object is known it
is possible to identify this object using only a small part of measurement values.
When the measure of quality for xgt is lower than the threshold value εstop then
the analysed area can be enlarged. This extension is made until the accuracy
of the model, determined by comparing values of its output signal ytj with the
reference value ȳj, is lower than εfind. The algorithm to determine the first
significant operating point opfirst is presented in Alg. (1).

Input: Measurements ȳj, j = 1, . . . ,K, εstop, εfind, εend are minimum
error of the ending operating point, extending operating point, estimating
end of operating point respectively, δ - initial interval for object
identification.
Output: One significant operating point with an identified nonlinear
object.

Set the Kstart = 0; Kstop = δ,
opnew(internal_object_state) ← estimate from ȳKstart ;
while Kstop increase do

while f(xgt) > εstop and t < T do
Identify object using PSO supported by GA;

end
while εKstop < εfind do

For the best solution xgt, extend the operating point through
increasing Kstop, calculate the error εKstop for the obtained object;

end
end
Reproduce the measurements again to estimate the end of the location of
the operating point starting from the j = Kstart using the following loop
while εj < εend do

For the best solution xg increase j;
Calculate the error εj;

end
Algorithm 1. Algorithm to determine the first significant operating point
opfirst
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The exact procedure is shown in Alg. (2). The complete algorithm to deter-
mine all significant operating points is depicted in Alg. (3).

Input:Measurements ȳj, j = 1, . . . ,K, εstop, εfind, εend, opp - previous
operating point.
Output:Modified the previous operating point opp and a new operating
point opnew.

Set the Kstart = Kstop(opp),
the opnew(parameters_for_identification) ← opp(identified_parameters)
and the opnew(internal_object_state) ← estimate from ȳKstart ;
Initially reproduce measurements to estimate the end of the location of
the new operating point starting from the j = Kstart using the following
loop
while εj < εfind do

For the best solution xgt, for opnew increase j;
Calculate the error εj;

end
Determine the new operating point using the following loops
while Kstop increase do

while f(xgt) > εstop and t < T do
Identify object in the operating point opp, the join point
Kstop(opp) = Kstart and the new operating point opnew using PSO
supported by GA;

end
while εKstop < εfind do

For the best solution xgt extend the new operating point opnew,
increase Kstop, calculate the error εKstop from the obtained object
in the new operating point opnew;

end
end
Reproduce measurements again to estimate location end of the new
operating point staring from the j = Kstart using the following loop
while εj < εend do

For the best solution xgt increase j;
Calculate the error εj for the object in opnew;

end
Algorithm 2. Algorithm to determine the new operating points opnew
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Input: Measurements ȳj , j = 1, . . . ,K
Output: Collection of all obtained operating points OP with identified
nonlinear objects

Determine the first operating point opfirst and object using Alg. (1);
Add opfirst with object to collection OP ;
set the opp = opfirst;
while Kstop < K do

Determine a new operating point opnew using Alg. (2);
Add opnew to OP ;
Set the opp = opnew ;

end
Algorithm 3. Algorithm to determine all operating points

6 Experimental Results

The proposed algorithm for identification of the significant operating point has
been applied to the inverted pendulum problem with the spring fixed in different
points. A comprehensive description of this problem is presented in Fig. 1 and
described by equations (13-21).

Fig. 1. Model of the inverted pendulum

α(t+1) = αt + ωt ·Δt+ 1

2
· (εt ·Δt2), (13)

where ω - angular speed, Δt - step integration, ε - angular acceleration,

ω(t+1) = ωt + εt ·ΔT, (14)
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x(t+1) = −h · sin(α(t+1)), y(t+1) = h · cos(α(t+1)), (15)

L(t+1) =
√
(x(t+1) − xspr)2 + (y(t+1) − yspr)2, (16)

where L(t+1) - spring length in the time t+1,

F (t+1)
s = k · (L(t+1) − L0), (17)

where k - elasticity coefficient, L0 - free length of the spring,

β(t+1) =

{
arccos((yspr − y(t+1))/L(t+1)) if xspr ≥ x(t+1)

− arccos((yspr − y(t+1))/L(t+1)) otherwise
, (18)

F (t+1)
sx = F (t+1)

s · sin(β(t+1)), F (t+1)
sy = F (t+1)

s · cos(β(t+1)), (19)

F (t+1)
w =

(
m · g − F (t+1)

sy

)
· sin(α(t+1))− F (t+1)

sx · cos(α(t+1)), (20)

where m - mass, g - gravity acceleration,

F (t+1)
o = ρ · ω(t+1), ε(t+1) = (F (t+1)

w − F (t+1)
o )/(m · h), (21)

where: ρ - motion resistance.
This model is interesting because it has a periodic response and two operat-

ing points depending on positions of the spring suspension. Sequential elements
(e.g. next linear or nonlinear spring) defining another operating points can be
easily added. In this way the complexity of the model and the ability to detect
disadvantages of the constructed algorithm can be gradually increased. This is
particularly important at the stage of building a comprehensive solution. In all
simulations two key parameters of the inverted pendulum model are identified:
a point of spring suspension and elasticity coefficient of the spring.

Numerous simulations have been performed on the basis of which it has been
concluded that the standard method of identifying the object is not very effective
or does not work at all. In this case algorithm stops as early as shown in Fig.
4a. Key disadvantages have been removed using the proposed novel WRMSE
error measure Fig. 4b. Moreover, significant improvements of object identifica-
tion have been observed in Fig. 3a. The proposed solution proved to be effective
even in the case where important area of measurements represented only 3%
of all measurements. Fig. 3b shows sample weights obtained at the end of the
identification process. Experiments shown in Fig. 3 and Fig. 4 are based on data
for standard model without changing parameters.

Results presented in Fig. 2, Fig. 5 and Fig. 6 have been realized for fast changes
the spring elasticity coefficient. The main steps of the algorithm to identify the
operating points presented in Alg. 1, Alg. 2 and Alg. 3 are shown in Fig. 2,
Fig. 5 and Fig. 6. Fig. 2 presents initial stage of the identification of the first
operating point with the object, Fig. 5 illustrates a way to determine end of the
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Fig. 2. Illustration of the initial stage of the object identification in the first operating
point; a) the output of the identified object compared to measurements used for iden-
tification; b) assigned weight values obtained from equation (12) for the measurements
used for the identification
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Fig. 3. a) Object identification progress; b) assigned weight values obtained from equa-
tion (12) for the measurements used for the identification
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Fig. 4. Comparison of results for the algorithm applied for measurements with sig-
nificant disproportion between important and unimportant measurement areas, plots
represent only part of measurements in time interval equal 300 [s]; a) identified object
without using weights (the algorithm does not work correctly); b) identified object
using weights (good approximation is obtained)

operating point. Finally, Fig. 6 shows estimation of connection point between the
first operating point opfirst and a new operating point opnew. We also observed
a difficulty in determining correctly identified parameters of the object in a
case of a small number of the measurements despite obtained small errors. This
phenomenon has been observed in early stages of the object identification at the
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Fig. 5. Illustration of the Kstop identification for the first operating point opfirst; a)
output of the identified object with selected Kstop connect point; b) location of the
Kstop for the first operating point in the context of the assigned weight values
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first operating point. In this area of the measurements, estimated parameters
are weakly dependent on the waveform shape.

7 Conclusions and Further Works
In this paper a novel method for identification of significant operating points for
data obtained from identification of a nonlinear dynamic object has been pro-
posed. This method is based on the complete identification of object in different
significant operating points. The obtained results can be easily interpreted by
the expert to analyze the obtained models. The simulations show full usefulness
of the proposed method.

The constructed algorithm for identification of significant operating points for
nonlinear object reminded key problems of nonlinear identification:

– Detection of the activation of one significant operating point in different
measurement areas using various architectures of neural networks (see e.g.
[3]-[8], [32]-[33], [39]-[40]).

– Detection of the activation of one significant operating point in different mea-
surement areas using fuzzy systems (see e.g. [29]-[31], [53]-[56]) and neuro-
fuzzy systems (see e.g. [10]-[15], [43]-[47]).
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– Identification of fuzzy rules using PSO supported by GA [13], or other nature
inspired algorithms [11], [26], [36]-[37].

– Grouping of obtained significant operating points for merge.
– Estimation of the characteristics of parameters change in a transition area

(what can be interpreted by the expert) using Takagi-Sugeno neuro-fuzzy
systems [14]-[15].

– Testing the algorithm for different identified nonlinear objects.
These proposals will be considered and resolved in subsequent extended pub-
lications.
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Abstract. Scope of the paper is the procedure reconstructing the heat
flux density in the solidification on the grounds of temperature measure-
ments in selected points of the cast. Elaborated method is based on two
procedures: finite difference method with application of the generalized
alternating phase truncation method used for solving the appropriate di-
rect solidification problem and the Artificial Bee Colony algorithm used
for minimizing some functional representing the crucial part of the pro-
cedure.

Keywords: Artificial Intelligence, Swarm Intelligence, ABC algorithm,
solidification.

1 Introduction

In the last decades there appeared an idea of solving the most complicated en-
gineering problems by imitating the behavior of living organisms, in particular
their ability of learning and constant improving their activity in order to maxi-
mize the chances for success. This idea constitutes the grounds for an important
branch of computer science called the artificial intelligence [1].

Within the framework of artificial intelligence one can distinguish some spe-
cific groups of algorithms differing in the way of approaching to investigated
problems. For example, the evolutionary algorithms generate the solutions of
considered problems by using the techniques inspired by natural evolution, such
as reproduction, mutation, selection and crossover [2]. The artificial neural net-
works are the computational models inspired by the central nervous systems of
animals and they are usually presented as systems of interconnected ”neurons”
computing the values from inputs by feeding information through the network
[3]. Finally the swarm intelligence algorithms are based on the collective behav-
ior of self-organized members of the swarm partitioning the general problem into
a set of small subproblems solving of which leads to a general success [4].

Inspiration of composing the final solution from the partial solutions achieved
by the swarm members was taken from the natural behavior of the swarms of
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insects, like ants or bees. On these grounds many interesting algorithms have
been developed, like the Ant Colony Optimization [5, 6], the Glowworm Swarm
Optimization [7] as well as the Artificial Bee Colony algorithm [8, 9], further
called for short as the ABC algorithm, used in this paper.

Artificial intelligence algorithms of different kinds have found a number of ap-
plications in solving various problems, for example, in solving the heat conduc-
tion problem [10], the image segmentation problem [11], the asymmetric traveling
salesman problem [12], the transportation problem [13], the reaction-diffusion
problem [14], the generalized assignment problem [15], in system controlling [16]
and in investigating many other problems.

Physical processes modeled by means of mathematical models can be divided
into two groups: direct problems and inverse problems. Direct problem concerns
the case when all the input data are given at the beginning and the problem just
must be solved under initial assumptions. In case when some part of the input
information is unknown, which means it must be reconstructed, but in exchange
some additional information about the effects caused by the input data is known,
then we deal with the inverse problem. Therefore, the inverse problems can be
used, for example, for determining the values which cannot be directly measured
or in design problems in which the initial values of parameters should be selected
such that they will ensure a required run of the process. However, the inverse
problems are often called as the ill posed problems because of many difficulties
appearing in the course of their solution and resulting from the fact that usually
their analytic solutions do not exist or they exist but are neither unique nor stable
[17]. That is why each proposition of successful method enabling to determine
the approximate solution of such problems is desired and interesting.

The process of pure metal solidification is mathematically defined by the Ste-
fan problem [18–22], whereas the process of alloy solidification is described by the
so called solidification in the temperature interval [23, 24]. Model of solidifica-
tion in the temperature interval, which takes into account only the temperature
distribution, is based on the heat conduction equation with the enclosed source
element including the latent heat of fusion and the volume contribution of solid
phase. For the assumed form of function describing this contribution, the equa-
tion is transformed to the heat conduction equation with the so called substitute
thermal capacity. Thereby the considered differential equation describes the heat
conduction in the entire homogeneous region (in solid phase, in two-phase zone
(mushy zone) and in liquid phase).

Authors of the current paper have already tested several optimization algo-
rithms of artificial intelligence in solving inverse problems connected with the
heat conduction [25–29]. One of the investigated procedures was the Artificial
Bee Colony algorithm which turned out to be quite efficient in solving problems
of considered kind. Therefore, in this paper we intend to use the ABC algorithm
for identifying the heat flux density on boundary of the region in solidification
process with the aid of additional information given by the measurements of
temperature in selected points of the cast. Elaborated procedure is based on
two methods: finite difference method combined with the generalized alternat-
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ing phase truncation method (see [30] and [18, 21, 22]) used for solving the
direct problem connected with the investigated inverse problem and the ABC
algorithm applied for minimizing some functional representing the important
part of the procedure.

2 Artificial Bee Colony Algorithm

Idea of the Artificial Bee Colony Algorithm is based on the observation of be-
havior of the colony of bees exploring the environment around the hive in order
to find the flowers rich in nectar. When the bees – discoverers find some good
sources of nectar, they take the samples and fly back to the hive where, with
the aid of some special kind of dance called the waggle dance, they inform the
other bees – viewers about the positions of sources of food. Next, the bees from
the hive fly in pointed direction for using the most attractive ones from among
the found sources of nectar.

In the algorithm imitating such way of communication between the bees the
role of sources of nectar is played by the points of domain – vectors x and value
of optimized function J in given point – number J(x) – designates the quality
of respective source x. In the task of minimization of the objective function, the
smaller is the value J(x), the better is the source x and probability of the choice
of a source is the greater, the better is the quality of this source. In general,
the process consists in the double search of investigated region – more generally
for the first time in order to localize the best sources and then more precisely
around these best selected locations. In details the ABC algorithm runs in the
following way (see also [8, 9]).

Initialization of the algorithm

1. Initial data:
SN – number of the explored sources of nectar (number of the bees-
scouts, number of the bees-viewers);
D – dimension of the source xi, i = 1, . . . , SN ;
lim – number of ”corrections” of the source position xi;
MCN – maximal number of cycles.

2. Initial population – random selection of the initial sources localization
represented by D-dimensional vectors xi, i = 1, . . . , SN .

3. Calculation of values J(xi), i = 1, . . . , SN , for the initial population.

Main algorithm

1. Modification of sources localizations by the bees-scouts.
a) Every bee-scout modifies position xi according to formula

vji = xji + φij(x
j
i − xjk), j ∈ {1, . . . , D},
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where:
k ∈ {1, . . . , SN}, k �= i,
φij ∈ [−1, 1].

}
– randomly selected numbers.

b) If J(vi) ≤ J(xi), then position vi replaces xi. Otherwise, position xi

stays unchanged.
Steps a) and b) are repeated lim times. We take: lim = SN ·D.

2. Calculation of probabilities Pi for the positions xi selected in step 1. We
use formula

Pi =
fiti

SN∑
j=1

fitj

, i = 1, . . . , SN,

where: fiti =

{ 1
1+J(xi)

if J(xi) ≥ 0,

1 + |J(xi)| if J(xi) < 0.
3. Every bee-viewer chooses one of the sources xi, i = 1, . . . , SN , with

probability Pi. Of course one source can be chosen by a group of bees.
4. Every bee-viewer explores the chosen source and modifies its position

according to the procedure described in step 1.
5. Selection of the xbest for the current cycle – the best source among

the sources determined by the bees-viewers. If the current xbest is better
that the one from the previous cycle, we accept it as the xbest for the
entire algorithm.

6. If in step 1 the bee-scout did not improve position xi (xi did not change),
it leaves the source xi and moves to the new one by using formula

xji = xjmin + φij(x
j
max − xjmin), j = 1, . . . , D,

where φij ∈ [0, 1].

Steps 1–6 are repeated MCN times.

3 Governing Equations

Let us consider region D = {(x, t) : x ∈ (0, d); t ∈ (0, t∗)} taken by the
solidifying material in which the distribution of temperature is described by
means of the heat conduction equation [18–20]:

C �
∂T (x, t)

∂t
= λ

∂2T (x, t)

∂x2
, (x, t) ∈ D, (1)

where C, � and λ denote, respectively, the substitute thermal capacity, density
and thermal conductivity coefficient, T describes the temperature, finally t and
x refer to the time and spatial variable. The above equation is completed by the
initial condition

T (x, 0) = T0(x), x ∈ [0, d], (2)

and boundary conditions of the second kind

∂T (0, t)

∂t
= 0, t ∈ (0, t∗), (3)
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and

−λ ∂T (d, t)
∂t

= q(t), t ∈ (0, t∗). (4)

Substitute thermal capacity is equal to

C =

⎧⎪⎨⎪⎩
cl T > TL,

cmz +
L

TL − TS
T ∈ [TS , TL],

cs T < TS ,

(5)

where cl, cmz and cs denote, respectively, the specific heat of liquid phase, mushy
zone and solid phase, L describes the latent heat of fusion and TL and TS refer
to the liquidus and solidus temperatures, respectively. In equation (1) the values
of density and the thermal conductivity coefficient vary as well in dependance
of temperature

� =

⎧⎨⎩
�l T > TL,
�mz T ∈ [TS , TL],
�s T < TS ,

λ =

⎧⎨⎩
λl T > TL,
λmz T ∈ [TS , TL],
λs T < TS.

(6)

The investigated inverse problem consists in determination of the temperature
distribution T in domain D and in identification of the heat flux density q on
boundary of this region in case when the values of temperature in selected points
((xi, tj) ∈ D) of the domain are known

T (xi, tj) = Uij , i = 1, 2, . . . , N1, j = 1, 2, . . . , N2, (7)

where N1 denotes the number of sensors and N2 describes the number of mea-
surements taken from each sensor.

For the fixed form of heat flux density q problem (1)–(4) turns into the direct
problem, solution of which makes us able to find the values of temperature
Tij = T (xi, tj) corresponding to the given heat flux density q. For solving the
direct problem, associated with considered inverse problem, we use the finite
difference method completed with the generalized alternating phase truncation
method (see [30] and [18, 21, 22]).

By using the calculated temperatures Tij and the measured temperatures Uij

we define the following functional representing the error of approximate solution

J
(
q
)
=

( N1∑
i=1

N2∑
j=1

(
Tij − Uij

)2)1/2

. (8)

Minimization of the above functional leads to find such form of heat flux q that
the reconstructed temperatures will be as close as possible to the measurement
values. For minimizing this functional we apply the Artificial Bee Colony algo-
rithm keeping in mind the fact that each running of the procedure requires to
solve the appropriate direct problem.
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4 Numerical Example

For verifying the procedure presented in previous sections let us consider the
solidification process described by the following parameters: d = 0.1 [m], t∗ =
1000 [s], λl = 104 [W/(mK)], λs = 262 [W/(mK)], cl = 1275 [J/(kgK)], cs =
1077 [J/(kgK)], �l = 2498 [kg/m3], �s = 2824 [kg/m3], L = 390000 [J/kg],
liquidus temperature TL = 926 [K], solidus temperature TS = 886 [K] and
initial temperature T0(x) = 1013 [K].

Our goal is to identify the heat flux density on boundary of the region in case
when measurements of temperature are known in the selected points of the cast.
The exact values of heat flux density are known and are the following ([W/m2]):

q(t) =

⎧⎪⎪⎨⎪⎪⎩
440000, t ∈ [0, 100),
280000, t ∈ [100, 250),
220000, t ∈ [250, 400),
160000, t ∈ [400, 1000].

(9)

The thermocouple (N1 = 1) was located on the boundary (in point x = 0.1)
of considered region and we took from it 500 measurements of temperature
(N2 = 500) read in every 1 second. In calculations we used the exact values of
temperature and values burdened by the noise. For each exact value of tempera-
ture the perturbation was randomly selected from normal distributionN(0, σ/3).
For calculations we took the value of σ equal to 1% and 2% of the exact value.
For solving the direct problem we used the finite difference method combined
with the generalized phase truncation method applied for the mesh of steps
Δt = 0.005 and Δx = 0.0002.

For minimizing functional (8) we used the ABC algorithm executed for number
of bees SN = 15 and number of cycles MCN = 10. Because of the big differ-
ences between expected values of reconstructed heat flux density the respective
initial locations of sources were randomly selected from the following different in-
tervals: [250000, 600000], [150000, 400000], [100000, 300000] and [50000, 250000].
Limitations forced by the above intervals were maintained during the entire
optimization process. Important feature characterizing the swarm intelligence
algorithms, including ABC, is their heuristic nature which means that each ex-
ecution of the procedure can give slightly different results. Therefore for being
sure that the results are not accidental we evaluated the calculations for 10 times
and the best of received results were accepted as the reconstructed elements.

Relative errors of the heat flux density q identification obtained for input data
burdened by 1% and 2% error, respectively, are presented in Figure 1. In the
figure we may see four lines corresponding with the relative errors obtained for
the reconstructed values in the respective intervals displayed in dependence on
the number of cycles of the procedure. In both cases very quickly – after about
two cycles – the errors stabilize on the level comparable with the perturbation
of input data, however we may observe that further executions of the procedure
do not improve significantly the results.

Quality of the temperature reconstructions is illustrated in Figures 2 and 3.
Both figures present the comparison of the exact and reconstructed distribution
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Fig. 1. Relative errors of heat flux density reconstruction for the successive iterations
obtained for 1% (left figure) and 2% (right figure) noise of input data (four lines
corresponding with the respective values in four intervals in (9) are denoted by the
respective numbers 1–4)
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Fig. 2. Exact (solid line) and reconstructed (dots) distributions of temperature (left
figure) in control point located on the boundary obtained for 1% noise of input data
and absolute error of this reconstruction (right figure)

of temperature in control point located on boundary of the region obtained for
1% and 2% noise of input data, respectively. Both lines in both cases almost cover
which means the very good reconstructions of the temperature confirmed addi-
tionally by the very low absolute errors of these reconstructions also displayed
in both figures.

Finally, in Table 1 the results received in 10 evaluations of the procedure are
compiled. For the unburdened input data the relative errors of reconstructed
elements are close to zero (only in case of the heat flux density identified in the
first interval of variability the relative error is the highest, however it is about
0.2% which makes it acceptable). Similar situation can be observed for input data
perturbated by 1% random error – almost all the elements are reconstructed with
the error lower than 1% except the the first value of heat flux density, error of
which exceeds for about 0.5% the input data error. In third considered case all
the errors of reconstruction are lower than 2% error of input data. Moreover,
the respective low values of standard deviations in each considered case confirm
stability of elaborated procedure.
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Fig. 3. Exact (solid line) and reconstructed (dots) distributions of temperature (left
figure) in control point located on the boundary obtained for 2% noise of input data
and absolute error of this reconstruction (right figure)

Table 1. Reconstructed values of the heat flux density qi for i = 1, 2, 3, 4, standard
deviations (sqi) and relative errors (δqi) of these reconstructions together with the
maximal absolute (ΔT ) and relative (δT ) errors of temperature reconstruction obtained
for the unnoised input data and input data burdened by 1% and 2% error

noise i qi sqi δqi [%] ΔT [K] δT [%]

0%

1 440953.75 1.265 0.217

0.901 0.102
2 279960.12 0.078 0.014
3 219940.63 1.108 0.027
4 159953.17 0.067 0.029

1%

1 446811.92 373.301 1.548

3.660 0.413
2 282720.45 209.436 0.972
3 220380.84 29.183 0.173
4 159657.52 35.281 0.214

2%

1 444746.28 398.188 1.079

4.826 0.545
2 284333.23 239.272 1.547
3 221395.23 73.184 0.635
4 161698.37 165.87 1.061

5 Conclusions

Aim of this paper was the elaboration of procedure for solving the inverse prob-
lem describing the solidification process. Solution of this problem consisted in
identification of the heat flux density on boundary of the region and in recon-
struction of the temperature distribution in considered region on the basis of
temperature measurements known in selected points of the cast. Essential part
of the approach consisted in minimization of the functional expressing the errors
of approximate results, for minimization of which the Artificial Bee Colony al-
gorithm was used. The proposed procedure was investigated with regard to the
precision of obtained results and stability of working.

Summing up, the proposed algorithm constitutes the effective tool for solving
such kind of inverse problem, however the error of input data and selection of
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parameters in the ABC algorithm (number of individuals and number of cycles)
influence essentially the quality of solution. However, in each considered case
of input data the reconstruction errors are smaller or at least comparable with
errors of input data, values of the standard deviations of results obtained in
multiple execution of the procedure are relatively small as well as the numbers
of bees and cycles in the ABC algorithm needed for receiving satisfying results
which makes the entire procedure useful, efficient and stable.
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Abstract. Since the emergence of Web 2.0, the idea of online knowledge
sharing has been gaining attention of researchers and online communi-
ties. We can observe the popularity of such services on Wikipedia and
numerous Q&A systems, in which ordinary users can explicitly ask ques-
tions and provide answers thus raise their expertise level by learning
from others. Users dynamically switch between roles of content producer
and content consumer. This paper applies game-theoretic approach to
study how different community member profiles and reputation can af-
fect the learning process and, in consequence, credibility of the provided
information.
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1 Introduction

The emergence of Web 2.0 [1, 2] has provided a great opportunity to create an
environment for online learning communities. This shift in paradigms of the In-
ternet resulted in the emergence of a great variety of Q&A systems like Quora1

or Stack Oveflow2 services where users were allowed to ask questions and provide
answers to others in order to support the process of learning. Our work focuses
on contributory factors and barriers in reaching this goal. We propose a theo-
retical model allowing us to observe learning proces, even if users are exposed
to very unfriendly conditions, can bypass numerous difficulties, especially in the
presence of a reputation system. The next section of the paper briefly explains
the background of the model and introduces two basic hypotheses, which have
been evaluated using simulation approach.

� Research supported by the grant ”Reconcile: Robust Online Credibility Evaluation
of Web Content” from Switzerland through the Swiss Contribution to the enlarged
European Union.

�� This author is supported by Polish National Science Centre grant
2012/05/B/ST6/03364.

1 https://www.quora.com/
2 stackoverflow.com

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 373–384, 2014.
c© Springer International Publishing Switzerland 2014

https://www.quora.com/
stackoverflow.com


374 G. Kowalik et al.

2 Related Work

Different aspects of learning communities have been extensively studied over the
several past years. Numerous works analyzed the profiles of Q&A contributors,
their evolution and correlation of certain characteristics with the activity of users
[3, 4], and their expertise [5]. Other papers were dedicated to the phenomenon
known as wisdom of the crowd [6]. Some of the research aimed specifically to
better understand the concepts of information and knowledge, along with its
correlates [7]. [8] explains the differences between the two terms, suggesting
that information has no intrinsic meaning, while knowledge is a feature of a
reader and a provider. This approach is also used in our analysis. Numerous
publications treat knowledge management as in [9] and learning communities as
in [10], focusing on some processes determining how knowledge is shared, and
how such communities work. Our model is based on the one described in [11],
however it is modified to analyze learning processes. The proposed learning curve
is mostly inspired by [12].

In this paper we aim to verify two basic hypotheses using our theoretical
model. These hypotheses are presented in the following sections, along with a
brief summary of previous research results.

2.1 Community will Learn

The first hypothesis constitutes the fundamental assumption of all the open
Q&A systems the knowledge of the community members should increase over
time. The concept of learning is crucial to improving quality of the generated
content and therefore sustain the community. This intuition has been questioned
by the empirical studies presented in [13], where authors noticed that the mean
quality of the initial answer’s scores are likely to persist during the user’s tenure.
We claim that this phenomenon does not necessarily mean that the community
members do not learn. It can be associated with the fact that analyzed users
are already at the stage of providing answers (thus they have achieved a cer-
tain level of expertise earlier), while the increase of knowledge is made possible
only by consuming high-quality information posted by others (if we assume that
community is the only one place they use for learning). Another explanation
might be associated with the evolution of the entire community which actually
does learn, and therefore expects higher quality of consumed information. More-
over, it is also possible, that an average post score is strongly correlated with a
particular topic, which determines the number of potential voters. This aspect
of Stack Overflow was been studied in [14]. Apart from analyzing the learning
process itself, in this paper we also study how the initial knowledge distribution
(variance) between agents affects its characteristics.

Additionally, there is a well-known communication problem between experts
and non-experts [15]. Jeff Atwood, the co-founder of Stack Overflow3 explained
that acquiring certain communication skills is a vital part of user education

3 http://www.wired.com/wiredenterprise/2012/07/stackoverflow-jeff-atwood/

http://www.wired.com/wiredenterprise/2012/07/stackoverflow-jeff-atwood/
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process: ”Programmer’s job is to communicate with users to find out what people
want. (. . . )We’re tricking developers into being better communicators.” We want
to verify and confirm the importance of this communication in the learning
community.

2.2 Online Community with a Reputation System can Handle
Dishonesty

Online communities are especially vulnerable to a great variety of abuses. Some
users might have other goals than cooperation - like marketing, self-promotion,
hoaxes, jokes etc. Therefore, most of the modern services define certain rules
and force community members to comply with them by introducing reputation
systems. This approach is widely applied to e-commerce systems. However, it has
also been introduced to learning communities, where users can provide feedback
regarding the quality of certain information, and thus influence the reputation
of its producer (in some systems referred to as karma). Different aspects of such
systems and their potential influence on the community have been extensively
studied over the past several years. Some of them investigated how reputation
and badges can be used to promote certain behaviors and what the limitations
of such approaches are [16, 17]. Others provide guidelines on how to effectively
achieve high reputation score using particular community characteristics [14].
However, very little is known about the influence of different reputation systems
and voting strategies on the quality and credibility of the provided information.
Our model creates an environment for a theoretically study and evaluates dif-
ferent approaches to designing such mechanisms. In this paper we analyze how
communities with different member profiles deal with dishonest users and how
dishonesty affects a learning process.

3 The Model

A preliminary analysis of the Stack Overflow community revealed that its ac-
tive members can be divided into three groups, namely: information consumers
who only ask questions - in our model referred to as content consumers (CC)
information producers who only provide answers in our model referred to as con-
tent producers (CP), and multi-role types who perform both actions. At each
simulation step, agents choose their roles in the community. Afterwards a CP
produces content, while a CC chooses one CP to interact with, and consumes
the provided piece of information. By default, we assume that everyone can act
both as CP and CC at each simulation step. However, some of the experiments
were conducted using the role assignment inspired by real data extracted from
the Stack Overflow community.

3.1 Model Description

Agents in content producer roles use their knowledge to produce good quality
(true) information. We will describe this attribute of content as ”truthfulness”
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(TF) true information will have TF=1. However, they can either fail to do so
or intentionally produce wrong (false) information, especially those who are dis-
honest (CP-L). Such information will have TF=0. In addition, the producer can
invest in the presentation, the look (L) of content - like persuade the others
that s/he is right, using embellishments or use kind, communicative language to
explain answer (L=1) or not (L=0). For example:

– Question: ”What is a good treatment for a strong headache?”
– Answer: ”Aspirin is the best way to stop a headache. It is also effective

against flu, and protects even against heart attacks and strokes.”

This answer, even if truthful, contains several embellishments and a lot of
additional information that serves to persuade the asking person to use aspirin.
It is an example of good looking truth (L=1, TF=1). We could bring more
examples to other combinations of content values:

– (TF=0 ; L=0): ”Put some Olbas oil on your forehead.”
• This solution is wrong (we assume) so TF=0. The author does not use
anything more to convince us to use it, so also L=0.

– (TF=0 ; L=1) : ”Do not take an aspirin, because it is an acid and can damage
your stomach. Put some Olbas oil on your forehead and rest in a dark room.
This will stop almost any headache.”
• L=1 because thr answer contains a lot of persuasive information to per-
suade the asking person. This persuasion can be based on a negative
motivation (fear of damaging the stomach). TF=0 because Olbas oil is
not effective against headaches.

– (TF=1 ; L=0): ”Take an aspirin.”
• This solution is correct (TF=1), but author does not provide any look
value to it (L=0).

We do not say that ”look value” is something wrong, it just makes content
more attractive to CC. All important factors, besides truthfulness of information,
can be described as ”look” value.

Content consumers try to consume good (true) information using an inaccu-
rate signal for evaluation. The signal is composed of quality/truthfulness (TF)
of information and its look (L). Using their knowledge, CC try to verify the TF
of signal. The less they know, the greater the significance of the L factor. Naive
users could just follow CP assurance, having no idea if it will work or not.

The signal is randomized from normal distribution using the following formula:

S ∼ (α ∗ TF + (1− α) ∗ L, δ) (1)

Where:

α - knowledge of CC (ranges from 0 to 1)
TF - Truthfulness of content (true=1, false=0)
L - Look of content (1 if CP invested in it, 0 if not)
δ - ”expertise” value used as standard deviation, 0,3 by default4

4 This factor is used here as ”noise” . However, it can be interpreted as ”expertise”,
accuracy of estimation or ”certainty”. More about this factor can be found in [11].
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Users in CC is the role can learn change their knowledge value. If they
successfully accept true content, their knowledge increases. However, accepting
false information results in the decrease of knowledge (they will move forward
making the same errors etc.). As mentioned before, the S-Curve function will
be used. Each time we say that agent’s knowledge increases or decreases we
use S-Curve function calculating it from ”experience” value that is increased or
decreased by fixed value (0.01 by default):

knowledge =
1

1− e−t
(2)

where:

t - current experience level

Experience will be also used for calculating initial values. Each interaction results
in payoff for both sides, using values the same as in [11]. Those gains are ”main
goal” of agents and are used in evolution (knowledge can help achieve better
gains, but have no direct impact on gains and evolution):

Table 1. Payoff tables. Each row (CP strategy) represents final information value from
CP composed by truthfulness and look (TF, L).

CC
Accept Reject

(1,1) 2
4

0
−1

-H

(1,0) 2
5

0
0

C
P (0,1) −2

1
0

−3
(0,0) −2

2
0

−2

CC
Accept Reject

(1,1) 2
1

0
−1

-L

(1,0) 2
2

0
0

C
P (0,1) −2

4
0

−3
(0,0) −2

5
0

−2

3.2 Simulation Procedure

The presented model has been implemented using the Repast 2.0 framework.
Each simulation involve a number of generations that involve a number of

iterations. Evolution occurs between generations. By default, we use 100 gen-
erations and each with 100 iterations. Whole simulation procedure is described
below:

1. Each CP produces one piece of information, according to his strategy
– Look (L) : Can add look (L=1) or not (L=0)
– Truthfulness (TF): can produce true (TF=1) or false (TF=0). If CP

intends to produce TF=1, s/he has a chance to do it basing on his or
her knowledge. If s/he fails, information will be false (TF=0).
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2. Each CC chooses one producer from the population, according to the pro-
ducer choice strategy (one of two) used in scenario:
– Random producer: CC selects one CP at random
– Reputation: CC selects three CPs and then chose the one with the highest

reputation value
3. CC evaluates producer’s information and decides whether to accept it or not

– The signal for evaluation is randomized basing on look (L) and truthful-
ness (TF) of information from CP

– If the signal is higher than the consumer’s individual acceptance thresh-
old, CC accepts the information. Otherwise, it is rejected.

4. If CC accepted information:
– Modify CC knowledge. If TF=1 then increase, if TF=0 then decrease
– CC rates the CP (this action modifies only the working copy of pro-

ducer’s rating, so that other consumers do not take this evaluation until
the next iteration) if the CC accepts information and TF=1, the CP
receives one ”upvote” (his or her reputation increases). If the CC accepts
TF=0, CP receives one ”downvote” (its reputation decreases).

5. CC and CP receive their gains (according to the payoff table, see Table 1).
6. Original producer’s ratings are updated taking into account the evaluations

from this iteration.
– If it is the last iteration in the generation:
– Producers evolve (modify the strategy of TF and L values of produced

information proportionally to gains from all iterations in this generation)
• CP strategy inheritance has a 1% chance to be random instead of
parental (mutation).

– The reputation of all the producers is reset
– Consumers evolve (modify their acceptance thresholds proportionally to

gains from all iterations in this generation)
• CC strategy inheritance has a 1% chance to be random instead of
parental (mutation).

4 Simulation Results

All presented results were verified by multiple runs (usually 10). The following
charts show one run of simulation. If results were different between runs it will
be mentioned otherwise, all runs looked similar.

4.1 Community will Learn

To explore this topic we can form a hypothesis:

– The total / mean value of knowledge in community should increase (if there
are people with enough knowledge to teach)

This was tested using some basic scenarios. Most simulation parameters will
be same as in [11]:



Simulations of Credibility Evaluation and Learning in a Web 2.0 Community 379

– Number of interactions/generations: 100/100
– Number of multi-role agents: 100
– ”Expertise”: 0.3
– Experience gain/loses: 0.01
– Initial experience/knowledge was randomized using normal distribution.

Mean and variance will be provided
– CP Look usage strategy will be randomized at start (50% chances for 1 and

50% for 0)

Scenarios to this hypothesis assume that all agents are honest (CP-H in CP
role). CP-L type presence will be tested later in this paper. Reputation will not
be used; it will be also tested on next hypothesis.

Different scenarios will test different initial knowledge it will be randomized
value (using experience) for each ”generic” agent from normal distribution, with
mean and std. deviation defined by scenario.

Each figure shows:

– Knowledge mean - mean of knowledge value of all agents
– Knowledge varianve - variance of knowledge value of all agents
– Look strategy usage - mean of look usage in CP role (value 1 for agents using

it, 0 for agents not using it)
– Acceptance threshold mean - mean of acceptance threshold of all agents

(value used in their CC role)

As we can see, if initial knowledge is average (Fig. 1) or high (Fig. 3), we
can observe a learning process leading to the situation where all agents have
maximal knowledge. Look usage rises at the start (CP need to ”promote” their
content), but when knowledge reaches maximum levels, it starts to decrease as
CC no longer consider look in signal evaluation, it is just unnecessary cost. This
is a good example of ”communication role” discussed in this hypothesis firstly,

Fig. 1. Average knowledge scenario re-
sults (mean=0.5, std. Dev=0.2)

Fig. 2. Low knowledge scenario results
(mean = 0.2, std. dev. = 0.2)
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Fig. 3. High knowledge scenario results
(mean = 0.8, std. dev. = 0.2)

Fig. 4. Varied knowledge (mean = 0.5,
std. dev = 1)

Fig. 5. Polarized knowledge (mean =
0.5, std. dev = 99)

experts need to communicate with non-expert users. It is a very important and
”positive” value of ”look”. However, once all users became experts, they can
talk in their own jargon, disregarding any ”look” values, as they can distinguish
between true and false. Acceptance level slowly decreases to 0, showing that
people ”trust” each other at the end of such scenario as everyone is honest and
has maximal knowledge, it seems to be natural.

However, if the initial knowledge is low (Fig. 2), the simulation ends
with minimal knowledge for all agents. This way, acceptance threshold reaches
high levels and look usage maximal level (all uses L=1 as CC uses only L to
evaluate I).
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There is an interesting case with initial knowledge variance as we can see in
Fig. 4 and Fig. 5, higher variance results in longer ”learning” process knowledge
mean still reaches maximal level, but in longer time (iterations). This is a very
interesting result, suggesting that learning communities with similar level of
knowledge of their members will work better than those with very different
knowledge of members (with same total sum / average).

In [13] authors shows that quality of content seems to be constant. This can be
compared with similar behavior of our signal. As we can see in results, initially
CC with lower knowledge would likely evaluate positively content with good
look (that is rapidly taken as strategy by CP), but at a later stage, if we have
a community with high knowledge, whole signal is based on TF Look is rarely
used as it has no value. Users have other (higher quality) expectation of content.
This way, we can ask if ”quality of content” as in [13] could actually change in
time as evaluation of it might be deferent.

4.2 Online Community with a Reputation System can Handle
Dishonesty

As written before, many online communities use reputation systems. They have
many possible effects. The one we want to focus on is impact on knowledge and
learning of members and an impact of dishonest agents. Dishonest producers
(CP-L), same as in [11], are those interested in providing information with TF=0
(different payoffs). They will use strategy to not add it. However, it can change
in the course of evolution (from mutation).

In tested scenarios, we set a number of agents as dishonest (10%, 50% and 90%
from initial 100). Other parameters were nearly same as in previous scenarios
(we reduced initial look usage and initial knowledge to mean = 0.3 to make
results more visible and clear)

Fig. 6. Scenario with reputation on,
10% dishonest

Fig. 7. Scenario with reputation on,
50% dishonest
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Fig. 8. Scenario with reputation on,
90% dishonest

Fig. 9. Scenario with reputation off,
10% dishonest

Simulations clearly show the effect of reputation. With reputation presence,
10% dishonest agent presence was almost unnoticeable (comparing Fig 10 with
Fig. 1). As we can observe, community achieved higher acceptance threshold
they are not so ”trusty” as it was observed in Fig.1. It seems that community
spontaneously created a solution how to deal with the presence of dishonest
agents. With 50% of dishonesty, as we can see in Fig.11, achieving maximum
levels of knowledge took more time (iterations). Also, final acceptance threshold
level was higher. If we flood the community with dishonest agents, as we can see
in Fig.12 with 90% dishonest agents, we can observe that the community will
not be able to achieve the maximum levels and ends with minimum levels (and a
very high acceptance threshold). Here, the role of reputation is very important,
as can be seen in Fig. 13 the scenario with reputation system turned off. Fig.13
shows, that only 10% dishonest agents in the same scenario modified only by
turning reputation off was enough to bring down knowledge to minimum instead
of maximum level.

In conclusion, reputation system, even in such basic form as presented here,
can work very well in improving learning community and dealing with dishonest
members.

5 Conclusions and Future Work

The presented research show, a community can have ability to select strategies
that results in increased knowledge. Moreover, such a community can handle
many difficulties thrown into scenarios like dishonesty, lower initial member
knowledge etc. using well known and simple mechanisms like reputation. What
is interesting, we can clearly observe some ”phases of learning” if initial knowl-
edge is high enough, we can see that it will start rising along with percentage of
agents using the look for their CP roles. This shows the importance of good com-
munication, even promotion of content at early stages especially from experts
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to non-experts. Once knowledge reaches maximum levels, agents gradually stop
using look, as they are all experts, focusing only on truthfulness of information.
We can also clearly observe that the acceptance threshold drops to almost ”full
trust” if we do not have dishonest agents, but with presence of dishonesty it
reaches accordingly higher levels.

The main contribution of this article is a theoretical model of an open knowl-
edge community which allows studying the interplay between learning and con-
tent selection. Content consumers in our model are not directly motivated to
learn; learning of the community is the emergent process. Using our model, we
are also able to study the effects of a reputation system on emergence of learning
in the presence of adversaries who attempt to manipulate the community.

A good theoretical model should have the following three properties: it should
be conceptually simple, should be able to express the most relevant phenomena
in the studied area, and should be able to formulate predictions which can be
verified empirically. We believe that our model fulfills these three requirements,
and our future work will focus on empirical model verifications and improve-
ments. For example, our model can be used in future to answer the questions
such as: what is the likelihood of obtaining an answer to a question in a partic-
ular learning community? What distributions of knowledge can be expected in
typical learning communities? Empirical studies of such research questions will
most likely require creating a testing method for open knowledge communities
which can base on surveys or use the Q&A system directly.
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Abstract. The paper deals with an application of the artificial immune
system (AIS) and the particle swarm optimizer (PSO) to the optimiza-
tion problems. The AIS and PSO are applied to optimize of stacking
sequence of plies in composites. The optimization task is formulated as
maximization of minimal difference between the first five eigenfrequen-
cies and the external excitation frequency. Recently, immune and swarm
methods have found various applications in mechanics, and also in struc-
tural optimization. The AIS is a computational adaptive system inspired
by the principles, processes and mechanisms of biological immune sys-
tems. The algorithms typically use the characteristics of the immune
systems like learning and memory to simulate and solve a problem in a
computational manner. The swarm algorithms are based on the models
of the animals social behaviours: moving and living in the groups. The
main advantage of the AIS and PSO, contrary to gradient methods of
optimization, is the fact that they do not need any information about
the gradient of fitness function. The numerical examples demonstrate
that the new method based on immune and particle computation is an
effective technique for solving computer aided optimal design.

Keywords: artificial immune system, particle swarm optimizer, finite
element method, optimization, material constants, composite, laminate,
modal analysis.

1 Introduction

The paper deals with an application of the artificial immune system (AIS)
[1][22][25] or the particle swarm optimizer (PSO) [10][11][18] with the finite el-
ement method to the optimization of stacking sequence of plies in composites.
Recently, immune and swarm methods have found various applications in me-
chanics, and also in structural optimization. These methods have gained popular-
ity and they are alternative methods to evolutionary algorithm (EA) [3][4][6][7].
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Results of optimization for EA are presented in the paper [2] In this paper only
comparison between AIS and PSO is presented.

Composites seem to be an interesting alternative for classical structural mate-
rials especially due to their high strength-to-weight ratio. The laminates, being
multilayered, fibre reinforced composites, have especially superior properties.
Laminate properties can be tailored to the specific applications by modification
their component materials, number and order of layers and layer thickness. Lam-
inates are often produced in short series or individually, so the non-destructive
methods of identification should be employed to identify material elastic con-
stants in laminates [19]. The aim of the optimization using AIS or PSO is to
find the optimum ply angles of the hybrid laminate for the given number and
thicknesses of the laminas. It is assumed that the number of laminas made of
particular materials is constant. The main advantage of the bio-inspired method
is the fact that these approach do not need any information about the gradient of
the fitness function and give a strong probability of finding the global optimum.
The main drawback of these approaches is the long time of calculations. The
fitness function is calculated for each B cell receptor and for each swarm particle
in each iteration by solving the boundary-value problem by means of the finite
element method (FEM). In order to speedup the computations the hybrid meth-
ods were used. The HAIS and HPSO for another problems like: identification of
material constants of piezoelectrics or identification of room acoustic properties
are used [15][21].

2 Artificial Immune Systems

The artificial immune systems (AIS) are developed on the basis of a mechanism
discovered in biological immune systems [17]. An immune system is a complex
system which contains distributed groups of specialized cells and organs. The
main purpose of the immune system is to recognize and destroy pathogens - fun-
guses, viruses, bacteria and improper functioning cells. The lymphocytes cells
play a very important role in the immune system. The lymphocytes are di-
vided into several groups of cells. There are two main groups B and T cells,
both contains some subgroups (like B-T dependent or B-T independent). The
B cells contain antibodies, which could neutralize pathogens and are also used
to recognize pathogens. There is a big diversity between antibodies of the B
cells, allowing recognition and neutralization of many different pathogens. The
B cells are produced in the bone marrow in long bones. A B cell undergoes a
mutation process to achieve big diversity of antibodies. The T cells mature in
thymus, only T cells recognizing non self cells are released to the lymphatic and
the blood systems. There are also other cells like macrophages with presenting
properties, the pathogens are processed by a cell and presented by using MHC
(Major Histocompatibility Complex) proteins. The recognition of a pathogen is
performed in a few steps. First, the B cells or macrophages present the pathogen
to a T cell using MHC, the T cell decides if the presented antigen is a pathogen.
The T cell gives a chemical signal to B cells to release antibodies. A part of
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stimulated B cells goes to a lymph node and proliferate (clone). A part of the B
cells changes into memory cells, the rest of them secrete antibodies into blood.
The secondary response of the immunology system in the presence of known
pathogens is faster because of memory cells. The memory cells created during
primary response, proliferate and the antibodies are secreted to blood. The an-
tibodies bind to pathogens and neutralize them. Other cells like macrophages
destroy pathogens. The number of lymphocytes in the organism changes, while
the presence of pathogens increases, but after attacks a part of the lymphocytes
is removed from the organism.

Fig. 1. An artificial immune system

The artificial immune systems [14][15] take only a few elements from the bi-
ological immune systems. The most frequently used are the mutation of the B
cells, proliferation, memory cells, and recognition by using the B and T cells.
The artificial immune systems have been used to optimization problems in classi-
fication and also computer viruses recognition. The cloning algorithm presented
by von Zuben and de Castro [8] uses some mechanisms similar to biological im-
mune systems to global optimization problems. The unknown global optimum
is the searched pathogen. The memory cells contain design variables and pro-
liferate during the optimization process. The B cells created from memory cells
undergo mutation. The B cells evaluate and better ones exchange memory cells.
In Wierzchoń S. T. [24] version of Clonalg the crowding mechanism is used - the
diverse between memory cells is forced. A new memory cell is randomly created
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and substitutes the old one, if two memory cells have similar design variables.
The crowding mechanism allows finding not only the global optimum but also
other local ones. The presented approach is based on the Wierzchoń S. T. al-
gorithm [24], but the mutation operator is changed. The Gaussian mutation is
used instead of the nonuniform mutation in the presented approach [14]. The
Figure 1 presents the flowchart of an artificial immune system.

The memory cells are created randomly. They proliferate and mutate creating
B cells. The number of clones created by each memory cell is determined by
the memory cells objective function value. The objective functions for B cells
are evaluated. The selection process ex-changes some memory cells for better B
cells. The selection is performed on the basis of the geometrical distance between
each memory cell and B cells (measured by using design variables). The crowding
mechanism removes similar memory cells. The similarity is also determined as the
geometrical distance between memory cells. The process is iteratively repeated
until the stop condition is fulfilled. The stop condition can be expressed as the
maximum number of iterations. The unknown global optimum is represented by
the searched pathogen. The memory cells contain design variables and proliferate
during the optimization process.

3 The Particle Swarm Optimizer

The particle swarm algorithms [12], similarly to the evolutionary and immune
algorithms, are developed on the basis of the mechanisms discovered in the na-
ture. The swarm algorithms are based on the models of the animals social be-
haviours: moving and living in the groups. The Particle Swarm Optimizer PSO
has been proposed by Kennedy and Eberhart [12]. This algorithm realizes di-
rected motion of the particles in n-dimensional space to search for solution for
n-variable optimization problem. PSO works in an iterative way. The algorithm
with continuous representation of design variables and constant constriction co-
efficient (constricted continuous PSO) has been used in presented re-search. In
this approach each particle oscillates in the search space between its previous
best position and the best position of its neighbours, hopefully finding new best
locations on its trajectory. When the swarm is rather small (swarm consists of
several or tens particles) it can be assumed that all particles are the neighbours
of currently considered one. In this case we can assume the global neighbour-
hood version and the best location found by swarm so far is taken into account
current position of the swarm leader (Figure 2a).

The position xij of the i-th particle is changed by stochastic velocity vij, which
is de-pendent on the particle distance from its earlier best position and position
of the swarm leader. This approach is given by the following equations:

vij(k + 1) = wvij(k) + φ1j(k) [qij(k)− dij(k)] + φ2j(k) [q̂j(k)− dij(k)] (1)

dij(k + 1) = dij(k) + vij(k + 1), i = 1, 2, ...,m, j = 1, 2, ..., n (2)
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Fig. 2. The idea of the particle swarm and particle swarm optimizer - block diagram

where: φ1j(k) = c1r1j(k), φ2j(k) = c2r2j(k), m - number of the particles,
n - number of design variables (problem dimension), w - inertia weight, c1, c2
- acceleration coefficients, r1, r2 - random numbers with uniform distribution
[0,1], di (k) - position of the i-th particle in k-th iteration step, vi (k) - velocity
of the i-th particle in k-th iteration step, qi (k) - the best found position of the
i-th particle found so far, q̂(k) - the best position found so far by swarm the
position of the swarm leader, k itera-tion step. The flowchart of the particle
swarm optimizer is presented in Figure 2b. At the beginning of the algorithm
the particle swarm of assumed size is created randomly. Starting positions and
velocities of the particles are created randomly. The objective function values are
evaluated for each particle. In the next step the best positions of the particles are
updated and the swarm leader is chosen. Then the particle velocities are modified
by means of the Equation (1) and particle positions are modified accord-ing
to the Equation (2) [20][21]. The process is iteratively repeated until the stop
condition is fulfilled.

4 Mechanics of Composite Materials

Composite material consisting of at least two different constituents with macro-
scopic - level connections. Laminates are probably the most often used composite
materials because of their mechanical and strength properties related to specific
gravity. A laminate is a set of definite number of the stacked plies (laminas)
composed of the unidirectional fibers permanently fixed with a matrix. Fibers
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are the main bearing elements, and the matrix plays the role of the binder.
Polymer matrices with carbon, graphite, glass, boron and aramid fibers are the
most commonly exploited. The material of the every plies in the laminate is
usually the same. Laminates can be typically treated as orthotropic materials,
so the constitutive equation for the single layer of the laminate (in the in-axis
orientation) has the form [9]:⎡⎢⎢⎢⎢⎢⎢⎣
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where: σij - stresses, εij - strains, νij - Poisson ratios, Eij - Young moduli,
Gij - shear moduli, (i, j = 1, 2, 3).
The number of independent material constants is 9:
- three Young moduli E1, E2, E3 in principal material axes 1, 2 and 3;
- three shear moduli G23, G31, G12 in planes (2,3), (3,1), (1,2);
- three Poisson ratios v12, v23, v31; rest of them depends on the other constants:

νij
Ei

=
νji
Ej
, (i, j = 1, 2, 3) (4)

The laminate can be in general treated as a two-dimensional structure. Ap-
plying the Kirchhoff-Love thin plate hypothesis and assuming plane-stress state,
equation (3) takes the form:⎧⎨⎩
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0
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The number of independent material constants has been reduced to four
(E1, E2, G12, ν12). Typically, the laminate consists of more than one layer with
different orientation of the fibers. The resultant stresses N and moments M, re-
ferred to the unit cross-section width can be obtained after the integration of
the equation (6) and summation over all laminate layers [23]:[

N
M

]
=

[
A B
B D

] [
εo

κo

]
(6)

where: A = [Aij ], B = [Bij ], D = [Dij ] - in-plane, coupling and out-of-plane
stiffnesses matrixes, ε0 - strains curvature at the mid-plane, κ0 - curvature at
the mid-plane.

In the general case, the shield state of the laminate is coupled with its bending
state, which ensures matrix B. For commonly used symmetrical laminates this
coupling does not exist (Bij = 0).
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5 Formulation of the Optimization Problem

The optimization task is formulated as the minimization (or maximization) of
the objective function J0 with respect to design variables vector x:

max
x

(J0) (7)

The aim is to find the optimal set of ply angles for structures made of multi-
layered, symmetrical laminates for given criteria. Simple and hybrid laminates
are considered. Two variants of the design variables are taken into account: a)
with continuous design variables; b) with discrete design variables.
The optimization task is formulated as maximization of minimal difference be-
tween the first five eigenfrequencies ωi cl and the external excitation frequency
ωex with respect to the vector of the design variables:

max(J0) = max |ωi cl(x) − ωex(x)| (8)

To solve the boundary-value problem numerical method like the boundary
element method (BEM) or the finite element method (FEM) can be used. In
the current work the commercial FEM software (MSC PATRAN/NASTRAN)
is employed.

6 Numerical Example

A symmetric hybrid laminate plate made of two materials is considered. The
external plies of the laminate are made of material Me, the core of the plate is
made of the material Mi [2].

Fig. 3. The hybrid laminate plate: a) dimensions and bearing; b) location of materials
(for 12-plies case)
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The properties of materials are:
- material Me (graphite-epoxy, T300/5280):
E1=181GPa, E2=10.3GPa,G12=7.17GPa, ν12=0.28, ρ = 1600kg/m3, - material
Mi (glass-epoxy, Scotchply 1002):
E1=38.6GPa, E2=8.27GPa, G12=4.14GPa, ν12=0.26, ρ = 1800kg/m3.

The aim of the optimization is to find the optimum ply angles of the hybrid
laminate for the given number and thicknesses of the laminas. It is assumed that
the number of laminas made of particular materials is constant.
The AIS and PSO are employed to solve the optimization problem. Each B-cell
receptor and each particle is composed of parameters representing ply angles.
Due to symmetry, the number of parameters in each B-cell receptor and particle
is equal to a half number of plies. The parameters of the AIS and PSO are:

PSO:
- the numbers of particles: Nsp=20,
- inertia weight: w=0.73,
- acceleration coefficient: c1=1.47,
- the numbers of particles: c2=1.47,

AIS:
- number of memory cells: nmc=5,
- number of clones : ncl=10/20,
- number of design variables : nm=6/12,
- minimum crowding distance : cdist=0.2,
- mutation range : mr=0.5.

Two cases are considered: with K1 = 12 and K2 = 24 plies. The thickness of
the plate is assumed to be constant and equal to h = 0.0072m. The thicknesses of
parts made of particular materials are also the same. Each ply of the laminate in
each i case has equal thickness hi = h/Ki, i = 1,2. The initial (arbitrary chosen)
stacking sequences for 12-plies and 24-plies variants are: (0/15/-15/45/-45)s and
(0/0/15/15/-15/-5/45/45/-45/-45)s, respectively.

Different variants are taken into account:
- each ply angle can take real values from the range < −90◦, 90◦ > (continuous
variant);
- each ply angle can take discrete values from the range < −90◦, 90◦ > varying
every 5◦, 15◦ and 45◦ (discrete variants).

The results for the maximization of the minimal difference between the first
five eigenfrequencies and the external excitation frequency (ωex is equal to
120Hz) for PSO algorithm are collected in Table 1.

The same example was solved using another optimization method: artificial
immune system (AIS). Results and comparison between PSO and AIS is pre-
sented in the table 2.
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Table 1. Optimization results for PSO algorithm

Variant Plies no. Stacking sequence max(|ωcl − ωex|) [Hz]

continuous 12 (-48.3/-49.9/50.3/50.2/50/50.4)s 64.864
24 (49.1/-48.9/48.9/49.1/49.2/49.4/49.2/- 65.718

49.2/49.2/49.2/49.1/-48)s

5◦ 12 (50/-50/-50/-50/-55/-55)s 64.633
24 (-50/50/50/-50/-50/50/50/-50/- 65.613

50/-50/50/-45)s

15◦ 12 (45/-45/-60/-60/-60/-60)s 63.02
24 (45/45/45/-45/45/-60/75/-60/60/- 63.750

75/75/-60)s

45◦ 12 (45/-45/-45/-90/-90/-90)s 60.663
24 (-45/45/45/-45/-45/-90/45/45/45/- 63.525

90/-90/45)s

Table 2. Results and comparison between AIS and PSO

Variant Plies no. Stacking sequence max(|ωcl − ωex|) [Hz]

AIS AIS PSO

continuous 12 (-49.1/50.7/51.3/-45.6/50.6/50.3)s 64.054 64.864
24 (-50.1/47.2/48.7/-48.4/52.5/-53.2/-51.5/- 65.237 65.718

50.9/49.8/-44.6/-44.4/-58.6)s

5◦ 12 (-50/50/50/50/55/55)s 64.633 64.633
24 (-50/50/50/-50/45/55/-50/-40/55/- 65.480 65.613

60/55/55)s

15◦ 12 (45/-45/-60/-60/-60/-60)s 63.02 63.02
24 (45/-45/45/-45/-45/-75/-45/-60/- 63.677 63.750

60/75/-60/75)s

45◦ 12 (-45/45/45/90/90/90)s 60.663 60.663
24 (45/-45/45/-45/-45/-45/90/90/45/ 62.682 63.525

90/-45/45)s

7 Conclusions

In the paper, the formulation and application of the finite element method and
the artificial immune system and particle swarm optimizer to optimization of
stacking sequence of plies in composites is presented. Hybrid laminates have
been taken into account. The continuous as well as the discreet optimization has
been performed. The artificial immune and particle swarm optimization can be
simply implemented because it needs only the values of objective functions. The
particle swarm optimizer coupled with finite element method gives an efficient
computational intelligence method for optimization of stacking sequence of plies
in composites. Comparison between PSO and AIS in this paper is presented.
Numerical example is given and good results are obtained.
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Themainadvantage of theAISandPSO, contrary togradientmethods of optimi-
zation, is the fact that theydonotneedany informationabout the gradient offitness
function. Only for hybrid method described in the paper [15][21] it is necessary to
compute the gradient of fitness function but the aim of hybridizationwas to obtain
more accurate results and speedup the computations. There are possibilities of fur-
ther efficiency improvement of the proposed method, e.g. by the application of ad-
joint variable method in the sensitivity analysis. Also, the application of another
hybridized global optimization algorithms, like hybrid artificial immune system,
would be interesting. Efficiency of the proposed method can be also improved by
distributing computations in multi-agent systems [13].
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Optimizer and Its Application in Identification of Room Acoustic Properties.
In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A.,
Zurada, J.M. (eds.) EC 2012 and SIDE 2012. LNCS, vol. 7269, pp. 386–394.
Springer, Heidelberg (2012)

22. Tan, K.C., Goh, C.K., Mamun, A.A., Ei, E.Z.: An evolutionary artificial im-
mune system for multi-objective optimization. European Journal of Operational
Research, 371–392 (2008)
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Abstract. This paper presents a framework for nonlinear constrained
optimization of complex systems, in which the objective function and
the constraints are represented by black box functions. The proposed
approach replaces the complex nonlinear model based on first princi-
ples with Kriging metamodels. Coupled to Kriging, the “Constrained
Expected Improvement” technique and a sequential sampling strategy
are used to explore the metamodels, in order to find global solutions for
the constrained nonlinear optimization problem. The methodology has
been tested and compared with classical optimization procedures based
on sequential quadratic programming. Both have been applied to three
mathematical examples, and to a case study of chemical process oper-
ation optimization. The proposed framework shows accurate solutions
and significant reduction in the computational time.

Keywords: Kriging, Adaptive Sampling, Surrogate Models, Optimiza-
tion, Process Operation.

1 Introduction

In area like chemical industry, the mathematical models required to emulate the
behavior of a process system are usually highly nonlinear, complex, and require
a lot of effort and time to be coded [2]. Specialized simulation software tools
have been developed to model and simulate such complex processes (e.g. As-
pen Plus), but, they appear to the user as black box models, with no access to
the embedded first principle equations. Their ease of usage comes with many
limitations as high computational time, especially in applications requiring lots
of simulation runs (e.g. optimization), and noisy calculations. Moreover, a ma-
jor difficulty appears in case of nonlinear optimization: standard gradient based
optimizers estimate the model derivatives using noisy estimates, because of er-
rors introduced by these simulators (e.g. caused by the termination criteria), and
consequently, the optimization results are badly affected [3],[2],[15]. An approach
to tackle these challenges, is to use the original complex model as a “computer
experiment” for generating data points [4]. These points are used to fit simpler
accurate models (Metamodels or Surrogate Models), which are used instead of
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the original complex model in optimization. Jones [6] analyzed many types of
metamodels, and concluded that non-interpolating (regression) metamodels are
unreliable in optimization, because they do not appropriately capture the func-
tion shape, and it is usually better to use surfaces that interpolate the data
with linear combinations of basis functions. Additionally, he showed that, even
an interpolating metamodel is used, exploring the metamodel with an arbitrary
optimizer can fail even to find local optima, because the metamodel prediction
uncertainty is not taken into account by the traditional optimizers [6], [15]. Con-
sequently, there is a need for optimization techniques that do not only consider
the metamodel prediction, but also consider the uncertainty about this predic-
tion. Kriging surrogate models provide high prediction accuracy with relatively
small number of training points. They include adjustable parameters in their
basis function, which are tuned to obtain the best data fit [5][6]. Additionally,
Kriging is able to estimate a variance which represents the uncertainty about
the prediction. This variance extends the Kriging capabilities, as it enables the
use of new sequential sampling techniques, and powerful optimization tools like
the Expected Improvement (EI) [6] and the Constrained Expected Improvement
(CEI) techniques [12],[13]. In these techniques, the optimization search is not
only guided by the Kriging metamodel prediction, but also by the Kriging vari-
ance which represents the uncertainty about the search.

Shokry et al. [15] have used a global Kriging metamodel with the EI tech-
nique to solve unconstrained process operation optimization. However, practical
optimization problems are inherently constrained, in the sense that the selected
decision variables are not completely independent. In most cases, additionally
to their natural bounds, complex mathematical relations among them should be
formulated and maintained to ensure that the proposed solution is feasible. In
this paper, a Kriging based framework is presented to solve nonlinear constrained
optimization problems, which appear in the case of complex processes operation
and control. To our knowledge, just few works have used Kriging metamodels
to optimize decision making in this specific area, where sudden changes in the
process and/or external conditions require fast and reliable reaction. In all these
works, the Kriging model has been used as an accurate input/output surrogate,
without exploiting the above mentioned potentials and capabilities provided by
the Kriging variance (Caballero et al. [2], Davis et al. [3]), which makes the
Kriging outperforming many metamodels in optimization in means of accuracy,
managing uncertainty, reducing the optimization function evaluations.

2 Proposed Framework

The proposed framework consists of three main steps; 1) sampling plan design
and computer experiments, 2) Kriging metamodels construction and validation,
3) surrogate model based optimization.
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2.1 Sampling Design and Computer Experiments

In this step, the complex process model (model based on first principles - energy
and mass balances, etc.-) is explored to identify the output variables of interest
(objective and constraints), the input variables (the degrees of freedom of the
optimization), and their bounds or domain (metamodel domain). Then, over the
specified domain, a certain set of input combinations (sample points) is selected,
which is called “sampling plan” [X ]n×k, where n is the number of sample points,
and k is the number of input variables [4]. The design of a sampling plan includes
two issues: specifying a reasonable number of sample points n, and designing the
locations of those data points through the metamodel domain. Many sampling
design techniques are available [4]. In this paper, the space-filling latin hyper-
cube sampling design (SLHS) is used, because it achieves high uniformity and
stratification of the sampling plan [4],[5]. After designing an efficient sampling
plan [X ]n×k, a simulation run (computer-based experiment using the complex
first principles model) is carried out at each point of this plan, to obtain the re-
sponse or output variables [Y ]n×M . Where,M is the number of output variables,
which includes the objective function and the M − 1 constraints. Consequently,
M is also the number of Kriging metamodels to be fitted (a Kriging metamodel
for the objective, and Kriging metamodel for each of the M − 1 constraints).
The output variables do not need to be direct measures of the process variables,
but combinations of intermediate/output variables which finally lead to process
performance indicators.

2.2 Kriging Metamodel Construction and Validation

The ordinary Kriging model assumes a stochastic process, in which the error
in the predicted value is also a function of the input variables x. The Kriging
predictor ŷ(x) is then composed by two parts: the first one is a polynomial term
f(x) which is selected constantf(x) = μ, while the second part is a deviation
Z(x) from that polynomial. So, ŷ(x) = f(x) + Z(x), where Z(x) is a stochas-
tic Gaussian process with expected value zero E(Z(x)) = 0 and a covariance
between two points xi, xj calculated as: cov(Z(xi), Z(xj)) = σ2R(xi, xj), where
σ2 is the process variance, and R(xi, xj) is a spatial correlation function (SCF),
which is usually selected exponential, see (1) [4],[5].

R(xi, xj) = exp

(
−

k∑
l=1

θ|xi,l −xj ,l |pl

)
, l = 1, 2, ....k . (1)

To estimate the values of μ, σ2, θl, pl, the likelihood function of the observed
data [Y ]n×1 is maximized, by differentiating the natural logarithm of the likeli-
hood function with respect to μ and σ2. After some algebra, their optimal values
are obtained as (2), and (3).

μ̂ =
1TR−1Y

1TR−11
. (2)
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σ̂2 =
(Y − 1μ̂)TR−1(Y − 1μ̂)

n
. (3)

Substituting by the optimal values of μ and σ2 in the likelihood function leads to
the concentrated log-likelihood function(4). The kriging predictor and variance
are obtained by calculating the augmented likelihood function of the original
data set and the new interpolating point (xnew , ynew). The final predictor of
the Kriging method is given in (5), where: r is the n × 1 vector of correlations
R(xnew , xi) between the point to be predicted xnew and the sample design points.
The variance of the predictor is given by (6). Detailed information about the
required mathematical development can be found in [6],[2].

Max
θl,pl

− n

2
ln(σ̂2)− 1

2
ln(|R|) . (4)

ŷ(xnew) = μ̂+ rTR−1(Y − 1μ̂) . (5)

ŝ2(xnew) = σ̂2
(
1− rTR−1r +

(1 − (rTR−1r))2

rTR−1r

)
. (6)

Fitting a Kriging metamodel is accomplished by obtaining the optimal meta-
model parameters [θl, pl, μ, σ

2], through the maximization of the concentrated
log-likelihood function (4). In practice, this optimization problem is computation-
ally challenging, because of the complex nature of the concentrated log-likelihood
function itself [4],[5]. In this paper, a genetic algorithm is used as the optimizer of
the concentrated likelihood function. After fitting the Kriging metamodels, they
are validated to assess thier accuracy [10]. Cross validation allows doing it without
any additional data generation rather than the original set of sample points [7],[10].
Many cross validation methods have been developed, in this work, the“leave-one-
out cross validation” (LOOCV) is used, because of its efficiency in terms of accu-
racy and computational effort. Details of this and other cross validation techniques
can be found in [7], [10]. The Kriging accuracy is evaluated by computing the av-
erage root mean square error of the LOOCV (7), where, yi,ŷi are the real and the
estimated values of the same left out point xi.

AV RRMSE =

√√√√ 1

n

n∑
i=1

(ŷi − yi)2 . (7)

2.3 Optimization Using Surrogate Models

Once the Kriging metamodels (one model for each one of the objective and con-
straints to be considered) have been fitted and validated, they take the place
of the original complex process model. Hence, equations (8), (9) represent the
nonlinear constrained optimization of process operation problem, in which one
Kriging metamodel represents the objective, andM−1 Kriging metamodels rep-
resent the M − 1 constraints. The objective and the constraints are considered
as random variables Yobj(x), Yconst(m)(x), which are normally distributed with
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means equal to the Kriging metamodels predictions ŷobj(x), ŷconst(m)(x), and
variances equal to the Kriging metamodels variances ŝ2obj(x),ŝ

2
const(m)(x), where

Tm is the constraint limit, m = 1, 2, .....M − 1.

Min Yobj(x), Yobj(x) = N (
ŷobj(x), ŝ

2
obj(x)

)
. (8)

Yconst(m)(x) ≤ Tm, Yconst(m)(x) = N
(
ŷconst(m)(x), ŝ

2
const(m)(x)

)
. (9)

The Expected Improvement (EI) technique [6] is used to optimize unconstrained
objective function represented by a Kriging metamodel (8), via sequential sam-
pling. Assuming that the objective function is to be minimized and the current
best value of this objective is fmin, if a new untrained point x is to be ex-
plored, so the current best solution is expected to get improvement by an amount
I = max[0, fmin − Yobj(x)]. Hence, the likelihood of achieving this improvement
is given by a normal density function. By integrating over this density function,
the expected improvement is obtained in (10), where φ is the normal cumula-
tive distribution function, and ϕ is the density function [9]. The approach works
iteratively through sequential sampling. In each iteration, the EI criteria (10)
is maximized to find a potentially improved solution x∗; the original complex
model is evaluated at this solution to obtain the real response y∗, so this new
point [x∗, y∗] is added to the initial set of metamodel training points, and then
the metamodel is refitted. The method has been tested and it is found that, it
usually converges to the global optimum [6],[13],[5].

E(I(x)) = ŝ2obj(x) [u φ(u) + ϕ(u)] , u =
fmin − ŷobj(x)

ŝ2obj(x)
. (10)

However, the EI can manage only the optimization of the objective and its un-
certainty. The existence of the constraints and their uncertainties (9) requires
the use of an additional technique to manage the feasibility of the search, and the
uncertainty about this feasibility. An approach is to use the EI method coupled
with a penalty function for the constraints. But this approach would neglect
the uncertainty about the constraints (uncertainty about the feasibility), and
could easily lead to a deceptive solution [12],[5]. The Kriging variance enables
to use an additional technique to account for the constraints uncertainty, which
is the probability of improvement (PI) [12],[13]. This technique considers the
expected value of the Kriging metamodel (that represents a constraint) at a
certain untrained point as a random variable Yconst(x), which is normally dis-
tributed with a mean equal to the kriging prediction at this point ŷconst(x), and
a variance equal to the kriging variance ŝ2const(x). Assuming a maximum accept-
able value of the constraint is T (the constraints limit), and its current value
fconst, when exploring a new untrained point x, the probability of improving
our current fconst beyond T (the probability of feasibility) is modeled as the
probability that Yconst(x) ≤ T [10]. Assuming the random variable is normally
distributed, this probability is given by (11). The probability of improvement
(PI) is calculated for each one of the constraints metamodels[14],[12],[5].

PI(x) = P (Ycons(x) ≤ T ) = φ

(
T − ŷconst(x)

ŝ2const(x)

)
. (11)
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CEI = logE[I(x)] +

M−1∑
m=1

logPIm(x) . (12)

Combining the EI criterion and the PI criterion of each constraint(11), we obtain
the Constrained Expected Improvement (CEI) criterion or method (12), [12],[5],
which minimizes an objective function subjected to constraints, all of them rep-
resented by Kriging metamodels. The optimization technique works iteratively:
in each iteration, it finds the point x∗ which maximizes the CEI criterion, eval-
uates the real complex process model at x∗ to obtain the corresponding output
y∗, adds the point [x∗y∗] to the original metamodels training set, and then re-
fits the Kriging metamodels. The point that maximizes the CEI criterion is the
point in the metamodels domain that has minimum prediction value of the ob-
jective, maximum prediction variances, and highest probability of satisfying the
constraints. So, the CEI method does not only conduct the search to well suited
solutions to the proposed optimization problem, but also improves the meta-
models accuracy during the optimization to reduce the uncertainties [12],[13].
The stopping criterion of CEI optimization technique is the number of iterations
specified by the modeler. The maximization of the CEI criterion is accomplished
by a genetic algorithm due to the sophisticated nature of CEI function, that
can deceive classical derivative based optimizers. The variables boundaries are
represented in the metamodels domain limits[12],[5].

3 Methodology Steps

The previously described techniques and tools should be properly coordinated,
in order to deal to a robust and efficient optimization methodology. The follow-
ing steps are proposed:

1. Explore the complex first principle model to identify theM variables of inter-
est (objective function and constraints). Then, identify the set of k indepen-
dent variables (optimization/control variables) and their bounds (metamodel
domain).

2. Over the metamodels domain, design a sampling plan with a certain number
of sample points n.([X ]n×k)

3. Evaluate the process/model at these sampling points [X ]n×k, and get the
corresponding matrix of observations [Y ]n×M .

4. Fit the M kriging metamodels by maximizing the likelihood of the observed
data [XY ]. This optimization is performed using a genetic algorithm.

5. Validate the kriging metamodels (only in the first iteration).
6. Maximize the CEI criterion, and get the optimal solution point x∗. Maxi-

mization of the CEI criterion is carried out using a genetic algorithm.
7. Evaluate the real process / model at x∗ and get y∗.
8. Add the new point [x∗y∗] to the original matrix of observations [XY ].
9. Stop if the stopping criterion is satisfied, otherwise return to step (4) and

continue iterations.
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4 Applications

4.1 Mathematical Examples

Peaks [2], Branin [6], Six-hump Camel Back [3], and Gomez functions [12] are
well-known mathematical examples for global nonlinear optimization, because
of their multimodality and high nonlinearity. In this paper, scaled versions of
those functions between [0 1] are used.

1. Minimize the peaks function (13), subjected to one constraint (14) .

fpeaks = 3(1− x1)
2 exp

(−x22 − (x2 + 1)2
)− 10

(x1
5

− x31 − x52

)
....

..... exp(−x21 − x22)−
1

3
exp

(−(x1 + 1)2 − x22
)
, −2 ≤ x1, x2 ≤ 2 . (13)

x21 + 4x22 < 1.7 . (14)

2. Minimize the Branin function (15), subjected to one constraint (16)

fBranin =

(
x2 − 5.1

4π2
x21 +

5

π
x1 − 6

)2

+ 10

(
1− 1

8π
cos(x1)

)
+ 10 . (15)

, −5 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 15 .

fpeaks < −2 . (16)

3. Minimize the Six-hump camel back function (17), subjected to one constraint
(18).

fcamel = (4 − 2.1x21 +
x41
3
)x21 + x1x2 + (−4 + 4x22)x

2
2 . (17)

, −2 ≤ x1 ≤ 2, 1 ≤ x2 ≤ 1 .

fgomez > 3 . (18)

fgomez = (4−2x2
1+

x4
1

3
)x2

1+x1x2−(−4+4x2
2)x

2
2+3 sin(6(1−x1))+3sin(6(1−x2)) .

, 0 ≤ x1, x2 ≤ 1 .

In each example, a SLHS technique is used to generate initial sampling plan of 19
sample points to fit the kriging metamodels. The proposed methodology has been
applied to each example with two different values of the stopping criterion (no.
of iterations), to show the algorithm abilities. The methodology is also compared
to the case of using the orginal mathimatical model with a classical sequential
quadratic programming (SQP) optimizer. In each of the three examples, the ob-
jective is subjected to only one constraint, so the methodology fits two kriging
metamodels (one for the objective and the other for the constraint). The scaled
results of the examples are summarized in Table.1, and visualized in Fig.1. The
table shows how the methodology provides accurate results with a smaller num-
ber of function evaluations than the SQP traditional method. Although, since
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Fig. 1. Constrained optimizations using the methodology of example 1 (a), example 2
(b), and example 3 (b); the shaded or colored areas are the feasible regions, ◦ is the
original samples set,  is the optimization samples (iterations), � is the real optimal
point

Table 1. Results obtained for the constrained optimization of the examples

Real model + SQP CEI
(iter=4) (iter=8)

Example(1)
Optimal objective -2.977 -2.886 -2.95
Optimal variables (x1,x2) (0.183, 0.539) (0.200, 0.564) (0.192, 0.553)
No. of kriging models 0 2 2
Func. eval. (kriging model) 0 19 19
Func. eval. (Optimization) 75 4 8
Initial Sample design time 0 10.63 10.6
Computer experiment time 0 0.008 0.008
Optimization time 0.13 30.7 68.1

Example(2)
Optimal objective 0.397 0.434 0.398
Optimal variables (x1, x2) (0.542, 0.152) (0.538,0.163) (0.543,0.152)
No. of kriging models 0 2 2
Func. eval. (kriging model) 0 19 19
Func. eval. (Optimization) 80 4 8
Initial Sample design time 0 10.49 10.49
Computer experiment time 0 0.014 0.014
Optimization time 0.21 25.8 50.5

Example(3)
Optimal objective -0.975 -0.667 -0.913
Optimal variables (x1, x2) (0.447,0.864) (0.397,0.877) (0.439, 0.831)
No. of kriging models 0 2 2
Func. eval. (kriging model) 0 19 19
Func. eval. (Optimization) 35 4 8
Initial Sample design time 0 10.47 10.47
Computer experiment time 0 0.017 0.017
Optimization time 0.577 34.42 63.91
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the function evaluation was almost costless, in these cases the higher number
of evaluations required (by the SQP) implied less effort than the fitting process
overhead, so the proposed procedure required higher computational effort than
the use of traditional methods over the mathematical real model.

The results also indicate the capability of the methodology to search over the
whole domain of the problem, even moving among separated feasible regions
(Fig.1(b,c)), which facilitates not only the identification of the global optimum
of the problem, but also to get information about alternative suboptimal solu-
tions. This fact is of essential importance in real engineering problems, where it
is not always easy to fit all the information about the problem in the correspond-
ing mathematical terms (objective function and/or constrains) and local optima
may represent alternative solutions. So, human practical know-how may be sup-
ported through this additional information to make a final decision. Additionally,
this characteristic eliminates the need to repeat the optimization departing from
different initial points, which is a drawback of other local optimization methods.
Finally, it is worth to note that the algorithm not only optimizes during itera-
tions, but also improves the accuracy of the metamodels. So, if an area/point
showing high prediction uncertainties, it will maximize the merit value (CEI
(12)) in spite of its eventual unfeasibility - see Fig.1(b) -, and will attract the
optimizer to explore it, and add it to the original set of training points. In the
next iterations, the effect of the uncertainties on the merit value (CEI) will be
reduced, and the effect of the areas or points that have high probabilities of
feasibility will dominate the merit, and will force the optimizer to return to the
feasible area. In this sense, the methodology is insensitive to the initial solution,
simply because it does not need an initial solution to start the optimization. On
the contrary, when optimizing examples 1, 2, 3 with classical SQP optimizers,
more than 50% of the optimization trails fail to find even feasible solutions, and
a lot of effort was dedicated to find a feasible initial solution. Additionally, the
methodology is responsive for the tunning of the stopping criterion.

5 Utility Plant Case Study

This case study Fig.2, is based on a utility plant which supplies the required
energy to an industrial process, as electrical and thermal energy demands. The
system is composed of a boiler that receives water and supplies high pressure
steam, which is distributed to three steam turbines, and to the low pressure
steam header, which collects the outlet steam from the three steam turbines.
The outlet steam is cooled and the water is taken to a deaerator to remove the
dissolved gases from it. After that, demineralized water is added to compensate
for plant losses, and the water is pumped back to the boiler inlet. The process
is modeled using the Aspen Hysys modeling environment.

The objective is the minimization of the operational cost of the utility plant,
which is the summation of the operational cost of these described units (boiler,
turbines, deaerator, and pump) plus the cost of the required resources (cooling
water, demineralized water and energy). These costs were calculated using the
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Fig. 2. Aspen model of the utility plant case study

correlations presented in [1]. The operational cost [OPRcost ] is modeled as a
function of five optmization variables (input, independent, or control variables),
which are; the boiler outlet steam temperature and flow rate [STMtemp, STM-
flrt ], and the steam split fractions to the three turbines [SFTUR1, SFTUR2,
SFTUR3 ]. There are power demand constraints at the three turbines, required
to maintain a minimum efficiency [Work1≥ 35000 kW, Work2≥ 25000 kW, and
Work3≥ 15000 kW]. The case study has been solved with two different tech-
niques summarized in Table.2: in case (1), the optimization has been achieved
using the complex original process (Aspen Plus) model and the SQP optimizer
integrated in MATLAB; in case (2), the proposed framework with three dif-
ferent stopping criteria has been used. The process outputs in interest are four
which includes the objective and the three constraints [OPRcost, Work1, Work2,
Work3 ]. So, in case (2), four Kriging metamodels were fitted (one for each of
the outputs) using SLHS technique to generate sampling plan of 45 points.

When compared with case (1), the proposed framework requires a significantly
lower number of function evaluations, and the overall computational effort is also
significantly reduced, leading to very similar operating set points. The constraint
violations of the SQP optimizer and the proposed optimization method were
zeros for this case study, and also for the previous three examples.

The reduction of the computational effort is much greater in successive uses of
the algorithm, which will make use of the already fitted metamodels and so will
avoid the computational load associated to the initial metamodels generation.
But the main advantage of the proposed procedure, especially when dealing with
complex highly nonlinear systems, is its computational reliability, which is basic
in the day-to-day optimization of the operating conditions in situations which re-
quire fast decision-making: Further the computational load (case(1)) associated
to the optimization itself, the evaluation of first-principle based model during an
optimization procedure may require a huge quantity of time and human effort
to redress the computational system from eventual failures, inconsistencies and
convergence problems caused by the evaluation of the model for incompatible
input combinations the optimizer may try. And additionally, if specific simula-
tion tools are used (e.g. Aspen), it is not easy to make them compatible with
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Table 2. Operation optimization (utility plant case study)

Case 1 Case 2
iter=3 iter=5 iter=9

STMflrt (Kgmole/h) [15 - 17]×3600 16.5 16.9 16.8 16.6
STMtemp (C◦)[160 - 170] 160.3 165.9 162.5 163.7
SFTUR1 [0.4 - 0.6] 0.464 0.46 0.465 0.462
SFTUR2 [0.5 - 0.7] 0.623 0.608 0.620 0.615
SFTUR3 [0.85 - 1.0] 1.00 0.940 0.980 0.990
OPRcost ($/year) 2.66× 106 2.72× 106 2.69× 106 2.68× 106

No. of kriging models 0 4 4 4
Function eval. (kriging) 0 45 45 45
Function eval. (optimization) 270 3 5 9
Sampling design time in sec 0 49 49 49
Experiment time 0 108 108 108
Optimization time in sec 993 64 106 226
Total no. of function eval. 270 48 50 54
Total time (s) 993 221 263 383
Computational reliability 60% 100%

standard optimization software tools (e.g. Matlab). Finally, in the previous ap-
plications the SQP optimizer failed many times to find the global optima, and
in some times failed even to find a feasible solution. The proposed Kriging based
methodology integrates the model with the optimization algorithm, and uses the
first principle model just in a relatively few evaluations, reducing dramatically
the problems associated to these computational issues.

6 Conclusion

In this paper, a Kriging based framework is presented for nonlinear constrained
optimization, applicable to the day-to-day operation of complex processes. The
framework gathers many tools as sampling design, kriging, LOOCV, and opti-
mization techniques as (CEI) method. The CEI technique shows a great behavior
in handling the uncertainties in both objective and constraints during optimiza-
tion, in front of other methods currently in use. The results clearly show how the
use of the kriging metamodels coupled with the CEI overcomes many drawbacks
of the traditional optimizers in complex process operation optimization, signif-
icantly increasing the reliability of the numerical process, and simultaneously
reducing the number of required function evaluations and optimization time,
saving the effort usually required to find a feasible initial solution, avoiding local
optima, providing accurate solutions, and exploring separated feasible regions in
constrained optimization.
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Abstract. Based on the critical analysis of methods for evaluation of
conflict between basic probability assignments (bpas) to be combined and
combination rules in the Dempster-Shafer theory of evidence, a new sim-
ple, but reliable method for the evaluation of conflict between combining
bpas is proposed and analysed. Using some critical examples, it is shown
that the proposed approach performs better than Dempster’s rule and
the known hybrid rule based on the weighted sum of conjunction and
disjunction operators. It is shown that in the case of small conflict, the
use of averaging rule for combination of bpas seems to be a best choice.

Keywords: Dempster-Shafer Theory of evidence, Conflict between ba-
sic probability assignments, Combination rules.

1 Introduction

The core of Dempster-Shafer theory of evidence (DST ) is the rule of combina-
tion of evidence from different sources. The classical Dempster’s rule [21] assumes
that information sources are independent and uses the so-called orthogonal sum
to combine multiple belief structures. In this rule, the denominator 1-K is used,
where, K is called the degree of conflict which measures the conflict between
pieces of evidence and the process of dividing by 1 - K is called normalisation.
In [28,29], Zadeh has underlined that this normalisation involves counterintuitive
behaviors in the case of considerable conflict. Smets [24] proposed unnormalised
version of Dempster’s rule introduced in the Transferable Belief Model usually
referred to as the TBM conjunctive rule. The main limitations of the Dempster’s
rule and the TBM conjunctive rule seem to be their lack of robustness with re-
spect to conflicting evidence (a criticism which mainly applies to the Dempster’s
rule), and the requirement that the items of evidence combined be distinct. In
order to solve the problem of conflict management, Yager [27], Dubois [3] and
some other authors [9,12,18,20] proposed other combination rules.

On the other hand, the problems of conflict management with Dempster’s
rule (and, to a lesser extent, with the TBM conjunctive rule) are often due to
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incorrect or incomplete modelisation of the problem at hand, and these rules
often yield reasonable results when they are properly applied [8].

Nevertheless, in practice we often meet situations when a decision should be
made in the case of large conflict.

Therefore a wide variety of rules for evidence combination is proposed in the
literature. The reviews and classifications of them (obviously, not exhaustive)
are presented, for example in [20,23], where the rules are analysed according to
their algebraic properties as well as on different examples.

To avoid the problem concerned with the classical Dempster’s rule in the
case of high conflict, the different hybrid rules were proposed in the literature.
In [3], Dubois and Prade proposed to use the combination of non-normalised
Dempster’s rule and modified disjunction rule defined in [2,4]. Different combi-
nations of the Dempster’s and Dubois and Prade’s were proposed in the literature
[1,5,6,10,17,25]. Usually such rules are based on weighted sums of conjunction
and disjunction rules with weights dependent on the conflict K.

But we did not find in the literature hybrid rules based on Dempster’s rule
and averaging rules considered in [9,12,18,20].

An important problem concerned with hybrid rules, based on weighted sums
of known rules with weights dependent on the conflict K, is a proper definition
of conflict between sources of evidence. It was shown in [15] that “the value
K cannot be used as a quantitative measure of conflict between two beliefs,
contrary to what has long been taken as a fact in the Dempster-Shafer theory
community.” The same conclusion was made in [16].

Therefore, in the current paper with the use of critical examples we analyse
some more popular hybrid rules and propose a new hybrid rule based on the
weighted sum of Dempster’s and averaging rules, which has some advantages in
comparison with known hybrid rules. Since the weights used in the proposed new
hybrid rule depends on the value of conflict, we propose a new simple definition
of conflict between sources of evidence.

The rest of paper is set out as follows. In Section 2, we recall some basic prob-
lems concerned with the combination of evidence, analyse some most popular
hybrid rules of combination and propose a new hybrid combination rule based
on the weighted sum of Dempster’s and averaging rules. Section 3 is devoted
to the conflict evaluation problem. The existing approach to the solution of this
problem is analysed and a new more simple, but reliable approach to the conflict
evaluation is proposed. In Section 4, using critical numerical examples we present
advantages of the proposed hybrid rule of combination based on the proposed
new definition of conflict between sources of evidence. Finally the concluding
section summarises the paper.

2 The Hybrid Combination Rules

Currently a wide variety of rules for evidence combination is proposed in
the literature. A review of them is presented, for example in [20], where the
rules are analysed according to their algebraic properties and using different
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examples. A recent review of most popular fusion rules can also be found in
[23]. The most popular in the different applications of DST are the conjunc-
tion Dempster’s rule of combination [21] and the Dubois and Prade’s disjunctive
combination rule [2,4].

The Dempster-Shafer belief structure has associated with it a mapping m,
called basic probability assignment function (bpa), from subset of X into unit
interval, m : 2X → [0, 1], m(∅) = 0,

∑
A⊂X

m(A) = 1.

Then the Dempster’s rule of combination is defined us follows.

m12(A) =

∑
B∩C=A

m1(B)m2(C)

1−K
,A �= ∅,m12(∅) = 0, (1)

where K =
∑

B∩C=∅
m1(B)m2(C). The denominator 1 −K is called the normal-

isation, K is called the degree of conflict which measures the conflict between
pieces of evidence and the process of dividing by 1−K is called normalisation.

The main problem with this rule is that it provides counterintuitive results
when the conflictK is close to its maximal value equal to 1.That was first pointed
out by Zadeh [28].

Dubois and Prade’s disjunctive combination rule [2,4] is defined as follows:

mDP (X) =
∑

X1∪X2=X

m1(X1)m2(X2). (2)

It is noted in [20] that “The union does not generate any conflict and does not
reject any of the information asserted by the sources. As such, no normalisation
procedure is required ”.

To reduce the disadvantage of Dempster’s rule in the cases of considerable
conflict, the different combinations of Dempster’s and Dubois and Prade’s rules
were proposed in the literature [1,3,10,17,25].

These combination usually are based on the of conjunction

m∧(X) =
∑

X1∩X2=X

m1(X1)m2(X2) (3)

and disjunction

m∨(X) =
∑

X1∪X2=X

m1(X1)m2(X2) (4)

rules.
For example, in [3] Dubois and Prade proposed the rule of combination which

admits that the two sources are reliable when they are not in conflict, but one
of them is right when a conflict occurs. Then if one observes a value in set X1

while the other observes this value in a set X2 the truth lies in X1

⋂
X2 as long

X1

⋂
X2 �= ∅. If X1 ∩X2 = ∅ then the truth lies in X1 ∪X2.

According to this principle, the commutative (but not associative) Dubois
and Prade’s hybrid rule of combination (denoted here by index DP), which
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is a reasonable trade-off between precision and reliability, is defined for ∅ by
mDP (∅) = 0 and for (∀X �= ∅) ∈ 2θ, X �= 0 by

mDP (X) =
∑

X1∩X2=X
X1∩X2 �=∅

m1(X1)m2(X2)+
∑

X1∪X2=X
X1∩X2=∅

m1(X1)m2(X2). (5)

But usually the hybrid rules are based on weighted sums of conjunction and
disjunction rules with weights dependent on the conflict K.

For example, in [5] the following rule was proposed

m(X) = α(K)m∨(X) + β(K)m∧(X), (6)

where α(K) = K
1−K+K2 , β(K) = 1−K

1−K+K2 .
In [6], the set of functions α(K) and β(K) was proposed. These functions

have the following properties:
1). α(K) is an increasing function with α(0) = 0 and α(1) = 1,
2). β(K) is a decreasing function with β(0) = 1 and β(1) = 0,
3). α(K) = 1− (1−K)β(K).
The links of approach based on (6) and proposed set of functions α(K) and β(K)
with other existing rules is analysed. On the other hand, the use of disjunction
rule m∨(X) to reduce the undesirable properties of conjunction rule m∧(X) in
the case of considerable conflict is not exclusive and the best in all cases approach
to develop hybrid rules with acceptable properties.

It is known that Dempster’s and Dubois and Prade’s rules are not idempo-
tent. Hence, the hybrid combinations (5) and (6) may provide non-acceptable
results when we deal with the absence of conflict or a low conflict between bpas.
On the other hand, the simplest averaging rule m12(A)=

1
2 (m1(A) +m2(A)) is

idempotent one.
Therefore, we can say that the combination of Dempster’s rule with the av-

eraging rule seems to be more justified than the combination of Dempster’s rule
with Dubois and Prade’s rule since the averaging rule provides reasonable results
in the case of large conflict and a true result in the case when there is no conflict
between sources of evidence.

Although, the averaging rule of combination is idempotent and has some other
desirable properties, they are not often used in the framework of DST .

Matsuyama et al. [18] proposed an integration method based on the mean of

basic probability assignmentm(C) =
∑

Ai∩Bj=C,C �=∅
m(Ai)+m(Bj)

2 . This rule is very

different from Dempster’s and Dubois and Prade’s rules. Similar to Matsuyama’s
rule, Horiuchi [9] proposed a weighted integration method to give different source
the different weights in combination:
m(C) =

∑
Ai∩Bj=C

(wim(Ai) + wjm(Bj)), (wi + wj) = 1.

The difference between Horiuchi’s rule and Matsuyama’s rule is that, the Ho-
riuchi’s rule adds a weight factor to each source of evidence, and conflicting
information is not assigned zero probability, while Matsuyama’s rule treats dif-
ferent sources of evidence equally, and conflicting information is assigned zero
probability.
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In [12], the following rule was proposed: m(A) = 1
N

N∑
i=1

mi(A), where N is the

number of independent sources to combine.
The similar approaches was proposed in [20]. The formula for the “mixing”
combination rule is just

m1,2,...,n(A) =
1

n

n∑
i=1

wimi(A), (7)

where mi’s are bpas for the belief structures being aggregated and wi’s are
weights assigned according to the reliability of sources.

Of course, the mixing combination rule (as well as any other method) have
some disadvantages. For example, in [19], the author noted that the averaging
lacks correspondence with Bayesian conditioning. In [22] , the averaging rule is
qualified as “too mechanical, not well justified”.

Let us define the averaging rule for two sources of evidence as follow:
mA

12(C)=
1
2 (m1(C) +m2(C))

(this is a simplification of the more general definition (7)) and mD
12(C) be the

result obtained using Dempster’s rule (1).
Then the hybrid rule may be defined as follows:

mH
12(A) =McmA

12(A) + (1−Mc)mD
12(A), (8)

where Mc is the measure of conflict such that it is equal to 1 in the case of full
conflict and equal to 0 when there is no conflict between two sources of evidence,
i.e,. they are identical ones.

Of course, different functions α(Mc) and β(Mc) as in [6] may be used in (8),
but if we have no reasons to select a best such function, the simplest approach
α(Mc) =Mc, β(Mc) = 1−Mc seems to be enough justified.

3 The Measure of Conflict

Traditionally the value of K =
∑

B∩C=∅
m1(B)m2(C) is treated as the measure of

conflict, but it is easy to show that it does not always satisfy desirable properties
of the measure of conflict.
Let us consider the following examples:

Example 1
m1(A) = 0,m1(B) = 0,m1(A,B) = 1,
m2(A) = 0,m2(B) = 0.75,m2(A,B) = 0.25.
Example 2
m1(A) = 0.01,m1(B) = 0.01,m1(A,B) = 0.98,
m2(A) = 0.01,m2(B) = 0.6,m2(A,B) = 0.39.
Example 3
m1(A) = 0.7,m1(B) = 0.2,m1(A,B) = 0.1,
m2(A) = 0.2,m2(B) = 0.7,m2(A,B) = 0.1.



416 L. Dymova et al.

Example 4
m1(A) = 0.1,m1(B) = 0.6,m1(A,B) = 0.3,
m2(A) = 0.1,m2(B) = 0.6,m2(A,B) = 0.3.
Example 5
m1(A) = 0.3,m1(B) = 0.4,m1(A,B) = 0.3,
m2(A) = 0.3,m2(B) = 0.4,m2(A,B) = 0.3.
Example 6
m1(A) = 0.98,m1(B) = 0.01,m1(A,B) = 0.01,
m2(A) = 0.01,m2(B) = 0.98,m2(A,B) = 0.01.
Example 7
m1(A) = 1,m1(B) = 0,m1(A,B) = 0,
m2(A) = 0,m2(B) = 1,m2(A,B) = 0.
The results of calculations of K for these examples are presented in Table 1. (in
this table, Mc is a new measure of conflict, which will be defined below).

Table 1. The value of K and the measure of conflict Mc

Example K Mc

3 0 0.75

4 0.0061 0.59

5 0.53 0.5

6 0.12 0

7 0.24 0

8 0.9605 0.97

9 1 1

We can see that in the Example 1 we have K=0 and therefore we should
treat the sources of evidence as not conflicting, whereas they are not identical,
and therefore some non-zero conflict exists. Since the differences between cor-
responding focal elements of the sources in Example 1 are greater than in the
Example 2, we can conclude that the conflict in Example 1 is greater than in the
Example 2, and therefore the value of K in Example 1 should be greater than
in Example 4. But in Table 1, we see the opposite situation.

In the examples 4 and 5 we deal with the identical sources of evidence and a
true measure of conflict in these example should be equal to 0, whereas in these
cases we have K > 0.

We can see that only in the cases of large conflict (see examples 6 and 7) ,
the value of K reflects well the sense of conflict.

Therefore, in [15] Liu states that “K only represent the mass of uncommitted
belief (or falsely committed belief) as a result of combination” and that the
“value K cannot be used as a quantitative measure of conflict between two
beliefs, contrary to what has long been taken as a fact in the Dempster-Shafer
theory community.” In [16], Martin et al. showed that the value of K is not
appropriate to characterise the conflict between mass functions.

Therefore, other approaches to the evaluation of the measure of conflict be-
tween sources of evidence were proposed. The methods based on the treatment
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of conflict as a difference between sources of evidence were analysed in [7]. In
[15], Liu proposed the method for evaluating the conflict using the distance be-
tween betting commitments of beliefs. To develop this method some known and
new definitions were used.

Definition 1. [26]. Let m be a bpa on Ω. Its associative pignistic probability

function BetPm: Ω → [0, 1] is defined as BetPm(w) =
∑

A⊆Ω,w∈A

1
|A|

m(A)
1−K , K �= 1,

where |A| is the cardinality of subset A.
BetPm can be extended as a function on 2Ω asBetPm(A) =

∑
w∈ABetPm(w).

The transformation from m to BetPm is called the pignistic transformation .

When the initial bpa gives K = 0, m(A)
1−K is reduced to m(A). It is assumed in [15]

that the function BetPm has been extended to 2Ω. BetPm(A) tells what is the
total mass value that A can carry and it is referred to as the betting commitment
to A. In [11], the function BetPm is named the probability expectation function.

Definition 2. [15]. Letm1 and m2 be two bpas on frame Ω and let BetPm1 and
BetPm2 be the results of two pignistic transformations from them respectively.
Then difBetP = maxA⊆Ω (|BetPm1(A) −BetPm2(A)|) is called the distance
between betting commitments of two bpas. The value |BetPm1(A)−BetPm2(A)|
is the difference between betting commitments to A from two sources.

The distance between betting commitments is therefore the maximum extent
of the differences between betting commitments to all the subsets. Obviously,
difBetP=0 wheneverm1 = m2, i.e., the distance between betting commitments
is always equal to 0 between any two identical bpas (total absence of conflict).

Given two bpas and their corresponding pignistic transformations, it is possible
that these two bpas have the same betting commitment to a subset A that
is, BetPm1(A)=BetPm2(A)), but have rather different betting commitments to
another subset B. For this reason, according to Liu [15], “we cannot use either
min or mean to replace operator max in the above definition, since we want
to find out the maximum, not the minimum or the average, level of differences
between their betting commitments.”

In our opinion, the last statement seems to be debatable and is not justified
enough. Therefore, in this paper we propose another more simple and intuitively
obvious definition of the distance between two bpas, which can serve as the
measure of conflict Mc between sources of evidence.

The comprehensive survey and generalisations of distances in evidence theory
provided in [14], makes it possible to conclude that the other definitions of dis-
tance between bpas should provide the results similar to those obtained in [15].
In [15], Liu proposed the following definition.

Definition 3. Let m1 and m2 be two bpas. Then cf(m1,m2)=〈K, difBetP 〉
be a two-dimensional measure, where K =

∑
B∩C=∅

m1(B)m2(C) is the mass

of uncommitted belief when combining m1 and m2 with Dempster’s rule and
difBetP be the distance between betting commitments in Definition 2. Then
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m1 and m2 are defined as in conflict if both difBetP > ε and K > ε hold, where
ε ∈ [0, 1] is the threshold of conflict tolerance.

Obviously, it is difficult to use this definition based on the two-dimensional
measure of conflict to represent the degree of conflict in such hybrid rules as (6)
and (8). It easy to show that this definition may provide controversial results (see
Example 1 and Table 1, where K = 0 in the case of evident conflict). Moreover,
although in the case of two identical bpas a true degree of conflict should be
equal to 0, the value of K may be considerable greater than 0 (see examples 3,4
and Table 1).

Summarising we can say that the value of K should be used only in the
calculation of normalisation factor in Dempster’s rule of combination, not for
the evaluation of conflict between bpas.

In our opinion, Definition 3 is a consequence of too restrictive treatment of
conflict in [15] : “A conflict between two beliefs in DS theory can be inter-
preted qualitatively as one source strongly supports one hypothesis and the
other strongly supports another hypothesis, and the two hypotheses are not
compatible”.

Here, we propose another treatment of conflict and the measure of conflict.
Suppose we have two identical bpas. Then the degree of conflict should be

equal to 0, but if we introduce even a very small change in these bpas, and they
become not identical, then a small conflict occurs.

Therefore, it seems natural to define the measure of conflict as the mean of
differences between corresponding focal elements:

Mc(m1,m2) =
1

NC

∑
|m1i−m2i|>0

|m1i −m2i|, (9)

where NC is the number of differences contributing into conflict. Opposite to
the difBetP (see Definition 2.) this measure of conflict compensates the great
differences between some focal elements by low differences between other ones.

To illustrate the introduced measure of conflict (9), consider the following
example:

Example 8
m1(A) = 0.1,m1(B) = 0.4,m1(A,B) = 0.5,
m2(A) = 0.1,m2(B) = 0.2,m2(A,B) = 0.7.
In this case we have NC = 2 and
Mc(m1,m2) =

1
2 (|m1(B)−m2(B)|+ |m1(A,B)−m2(A,B)|)=0.2.

We can see that the introduced new measure of conflict has good properties (see
Table 1).

4 Numerical Examples

Let us compare the results obtained using Dempster’s rule (1), the rule (6)
modified as follows m(A) = Mcm∨(A) + (1 −Mc)m∧(A), the rule (8) and the

averaging rule m(A)= 1
N

N∑
i=1

mi(A) on the base of examples 1-7.
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Table 2. The results obtained using Dempster’s rule (1)

Example Mc m12(A) m12(B) m12(A,B)

1 0.75 0 0.75 0.25

2 0.59 0.01388 0.6559 0.3845

3 0.5 0.48936 0.48936 0.0213

4 0 0.07954 0.81818 0.10227

5 0 0.35526 0.52631 0.11842

6 0.97 0.49873 0.49873 0.00253

7 1 0/0 0/0 0/0

Table 3. The results obtained using the rule (6): m(A) = Mcm∨(A)+(1−Mc)m∧(A)

Example Mc m12(A) m12(B) m12(A,B)

1 0.75 0 0.75 0.8125

2 0.59 0.0174 0.62364 0.73304

3 0.5 0.495 0.495 0.1

4 0 0.07 0.72 0.09

5 0 0.27 0.40 0.09

6 0.97 0.9803 0.9803 0.0198

7 1 1 1 0

The results are presented in Tables 5-5.
It is seen that in the examples 1 and 3 (see Section 3), the sums (from both

bpas) of values of arguments in favor of (A,B) are greater than in favor of B.
Therefore, it is intuitively obvious that in these examples after combination we
should expect m12(A,B) > m12(B). We can see that such results are obtained
for the rules (6), (8) and averaging rule (see tables 3-5), but Dempster’s rule
provides counterintuitive results (see Table 2).

All the analysed rules provide intuitively obvious results for the examples 3
and 6. In the examples 6 and 7, we deal with the identical bpas. Therefore, only
idempotent averaging rule provides true results. In the example 7, the result of
Dempster’s rule is not defined as in this case we deal with the dividing by 0 since
K=1 and 1-K=0 (see Table 1). In this example, the other analysed combination
rules provide good results which can be naturally treated as fifty-fifty chances
for A and B.

Therefore, we can say that the rules (6), (8) and averaging rule performs
better than Dempster’s rule, but the averaging rule provides the better results
than the rules (6) and (8) as it provides true results in both asymptotical cases:
in the case of full conflict and in the case of lack of conflict.

It is worth noting that in practice we often deal with bpas characterizing by
relatively low conflictMc. It is clear that in such cases the use of not idempotent
Dempster’s rule and the rules (6) and (8) may provide inappropriate numerical
results (see examples 4 and 5). Obviously, in such cases the use of averaging rule
seems to be the best choice.
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Table 4. The results obtained using the rule (8):mH
12(A)=McmA

12(A)+(1−Mc)mD
12(A)

Example Mc m12(A) m12(B) m12(A,B)

1 0.75 0 0.46875 0.53125

2 0.59 0.01159 0.44887 0.56180

3 0.5 0.46968 0.46968 0.06065

4 0 0.07954 0.81818 0.10227

5 0 0.35526 0.52631 0.11842

6 0.97 0.49511 0.49511 0.0097

7 1 0.5 0.5 0

Table 5. The results obtained using the averaging rule m(A) = 1
N

∑N
i=1 mi(A)

Example Mc m12(A) m12(B) m12(A,B)

1 0.75 0 0.375 0.625

2 0.59 0.01 0.305 0.685

3 0.5 0.45 0.45 0.1

4 0 0.1 0.6 0.3

5 0 0.3 0.4 0.3

6 0.97 0.495 0.495 0.01

7 1 0.5 0.5 0

A good property of averaging rule is that it provides normalised combined
bpas if initial bpas are normalised too. It is seen that using averaging rule (7), it
is possible in a natural way to take into account the reliabilities (or weighs) of
combined sources of evidence.

Summarising, we can say that the averaging rule can be used solely to combine
bpas. Of course, this rule seems to be too simple, but simple methods are not
always bad or wrong ones.

On the other hand, we belief that choosing an appropriate combination rule
is a context dependent problem. We can say that the use of rule (6) in practice
is difficult as it provides non-normalised results.

Therefore, taking into account that Dempster’s rule is currently the most pop-
ular method for the combination of bpas we can advise the use of hybrid rule (8)
which provides normalised bpas when combined initial bpas are normalised too.
Nevertheless, we should remember that this hybrid rule may provide unaccept-
able results when we combine bpas with a low conflict Mc.

5 Conclusion

A critical analysis of methods for evaluation of conflict between basic probability
assignments (bpas) to be combined and combination rules in the Dempster-
Shafer theory of evidence is presented. A new simply, but reliable method for
the evaluation of conflict between combining bpas is proposed and analysed.
Based on this method, a new approach to the combination of bpas based on the
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weighted sum of Dempster’s and averaging rules with weighs dependent on the
proposed value of conflict is developed. Using some critical examples, it is shown
that the proposed approach performs better than Dempster’s rule and the known
hybrid rule based on the weighted sum of conjunction and disjunction operators.
Opposite to the known hybrid rules, the proposed new combination rule provides
normalised results of combination if the combining bpas are normalised too.

It is shown that the averaging rule can be used solely to combine bpas and in
the case of small conflict the use of averaging rule for the combination of bpas
seems to a best choice.

A good property of averaging rule is that it provides normalised combined
bpas if initial bpas are normalised too. It is shown that using averaging rule, it
is possible in a natural way to take into account the reliabilities (or weighs) of
combined sources of evidence.
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Abstract. A measure of association between two groups of rankings is
proposed. The suggested measure possesses some interesting properties
which make it useful in recommender systems and some other possible
applications. In particular, it aggregates the bipolar information taking
into account both the strength of the correlation and its sign. Simulta-
neously, applied in collaborative filtering, it rewards strong association
which is a desired property in making meaningful recommendations to a
user.

Keywords: Aggregation function, association measure, bipolarity, col-
laborative filtering, correlation coefficient, ordering, OWA operator, pref-
erence system, ranks, rating, recommender system.

1 Introduction

Nowadays there are many Web applications designed for advising users on what
they might like. The most common are applications predicting what movies
a user would like to see, or what product a customer might be interested in
buying. Besides open Web applications there exist expert software supporting
client advisors and various consultants. Both such public like specialist facilities
are called recommendation systems.

The main goal of a recommender system, i.e. generating some meaningful
recommendations to a user, might be perceived as an attempt to predict what
rating a user would give to a previously unrated item. Next the highest rated
item is presented as a recommendation to that user.

Although recommendation systems use different technologies, we can broadly
categorize them as (see, e.g., [1])

– Collaborative filtering, which recommend items based on similarity measures
between users and/or items. Hence items recommended to a user are those
preferred by similar users.

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 423–432, 2014.
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– Content-based systems, which examine properties of the item. Hence items
recommended are similar in content to other items the user has liked in the
past, or the items which matched best the attributes predefined by the user.

– Hybrid techniques, i.e. methods combining both collaborative and content-
based approaches.

The most popular setting in which a recommender system is considered is a
matrix (sometimes called a utility matrix) with rows corresponding to clients,
columns corresponding to items and cells for each user-item pair containing value
that represents the rating given to this item by the user.

In this paper we consider a much more complicated setting where the utility
matrix contains attribute columns with possibly different domains and where
the entries of the cells for each user-attribute pair contain rankings made by
the user for items/objects belonging to the domain of a given attribute. Alter-
natively, if not provided directly by the user, rankings might be produced from
information about items obtained in another way, e.g. from single-value ratings
or from frequency of user choices. Therefore, in face of such data much more
sophisticated methods of collaborative filtering are required. Actually, instead
of similarity measures between users based on correlation between two rankings
produced by these users on a set of items under study, we need now a measure
of association between two groups of rankings. It seems that some aggregation
operators might be helpful to generate a desired recommendation based on such
type of data.

The paper is organized as follows: An introductory example explaining the
difference between the classical situation considered in recommender systems
and the suggested setting is given in Sec. 2. Then, in Sec. 3 a model for the data
representation discussed in the introductory example is suggested. In Sec. 4 we
discuss the desired properties of the requested measure of association between
two sets of rankings. A candidate for such a measure is suggested in Sec. 5, while
in Sec. 6 we discuss its actual properties.

2 Introductory Example

Let us consider a travel agency, that gathers a history of vacation trips of its
clients. Data are stored in a form of rankings made by the clients and concern
various aspects of the trip. For each separate attribute a client assigns ranks to
possible variants (which depend on a domain of an attribute), expressing his/her
preferences on those variants. In other words, each client orders all available
variants corresponding to given attribute from the most preferred to the least
preferred one. An exemplary output of a data set described above is given in
Table 1, where numbers indicate ranks assigned by the clients.

Such data sets as shown in Table 1 are collected because the agency plans to
prepare new trip offers. To maximize the possibility of accepting a new offer it
should be prepared in a way that guarantees client’s satisfaction when chosen.
To achieve this, the agency tries to identify pairs of clients that within most
of the considered areas made significantly similar choices (similar clients) or
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significantly different choices (dissimilar clients). This way the clients will be
gathered into similarity groups. For each client the agency will offer trips to
places already visited by other clients from the same group, omitting the places
visited by most dissimilar clients.

Table 1. Exemplary data set of clients’ preferences

Accommodation Means of transport Activities

Client A tent - 1
guesthouse - 2
hotel - 3

car - 1
train - 2
airplane - 3

sunbathing - 2
sightseeing - 1

Client B tent - 3
guesthouse - 2
hotel - 1

car - 3
train - 1
airplane - 2

sunbathing - 2
sightseeing - 1

. . . . . . . . . . . .

3 Data Representation

Keeping in mind the introductory example discussed in Sec. 2 we will introduce
a formal description of the data representing consumers profiles.

Let X denote a set of consumers and let Y be a set of attributes. Without
loss of generality we assume that Y is a finite set of size n. Moreover, we assume
that Uj is a domain of the attribute Yj ∈ Y. Each domain consists of objects,
with respect to which the consumers express their preferences. Therefore, it is
assumed that the domain of each attribute is finite.

Hence, for any consumer A ∈ X we get n rankings corresponding to succes-
sive attributes, so the observation related to A might be perceived as a vector
[RA1, RA2 . . . , RAn], where RAj is a ranking of objects belonging to the domain
of the j-th attribute. An example of so prepared data set is given in Table 2.

Table 2. Exemplary data set of clients’ preferences

A RA1 RA2 . . . RAn

B RB1 RB2 . . . RBn

. . . . . . . . . . . . . . .

Consider now a ranking RAj . Since it reflects the consumer’s preferences on
variants belonging to the domain Uj of the attribute Yj ∈ Y, it is also a vector.
Namely,

RAj = (r
(1)
Aj , r

(2)
Aj , . . . , r

(lj)
Aj ), (1)

where r(k)Aj , k = 1, . . . , lj is a rank assigned to k-th object belonging to Uj and
where lj stands for the size of the domain Uj .
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Since our goal is to identify both similar and dissimilar consumers, we are
interested in defining an association measure between every pair of consumers
A,B ∈ X .

4 Desired Properties of a Measure of Association
between Two Groups of Rankings

There are many ways for measuring association or correlation between two rank-
ings, like the well-known Spearman’s rS or Kendall’s τ (see, e.g., [2]). However,
in our case we need a measure of association not between two rankings but be-
tween two sets of rankings [RA1, RA2 . . . , RAn] and [RB1, RB2 . . . , RBn], where
particular rankings may correspond to attributes with quite different domains.

Let us try to list the desired properties of the requested measure of association
between two sets of rankings. Denote such a hypothetical measure (coefficient)
by S. It seems that S should satisfy at least the following requirements:

R1. S : X × X → [−1, 1].
R2. S should assume its maximal value if and only if all rankings are pair-

wise perfectly concordant, i.e. S = 1 if and only if (RAj , RBj) are perfectly
concordant for all j = 1, . . . , n.

R3. S should assume its minimal value if and only if all rankings are pairwise
perfectly discordant, i.e. S = −1 if and only if (RAj , RBj) are perfectly
discordant for all j = 1, . . . , n.

R4. S should be commutative, i.e. S(A,B) = S(B,A).
R5. S should not depend on the permutation of attributes.
R6. S should depend on pairwise correlations between rankings calculated for

the same attribute. Moreover, the increase in pairwise correlations for all
attributes should result in the increase of S, and conversely, the decrease in
pairwise correlations for all attributes should result in the decrease of S.

In some situations we may expect that the measure of association between
two sets of rankings would additionally satisfy the following natural properties:

R7. Any pairwise correlation between rankings that is different from zero should
be rewarded in S, i.e. the higher the absolute value of the pairwise correlation
between rankings, the stronger influence of that correlation on the value of
S.

R8. S should assume value equal to zero in case of lack of pairwise correlation
for all attributes or when positive and negative correlations balance, i.e.
for each positive correlation there exists a negative one with equal absolute
value.

5 How to Measure Association between Two
Groups of Rankings

Let s denote any pairwise correlation measure between two rankings, taking
values in [−1, 1], like Kendall’s τ or Spearman’s rank correlation coefficient rS
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(see, e.g., [2]). Moreover, let (s1AB, s
2
AB, . . . , s

n
AB) be a vector of pairwise corre-

lations obtained for all attributes under study for two consumers A,B ∈ X , i.e.
sjAB = s(RAj , RBj), j = 1, . . . , n.

Taking into account postulates R1 – R8 discussed above one may define the
desired measure of association between two groups of rankings corresponding to
consumers A and B, A,B ∈ X , as

S(A,B) = F (s1AB , s
2
AB, . . . , s

n
AB), (2)

where F : [−1, 1]n → [−1, 1] is a suitable function.
As we look on (2) we may expect that F should be an appropriate aggrega-

tion function, since its goal is to aggregate several correlations to a single value.
Moreover, postulates R1–R8 suggest it might be an ordered weighted averag-
ing (OWA) operator [3], especially that we want to reward higher correlations
(see R7). Unfortunately, F cannot be a typical aggregation function. Why? As
it is well known, an aggregation function should have at least two fundamen-
tal properties: the preservation of bounds and the monotonicity condition (see,
e.g., [4,5,6]). In our case there is no problem with the preservation of bounds,
i.e. F (−1,−1, . . . ,−1) = −1 and F (1, 1, . . . , 1) = 1, which coincides with pos-
tulates R2 and R3, respectively. However, the monotonicity condition means
that x ≤ y implies F (x) ≤ F (y) for all x,y ∈ [−1, 1], where x = (x1, . . . , xn),
y = (y1, . . . , yn) and where x ≤ y means that each component of x is not greater
than the corresponding component of y. And here is the problem, since, by R7,
we want to promote higher correlations regardless of their signs, so F cannot be
monotone on the whole interval [−1, 1]. Hence we need another type of aggrega-
tion operator that would be monotone not on the whole domain but for absolute
values of arguments while still keeping track of the signs. One can propose there
different candidates for the function F but in our opinion the following one seems
to have many interesting properties.

Let us consider a function F : [−1, 1]n → [−1, 1] defined as follows

F (x1, . . . , xn) =
2

n(n+ 1)

n∑
j=1

r(|xj |) · xj , (3)

where r : [0, 1] → R
+ is a function such that

r(z) =
1

2
+

n∑
i=1

c(z − |xi|) (4)

and where c is defined as

c(u) =

⎧⎪⎨⎪⎩
0 if u < 0
1
2 if u = 0

1 if u > 0.

(5)
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Combining (2) and (3) we get the following measure of association between
two groups of rankings delivered by two consumers A and B:

S(A,B) =
2

n(n+ 1)

n∑
j=1

r(|sjAB |) · sjAB (6)

Example 1
Consider two consumers A and B who specified their preferences by assigning
ranks to several variants belonging to the domain of four attributes under study.
Moreover, assume that the correlation between their preferences for each separate
attribute was calculated and as a result we received the following four numbers:
s1AB = 0.3, s2AB = 0.8, s3AB = −0.3 and s4AB = 0.1. Hence, using (6), we can
aggregate these four coefficients and obtain a value describing the association
between two groups of rankings delivered by these two consumers. So we get

r(|0.3|) = 1

2
+ (

1

2
+ 0 +

1

2
+ 1) = 2.5

r(|0.8|) = 1

2
+ (1 +

1

2
+ 1 + 1) = 4

r(| − 0.3|) = 1

2
+ (

1

2
+ 0 +

1

2
+ 1) = 2.5

r(|0.1|) = 1

2
+ (0 + 0 + 0 +

1

2
) = 1

and hence

S(A,B) = F (0.3, 0.8,−0.3, 0.1)

=
2

4 · 5(2.5 · 0.3 + 4 · 0.8 + 2.5 · (−0.3) + 1 · 0.1) = 0.33.

It is worth noting that the value of our coefficient is greater than the arithmetic
average of the arguments. Indeed, 1

4 (0.3+0.8− 0.3+0.1) = 0.225. It shows that
our measure promotes higher correlations which postulates R7.

6 Properties of the Measure S

In this section we will discuss basic properties of the suggested measure of asso-
ciation (6). Let us start from some useful properties of the operator (3).

By [3] F is an ordered weighted averaging operator (OWA) if FOWA : [0, 1]n →
[0, 1] has the following form

FOWA(x1, . . . , xn) =

n∑
j=1

wj · x(j), (7)

where w = [w1, . . . , wn] is a vector of weights such that wj ≥ 0 for j = 1, . . . , n
and

∑n
j=1 wj = 1, and where x(j) denote the j-th largest element of the collection

of aggregated objects x1, . . . , xn.
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In our case one may see that if |xi| �= |xk| for any i, k = 1, . . . , n such that
i �= k, then function (4) attributes ranks to the sequence of points of the vector
(|x|(1), . . . , |x(n)|) in this way that the maximal value obtains the highest rank,
the last but one value the last but one rank, and so on till the smallest value
that obtains the smallest rank. In other words, r(|x|(j)) = n− j + 1.

If there are two or more points x1, . . . , xn having the same absolute value then
we use the well-known method in statistics of assigning midranks to deal with
ties, i.e. each of these points obtains the same rank equal to the average of the
ranks those points would get if they all had different absolute values.

Therefore, we get n weights w1 . . . wn, where wj = 2
n(n+1)r(|x|(j)). One may

easily check that wj ∈ [0, 1] for each j = 1, . . . , n and
n∑

j=1

wj = 1. However,

contrary to the OWA operator the summands in (7) are the weights connected
with ordered absolute values of x’s which are then multiplied just by x’s and not
order statistics. Therefore, we may conclude that (3) is not the OWA operator.
This is also the reason why operator (3) is not an aggregation function according
to popular definitions (see, e.g., [4,5,6]).

However, function (3) behaves as OWA operator for absolute values of the
arguments, i.e. F (|x1|, . . . , |xn|) is OWA operator. Indeed, then

F (|x1|, . . . , |xn|) = 2

n(n+ 1)

n∑
j=1

r(|xj |) · |xj | =
n∑

j=1

wj · |x|(j),

where wj =
2

n(n+1)r(|x|(j)).

Yager [3] suggested how to determine and characterize weights of OWA oper-
ators:

– dispersion degree

Disp(w) = −
n∑

j=1

wj ln(wj), (8)

– orness

Orness(w) =
1

n− 1

n∑
j=1

(n− j)wj . (9)

Let us consider the arithmetic mean, as a reference point. It is, of course,
the OWA operator with identical weights, i.e. w∗

j = 1
n for j = 1, . . . , n. Such

distribution of weight induces Disp(w∗) = ln(n) and Orness(w∗) = 0.5. One
may notice that our operator (3) is at least as close to the "or" operator as
arithmetic mean, because Orness(w∗) ≤ Orness(w) ≤ 1. Moreover, the weights
of our operator (3) are distributed at most as uniformly as for the arithmetic
mean, because 0 ≤ Disp(w) ≤ Disp(w∗).

Let us consider now some important properties of (3).
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Lemma 1. Function (3) is idempotent.

Proof. Actually, for any a ∈ [−1, 1] we get

r(|a|) = 1

2
+ (

1

2
+

1

2
+ . . .+

1

2
) =

1

2
+ n · 1

2
= (n+ 1)

1

2

and hence

F (a, . . . , a) =
2

n(n+ 1)

n∑
j=1

r(|a|) · a =
2

n(n+ 1)

n∑
j=1

(n+ 1)
1

2
· a = a,

which is the desired conclusion. �

By the above lemma we get the following important conclusion.

Corollary 1. Function (3) preserves bounds, i.e.

F (−1, . . . ,−1) = −1,

F (1, . . . , 1) = 1.

One may also easily notice that

F (x1, . . . , xn) = F (xσ(1), . . . , xσ(n)) (10)

for any permutation {σ(1), . . . , σ(n)} of {1, . . . , n}, which means that our oper-
ator is symmetric.

Now let us examine if our coefficient S satisfies the desired requirements pos-
tulated in Sec. 4.

Lemma 2. For any two groups of rankings delivered by two consumers A and
B the measure of association (6) is bounded, namely −1 ≤ S(A,B) ≤ 1.

The proof is evident just by the construction of function (3). This indicates that
postulate R1 holds. Next two properties, i.e. R2 and R3, are also fulfilled.

Lemma 3. S = 1 if and only if all rankings delivered by consumers A and B
are pairwise perfectly concordant.

Proof: If all rankings delivered by consumers A and B are pairwise perfectly
concordant, we get s1AB = 1, s2AB = 1, . . . , snAB = 1. By Corollary 1 we get here
S(A,B) = 1.
On the other hand, assume that S = 1. Suppose, conversely, that one of the
correlation coefficients, say a, is smaller than 1, while the rest are equal to 1.
Then by (4) we get

r(|1|) = 1

2
+ (

1

2
+ . . .+

1

2
+ 1) =

n

2
+ 1

and
r(|a|) = 1

2
+ (0 + . . .+ 0 +

1

2
) = 1.
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Hence

S(A,B) = F (1, . . . , 1, a) =
2

n(n+ 1)

(
(n− 1)(

n

2
+ 1) + a

)
= 1

if and only if a = 2, which contradicts our assumptions. In the same way we may
show that we cannot obtain S(A,B) = 1 if any correlation coefficient is different
than 1. �

In the same way one may prove the following lemma.

Lemma 4. S = −1 if and only if all rankings delivered by consumers A and B
are pairwise perfectly discordant.

Lemma 5. The measure of association (6) between two groups of rankings is
commutative with respect to consumers, i.e. S(A,B) = S(B,A).

The proof is immediate. This way Lemma 5 indicates that our postulate R4 is
also fulfilled. But in our case we may also consider commutativity with respect
to attributes (see R5).

Lemma 6. The measure of association (6) between two groups of rankings is
commutative with respect to attributes.

The proof of this lemma is an immediate conclusion of the symmetry of operator
F , i.e. (10).

It is also not difficult to observe that postulates R6–R8 are satisfied thanks to
some properties of operator F . Actually, postulates R6 and R7 are fulfilled due
to the fact discussed at the beginning of this section, that function (3) behaves
as OWA operator for absolute values of the arguments, i.e. when we consider
F (|x1|, . . . , |xn|). It is important since the OWA operator is monotonic. Hence
when we increase or decrease the absolute values of the arguments of F , the value
of our measure also increases or decreases, respectively, what has been postulated
in R6. This way we also reward higher correlations whatever are their signs,
according to postulate R7. Please, notice in contrast, that for so popular OWA
operators like the arithmetic mean or the median, no coefficients are rewarded
in this way. In the case of the arithmetic mean all correlation coefficients are
treated equally, while in the case of the median only middle valued coefficients
are rewarded.

Finally, R8 is a straightforward conclusion of the way we define operator F .
Indeed, if for each positive correlation there exists a negative one with equal
absolute value they obtain the same rank but since they have opposite signs
they sum up to 0.

The above mentioned relation between F operator and OWA functions leads
also to the following lemma.

Lemma 7. Let s1AB, . . . , s
n
AB denote a sequence of pairwise correlations obtained

for all attributes under study for two consumers A,B ∈ X . Then

min{s1AB, . . . , s
n
AB} ≤ S(A,B) ≤ max{s1AB, . . . , s

n
AB}. (11)

We may observe also some minor but useful properties of the measure S.
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Lemma 8. If S(A,B) = 1 and S(B,C) = p, where p ∈ [−1, 1], then S(A,C) =
p. Similarly, if S(A,B) = −1 and S(B,C) = p then S(A,C) = p.

Proof: By Lemma 3 we have that S(A,B) = 1 if and only if A = B. Then from
S(B,C) = p and A = B we obtain S(B,C) = S(A,C) = p.

Similarly, from Lemma 4 we have that S(A,B) = −1 if and only if A = B−,
where B− denotes a group of rankings with all rankings reversed with respect
to B. Then from S(B,C) = p and A = B− we obtain S(B,C) = S(A−, C) = p.
As a result, what can easily be shown, we get S(A,C) = −p. �

7 Conclusions

In this paper we have considered an interesting problem one can face in recom-
mender systems when we have to make a recommendation based on the aggre-
gated correlations. Since in measuring correlation both its absolute value and the
sign is meaningful and important, traditional aggregation operators, like OWA
functions may not be satisfactory. Therefore, we have suggested a new measure
of association between two sets of rankings and examine its properties. Although
the proposed measure satisfies basic requirements specified for this type of op-
erators, some questions and problems remain open. In particular, it seems that
our measure might be treated as a member of a family of semi-aggregation op-
erators, which behave as traditional aggregation functions when we restrict our
consideration to the absolute values of their arguments, but simultaneously they
do not loose information about the signs of those arguments. Hence we still need
a more deep and broader study on the operators designated for processing the
bipolar information.
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Abstract. Despite the significant amount of research on the applica-
tion of myoelectric research for upper limb prostheses control [1] and
advances in signal processing and classification methods for myoeletric
signals (MES), patient satisfaction and acceptance for modern hand pros-
theses is lacking [2]. This is partly due to missing intuitive and natural
control possibilities for accessing the various grip patterns that are avail-
able with current prostheses models on the market. As a step towards
easy prototyping and seamless integration of a wide variety of prosthe-
ses, we present a system based on the Arduino microcontroller platform.

With adaptable Simulink
TM

models and a wide number of libraries for
the Arduino IDE, the system allows electromyographic (EMG) process-
ing as well as basic classification for actuating both basic hand models
and more advanced hand prostheses. Complex classifier models can be

trained with a PC-based MATLAB
TM

application prior to microcon-
troller operation.

Keywords: Arduino, Electromyography, Hand Prostheses, Pattern
Recognition, Signal Processing, Simulink.

1 Introduction

Modernprostheses like the bebionic
TM

handbyRSLSteeper or theMichelangelo
TM

hand by Otto Bock are characterized by multiple degrees of freedom (DOF) and
allow a wide array of different grip patterns. The previous generation of hand pros-
theses were mainly simple grippers with additional options, i.e. manual
wrist adjustment [3]. Figure 1 shows the evolution of traditional simple gripper
hand models to state of the art hand prostheses.

Despite advanced possibilities of modern upper limb prostheses, the accep-
tance by patients is slow [4] and actual usability to patients remains limited [5],
[2]. One of the reasons are control systems which are not based on movement
classification but instead rely on traditional amplitude thresholding. To remedy
this, Jiang et al. advocate a shift of focus to myoelectric control features that are
more beneficial to patients [4], while Paredes and Graimann state that current
myoelectric control schemes lack adaptibility, robustness and simplicity of use
[6]. Regardless of the aspects to be researched, the potential changes and adap-
tions in prostheses control systems, it is beneficial to include patients at early

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 433–444, 2014.
c© Springer International Publishing Switzerland 2014



434 A. Attenberger and K. Buchenrieder

Fig. 1. Two basic hand prostheses on the left compared to more current hand pros-

theses like the i-limb
TM

ultra, Michelangelo
TM

and bebionic3
TM

hands

stages of development. In order to attain a flexible prototyping environment to
test control schemes for hand prostheses, we have developed a virtual prothesis
at our department [7]. It is based on MATLAB

TM

and necessitates either the
utilization of a laptop or a PC. To allow a more realistic test setup for prostheses
control, it is necessary to take into account the execution of a control system on
microcontrollers as well as the integration of prostheses currently available.

This contribution presents a fully operable Simulink
TM

-based microcontroller
prototyping platform for conducting experiments with different hand prostheses.
The MATLAB

TM

application can be utilized for classifier training and parame-
ter adjustment. In addition to controlling a low-cost exemplar hand model, we
also show the integration of current state of the art hand prostheses into the
framework.

2 Classification Process

The prosthesis control prototype allows for the execution of all steps of the
multi-stage classification process defined by Englehart et al. [8], which comprises
feature extraction and classifier algorithms. In the presented setup, a basic RMS
feature is utilized, which is denoted for N samples by:

xrms =

√√√√ 1

N
·

N∑
n=1

(x2n) . (1)

The Simulink
TM

environment also permits the calculation of frequency-based
features like zero crossing values which can be calculated with the following
formula:

xzc =

N−1∑
n=0

I{sgn(n+ 1) · sgn(n) < 0} . (2)
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After feature extraction, a classifier can be trained for the various different
methods, ranging from simple classifiers like decision trees or naive Bayes clas-
sifiers to more complex methods like support vector machines. For a decision
tree, a subset Xt is associated with each node T of the tree [9]. A subset is sub-
sequently divided into two subsets, comprising ’Yes’- (XtY ) and ’No’-answers
(XtN ) at the descendant nodes, while satisfying the following conditions:

XtY ∩XtN = ∅ . (3)

XtY ∪XtN = Xt . (4)

If for a naive Bayes classifier, statistical independence is assumed for individual
features xj with j = 1, 2, ..., l [9], it follows that:

p(x|ωi) =

l∏
j=1

p(xj |ωi) (5)

with
i = 1, 2, ...,M (6)

Subsequently, an unknown sample x = [x1, x2, ..., xl]
T is assigned to the fol-

lowing class:

ωm = argmax
ωi

l∏
j=1

p(xj |ωi) (7)

with
i = 1, 2, ...,M (8)

The above classifiers and further methods are all available in MATLAB
TM

and
have previously been tested for MES classification [10]. Further implementation
details and the prototype training application are presented in section 3.3.

3 Prototype

The prototype of the control system for a selected prosthesis, consists of the
following components: a Delsys Bagnoli

TM

sensor system1 with four single dif-
ferential EMG sensors, an Arduino Uno for myoelectric signal processing and
the generation of control commands. Controls are sent to an Arduino Uno with
a custom motor shield, an Arduino BT with a Bluetooth module or an Arduino
Due, which are connected to the prostheses. The full prototyping system is shown
in Figure 2.

1 http://www.delsys.com/Products/Bagnoli_Desktop.html

http://www.delsys.com/Products/Bagnoli_Desktop.html
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Fig. 2. Full prototype setup comprising the Delsys EMG system, an Arduino for signal
processing and an Arduino for receiving control commands and driving the servos of a
MechaTE hand

3.1 EMG System and Signal Processing Board

For the processing of the EMG signal, the Delsys EMG sensors are connected to
the analog inputs of the Arduino Uno prototyping board, as displayed in Figure
3. Sensor channels 1 to 4 are input to the analog connectors A0 to A3. When the
Bagnoli

TM

EMG amplifier system is connected directly, only the positive portion
of the myoelectric signal can be considered. Thus, a small circuit for converting
the amplified signal in the range of -5 to +5 Volts to a signal ranging from 0 to
5V with a DC component of 2.5V must be inserted. This allows the utilization of
frequency-based features like zero crossings for more sophisticated classification
schemes. The control information derived from the MES is output through the
ATmega328’s UART interface available from the Arduino board’s pins 0 (RX)
and 1 (TX). A SoftSerial Interface can be employed in case utilization of these
pins is confined to other tasks [11].

3.2 Control Software

Signal processing is based on a Simulink model, which resides in the internal
flash utilizing the Arduino Target library2 for MATLAB

TM

[12]. The model, as
shown in Figure 4, applies a highpass filter to the analog signal converted by the
ATmega328’s ADC.

2 http://www.mathworks.de/hardware-support/arduino-simulink.html

http://www.mathworks.de/hardware-support/arduino-simulink.html
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Fig. 3. The Arduino board employed for processing the MES output by the Delsys

Bagnoli
TM

amplifier

Fig. 4. Simulink
TM

model on the processing Arduino
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Frequencies below 20Hz are removed by high pass filters to reduce interference
and noise [13]. In the current setup, the RMS values of both channels are sub-
sequently subjected to amplitude level thresholding in the classification block.
Depending on the settings in the model, a corresponding control command is
sent by the ATmega over a serial connection through the board’s RX/TX-lines.
Once a threshold has been reached, the corresponding hand position control
command is continually transmitted until a new classification result is present.
This basic classifier in the corresponding Simulink

TM

MATLAB function block
can be replaced by more sophisticated algorithms.

3.3 Classifier Training

Before any prosthesis control scheme can be operated, patients have to undergo a
training process during which parameters like amplitude threshold levels, which
are individual for each patient, can be adjusted [1]. Furthermore, when employing
pattern recognition with classifier methods, a training session is also mandatory
before operating a classifier algorithm. Due to the high number of parameters and
options that can be manipulated for different classifier and feature combinations,
classifier training is more easily carried out on a computer. The window of the
MATLAB

TM

classifier training application is displayed in Figure 5, showing a
basic example of two movement classes and two sensors. The application allows
direct testing of classification results as well as visualization of the result with
a virtual 3D prosthesis [7]. In addition, it is possible to integrate the other

prostheses models like the MechaTE or the Michelangelo
TM

hand.

Fig. 5. The MATLAB
TM

application for classifier training and validation
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Once a classifier model has been trained and classifier validation shows suf-
ficient robustness, it can be saved from the MATLAB

TM

workspace and trans-
ferred to the Arduino board. While the current basic RMS threshold model can
seamlessly be integrated with the MATLAB

TM

function block, more sophisti-
cated classifiers from the MATLAB

TM

Statistics Toolbox3 can only directly be
utilized in the PC-based training application. For these, to be integrated into
the Simulink

TM

model, only a subset of the functions is supported for a micro-
processor target4. To remedy this limitation, Simulink

TM

additionally supports
the injection of C/C++-Code into models, employing S-Functions. Open source
code for classifiers like the Naive Bayes classifiers is readily available online5.

3.4 Hand Models

Due to the basic serial interfacing, it is possible to connect other microcon-
trollers to actuate a prosthesis. Beside the MechaTE Robot Hand, this approach
allows to control modern multi-DOF prostheses, thus allowing realistic training
of classifiers and hand control schemes for patients. The realized prototype al-
lows for flexible control of modern prostheses like the Michelangelo

TM

and the
bebionic3

TM

hands through wireless and wired interfaces.

MechaTE Robot Hand. As a basic model of an artificial hand, mainly in-
tended for judging interaction speed and viability of classification control schemes,
a MechaTE Robot Hand was chosen. It consists of five individually controllable
digits and a flexible wrist, that can be extended, flexed, pronated and supinated.
The fingers aremade of anodized aircraft aluminum [14]. Each finger is drivenwith
a miniature servo motor. For the execution of movements and grip patterns, each
servo is connected to a custom-built Arduino motor shield, connected to an Ar-
duino Uno microcontroller board. Furthermore all the servo pins are connected to
an Arduino Uno microcontroller-board. The ATmega328’s flash memory contains
the Simulink

TM

model created with the Arduino Target library in MATLAB
TM

.
For controlling the servos, the servo block library for Simulink Arduino Target
created by Matt Bilsky6 is employed. The setup, as shown in Figure 7, can be
connected to a signal processing system by a serial interface with another connec-
tor available for common ground. When a character is received through the serial
connection, it is compared to a predefined set of movements consisting of: rest-
ing position, wrist extension, wrist flexion, fist, supination, pronation, precision
grip, lateral grip, index finger and thumb flexion. As displayed in the following
listing, the angles are then utilized by the servo library for setting the motors to
the specified positions:

3 http://www.mathworks.com/products/statistics/
4 http://www.mathworks.de/de/help/simulink/ug/

functions-supported-for-code-generation--categorical-list.html
5 http://code.google.com/p/naive-bayes-classifier/
6 http://mattbilsky.com/mediawiki/

index.php?title=Servo Block Library for Simulink Arduino Target

http://www.mathworks.com/products/statistics/
http://www.mathworks.de/de/help/simulink/ug/functions-supported-for-code-generation--categorical-list.html
http://www.mathworks.de/de/help/simulink/ug/functions-supported-for-code-generation--categorical-list.html
http://code.google.com/p/naive-bayes-classifier/
http://mattbilsky.com/mediawiki/index.php?title=Servo_Block_Library_for_Simulink_Arduino_Target
http://mattbilsky.com/mediawiki/index.php?title=Servo_Block_Library_for_Simulink_Arduino_Target
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Servo angles for moving the MechaTE Hand to form a fist

%% Faust

if seriell == 4

Pin3 =uint8(10);

Pin5 =uint8(180);

Pin6 =uint8(180);

Pin9 =uint8(180);

Pin10 =uint8(180);

Pin11 =uint8(90);

Pin12 =uint8(90);

end

While the resulting Simulink
TM

model has a size of 48kB on disk, the resulting
hex file after compilation is only 16kB, easily fitting in the ATmega328’s flash
memory. As shown in Figure 6, a GUI has also been developed for controlling
the MechaTE Robot Hand through a serial interface between MATLAB

TM

and
the control Arduino [12].

Fig. 6. The MATLAB GUI for controlling the MechaTE Robot Hand through a serial
interface

Michelangelo
TM

Hand. The Michelangelo
TM

hand is the latest prosthetic
hand model by Otto Bock Healthcare featuring a seperate movable thumb and
Bluetooth connectivity. It exhibits various different grip patterns such as lateral
and opposition grips [15]. For integration into the Arduino-based prototype, we
used a Arduino BT equipped with a Bluetooth module. It receives control com-
mands through the serial interface on pins 0 (RX) and pin 1 (TX). A connection
setup is shown in Figure 8.



An Arduino-Simulink-Control System for Modern Hand Protheses 441

Fig. 7. The MechaTE Robot Hand connected to a custom-built shield mounted on the
Arduino Uno board

Fig. 8. Integration of the Michelangelo
TM

hand into the control setup with serial con-
nection to the Arduino BT
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Fig. 9. The bebionic3
TM

hand connected to an Arduino Due for sending control com-
mands to the hand’s microcontrollers

bebionic3
TM

Hand. RSL Steeper’s bebionic3
TM

hand displayed in Figure 9
is another modern upper limb prosthesis. Individually controllable fingers allow
sophisticated grip patterns like hook, pinch or tripod grips. The hand can also be
configured wirelessly with the bebalance software [16]. For the integration into

our prototypical prosthesis control scheme, the bebionic3
TM

hand is wired to an
Arduino Due equipped with a 3.3V-powered Atmel SAM3X8E ARM Cortex-M3
CPU7. Similiar to the previous setups, its serial interface serves as a link to
receive the control information from the signal processing Arduino board.

4 Results and Future Work

The presented Arduino-Simulink-based system is a fully functional prosthesis
control system based on MES. Due to the modular setup, different prostheses
ranging from standard gripper models and artificial hand models to sophisticated
modern multi-DOF prostheses models can be integrated into the prototyping
system. With this, realistic testing of prostheses control schemes for numerous
end-effects becomes possible. The utilization of Simulink

TM

for the integration
of control and processing models into multiple Arduinos allows both, the flexible
utilization of different sensor systems, e.g. myoelectric signals, or novel sensor
technologies like near-infrared sensors [17], as well as the application of classifier

algorithms. Corresponding classifier models can be created with the MATLAB
TM

training application before transfer to the processing microcontroller. While sev-
eral restrictions apply to embedding MATLAB functions, user-defined C-/C++-

Code can be injected into the Simulink
TM

models. Depending on the classifier
model size and processing requirements, a processing platform more powerful
than the Arduino Uno has to be considered. Next to the Arduino Mega, which

7 http://arduino.cc/en/Main/ArduinoBoardDue

http://arduino.cc/en/Main/ArduinoBoardDue
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offers a bigger program flash and SRAM, both the PandaBoard and the Rasp-
berry Pi microcontroller boards are currently supported by Simulink

TM

and thus
constitute possible alternatives. Current development efforts are targeted at im-
plementing advanced classification algorithms for utilization in the embedded
Simulink

TM

models. Furthermore, additional feature extraction methods from
the MATLAB

TM

movement classification toolbox [10] have to be evaluated for
compatibility with the target harware.
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Abstract. This paper concerns the application of a parallel tabu search
algorithm to solve the general problem of timetabling. The problem of
timetabling (also known as scheduling) was first expressed as a graph col-
oring problem and then good approximate solutions were obtained with
use of concurrent metaheuristic algorithm for GPU (Graphics Processing
Unit).

1 Introduction

Timetabling is the assignment of a set of tasks (lessons) to apropriate time periods,
in order to comply with the limits laid before the implementation of the schedule.
On the basis of such adaptation there can be a timetable for classes and teachers
determined. The problem of arranging a timetable (work) is a combinatorial op-
timization problem heavily inspired by the practice (see [15,11]). Basing on inter-
views with representatives of the Polish primary, secondary and technical schools
one can say that this problem is solved once or twice each year. In most schools this
issue is still analyzed and resolved with use of conventional methods which means
that all work is done by one or more persons in a few days to several weeks, using a
sheet of paper and/or board. Such a procedure is both time-and labor-consuming.
Although there are software tools (packages, applications) to support this process,
usually most of the work is done by a man, as it is his competence to take the final
decision. This is due to the slowness of applications or because of the fact that the
obtained solution does not meet the requirements.

In this paper, we consider the requirements which appear in the process of
creating a lesson plan (timetabling) that has been determined not only on the
basis of the information found in the literature, but also on the basis of inter-
views with people dealing with this issue in educational institutions. Due to the
computational complexity of the timetable designing process we propose to use
GPU [18] concurrent computing environment.

2 Formulation of the Problem

For the purpose of this publication there were two types of constraints adopted:
hard constraints (which must be met) and soft constraints (no need to be met

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 445–455, 2014.
c© Springer International Publishing Switzerland 2014
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for the plan to be acceptable, but it is recommended that they are met). The
hard constraints are:

• No class can have two lessons at one time.
• No teacher can have two lessons in parallel.
• Number of lessons that require certain type of room, taking place at the
same time, cannot be greater than the number of available rooms of this
type.

• No class can have unused time slots (periods without subjects or activities
between lessons in a day) on any day

• Class must have adequate number of lessons on a day, from 4 to 8.
• There cannot be two lessons of the same subject for a class on one day.

The soft constraints are defined as follows:

• Teacher should not have one hour of class during one day.
• Teacher should not have more than two unused time sots during the day.

3 Literature Review

Preparing a school plan (called timetabling) is a multi-criteria combinatorial
optimization problem. This problem occurs relatively frequently in the literature,
it is a constant subject of study, although some of its variants have been relatively
well studied (the most common option is preparing the timetable for colleges
or universities or timetables of exams for schools of higher education). In the
literature one can find many ways of modeling solutions to the problem. The
most commonly used may include the following three models:

• 3-dimensional matrix [3,19], – the solution is shown in the form of a binary
matrix x, where xijk takes the value 1, when i-th lesson takes place in the
j-th term in the k-th place, a value of 0 is assigned otherwise.

• 2-dimensional matrix [16] – the solution is shown in a two dimensional ma-
trix, in which on the position xij there is the number of lesson held at the
i-th term in the j-th room.

• Graph model [2,10] – this model requires rewriting of the timetabling problem
into a limited graph coloring problem, in which the vertices connect the edges
that cannot occur at the same time (due to the common participants or
teachers).

It is enough that the solution obtained will fully comply with the above men-
tioned hard requirements and sufficiently comply with the soft requirements.
There is a wide range of computational techniques for finding suboptimal so-
lutions. Their greatest advantage is the ability to obtain good-quality solutions
in a satisfactory time for problems strictly insoluble. The most commonly used
methods are:
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• Hyper-heuristics [10] – this approach relies on a number of low-level heuris-
tics, of which, in a given step, there is only one selected to solve the problem.
Methods of heuristics selection may be different, for example, by different
heuristics.

• Tabu search [3,16] – very popular method of solving the timetabling problem.
However, most authors of solutions add extra units to the algorithm in order
to obtain better results - for example, memetic tabu search algorithm [16].

• Population-based algorithms [2,17] - this term hides a very wide range of
issues, from evolutionary algorithms to ant or swarm algorithms, etc. Most
often, these algorithms are combined with the graph model.

It is evident that the problem can be approached in several ways, which is
why the problem of scheduling still lies in the center of interest of many research
circles.

For the last few years GPGPU parallel programming model has been used
for massive shared-memory applications (see [18]). The GPU is especially well-
suited to address problems that can be expressed as data-parallel computations
– SIMD – with high arithmetic intensity (the number of arithmetic operations is
significantly greater than the number of memory operations). Because the same
program is executed on many data elements and has high arithmetic intensity,
the memory access latency can be hidden with calculations instead of big data
caches. This property was used by Bożejko et al. [6,9] to design efficient parallel
metaheuristic for GPU.

4 Graph Model

In this section there will be presented a mathematical model of the problem. The
input data of the problem, the solution and the form of the objective function
will be defined here.

4.1 Input Data

The input data which properly define the problem with regard to all restrictions
described in Section 2, are as follows:

• k – number of classes,
• n – number of teachers,
• l – number of lessons,
• V = {V1, V2, . . . , Vl} – set of lessons,
• d – number of days,
• r – number of time slots in a day,
• s – number of type of rooms,
• S = {S1, S2, . . . , Ss} – number of rooms of certain type.

Each lesson contains the information for which class it is conducted, by which
teacher, with what subject, howmuch time it takes and the type of room required.
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4.2 Auxiliary Variables

The described hereinafter variables are created from the input data for faster
and easier check of compliance with the restrictions.

• E = {E1, E2, . . . , Ee} -set of edges,
• v = {v1, v2, . . . , vl} - set of vertices,
• K = {K1, K2, . . . , Kk} - list of indices of i-th class,
• N = {N1, N2, . . . , Nn} - list of indices of lessons of i-th teacher,
• I = {I1, I2, . . . , Is} - list of indices of lessons requiring i-th type of room,
• t - number of periods (terms),
• T = {T1, T2, . . . , Tt} - list of indices of lessons which cannot take place
on the same day.

For each vertex there were the following indices defined: a class-, teacher-,
subject-, type of room, set of lessons that cannot take place in one day and
duration time one. References to these fields are as follows:

• vi.k – index of the room in which the i-th subject is taught,
• vi.n – index of the teacher who teaches the i-th subject,
• vi.p – index of the subject for which the i-th class is taught,
• vi.t – duration of i-th subject,
• vi.s – required type of room for the i-th subject,
• vi.z – index of a set of lessons which cannot take place on one day.

A set of edges is created between the classes, which are held for the same
class, or for the same teacher. Number of terms, which defines the number of
colors available in a solution, is calculated by formula (1).

t = d · r. (1)

One setT includes lessonswhich takeplace for the sameclass fromthe same subject.

4.3 Solution Model

The solution to the problem is presented with the use vectors:

• P = {P1, P2, . . . , Pn} - vertex color, for multi colored vertices it is the
first color,

• Z = {Z1, Z2, . . . , Zn} - the last color of vertices,
• G = {G1, G2, . . . , Gn} - number of a day on which given lessons take
place,

• R = {R1, R2, . . . , Rn} - index of the appropriate type of room in which
lessons take place.

4.4 Objective Function Description

The task of a limited graph coloring problem is formulated as follows (see [4,13]):

f (P )=

n∑
i=1

m∑
j=1

wjfj (P, i), (2)

where: − w1, w2, . . . , wm - appropriate weight to restrictions,
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−f1(P, i), f2(P, i), . . . , fm(P, i) - functions defining the penalties for failure to
comply with certain restrictions, definitions can be found below.

In the implemented algorithm m is 7.

− f1(P, i) - function which checks the constraint, saying that no class and no
teacher can have two classes at one time. The value of the function is propor-
tional to the number of common terms of these lessons (for lessons over more
than one period). It is a function describing the correctness of solutions in the
classical graph coloring problem. The formula defining the function (3).

f1 (P, i)=
∑

{vi,vj}∈E

(vj.t∗w (vi, vj) ), (3)

where:
w (vi, vj)= |[Pi, Zi] ∩ [Pj , Zj ]| (4)

− f2(P, i) – the function is responsible for checking whether the number of classes
that require the same type of room, taking place in a given period is not greater
than the number of rooms. This condition is checked for all the terms at which the
i-th class takes place. This function is calculated using the dependency (5).

f2 (P, i)=

Zi∑
j=Pi

d(
∑

vm ∈ Ivi.s

|[Pm, Zm] ∩ j|−Svi.s), (5)

where:

d(x) =

{
0 gdy x < 0,
x gdy x ≥ 0.

(6)

− f3(P, i) – the function checking if a lesson, which cannot occur on one day (held
for one class in the same subject) do not take place on one day. The function
equation is as follows (7):

f3 (P, i) =
∑

vj∈Tvi.z

vj.t ∗ |{Gi} ∩ {Gj}| (7)

− f4 (P, i)– the function responsible for checking the number of lesson time slots
on the class schedule. An equation describing the function is shown below (8)

f4 (P, i) =
∑

vj∈Kvi.k

|{Gi} ∩ {Gj}| ∗ o (Gj ,Kvi.k) , (8)

where:

o (x, k) = |i : 0 ≤ i ≤ r ∧
(∃0 ≤ a < i) (∃i < b ≤ r)(∃vm ∈ k) (∃vn ∈ k) (∀vj ∈ k)

|[Pj, Zj] ∩ j| = 0 ∧
|[Pm, Zm] ∩ a| = 1 ∧
|[Pn, Zn] ∩ b| = 1|.

(9)



450 W. Bożejko, �L. Gniewkowski, and M. Wodecki

− f5(P, i)– the function responsible for checking the number of lessons of a given
class on a day. A formula which describes the functions is given below (10):

f5 (P, i) = h

⎛⎝ ∑
vj∈Kvi.k

|{Gi} ∩ {Gj}|
⎞⎠ , (10)

where:

h (x) =

⎧⎨⎩
Mink − x gdy x < Mink

0 gdy Mink ≤ x ≤ Maxk
x−Maxk gdy x > Maxk

(11)

Parameters Mink and Maxk are arbitrarily set to a value of 4 and 8.
− f6(P, i)- the function responsible for checking the number of lesson time slots
on the day of the teacher who teaches the i-th class. The function is defined as
follows (12):

f6 (P, i)=
∑

vj∈Kvi.n

|{Gi} ∩ {Gj}| ∗ o (Gj ,Kvi.n) . (12)

Function o(x, k) is described by the equation (9).
− f7(P, i) - the function responsible for checking the number of classes of a
given teacher on the day. The function is defined as follows (13):

f7 (P, i)= h(
∑

vj∈Nvi.n

|{Gi} ∩ {Gj}| ) (13)

Function h(x) is described by the equation (11).
Parameters of function values are as follows: Minn = 2; Maxn = 8.
The weights for the separate functions are selected so as to depend on the

vertex, for which the penalty function is calculated. Moreover, it was also ob-
served that the most important criteria was the classical graph coloring problem,
therefore the highest weight has the (equation (14)). The weights for other hard
and soft constraints are described by equations (15) and (16):

w1 (i)= INF∗
∑

{vi,vj}∈E

Cj (14)

w2 (i)=w3 (i)=w4 (i)=w5 (i)= INF∗Ci (15)

w6 (i)=w7 (i)=Ci (16)

The restrictions from the first to the fifth must be met so that the plan was
acceptable. Therefore, these weight were given multiplier INF (i.e. a very large
number) so that their fulfillment was a priority for the algorithms.
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5 Solution Method

Nowadays mainly metaheuristics [7,8] are used to solve NP-hard discrete opti-
mization problems, due to exponential working time of exact approaches. Here
we propose to use tabu search method with an additional backtrack-jump list
(see [8]). The change introduced to the basic tabu search method, i.e. the mech-
anism of backtrack-jump list allows us to return to the best solution obtained
so far. After returning the algorithm starts searching for better solutions in a
different direction than before. This mechanism is particularly useful when the
generated neighborhood is composed of many elements. The return to the best
solution occurs when the return condition is fulfilled.

The computational complexity of the algorithm based on tabu search method
depends on the choice of its individual elements, such as method for determin-
ing neighborhood, length and type of elements stored in tabu list, method of
calculation of the objective function value, backtrack-jump and stop conditions.

The above presented paper used a tabu search algorithm with the elements
defined as follows:

• Change operator - change of the color of one of the vertices.
• Tabu list – there was a movement parameter recorded in the tabu list –
i.e. the number and color of the vertex on which the change operator was
performed were recorded.

• Aspiration criterion – satisfied when the received solution is better than the
current best.

• Backtrack-jump condition - number of iterations without improvement.
• Stop criterion – number of iterations of the algorithm or the number of
backtrack jumps to the best solution.

6 Parallel Neighborhood Search

Using the results presented by Bożejko and Gniewkowski [5], there was the par-
allelization of neighborhood setting. The expected improvement of acceleration
of algorithm is due to factor: designation of a neighbor is the process longer than
the calculation of the objective function, and thus the influence of the communi-
cation time between the GPU and the CPU will be reduced. Algorithm 1 shows
a pseudo-code of algorithm parallelization.

For technical reasons it was not possible to carry out simultaneous parallel
designation of the neighborhood and the objective function (currently available
software does not permit to run successive threads from the kernel level). Addi-
tionally, there was a parallel run of independent algorithms implemented.

7 Computational Experiments

The proposed method of parallelization of the objective function was used in
the previously described tabu search algorithm for preparing a timetable for ele-
mentary and secondary schools. The algorithm actions were tested on instances
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Algorithm 1.

Functions: DesignateNeighbors(neighbors, solution, lesson, term)
– designates attractiveness of neighbor by the transfer of lessons
to appropriate term

designateBest(S,p) – function determines the best neigh-
bor from the set S
Input: π – current solution

Ll – number of lessons
Lt – number of terms (periods)

Output: S – vector of sorted neighbors

for p := 1 to Ll ∗ Lt
parallel do DesignateNeighbors(S,π, p/Ll, p%Ll)

end

for p := 1 to N
parallel do designateBest(S,p)

end

Fig. 1. Parallel neighbor search

generated on the basis of actual data (collected from educational institutions
in Poland) and run on a computer equipped with a six-core Intel Core i7 CPU
X980 (3.33GHz) equipped with nVidia Tesla S2050 GPU (1792 cores) running
at 64-bit Linux operating system Ubuntu 10.04.4 LTS. Parallel algorithms were
written using CUDA technology. There was one type of tests carried out - the du-
ration time of the whole algorithm depending on the size of the instance (number
of lessons). The results are shown in Tables 1 and 2.

Table 1. Duration of algorithm’s run-time

Number of t [s]
lessons CS GS GPF GRN1 GPN2 GRN3

156 1.09 59.25 63.52 0.94 0.19 0.15
312 4.13 270.55 259.56 2.82 0.63 0.52
468 9.16 702.76 687.85 5.65 1.40 1.23
546 40.15 2571.78 2595.80 71.69 17.45 7.42
624 15.87 1422.77 1395.58 9.07 2.48 2.19
780 24.79 2470.89 2461.27 14.04 3.93 0.36
936 35.96 3995.93 4039.51 20.47 5.96 5.47

1092 107.62 16026.34 13931.39 400.21 215.74 214.85

mean: 29.85 3440.03 3179.31 65.61 30.97 29.02

Individual columns in Table 1 designate:

• t – duration of run-time of tabu search algorithm in the given configuration,
• CS – tabu search algorithm computed sequentially on CPU (Central Pro-
cessing Unit),
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• GS – tabu search algorithm omputed sequentially on GPU (Graphics Pro-
cessing Unit),

• GPF - tabu search algorithm with objective function computed parallel on
GPU,

• GRN1 - tabu search algorithm with parallel neighbor search computed on
GPU, one processor is combined with one node

• GRN2 - tabu search algorithm with parallel neighbor search computed on
GPU, one processor is combined with one neighbor

• GRN3 - tabu search algorithm with parallel neighbor search computed on
GPU, parallel run of independent algorithm, one processor is combined with
one neighbor

• Absolute acceleration – ratio of parallel run-time of algorithm on GPU
(GRN2) to sequential run-time on CPU (CS).

• Mean acceleration - ratio of parallel run-time of algorithm on GPU (GRN2)
to sequential run-time on GPU (GS).

• f - Karp–Flatt metric

Table 2. Parameters of algorithm’s run-time

Number of Acceleration f
lessons Absolute Relative

156 5.91 319.75 0.0026
312 6.60 432.22 0.0017
468 6.52 500.63 0.0014
546 2.30 147.37 0.0060
624 6.40 573.63 0.0012
780 6.31 628.68 0.0010
936 6.04 670.78 0.0009

1092 0.50 74.29 0.0120

mean: 5.07 418.42 0.0036

The obtained result for GPF shows that using TS with parallel computing of
objective function doesn’t give good acceleration. On the other hand using algo-
rithm with parallel neighbor search provide big acceleration (up to 670 times). In
Table 1, we can observe that CUDA technology manage well with simulate addi-
tional processors- comparisonGRN2 withGRN1, GRN2 requires more processor
(up to over 40 thousand) than GPU deliver (1792 cores). Moreover comparison
between GRN2 and GRN3 shows that parallel run of independent algorithm
don’t provides much better result.

The obtained results show that the use of parallel neighborhood search algo-
rithm improves the run-time of the algorithm (in most cases). This follows from a
comparison of the sequential and parallel algorithms performance calculated on
the same device (in this case on the GPU ). Also, comparison between GRN2 and
CS (absolute accelerate) in most cases is larger than 1.The technology difference
between CPU and GPU processor is cause of the size of acceleration.
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8 Conclusions

The paper proposes a parallelization of the tabu search algorithm for the
timetabling problem taking under consideration parallelization of the most
time-consuming elements. Part of algorithm responsible for calculation of the
objective function and viewing neighborhoods was paralleled. These solutions
help to improve the performance time of the algorithm, however, they do not
affect the results obtained. The obtained results show the actual gain resulting
from the parallelization algorithm for performing calculations sequentially and
in parallel on the same device.
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Abstract. This paper tackles a stochastic version of single machine
scheduling with random processing times and due dates. The objective
function is to find a schedule of jobs which minimizes the weighted sum of
earliness and tardiness penalties, taking into consideration probabilistic
modelling of the tasks processing times. Since the problem is NP-hard, it
is not possible to find optimal values for large scales of the problem in a
reasonable run time, therefore, a tabu search meta-heuristic is provided.
Computational experiments demonstrate that the proposed tabu search
algorithm is strongly capable of finding near optimal stability solutions
with a very low gap.

1 Introduction

In many manufacturing processes, there appear great difficulties in clear defining
of parameters. In addition, in many cases data come from imprecise measure-
ment devices. Such a case takes place for example in scheduling of construction
projects [1], for which the weather decides when a job starts. On the basis of
management practice, it is commonly believed that data are most commonly un-
certain and imprecise. The data often change their values already in the process
of implementation of taken solution, destroying not only their optimality, but
also their acceptability. Thus, decision-making in uncertain condition (that is,
in case of lack of accurate parameter values) becomes a commonplace.

Optimization problems with uncertain data are solved mainly with use of ei-
ther probabilistic methods or fuzzy set theory. The first approach is used when
uncertainty of parameters is of random character, for instances like: weather,
demand, absenteeism of employees, equipment failure, etc. The second case ex-
emplifies the uniqueness of production, changes in technology, uncertainty of
measurement, etc. The complexity of the problems and computational difficul-
ties already for the deterministic case result in the fact that the problems with
uncertain data are less often formulated and analyzed.

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 456–467, 2014.
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Scheduling Problem with Uncertain Parameters in Just in Time System 457

Production organization in just in time system (called JIT for short) allows
us to synchronize the supply of materials and semi-finished products with the
demand for manufactured products. As a result, the system reduces not only
the costs (production area and capital resources corresponding to production in
progress), but also improves the flow of production.

In this paper we consider the problem of single machine scheduling minimizing
the total cost of the work not completed on time. we present algorithms based
on the tabu search method for solving the problem of deterministic data repre-
sented by random variables which follow the normal distribution. The main goal
is to construct algorithms determining stable solutions resistant to distortions
(disorders) of parameters appearing during the implementation, which destabi-
lize the production process. This enables creation of schedules which take into
consideration the potential distortions that occur during the production phase.

2 Problem Formulation

Single machine scheduling problem considered in this work can be formulated as
follows:

Every job from the set J = {1, 2, . . . , n} must be executed without any stops
on the machine that performs at most one job at a time. For the job i ∈ J ,
let pi, ei, di, ui, wi be respectively, the execution time, the earliest and at the
latest deadlines for completion of the required works and the coefficients of jobs
costs for too early or too late completion times. It is necessary to determine the
execution order of jobs that minimizes the sum of cost factors coefficients that
are not completed according to set deadlines (that is, too early or too late).

If the order of job is fixed and Ci is a job completion time i ∈ J , then
uiVi + wiUi is called a cost (penalty - for not meeting the deadline) of job
completion, where

Vi =

{
0, if Ci ≥ ei,
1, if Ci < ei,

Ui =

{
0, if Ci ≤ di,
1, if Ci > di.

(1)

If Vi = 1 or Ui = 1, then this job is called respectively accelarated or late.
Otherwise, (i.e. when job execution is finished in time interval between ei and di)
the job is called on time. In the considered problem there must be an order of jobs
fixed that minimizes the cost of their completion, that is, the sum

∑n
i=1(uiVi +

wiUi).
Every acceptable solution of the considered problem can be represented by

certain permutation of elements of the set J . Let Φ be a set of all such permuta-
tions. Then, the time of job completion π(i) ∈ J (executed as i-th in the order)

Cπ(i) =
∑i

j=1 pπ(i), and the cost of jobs execution (permutation π ∈ Φ) is

F (π) =

n∑
i=1

(uπ(i)Vπ(i) + wπ(i)Uπ(i)). (2)



458 W. Bożejko, P. Rajba, and M. Wodecki

The considered problem boils down to determining the optimal permutation
π∗ ∈ Φ, for which the function F (π) defined in (2) reaches a minimum value.
In the further part of the work this problem will be denoted by WNET in
short (Weighted Number of Early and Tardy jobs). It is denoted in literature by
1||∑(uiVi + wiUi) and belongs to the class of NP-hard problems.

Exact algorithms used for WNET problem allow for efficient determination of
the optimal solution only if the number of jobs does not exceed 50 (Ronconi and
Kawamura [11]), and 80 - in multiprocessor environment (Wodecki [16]). There-
fore, in practice there are approximate algorithms used (mainly metaheuristics).
They are most often specifically adopted algorithms to solve much general and
more widely known in literature single machine problem of scheduling with the
criterion

∑n
i=1(uiEi+wiTi). The best examples were published by: Tung-I Tsai

[14], Wodecki [17], Shihi-Hsin Chena and al. [12], Rios-Mercado and Rios-Solis
[9].

Scheduling problems with uncertain data are solved mainly with the use of
either methods based on the probabilistic elements (Zhu and Cai [18], Van den
Akker and Hoogeveen [15], Dean [4]) or with the use of fuzzy sets theory (Prade,
[8] and Ishii [5]). They enable the inclusion of uncertainty already at the stage
of mathematical model construction and also in constructed algorithms. The
accuracy of these algorithms is determined on the basis of examples of the family
of randomly generated instances according to a certain probability distribution.
The accuracy specified in the above manner is called stability of the algorithm
(or, more generally - the methods of solving the optimization problem).

3 Classic Tabu Search Algorithm

In solving NP -hard problems of discrete optimization we almost always use
approximate algorithms. The solutions given by these algorithms are, in their
appliance, fully satisfying (they often differ from the best known solutions by
less then 1%). Most of them belong to the local search methods group. Their
acting consists in viewing in sequence a subset of a set of acceptable solutions,
and in pointing out the best one according to a determined criterion. One of this
method realizations is the tabu search, whose basic criterions are:

move - a function that converts one solution into another one,
neighborhood - a subset of a set of acceptable solutions, whose elements

are rigorously analyzed,
tabu list - a list containing the attributes of a certain number of

solutions analyzed recently,
ending condition - most of the time fixed by the number of algorithm

iterations.

Let π ∈ Φ be a starting permutation, N (π) neighborhood of permutation π,
F costs function, LTS a tabu list and π∗ the best solution found so far.
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Algorithm Tabu Search (TS)
1 repeat
2 Determine the neighborhood N (π) of permutation π;
3 Delete from N (π) permutations forbidden by the tabu list LTS ;
4 Determine a permutation δ ∈ N (π), such that
5 F (δ) = min{F (β) : β ∈ N (π)};
6 if (F (δ) < F (π∗)) then
7 π∗ := δ;
8 Place attributes δ on the list LTS ;
9 π := δ
10 until (the completion condition).

The computational complexity of the algorithm depends mostly on the way
the neighborhood is generated and viewed. Below we present in details the basics
elements of the algorithm.

3.1 The Move and the Neighborhood

Let π = (π(1), . . . , π(n)) be any permutation from Φ, and

L(π) = {π(i) : Cπ(i) < eπ(i) or Cπ(i) > dπ(i)},
the set of early or tardy jobs in π.

Let πkl (l = 1, 2, . . . , k − 1, k + 1, . . . , n) be the permutation obtained from π
by interchanging π(k) and π(l). We can say that πkl is generated from π by a
swap move (s-move) skl (i.e. πkl = skl (π)). Let M(π(k)) be the set of s-moves of
the element π(k). Define

M(π) =
⋃

π(k)∈L(π)

M(π(k)),

the set of s-moves of all late elements π in the permutation. The cardinality of
M(π) is bounded above by n(n− 1)/2.

The neighborhood of π ∈ Φ is the set of permutations

N (π) =
{
skl (π) : s

k
l ∈ M(π)

}
.

While implementing the algorithm, we remove from the neighborhood the per-
mutations whose attributes are on the list LTS (see. [2],[3]).

3.2 The Tabu List

In order to avoid generating a cycle (by returning to the same permutation
after a small number of algorithm iterations), some attributes of every move are
saved in a tabu list. It is operated according to the FIFO queue. We put the
move’s attribute, the tuple (π(r), j, F (πrj )), on the tabu list LTS when making
the srj ∈ M(π) move (generating from π ∈ Φ the permutation πrj ).
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Suppose that we analyze the move skl ∈ M(β) that generates from β ∈ Φ the
permutation βk

l . If the tuple (r, j, Ψ) such that β(k) = r, l = j and F (βk
l ) ≥ Ψ is

on the LTS list, such a move is forbidden and removed from M(β) set. The only
parameter of this list is its length, the number of elements it contains. There are
many realizations of the tabu list presented in the given references.

4 Randomization

The literature presents various scheduling problems with random parameters,
mainly - times of jobs execution with normal, exponential or uniform distribution
(for instance Van den Akker and Hoogeveen [15], Jang [6] and Soroush [13]). In
the following part of the work we consider the problem of WNET, in which the
parameters are determined by random variables with normal distribution.

In order to simplify the notation, we assume in this section that the considered
solution is a natural permutation, that is π = (1, 2, . . . , n). Moreover, if X is a
random variable, then by FX we denote its distribution.

If the times of jobs execution p̃i (i ∈ J ) are random variables with normal
distribution (i.e. p̃i ∼ N(pi, α · pi)) with mean pi and standard deviation α · pi
(α parameter is determined experimentally), then the times of jobs completion
C̃i = p̃1 + p̃2 + . . .+ p̃i and the values denoting too early Ṽi or too late Ũi jobs
execution are random variables. In addition, a random variable is also a function
(equivalent of criterion (2))

F̃ (π) =

n∑
i=1

(uiṼ + wiŨ). (3)

In the process of determination of the best element of the neighbourhood, in
the tabu search method (instructions (4) and (5) of the algorithm), we compare
the values of the goal function for different solutions. In case when the function
is random variable (3), we use some of its moments or their combinations. The
computational experiments conducted initially have shown that the best results
were obtained when the first or the sum of the first and second central moment
(mean and variance) are used for the comparison of solutions. Therefore, our
further consideration will refer to the following two functions:

W1(π) = E(F̃ ) =

n∑
i=1

(uiE(Ṽ ) + wiE(Ũ )), (4)

W2(π) = E(F̃ )+D2(F̃ ) =

n∑
i=1

(
ui(E(Ṽ ) +D2(Ṽ ))+ wi(E(Ũ) +D2(Ũ))

)
. (5)

If the times of jobs execution p̃i (i ∈ J ) are independent random variables,
then it’s easy to notice that E(Ṽ ) = E(Ṽ 2)

We remind that the parameters of the considered scheduling problem are: the
execution times pi, the earliest ei, the latest di times of execution and coefficients
of penalty function ui and wi. In the further paragraph we will consider the
following non-deterministic cases:
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A. random pi, deterministic: ui, wi, ei and di,
B. random: pi, ei, deterministic: ui, wi and di,
C. random: pi, di, deterministic: ui, wi and ei,
D. random: pi, ei and di, deterministic: ui, wi.

Case A (problem: 1|p̃i ∼ stoch|∑(uiVi + wiEi))
The times of jobs execution p̃i ∼ N(pi, α ·pi) (i ∈ J) are independent random

variables with normal distribution. It is easy to notice that the times of jobs
completion are random variables with normal distribution, that is:

C̃i ∼ N(p1 + . . .+ pi, α ·
√
p21 + . . .+ p2i ). (6)

Since

Ṽi =

{
0, if C̃i ≥ ei,

1, if C̃i < ei,
Ũi =

{
0, if C̃i ≤ di,

1, if C̃i > di,

then
E(Ṽi) = E(Ṽ 2

i ) = P (C̃i < ei) = FC̃i
(ei),

E(Ũi) = E(Ũ2
i ) = P (C̃i > di) = 1− FC̃i

(di),

D2(Ṽi) = FC̃i
(ei)− (FC̃i

(ei))
2, D2(Ũi) = FC̃i

(di)− (FC̃i
(di))

2.

Ultimately, for variables of jobs execution times, as the comparative criteria
(according to definition in 4 and 5) to solutions we adopt:

WA
1 (π) =

n∑
i=1

(
uiFC̃i

(ei) + wi

(
1− FC̃i

(di)
))
,

WA
2 (π) =

n∑
i=1

[
ui
(
2FC̃i

(ei)− (FC̃i
(ei))

2
)
+ wi

(
1− (FC̃i

(di))
2
]
.

Case B (problem: 1|p̃i, ẽi ∼ stoch|∑(uiVi + wiEi))
We assume that the times of jobs execution p̃i ∼ N(pi, α · pi) and the earliest

times of jobs completion ẽi ∼ N(ei, α · ei) (i ∈ J ) are independent random
variables with normal distribution. To simplify the problem, let G̃i = C̃i − ei
(distribution of random variable C̃i was presented in (6)). It is easy to show,
that the variable has normal distribution For the above presented cases random
variables have the following distribution:

G̃i ∼ N(p1 + . . .+ pi − ei, α ·
√
p21 + . . .+ p2i + e2i ). (7)

In this case

Ṽi =

{
0, if C̃i ≥ ẽi,

1, if C̃i > ẽi,
Ũi =

{
0, if C̃i ≤ di,

1, if C̃i > di,
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Thus,
E(Ṽi) = E(Ṽ 2

i ) = P (C̃i < ei) = P (C̃i − ei < 0) = FG̃i
(0),

E(Ũi) = E(Ũ2
i ) = P (C̃i > di) = 1− FC̃i

(di),

D2(Ṽi) = FG̃i
(0)− (FG̃i

(0))2, D2(Ũi) = FC̃i
(di)− (FC̃i

(di))
2.

As the comparative criteria of solutions, we adopt:

WB
1 (π) =

n∑
i=1

(
uiFG̃i

(0) + wi

(
1− FC̃i

(di)
))
,

WB
2 (π) =

n∑
i=1

(
ui
(
2FG̃i

(0)− (FG̃i
(0))2

)
+wi

(
1− (FC̃i

(di))
2
))
.

Case C (problem: 1|p̃i, d̃i ∼ stoch|∑(uiVi + wiEi))
We assume that the times of jobs execution p̃i ∼ N(pi, α·pi) and the latest jobs

completion times d̃i ∼ N(di, α · di) (i ∈ J ) are independent random variables.
Similarly like in the previous case, we introduce random variables H̃i = C̃i−di

with normal distribution, that is

H̃i ∼ N(p1 + . . .+ pi − di, α ·
√
p21 + . . .+ p2i + d2i ). (8)

Because

Ṽi =

{
0, if C̃i ≥ ei,

1, if C̃i < ei,
Ũi =

{
0, if C̃i ≤ d̃i,

1, if C̃i ≤ d̃i,

and
E(Ṽi) = E(Ṽ 2

i ) = P (C̃i < ei) = FC̃i
(ei),

E(Ũi) = E(Ũ2
i ) = P (C̃i > di) = P (C̃i − di > 0) = 1− FH̃i

(0),

D2(Ṽi) = FC̃i
(ei)− (FC̃i

(ei))
2, D2(Ũi) = FH̃i

(0)− (FH̃i
(0))2.

thus, as a comparative criteria of solutions we adopt:

WC
1 (π) =

n∑
i=1

(
uiFC̃i

(ei) + wi

(
1− FH̃i

(0)
))
,

WC
2 (π) =

n∑
i=1

(
ui
(
2FC̃i

(ei)− (FC̃i
(ei))

2
)
+wi

(
1− (FH̃i

(0))2
))
.

Case D (problem: 1|p̃i, ẽi, d̃i ∼ stoch|∑(uiVi + wiEi))
In this case the execution times p̃i ∼ N(pi, α ·pi), the earliest ẽi ∼ N(ei, α ·ei)

and the latest d̃i ∼ N(di, α · di) (i ∈ J ) times of jobs are independent random
variables with normal distribution.
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We define functions

Ṽi =

{
0, if C̃i ≥ ẽi,

1, if C̃i < ẽi,
Ũi =

{
0, if C̃i ≤ d̃i,

1, if C̃i > d̃i,

With use of random variables Gi = C̃i − ei and Hi = C̃i − di, whose distribu-
tions have been presented in (7) and (8), we obtain

E(Ṽi) = E(Ṽ 2
i ) = P (C̃i < ei) = P (C̃i − ei < 0) = FG̃i

(0),

E(Ũi) = E(Ũ2
i ) = P (C̃i > di) = P (C̃i − di > 0) = 1− FH̃i

(0),

D2(Ṽi) = FG̃i
(0)− (FG̃i

(0))2, D2(Ũi) = FH̃i
(0)− (FH̃i

(0))2.

Finally

WD
1 (π) =

n∑
i=1

(
uiFG̃i

(0) + wi

(
1− FH̃i

(0)
))
,

WD
2 (π) =

n∑
i=1

(
ui
(
2FG̃i

(0)− (FG̃i
(0))2

)
+wi

(
1− (FH̃i

(0))2
))
.

5 The Algorithms’ Stability

In this section we shall introduce a certain measure which let us examine the
influence of the change of jobs’ parameters on the goal function value (2) i.e. the
solution stability.

Let δ = ((p1, u1, w1, e1, d1), . . . , (pn, un, wn, en, dn)) be an example of data
(deterministic) for the WNET problem. By D(δ) we denote a set of data gen-
erated from δ by a disturbance of jobs parameters. A disturbance consists in
changing these times on random determined values.

Let A = {AD,AP} where AD and AP is the deterministic and the probabilis-
tic algorithm respectively (i.e. solving examples with deterministic or random
times of jobs’ performance) for the WNET problem. By πδ we denote a solu-
tion (a permutation) determined by the algorithm A for a data δ. Then, let
F (A, πδ, φ) be the cost of jobs’ execution (2) for the example φ in a sequence
determined by a solution (a permutation) πδ determined by the algorithm A for
data δ. Then,

Δ(A, δ,D(δ)) =
1

|D(δ)|
∑

φ∈D(δ)

F (A, πδ, φ) − F (AD, πφ, φ)

F (AD, πφ, φ)
,

we call the solution stability πδ (of an example δ) determined by the algorithm
A on the set of disturbed data D(δ).

Let Ω be a set of deterministic examples for the problem of jobs’ arrangement.
The stability rate of the algorithm A on the set Ω is defined in the following
way:

S(A,Ω) =
1

|Ω|
∑
δ∈Ω

Δ(A, δ,D(δ)). (9)
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In the following section we will present numerical experiments that allow com-
parisons of the deterministic stability coefficient S(AD,Ω) with the probabilistic
stability coefficient S(AP, Ω̃).

6 Computational Experiments

Deterministic data were obtained on the basis of the examples for the problem
n|1||∑wiTi placed on page of OR-Library [7]. For every n (n = 40, 50, 100)
the data include 125 examples each (triangles (pi, wi, di), i = 1, 2, . . . n. Every
example was complemented with the earliest acceptable time of commencement
ei and penalty coefficient ui, generated according to uniform distribution suitably
from the range [0, di/1.2] and [1, 10], i = 1, 2, . . . n. In total, a set of output
deterministic data Ω contains 375 examples.

For each example of the deterministic data set there were corresponding
examples of probabilistic data assigned, that is, containing sequences of ran-
dom variables with normal distribution: p̃i ∼ N(pi, α · pi) ẽi ∼ N(ei, α · ei),
d̃i ∼ N(di, α · di) (depending on the considered case A,B,C or D the data con-
tain respectively random variable or numerical value). Then, there were compu-
tational experiments carried out in order to determine the value of the parameter
α (occurring in standard deviation of distributions of random variables). The re-
sults were compared for values α ∈ {0.01, 0.02, . . . , 0.2, 0.3, 0.4, 0.5} and finally
there was α = 0.1 adopted. The set of probabilistic data generated with deter-
mined in the above manner parameter α, we denote by Ω̃.

Every time we start an algorithm (either deterministic or probabilistic one),
as the starting permutation we assume π = (1, 2, . . . , n), and the lenghty of
tabu list – n/3. Examining the quality of the solutions of the two algorithms
(deterministic and probabilistic) the results are compared with the solution val-
ues (called later ’the best ’) determined by a very good algorithm of solving the
problem 1||∑(uiEi + wiTi)) described in the work of Wodecki [17].

In the chapter Randomization there were presented the two criteria for
elements of neighbourhood selection (W1 and W2) which can be used in the
construction of the probabilistic algorithm. In order to define the quality of
the solutions determined by algorithms (values of goal function (2)) there were
computations for both versions of probabilistic algorithm made, on the examples
from the set Ω̃ and the deterministic algorithm AD (on the instances from the
set Ω). The comparative results(average relative error in relation to the ’best ’
solutions) are shown in Table 1 (columns marked with AP1and AP2 include the
results of probabilistic algorithm respectively from the choice criterion W1 (4)
and W2 (5).

According to expectations the deterministic algorithm finds much better so-
lutions. For the number of iterations n (n is a size of a problem) the average
mean error for the solutions set by the above algorithm is 7.79%, and for prob-
abilistic algorithms, 9.45% and 9.59% respectively. By n2 number of iterations
the proportions are similar. A significant increase in the number of iterations
(from n to n2) causes only small decrease of the mean error (of deterministic
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Table 1. Average relative error (in percentage) of the deterministic algorithm AD and
of probabilistic algorithms AP1 and AP2

Iteration number n Iteration number n2

n
AD AP1 AP2 AD AP1 AP2

40 5.12 6.86 7.01 4.98 5.21 6.11
50 7.37 9.11 9.38 7.01 8,34 8.72
100 10.88 12.38 11.37 8.76 10.52 9.54

Average 7.79 9.45 9.59 6.92 8.02 8.12

algorithm) from 7.79% to 7.25%. This proportion is similar for all other cases.
The comparison of stability was made not only for the deterministic algorithm

Table 2. Stability coefficients (9) in % of deterministic AD and probabilistic
algorithm AP1 (with comparative criterion W1 (4))

Algorithm AD Algorithm AP1
n

n/2 iterations n iterations n/2 iterations n iterations

Case A (p̃i ∼ stoch)

40 1.36 1.55 0.31 0.26
50 1.58 1.90 0.28 0.18
100 1.78 1.97 0.33 0.20

Average 1.57 1.80 0.31 0.21

Case B (p̃i, ẽi ∼ stoch)

40 2.02 2.38 0.41 0.32
50 2.16 2.57 0.37 0.37
100 3.61 3.43 0.26 0.51

Average 2.60 2.80 0.35 0.40

Case C (p̃i, d̃i ∼ stoch)

40 3.37 4.02 1.17 1.19
50 3.83 4.59 1.16 1.18
100 5.08 6.06 1.67 1.77

Average 4.09 4.89 1.34 1.38

Case D (p̃i, ẽi, d̃i ∼ stoch)

40 3.87 4.62 1.23 1.21
50 4.20 5.04 1.24 1.23
100 6.28 7.30 1.74 1.85

Average 4.78 5.65 1.40 1.43

AD, but also for the probabilistic one AP1 (with a choice criterion W1 (4)) and
the number of iterations n/2 and n. The calculations of deterministic algorithm
AD were made on the examples from the set Ω, and of probabilistic algorithm
– on the examples from the set Ω̃. In order to compare the stability of the two
algorithms for each instance of the deterministic data from the set Ω there were
100 examples of disturbed data generated (in total there are 3750 examples).
They were then solved by the algorithm AD, and the obtained solutions served
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as a basis for the stability coefficient for both algorithms. The summary results
(the stability coefficients in %) are presented in Table 2.

On this basis it can be concluded that irrespectively to the number of itera-
tions, the probabilistic algorithm has almost three to more than six times smaller
stability coefficient than the deterministic algorithm.

There were also computations made for the second - probabilistic algorithm
AP2 (with a comparative criterion W2 (5)). Generally, the results are similar to
those presented in Table 2.

7 Remarks and Conclusions

In this work there was considered a problem of uncertain data modeling meth-
ods with the use of random variables with normal distribution, which well de-
scribes the ’natural’ randomness most often met while dealing with management
practices. The paper presents the design of algorithm based on the tabu search
method for some single machine jobs scheduling problem in JIT system. Compu-
tational experiments were conducted to investigate the stability of algorithms,
that is, the problem of the impact of the disorder parameter on changes in values
of the optimized criterion. The obtained results clearly indicate that much more
stable are the probabilistic algorithms, that is the algorithms, in which, as the
comparative criterion there was a function of central moments of random goal
functions adopted.

Acknowledgements. The work was supported by the OPUS grant DEC-2012/
05/B/ST7/ 00102 of Polish National Center of Science.
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Abstract. A comparative analysis of several neighborhood structures is 
presented, including a variable neighborhood structure, which corresponds to a 
combination of the neighborhood structures evaluated in this paper. The 
performance of each neighborhood structure was tested using large random 
instances generated in this research and well-known benchmarks such as the 
Classical Symmetric Traveling Salesman Problem and the Unrelated Parallel 
Machines Problem. Experimental results show differences in the performance of 
the variable neighborhood search when it is applied to problems with differing 
complexity.  Contrary to reports in literature about variable neighborhood 
searches, its performance varies according to the complexity of the problem. 

Keywords: Population, Diversity, Hamming Distance, Population-based Algo-
rithm, Individual. 

1 Introduction 

For many decades, heuristic methods have been widely used to undertake a large variety 
of not only theoretical problems, but practical ones too. These problems are classified 
by the complexity theory into P (Polynomial time), NP (Non-deterministic Polynomial 
time) and NP-Complete based on their characteristics and nature. NP-Complete prob-
lems are the most difficult problems [1], which become intractable in the worst case for 
large test problems. Because deterministic methods are not enough to solve them, it is 
necessary to use non-deterministic methods to bind the problem, in an attempt to get 
high-quality solutions, without the guarantee of optimality. 

One of the most frequently used heuristics is local search, which involves the use 
of neighborhood structures. Sometimes the use of a sole heuristic is not enough to 
find good solutions for hard problems because the solution space is very complex. In 
such cases, the neighborhood structures have shown themselves to be efficient  
search methods for these problems. Recently, a new type of neighborhood structure, 
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better-known as the Variable Neighborhood Structure (VNS), has been applied to 
several optimization problems because of its good performance. Moreover, it has been 
shown to be an efficient method to use when searching for approximated solutions. 

There is some research in the literature about variable neighborhood search, as they 
are referred to in this paper. In [2], the authors present a two phase hybrid approach; 
the structure combines a VNS in the first phase with an iterated local search in the 
second phase, while always accepting the best solutions. The variable neighborhood 
search involves 13 different neighborhood structures, which are randomly selected 
during execution. Experimental results show the algorithm is competitive with other 
approaches in literature. For nine data sets, it obtained one improved and eight equal 
solutions.  

Another approach, proposed by [3], is a VNS which is implemented in a local 
search algorithm. Some modifications of this approach are presented. VNS and its 
variants were tested in five problems: Travelling Salesman Problem (TSP), p-median 
Problem (PM), Multi-source Weber Problem (MW), Minimum Sum-of-squares Clus-
tering Problem (MSSCC), and Bilinear Programming Problem with Bilinear  
Constraints (BBLP). It showed competitive results, especially for the PM and MW 
problems. In [2], a hybrid approach is presented that combines a variable neighbor-
hood search in the first phase with an iterated local search in the second phase, which 
always accepts the best solutions for the Attribute Reduction in Rough Set Theory. 
The approach was tested in over 13 well-known datasets. Experimental results dem-
onstrate that it produces solutions competitive with the best techniques.  

This research was motivated by the continuous need to find high-quality solutions 
for important combinatorial problems, such as TSP and UPMP, because in Meta heu-
ristics, the local search is the most time-consuming procedure. Therefore, in this re-
search, a hybrid local search is applied to an NP and an NP-Complete problem to 
observe its performance in different complexity problems, under the same conditions. 

Experimental results show that the good performance of a variable neighborhood 
search depends on the search space complexity of the problem. High quality solutions 
are obtained for CSTSP, which is classified as an NP-Complete problem, but poor 
quality solutions are obtained for UPMP, which is a less complex NP problem. The 
contribution of this research is the finding that the performance of local search de-
pends on the hardness of the problem. Contrary to what one might expect, the perfor-
mance is better for the NP-complete problem than for the NP problem, both of which 
are studied in this paper. 

This paper is organized as follows. Section two and three present an introduction to 
the complexity problems undertaken, which are the Classical Symmetric Traveling Sa-
lesman Problem and the Unrelated Parallel Machines Problem. Section four describes the 
neighborhood structures tested in this research. Section five details the proposed VNS. 
Section six explains the statistical analysis performed on the obtained results and com-
pares the results of each structure. Finally, section seven present conclusions.  

2 Classical Symmetric Traveling Salesman Problem 

The Classical Symmetric Traveling Salesman Problem (CSTSP) is a discrete optimi-
zation problem [1, 4], classified as an NP-complete problem [1] due to its complexity 
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and nature. The aim of the Classical Symmetric Traveling Salesman Problem is to 
minimize the total travel distance when visiting all the cities exactly once and return-
ing to the home town [5]. A graph G = (V, E) consists of a finite set V of vertices, 
identifying the cities, and a finite multiset E of edges or distances between cities. The 
problem involves unordered pairs (i, j) of cities, where the same city must not be vi-
sited more than once and the total travel distance is minimized. The tour has a begin-
ning city and an ending one. Therefore, E = {(i, j): i, j ∈ V,} and cij is the cost  
(distance) associated with the edge (i, j). The mathematical formulation of the integer 
linear programming model is described in (1 to 4). [6], shows the objective function 
in (1), where the aim is to minimize the total travel cost and is based on a set of con-
straints (2 to 4), which must be met to obtain feasible solutions. The set of constraints 
in (2) specifies that only city i can be reached from city j. The set of constraints in (3) 
specifies that only city j can be reached from city i. The last set of constraints in (4) 
ensures that all the cities have been visited.   

min ,  (1) 

 : 
 

 

1: ,  (2) 

1: ,  (3) 

| | 1 , 2 | | | | 2, , ,  
 

(4) 

3 Unrelated Parallel Machines Problem 

The Unrelated Parallel Machines Problem (UPMP) is a variant of the classical Job 
Shop Scheduling Problem (JSSP) relaxed to get a mapping of UPMP [7]. The UPMP 
is classified as NP [8]. The UPMP can be described as the set J={1,2,…,n} of n inde-
pendent jobs that have to be scheduled in K={1, 2, …, n} positions corresponding to 
I={1,2,…,m} unrelated parallel machines that process jobs at different rates, meeting 
certain constraints to obtain feasible solutions according to the objective function. It is 
done with the goal to minimize the total completion time of processing all the jobs. 
According to this, any job can be processed in any machine, and any machine can 
process any job, but the processing time depends on the machine and position of the 
assigned job. It takes into account the basic constraints of the problem which are 



 Variable Neighborhood Search for Non-deterministic Problems 471 

 

shown in the mathematical formulation (5 to 8) [16], and involves a penalization ac-
cording to the assigned position. This penalization forces the job j to be scheduled in 
the first position, in an attempt to reduce the processing time. 

The features mentioned above show many similarities to the requirements of man-
ufacturing systems currently used in industry. As demand increases, the machinery 
requirements grow, so enterprises have to acquire new equipment. This is the main 
reason why machines have different capacities, and it is a central part of the problem. 
Capacities are considered to try to ensure efficient scheduling while avoiding over-
spending on equipment and machinery. 

 

min   (5) 

 : 
 

 

1     1, … ,  (6) 

 1            1, … , 1, … ,  (7) 

0, 1        1, … , 1, … , , 1, … ,  (8) 

The mathematical formulation presents the objective function in (5), which minimizes 
the total completion time of processing all the jobs. The processing time of job j de-
pends on the machine and position where it was assigned, and the processing time 
kPij directly contributes to the value of the objective function. 

The set of constraints represented by (6) ensures that each job will be processed 
only once. Constraint (7) guarantees that each position k processes at most one job j. 
The last set of constraints (8) shows that a certain job was scheduled in a certain posi-
tion in a certain machine. Therefore, xijk can only take binary values, xijk = 1 if the 
job was assigned, and 0 otherwise.                                          

4 Neighborhood Structures  

A neighborhood structure is a technique implemented with an algorithm in order to 
exploit the solution neighborhood, with the intent to improve the quality of that solu-
tion, according to the objective function of the undertaken problem. A critical aspect 
of designing some optimization algorithms is choosing an appropriate neighborhood 
structure. This allows for better exploitation of the solution space, according to the 
algorithm and the problem, because the procedure will help search for new and  
improved solutions. 
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A neighborhood structure is determined by the criterion of neighbor selection, that 
is, the movement σ carried out to reach a solution s’ from the current solution s. This 
procedure is performed iteratively while the selection criterion if fulfilled. 

In this research, four different neighborhood structures were applied to local search 
for the CSTSP, and the UPMP. The neighborhood structures used for CSTSP and 
UPMP are explained as follows: 
 
• An Adjacent Pair. An array position num is randomly selected by the neighbor-

hood structure. According to the features of the structure, that position is permu-
tated with the position num + 1, and a new neighboring solution s’ [9, 10, 11] is 
obtained. The new solution is then evaluated, according to the objective function.  
 

• A Random Pair. Similarly, this neighborhood structure performs a single permu-
tation between two different positions of a solution. The difference from the pre-
viously described structure is the type of movement implemented to reach a 
neighboring solution. In this case, two positions of the solution array are randomly 
selected (num1 and num2) [1, 10, 12]. These positions must be different and not 
adjacent. If the condition is fulfilled, the permutation is performed.  

 
• Two Adjacent Pairs. In this case, the complexity of the neighborhood structure 

has increased. This technique applies two permutations, unlike the previous two 
structures. For this structure, it is necessary to generate two random numbers 
which correspond to positions in the current solution. The selected positions, num 
and num1, must be different and non-adjacent. The movement is performed with 
the position adjacent [13] to the selected one; num permutes with num+1, and 
num1 with num1+1. In this case there were two randomly selected jobs j, which 
were non-adjacent. The jobs are then placed in the next array position, and they 
are permuted in pairs, resulting in a new neighboring solution. 

 
• Two Random Pairs. This neighborhood structure increases in complexity, be-

cause it generates four random numbers (num1, num2, num3, and num4) which 
have to meet certain characteristics before being taken. The constraints include the 
numbers being different and non-adjacent. Once the positions are selected, permu-
tations take place, performing swaps in pairs [12, 14, 15]. When applying this 
neighborhood structure, as compared to the previous structures, the difference is 
greater between the initial solution and the neighboring one. This indicates that the 
neighborhood size is larger than in the other cases.  

5 Variable Neighborhood Search 

A variable neighborhood is a technique that incorporates specific characteristics of 
more than two different neighborhoods. In the literature, some researchers have de-
veloped approaches to exploit this concept, due to its improved performance in com-
parison to basic neighborhood structures.  
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The development of the variable neighborhood in this paper was based on the  
research of [3, 7, 2], their obtained results of the neighborhood structures, and the 
previous explanation of the CSTSP. This paper presents a more straightforward varia-
ble neighborhood search, which incorporates basic and low-complexity searches. This 
change attempts to optimize the time required to perform the local search, because it 
is very time-consuming to conduct a neighborhood search. 

The variable neighborhood search is able to handle variable neighborhood-sizes, 
due to the random interaction of the structures during the execution time, which im-
proves the exploitation of the solution space. The neighborhood structures presented 
in this research, including the variable neighborhood structure, were tested for the 
CSTSP and the UPMP, which are contrasting problems both in concept and in com-
plexity. In both cases the neighborhood structures were applied to local search, al-
though in the case of UPMP, the local search procedure was implemented to improve 
the metaheuristic Ant Colony. The structure of the variable neighborhood search is 
shown in Figure 1 [7]. 

All the neighborhood structures and the Ant Colony algorithm for UPMP were de-
veloped using Visual C, 2008 with Windows Vista Home Premium.  

 

Fig. 1. Variable Neighborhood Structure for the UPMP and the TSP 
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6 Experimental Results 

Tests were performed on a laptop with the following characteristics: Centrino Core 
2Duo processor 2.0 GHz, 3GB RAM memory, Windows Vista Home Premium.  

Neighborhood structures and the Ant Colony algorithm were developed using a 
Visual C 2008 compiler. Test problems were randomly generated for 200, 500, 1000, 
2000, 4000, 5000, 6000, 7000, 8000, and 9000 cities for the TSP, respectively. In the 
case of UPMP, test problems were randomly generated for 200, 250, 270, and 300 
jobs to be scheduled on 12 machines, respectively. 

This research tested the hypothesis: “The improvement in solution quality depends 
not only on the applied variable neighborhood structure, but also on the problem 
complexity”. This research undertook two problems. Although CSTSP and UPMP are 
both NP problems, their hardness is different. CSTSP has a more challenging solution 
space than UPMP [1]. 

6.1 Experimental Results for CSTSP 

All the problems were tested in all the neighborhood structures, including the variable 
neighborhood one. Each neighborhood structure carried out 30 executions per test 
problem. 

It is noteworthy that problems were randomly generated because existing bench-
marks are smaller than the instances proposed in this research. Test problems used for 
this purpose consist of a symmetric matrix of n * n, where n is the number of cities 
that have to be visited in a tour. Along with the execution, only the best of the elitist 
solutions were selected, using time as stop criteria. All the test problems were eva-
luated for 5 minutes in each of the neighborhood structures, obtaining the best found 
solution, and the total iterations performed during the specified time.  

This procedure allows for good performance and direct comparison among the  
results obtained for the different implemented neighborhood structures, enabling a 
reliable efficacy and efficiency analysis.  

6.2 Efficacy Testing 

To understand the algorithm behavior, an efficacy analysis was conducted. Experi-
mental tests were performed using 10 test problems randomly generated for the 
CSTSP (200, 500, 1000, 2000, 4000, 5000, 6000, 7000, 8000, and 9000 cities). The 
problems were evaluated using the neighborhood structures explained in Section 5. 
Each neighborhood structure conducted 30 executions of 5 minutes each per test 
problem.  Averages of obtained results are shown in Table 1. 

According to calculations presented in Table 1, the most effective neighborhood 
structure in almost all cases is the variable neighborhood structure. The test problem 
of 500 cities is an exception; the most effective structure was that of two random 
pairs, although the difference between the best obtained averages of the two structures 
was minimal. This behavior is caused by one of the main features of the use of heuris-
tics, which is that the results are not constant and do not guarantee optimality.  

According to the results presented in Table 1, there is a clear improvement when 
implementing the variable neighborhood structure for CSTSP versus using the single 
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straightforward neighborhood structures. The improvement was obtained not only for 
the best found solution, but for the worst one also, independent of the problem size. 
These results are consistent with those reported in literature. 

Table 1. Average of the results obtained in experimental testing for different sized problems 

Prob_
Size 

Adjacent 
Pair 

Random 
Pair 

Two Ad-
jacent Pairs 

Two 
Random 

Pairs 

variable 
neighborhood 

200 2012 1994 1974 1945 1944 
500 5161 5118 5124 5057 5098 

1000 49661 49375 49202 49166 49128 
2000 101075 100617 100467 100856 100232 
4000 198292 198092 197373 197524 197280 
5000 52345 51885 51762 51831 51742 
6000 61216 61173 61178 61228 61168 
7000 72036 72100 72030 72078 72014 
8000 82539 82617 82284 82482 82238 
9000 973283 973009 972938 972947 972930 

6.3 Efficiency Testing 

The efficiency is a measure of the time required to find a high quality solution. In this 
research, efficiency was calculated for 1000 solutions found by each neighborhood 
structure, and the different sizes of test problems (200, 500, 1000, 2000, 4000, 5000, 
6000 cities, respectively) that were studied. Results are shown graphically in Figure 2. 

Figure 2 shows that the behavior of all the evaluated neighborhood structures is very 
similar for small instances (from 200 to 2000 cities). Starting at 4000 cities, some neigh-
borhood structures begin to require more computational effort to find solutions.  

 

 

Fig. 2. Time required for five different neighborhood structures to find 1000 solutions for test 
problems of different sizes (from 200 – 6000 cities) 
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Naturally, the interesting cases are the results obtained for large problems (from 
4000 to 6000 cities). In these cases, there is a clear difference in efficiency under the 
same conditions, when only the size of the test problem varies. According to the cal-
culations plotted in Figure 8, the behavior of the variable neighborhood structure is 
constant for large problems. This demonstrates the variable neighborhood structure’s 
efficiency as competitive, because it shows better efficiency than the neighborhood 
structure of two adjacent pairs and two random pairs in most of cases.  

6.4 Experimental Results for UPMP 

Experimental tests for UPMP were conducted in the same way for the CSTSP. There-
fore, all the test problems were tested, and the Ant Colony algorithm was imple-
mented in all of the neighborhood structures, including the variable neighborhood 
one. Each neighborhood structure carried out 30 executions per test problem. 

Problems were randomly generated. Test problems used for this problem consist of 
a matrix of n * mn, where n is the number of jobs that have to be scheduled in m ma-
chines with k positions each one (k = n). Along with the execution, only the best of 
the elitist solutions were selected, using time as stop criteria. The Ant Colony algo-
rithm was executed for 3 hours, obtaining the best found solution, and the total num-
ber of iterations performed during the specified time.  

This procedure allows for good performance and direct comparison among the  
results obtained for the different implemented neighborhood structures, enabling a 
reliable efficacy and efficiency analysis.  

6.5 Efficacy Testing 

Experimental tests were performed using 4 test problems randomly generated for the 
UPMP of 200, 250, 270, and 300 jobs, respectively, which have to be scheduled on k 
positions (number of jobs) of 12 machines. The problems were evaluated using the 
neighborhood structures explained in Section 5, which were implemented into an Ant 
Colony algorithm, in order to get an improvement in the quality of solution. The en-
hancement procedure was applied to the neighborhood of the best solution so far. The 
Ant Colony algorithm conducted 30 executions per test problem on each neighbor-
hood structure. The executing time was almost 3 hours, depending on the input size. 
Averages of obtained results are shown in Tables 2. 

Table 2. Average results obtained in experimental testing for different sized problems 

Problem Size  
Jobs * Ma-

chine 

Adja-
cent Pair 

Ran-
dom Pair 

Two Ad-
jacent Pairs 

Two 
Random 

Pairs 

variable 
neighborhood 

200*12 2648 2317 2768 2678 2320 

250*12 3928 3460 3465 3998 3515 

270*12 4908 4279 4389 4986 4582 

300*12 5948 5139 5232 5975 5388 
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According to calculations presented in Table 2, and contrary to results obtained for 
CSTSP using the same neighborhood structures, the best solution was found in all cases 
by the random pair neighborhood structure, leaving the variable structure in second place.  

This research demonstrates that although CSTSP and UPMP are both NP prob-
lems, their hardness is different. CSTSP has a harder solution space than UPMP [1]. 
Therefore, the variable neighborhood structure has more benefits for hard problems, 
as opposed to less hard problems where it is easier to find good solutions. 

6.6 Efficiency Testing 

According to the calculations plotted in Figure 3, the behavior of the variable neighbor-
hood structure’s efficiency is competitive, because it shows better efficiency than the 
neighborhood structure of two adjacent pairs and two random pairs in most of cases. 

 

Fig. 3. Time required for each neighborhood structure to find a solution 

7 Conclusions 

Many experimental tests were performed for two combinatorial problems with different 
hardness in their solution space. The problems studied were CSTSP and UPMP. In both 
cases, test problems were randomly generated, according to the problems’ features. Ex-
perimental results showed a difference in the variable neighborhood structure perfor-
mance, because in the case of CSTSP, excellent quality solutions were obtained by the 
variable neighborhood structure. For UPMP, the same structure did not obtain the best 
solutions.  

According to experimental analysis, the hypothesis presented in this paper is con-
firmed. The contribution of this research is the experimental proof that not all the variable 
neighborhood structures work well in all discrete optimization problems when compared 
to other straightforward structures. This is seen clearly in the case of UPMP, where a 
straightforward structure gets better quality solutions than the variable neighborhood one.  
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This research demonstrates that although CSTSP and UPMP are both NP prob-
lems, CSTSP has a harder solution space than UPMP. The variable neighborhood 
structure has more benefits for harder problems, as opposed to less hard problems 
where it is easier to find good solutions. 
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Abstract. While explored in the context of creativeness in computer
aided design, emergence has hardly ever beenmentioned as a phenomenon
that may enhance optimization process in engineering design. This pa-
per presents the original approach to constrained 3D component layout
design problem that takes advantage of visual shape grammar compu-
tations, emergent phenomena and computational intelligence methods.
Possible design solutions are generated with a use of a simple shape
grammar. Design specific knowledge is represented in a form of goals
and constraints and the search process is driven by an intelligent deriva-
tion controller. The presented framework is very general but in the same
time flexible and easily adjustable to a specific problem domain.

Keywords: computer aided design, shape grammar, computational in-
telligence, optimization, 3D layout design.

1 Introduction

The tailor-made layout of components in a given solution space is one of the
most basic engineering tasks. It requires efficient search of vast and discontinuous
spaces that include different kinds of entities, like components, goals, constraints
and topological relations. It can be found in a wide range of design and manu-
facturing problems under different headings, e.g. packing, spatial arrangement,
floorplaning or component layout. It occurs not only in engineering design, but
in scheduling, pallet loading, virtual reality modeling or current social problems,
like crises management or urban planning, as well. Nevertheless, a number of
researchers have addressed the issue of object placement in 3D environments,
because of the computational complexity it is still very challenging one.

The vast majority of available layout computer-aided design (CAD) systems
consider only geometry, which makes them excellent tools for holding graphical
and geometric data, but in the same time they are unable to automatically
generate valid design solutions [1]. In order to obtain a globally near-optimal
result that fulfills requirements and complies with constraints the semantic layer
information is needed. The technological advances in 3D visualization and in
the field of computational intelligence, gives the opportunity to propose new
methods and tools for CAD to efficiently solve the constrained 3D layout design
task.
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Since a pathway leading the designer to a final solution cannot be predicted
and the design creativity is considered one of the most important attributes, the
question of creativity also arises in CAD. Even though, there is no general agree-
ment regarding the nature of the creativity in design, there is no doubt that one
of the most important phenomena which enhances creativeness is emergence.
This paper presents our original approach to component layout problem that
takes advantage of visual shape grammar computations, emergent phenomena
and computational intelligence methods. The proposed solution is a kind of a
framework that is very general and flexible but include dedicated mechanisms
allowing to adopt it to a specific problem domain. The shape grammar geomet-
ric representation and the optimization technique are both problem independent
while goals and constraints represent distinct layout design task knowledge. The
optimization search algorithm holds the problem formulation and finds auspi-
cious solutions by evaluating evolving design states. The proposed method is
accompanied by the development of a dedicated application PerfectShape which
architecture is based on the established framework. For the time being, it is in
a pre-release version and runs as a SketchUp [2] plugin.

2 Emergence and Visual Cognition

The study of emergent phenomena has captured the attention of scientists in
very diverse fields. Emergence is a meaningful cognitive phenomenon of human
visual reasoning [3] which may be characterized by much coming from little [4].
It covers not only visual and structural aspects of artifacts but functional and
behavioural ones as well. Emergent properties can be found in complex adaptive
systems like the Internet, ant colonies, the traffic, cellular automata or the board
games.

After [4] we presume that emergence occurs in systems that are generated and
where the whole is more than the sum of the parts. The systems are composed
of entities that obey simple rules. However, the interactions among parts are
nonlinear and the global behaviour cannot be realized as a sum of the behaviours
of the isolated components. Let us investigate a famous Conway’s Game of Life
[5]. There are only three simple rules that determine whether a cell is alive
or dead. However, depending on the cells interactions many emergent patterns
may be observed, e.g. still life objects, oscillators or moving objects like gliders.
Another example is the human body that consists of 75 trillion cells and every
second thousands of them are dying. Within 7 years all of the cells are replaced,
but even though we are who we are, and the recipe for us is stored in the cells
relations. When new cells arrive, chemical signals from the neighboring cells tell
them what part of DNA to follow. In other words, what kind of cell (skin, muscle
etc.) to become [6].

In our case, the feature is called emergent if two conditions are met:

1. it is not explicitly represented but emerge from a design structure, and

2. it is possible to represent it explicitly.
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Hence, emergence is a matter of both pattern recognition and pattern defini-
tion. The phenomenon is extensively explored by cognitive theory that attempts
to formulate the factors that cause such a variety of possible arrangements,
segmentations and interpretations of images. According to the Gestalt psycholo-
gists, people intuitively distinguish the foreground from the background in their
reading of shapes. However, it is not unambiguous and the viewer’s imagination
determines which part of the image is a foreground. In other words, seeing de-
mands some activity from the person who is watching. The most famous example
of emergence is a black vase which materialises into two white human profiles
(Fig.1).

Fig. 1. Emergent faces (after [7])

The paper focuses only on emergence in the visual layer and its possible
applications in solving constrained 3D layout problem.

3 Flexible Framework for 3D Layout Design

Due to the computational complexity of the constrained 3D layout design prob-
lem, there are no deterministic algorithms solving such a task and computational
intelligence methods are needed. The elaborated framework architecture has to
be flexible and reconfigurable. Allowing easy exchange of one heuristic for an-
other it gives a chance to find the most promising one for the given problem
domain. It also has to separate the presentation layer from the semantic one to
dynamically adjust available free parameters of the selected intelligent method.
And last but not least, it has to carry out visual computations that enable to
introduce emergent features into the course of design generation. In this way, on
the one hand the proposed approach remains generic and on the other it takes
advantage of a design specific knowledge and emergence to direct the search
process towards the optimal design solution.

Taking into account these requirements and previously proposed 2D solution
(see [8] and [9]), the following components in the design context are introduced:
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1. Designer,
2. Shape grammar,
3. Design knowledge,
4. Derivation controller.

The designer can moderate all of the elements. Before a single search process
begins she/he defines a shape grammar, encodes the design knowledge in a form
of goals and constraints, a design evaluation function (fitness function) and sets
stop criteria for the derivation controller. The shape grammar is used to generate
potential layout designs. While the derivation controller manages the execution
and directs it towards the globally near-optimal solution.

3.1 Shape Grammar

Shape grammars are generative systems dedicated to specific needs of designers.
The formalism was successfully applied in original design and analysis in the
field of architecture[10], art[11] or engineering design [12]. After [13], we define
a shape grammar (SG) as a 4-tuple (VT , VM , R, I) where:

1. VT �= ∅ is a finite set of shapes (terminals),
2. VM �= ∅ is a finite set of shapes (markers) such that VT ∩ VM = ∅,
3. R ⊂ (VT ∪ VM )+ × (VT ∪ VM )∗ is a finite set of rules,
4. I ∈ V +

T ∪ V ∗
M is an initial shape configuration (axiom).

The shape grammar is a rule-based rewriting system (see Fig.2). It acts on shape
configurations composed of both terminal shapes and markers. Having identified
the left-hand side (LHS) of the rule in the current design, the shape grammar
rewrites it according to the mapping encoded in the right-hand side (RHS). In
this way, starting with an axiom and successively perturbing the current shape
configuration, the execution process ends up with the final design. As we can
see, there are several decisions to be made. First of all, we have to select a rule.
The selection is simple if there is only one possible rule to apply. However, in the
most cases there is a bunch of admissible rules. The easiest way to proceed is to
select a rule randomly, but also some functional decomposition [14] or machine
learning techniques (see [8] and [9]) may be considered. Having a rule selected,
we have to indicate the LHS in the current design. In other words, we have
to find an embedding. Even though this part of the generation process has a
huge influence on the achieved design solution, it is hardly ever mentioned in
the literature. Four different methods of a rule embedding have been established:
execute first admissible, execute last, execute random and execute all (see [15] and
[16]). The execute first admissible embedding applies a rule to first possible shape
configuration. The execute last embedding tries to apply a rule to some shape
configuration that came into being in the latest generation step. The execute
random embedding applies a rule to one randomly selected from all recognized
shape configurations. Eventually, the execute all embedding applies a rule to all
admissible shape configurations. According to a design task domain, all rules
may be embedded with a single method or it can vary for different rules, or
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Fig. 2. Simple shape grammar with two rules and 10-step generation example

even for different phases of one generation process. If not fixed, an embedding
method, as in the case of a rule selection, may be chosen randomly or with a use
of some more sophisticated and intelligent algorithm.

Finally, comparing the design evaluation value before and after the generation
step, the rule application may be either committed or rolled back. If the achieved
result is better than before the step, it is approved. Otherwise, the step may be
rolled back or also approved depending on the intelligent decision taken with
a help of simulated annealing or some multi-agent system [9]. It is also worth
mentioning the importance of the right selection of the initial shape configu-
ration. Conducting many visual computations for our leading research design
task, namely 3D integrated circuits design, we came across the fact that a small
change in the axiom may contribute with a significant improvement in the gen-
erated solutions. In some cases, the improper starting configuration caused the
execution process to got stuck for every activation.

In most CAD systems, emergence is not addressed at all or limited to observa-
tion of those emergent elements that appear in a generated design. In this way,
emergent properties are considered only as the output of the design process and
may not be exploited as the input for further computations. In our approach a
shape grammar provides visual computations and enables not only to recognise
emergent features but fed them back into the generation process as well [17]. The
formalism allows to freely decompose and rearrange shapes and consequently in-
troduce observed emergent elements into design space. The adopted technique
makes computational emergence possible.

In the 3D layout problem we are looking for such a packing of a large number of
components in a limited space that best meets given requirements. The success-
ful solution demands to arrange components as tight as possible which naturally
limits or even excludes the presence of voids in the final design. Two kinds of
emergent elements should be considered: holes and grooves [18]. Let us analyze
the example in Fig 3. A hole is a void surrounded by components while a groove
has one part that is boundless. If the emergent cube that constitutes a hole was
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recognized, a single swap transformation would greatly improve the proposed
packing (Fig 3(c)-(d)). Otherwise, the design constraints, like no overlapping of
components, may prevent a removal of this undesirable void. Analogical reason-
ing can be applied for a groove. Emergent holes recognition is especially useful
when one of the available components may be placed inside another, like pre-
sented in Fig 4. The proposed arrangement could not be automatically generated
if the holes were not perceived.

Fig. 3. (a)Emergent hole;(b)Emergent groove;(c)-(d)Improved packings

Fig. 4. Example use of emergent holes in 3D packing

However, there are a lot of situations when recognized voids cannot be ful-
filled with components because of the inadequate sizes. In such a case another
operation is proposed that rearrange layout, namely sliding. The main goal of
the elaborated method is to compress the generated design and eliminate all the
voids. The left front bottom corner of the packing bounding box in selected and
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Fig. 5. Example 3D layout (a) before and (b) after sliding

after sorting, all the components are moved towards it if possible. The example
result of the sliding is presented in Fig. 5.

Eventually, building engineering shape grammars forces to connect a gram-
mar and design requirements. There are two ways to deal with the task. The
first possible approach is to create a knowledge intensive grammar that works
as a sophisticated expert system and generates feasible and functional designs.
However, inferring grammar rules generating only valid designs is not only very
time consuming but in most cases impossible. And even if such an expert gram-
mar is created, it can be very difficult to modify and maintain. That is why the
second method, where a simple shape grammar is accompanied by some external
mechanisms to direct derivations is more reasonable [19].

3.2 Design Knowledge

Since in the presented approach a low level of knowledge is encrypted in a
shape grammar itself, a method for defining a task specific knowledge has to
be introduced. Let SG = (VT , VM , R, I) denote a simple shape grammar. Let
Σ = ΣT ∪ ΣR ∪ ΣF , where ΣT ∩ ΣR ∩ ΣF = ∅ be fixed alphabets of terminal,
rule and face labels, respectively. A layout design knowledge over Σ is a system
DK = (lbT , lbR, lbF , G, C, f), where:

1. lbT : VT → ΣT is a terminal labeling function,
2. lbR : R→ ΣR is a rule labeling function,
3. lbF : F → ΣF is a shape face labeling function,
4. G = {g : g is a goal and g : V +

T → �+} is a non empty set of goals,
5. C = {c : c is a constraint and c : V 2

T → {true, false}} is a non empty set of
constraints,

6. f =
∑#G

i=1 aigi is a fitness function, where ai ∈ �+ is a goal gi blending ratio.

Among others, a layout design knowledge contains three labeling mappings:
one for terminal shapes, one for rules, and one for shape faces. Terminal shapes
are labeled by names of the corresponding components, e. g. pipe in a pallet
loading or core in integrated circuits design. Having assumed that shapes are
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composed of faces, labeling them by colors (or some other enumeration set values)
allows to identify and verify relations between immediately adjacent shapes. For
instance, in integrated circuits design there are elements that should be placed
side by side for functional reasons or, on the contrary, that should be completely
separated because of the heating problem. The last but not least, the rule labeling
function gives us a great flexibility in rules definition. The only one parametric
wildcard rule for all components is enough for a given transformation. In a
typical shape grammar such a rule is impossible to define, and a single rule for
each shape must be specified. In this way, the rules like swap any two shapes or
rotate any shape by a given angle may be easily introduced and the total number
of rules is significantly reduced.

We also propose to introduce goals and constraints [20], and the optimiza-
tion process fitness function. Constraints are binary predicates that applied to
a shape configuration return true or false. They refer to topological relations
among components. A good example of such a constraint is a no intersection
constraint that prevents components from overlapping. Of course constraints
may include more specific component information given in a form of attributes,
like color, material, or durability. For instance in the architectural design, in this
way the requirement of separating a living room from a bedroom may be given.
Constraints are very strict and each generation step can be approved if and only
if a derived design meets all the given constraints.

If the constraints are met, all the goals are independently evaluated. A single
goal is a real-valued predicate and may be satisfied to some extent. The aggre-
gated result of goals evaluation values defined by a fitness function gives a total
evaluation score of the current design. The explicit impact factor of a single goal
to the final outcome is moderated by a derivation controller.

A derivation controller is responsible for proceeding visual computations and
directing the execution. Having design knowledge, it employs a shape grammar
and drives the course of derivations towards some near-optimal solutions. En-
capsulating domain knowledge parameters and all the adopted heuristics, it also
decides when to stop the ongoing computations. A derivation controller can be
considered the intelligent core of the whole framework.

Let us present a simple 3D IC layout design task with four different circuit
blocks to be arranged in a chip in the number of 10, 5, 10, and 6 respectively.
A simple shape grammar has 5 terminal shapes, where a white cube is a spe-
cial shape that do not represent any circuit block but is needed for running the
execution (Fig. 6). The alphabet of terminal labels is following ΣT = { CORE,
CACHE, DRAM, BANK, TEMPORAL-LABEL, ANY-LABEL }. There are two
distinguished labels. The TEMPORAL-LABEL is assigned to a white cube in
all additive rules, in other words, in all rules that add a new circuit block to
the current design. The ANY-LABEL is used in parametric rules that transform
shapes so that one transformation rule is defined for any terminal shape. In this
way the number of rules is significantly diminished. In the presented example,
there are no face labels and only one rule label is used to indicate paramet-
ric rules: ΣR = { ANY-LABEL-COND }. Two constraints and two goals are
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applied: no intersection constraint, glue shape constraint, minimal space goal
and spatial relation goal. The spatial relation goal requires the yellow blocks to
be aligned vertically. Both goals are equally important and blended with ratio
1. Example 3D IC layout results are presented in Fig. 6.

Fig. 6. (a) Example ICs layout components, (b) simple shape grammar rules, (c) ex-
ample 3D layouts designs after sliding

4 Conclusions and Future Prospects

Optimization plays a crucial role in the design and usability of many engineering
products and several approaches for solving the 3D layout problem have been
proposed. Among the most promising ones are simulated annealing [1], a hy-
brid approach using a combination of simulated annealing and expert systems
[21], and genetic algorithms [22]. However, none of them take the advantage of
emergent phenomena during the computations.



488 K. Grzesiak-Kopeć and M. Ogorza�lek

The paper presents a completely new approach to solving the task. The
proposed framework architecture is methodologically advanced and easily
reconfigurable. It undergoes practical verification with a use of a dedicated appli-
cation working on a 3D integrated circuits layout design problem, where effective
computer-aided design is both up-to-date and very challenging one. The search
space domain contains many various goals and constraints that are not only
topological, but functional and connected with manufacturability as well. We
strongly belief that a successful application in this domain will confirm the gen-
eral usefulness of the elaborated approach. The next stage of the studies will
be a fine-tuning of the framework components and a use of a sematic layer rep-
resentation during the optimization process. Since the approach separates the
presentation layer from the semantic one, a different representation techniques
may be evaluated.

Finally, it is worth noticing the important role of emergence in the course of
computations and stressing the fact that in some cases it may drastically reduce
the total search time.

Acknowledgment. Research supported by FNP under the Program ”Master”:
”New computational approaches for solving next generation microelectronic de-
sign problems”.
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Abstract. Brainy is a newly created cross-platform machine learning library
written in Java. It defines interfaces for common types of machine learning tasks
and implementations of the most popular algorithms. Brainy utilizes a complex
mathematical infrastructure which is also part of the library. The main difference
compared to other ML libraries is the sophisticated system for feature definition
and management. The design of the library is focused on efficiency, reliability,
extensibility and simple usage. Brainy has been extensively used for research as
well as commercial projects for major companies in Czech Republic and USA.
Brainy is released under the GPL license and freely available from the project
web page.

Keywords: Machine learning, software library.

1 Introduction

Machine learning is a branch of artificial intelligence which studies computer systems
with the ability to learn without being explicitly programmed. Such systems are very
different from standard rule-based systems where the knowledge is hand coded by hu-
mans. The machine learning systems have their strengths and weaknesses. On one hand,
they can handle very complex problems, that are intractable by standard rule-based sys-
tems. On the other hand, the knowledge learned by machine learning system is almost
never perfect and the rule-based systems can perform better for simple problems.

Machine learning is used for wide variety of tasks all around us. These tasks include
natural language processing, weather forecasting, stock value forecasting, earthquake
prediction, medicine decision making and many others. Generally, machine learning
can be used for any complex problem where no other solution performs well.

There exist different paradigms of learning. The basic one is supervised learning.
In supervised learning the training data are provided along with annotations which are
telling the algorithm the right answers. The algorithm then tries to generalize the knowl-
edge acquired from training data and also to still give the maximum of good answers.
When the algorithm generalizes badly, it can often reproduce right answers for training
data, but performs poorly for unseen data.

The second important paradigm is unsupervised learning. In unsupervised learning,
the algorithm receives only data (without answers) and tries to find patterns in the data.
There exists more learning paradigms, but the majority of tasks uses the presented two.
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Machine learning represents a wide variety of algorithms. We will briefly describe
the basic groups of these algorithms. The first group of algorithms is the regression
group. Regression algorithms are designed for problems where the predicted variable
is real valued. It analyzes the training data where the values are already annotated and
then tries to find optimal values for unseen data. For example in the weather forecasting
domain this algorithm can be used to predict the precipitation based on weather radar
information.

A classification group is for problems where the output is categorical. These al-
gorithms require some examples for each category and tries to find optimal decision
boundary between these categories. An example from weather domain can be classi-
fication of days into sunny and cloudy categories. Another group closely related to
classification is sequence labelling. It addresses problems where the category of the
classified object depends not only on the data for this object but also on categories as-
signed to objects in its vicinity. This happens for example in industry where defective
products are often produced in short series.

Another important group is clustering. Clustering can be seen as unsupervised learn-
ing version of classification. It analyzes data and assigns them to one of categories.
Some algorithms need a predefined number of categories, some can choose the number
of categories based on the data. Clustering can be used for example to automatically
categorize news articles by topic.

All machine learning algorithms use the data to learn. The data for different domains
are completely different and a universal representation have to be used. Machine learn-
ing introduces an abstraction called feature for this purpose. Each feature represents one
property of the data object and translates it into numerical form. All features extracted
from a data object form a feature vector. Features are often defined by feature tem-
plates (often also called features). One feature template is often responsible for many
features. A typical feature template used in the natural language processing domain is
a word and features are words themselves as “the” or “day”. The group of features (or
feature templates) used for some task is called feature set.

Two groups of machine learning algorithms are specialized on choosing optimal fea-
ture set. Feature selection takes features defined by user as input and removes features
with smallest impact on the result. Feature set can be often heavily reduced without
loosing performance. Feature induction (sometimes extraction or selection) also starts
with features from user, but it also tries to create combinations of these features and
tries to select an optimal set. This task is much harder than simple feature selection, be-
cause the number of features can easily reach million and the number of combinations
is huge.

Training of machine learning algorithms often requires a lot of time and resources.
The training algorithms are often very sophisticated and are based on linear algebra,
statistics and optimization. It is necessary to use highly optimized mathematical al-
gorithms to reduce required resources. A naive implementation usually makes even
smaller problems intractable.

Brainy deals with all presented tasks and problems. The following sections give a
basic overview of Brainy rather than an in-depth description. It should provide enough
information to decide, whether Brainy is interesting for you.
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2 Architecture

The framework consists of three main components – feature management, machine
learning algorithms and mathematics (mainly statistics, optimization and linear alge-
bra). We will briefly describe the interactions of the components and then each compo-
nent more deeply.

Each machine learning task needs some data to learn. These data are usually rep-
resented as feature vectors. For this purpose, we have defined interfaces for matrices
and vectors. These matrices and vectors serves as unified data interface between the
machine learning and the feature management parts of the library. The feature man-
agement part defines interfaces for features and feature set. The machine learning part
processes the data represented as vectors and matrices. It is heavily supported by the
mathematical infrastructure. An overview is given by fig. 1.

Fig. 1. Main components of the library

2.1 Feature Management

The feature management is often overlooked in machine learning libraries. In our li-
brary we define interfaces for both features and feature set. The Feature interface
represents a feature template and provides well-defined methods for changing data
representation from user defined objects to numerical values. Each feature template
then returns a vector indexed from 0 to n, where nf is number of features defined on
the template. Therefore the features are independent of each other.

The FeatureSet class manages the features. It processes all the user objects, com-
bines the vectors from individual features into the final feature vector and creates a
matrix representing the data from feature vectors. The feature set can be defined by
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an XML file. The file contains a list of features and their parametrization. This allows
fast experimentation with multiple feature sets without changing the source code. It also
helps you to keep track of your experiments and reproduce the results.

2.2 Mathematical Infrastructure

The first part of the mathematical infrastructure is linear algebra. The machine learning
algorithms can be often vectorized – transformed into vectors and matrices combined
using standard linear algebra operations. We have defined interfaces for matrices and
vectors. Different implementations of matrices allow very efficient execution, e.g. us-
ing sparse/dense matrices with different implementations, running in parallel, etc. It is
easy to extend the library with new algorithms thanks to the support of linear algebra
primitives.

Optimization algorithms form another part. We have defined interfaces for mathe-
matical functions (e.g. Function for simple function, DiffFunction for differ-
entiable function) and a Minimizer interface. For new method you only need to
implement the cost function and use one of our implementations of Minimizer. We
are usually using L-BFGS minimizer or some non-trivial version of gradient descent.

We have implemented interfaces for more mathematical primitives (e.g. random dis-
tributions, distances, similarities, etc.) and provided implementations for commonly
used variants.

2.3 Machine Learning Algorithms

The main part of machine learning library are, of coarse, machine learning algorithms.
We have defined interfaces for all major tasks – regression, classification, sequence la-
belling and clustering. We will describe these interfaces and their usage in section 3.
All algorithms of the same type share the same interface and that allows easy experi-
mentation with different algorithms and their combinations.

Fig. 2 shows detailed view of the machine learning component with listing of
selected algorithms.

3 User View

In this section, we will briefly describe the library from the user view. For detailed
description see the tutorial on the project website (sec. 6).

First step for any machine learning task is preparation of data. Our machine learning
library supports two approaches. The machine learning algorithms work solely with ma-
trices and vectors. The first possibility is to directly create these matrices using any way
that fits your needs. The second possibility is to use our feature management system.

3.1 Feature Management

The feature management system supports easy experimentation with features. The ba-
sic interface is Feature which represents a feature template. With feature template
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Machine Learning
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Fig. 2. The machine learning component

we mean set of very similar features with the same semantics, e.g. in the field of natu-
ral language processing the feature template ‘word’ consists of features for individual
words (current word is ‘wood’, ‘steel’, etc.).

The Feature interface has two important methods. The train() method is used
for training the feature from training data, e.g. the previously mentioned ‘word’ feature
needs to learn the words. The extractFeature()method translates the user objects
to numeric representation.

After defining features you can create a feature set (class FeatureSet). The fea-
ture set can be created programatically or by XML configuration file. The XML file
is very useful for testing multiple feature sets. Listing 1 shows both ways of feature
set creation and its usage. Note that FeatureSet class is generic. The generic type
represents the object you want to classify – in our example the String[] represents
a document. The trainingObjects object is a list-like structure with objects for
classification.

Listing 1. Creation of feature sets

F e a t u r e S e t<S t r i n g []> s e t = new F e a t u r e S e t<S t r i n g [ ] > ( ) ;
s e t . add ( new WordFeature ( 0 ) ) ;
s e t . t r a i n ( t r a i n i n g O b j e c t s ) ;

s e t = new F e a t u r e S e t<S t r i n g [] >( ” myF ea tu reS e t . xml ” ) ;
s e t . t r a i n ( t r a i n i n g O b j e c t s ) ;

DoubleMat r ix d a t a = s e t . g e t D a t a ( t r a i n i n g O b j e c t s ) ;
I n t V e c t o r l a b e l s = s e t . g e t L a b e l s ( t r a i n i n g O b j e c t s ) ;

3.2 Classification

The schema of classification task is on fig. 3. After data preparation a classifier trainer
object is created. This object represents a method for training of chosen classifier, e.g.
maximum entropy [1] classifier can be trained by L-BFGS [2] method. The trainer
object then returns a classifier object, which is ready to classify unseen data.
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Listing 2 shows an example code for classifier training and usage. We have used a
maximum entropy classifier, where the MaxEntLBFGSTrainer is the trainer class
and MaxEnt is the classifier class. As we said previously the data can be prepared
in multiple ways. Before classification you need to create Results object, which is
filled by results of the classifier. This allows you to reuse this object, e.g. when you are
searching for optimal parameters of the classifier.

Listing 2. Creation and usage of maximum entropy classifier

DoubleMat r ix t r a i n i n g D a t a = . . . ;
I n t V e c t o r t r a i n i n g L a b e l s = . . . ;
S u p e r v i s e d C l a s s i f i e r T r a i n e r t r a i n e r = new MaxEntLBFGSTrainer ( ) ;
C l a s s i f i e r c l a s s i f i e r = t r a i n e r . t r a i n ( t r a i n i n g D a t a ,

t r a i n i n g L a b e l s , numLabels ) ;

DoubleMat r ix d a t a = . . . ;
R e s u l t s r e s u l t s = B a s i c R e s u l t s . c r e a t e ( numLabels , d a t a . columns ( ) ) ;
c l a s s i f i e r . c l a s s i f y ( da t a , r e s u l t s ) ;

3.3 Clustering

The scheme for clustering is on fig. 4. The objects used for clustering have different
semantics. The clustering method is represented by single object which implements
the Clustering interface, e.g. object of K-Means class. This object clusters the
data. Some methods also support an optional function – they return an object which
represents a trained version of the clustering method. This object also implements the
Clustering interface and is able to add additional (previously unseen) objects to the
previously created clusters without the need of clustering all data objects from start. In
the case of K-Means [3] the trained version computes the distances between additional
vectors and centroids and adds them to the cluster with shortest distance.
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An example of clustering can be seen on listing 3.

Listing 3. Creation and usage of K-Means clustering

DoubleMat r ix d a t a = . . . ;
C l u s t e r i n g kmeans = new KMeans ( means . l e n g t h ,

new E u c l i d e a n D i s t a n c e ( ) ) ;
C l u s t e r i n g t r a inedKmeans = kmeans . c l u s t e r ( da t a , r e s u l t s ) ;

DoubleMat r ix o t h e r D a t a = . . . ;
t r a inedKmeans . c l u s t e r ( da t a , r e s u l t s ) ;

4 Related Systems

In this section we will briefly describe libraries and frameworks with similar focus. We
have done some artificial tests on them and compared with our library. The tests had
almost the same results for all libraries (comparing the same algorithms). These tests
represents only simple problems. Their results prove that the libraries are not faulty and
their performance is more or less the same for simple problems, but do not show well the
differences between algorithms on real and more complex problems. The proper way
of comparing these libraries would be testing on multiple real problems from multiple
fields, but it is out of the scope of this article.

The most similar libraries are Mallet1 [4] and Java-ML2 [5]. They are both machine
learning libraries written in Java. The biggest difference between these libraries and
our library is the architecture. The interfaces for machine learning tasks are different.
They heavily differ in the way they prepare and represent the data. These differences in
architecture forces the user to use different concepts and the appropriate library should
be chosen based on the task, compatibility with other systems and personal preference.

1 http://mallet.cs.umass.edu
2 http://java-ml.sourceforge.net

http://mallet.cs.umass.edu
http://java-ml.sourceforge.net
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Weka3 [6] and Apache Mahout4 are another machine learning frameworks worth
mentioning, but they differ in purpose compared to the previously mentioned libraries.
The Weka itself states “Weka is a collection of machine learning algorithms for data
mining tasks.”, so it is not primarily intended as a general machine learning library. The
standard usage is through GUI and CLI, while our library provides only API. The Weka
framework generally uses higher level of abstraction then our library.

Apache Mahout is focused on very big problems. The framework is based on the
Apache Hadoop framework for distributed computing. Our library can be parallelized
to some extent, but it is limited by one cluster. Hadoop provides much more complex
infrastructure for distributed computing then our library, e.g. node error recovery, etc.
So the main difference is the basic concept or targets of the library.

5 Verification

All algorithms provided by the library are tested on very simple machine learning tasks
using the jUnit framework. The library is also used by students for assignments and
theses.

The library was extensively used for research by the Natural Language Processing
Group at University of West Bohemia. So far, the library was used in two main direc-
tions of research – named entity recognition (NER) and sentiment analysis (SA).

The NER tool is based on Brainy and GATE5. The first version of our NER system
was based on the maximum entropy classifier [7]. Current version is based on condi-
tional random fields and is a state-of-the-art method for Czech [8]. We are working on
multilingual NER, which has already achieved exceptional results. The NER tool is cur-
rently tested by two major companies in Czech republic – Seznam.cz, a.s6 (a majority
search engine) and ČTK7 (national news agency established by law).

Our sentiment analysis research is also heavily based on Brainy. The research was
focused on social media SA [9], semantic spaces in SA [10], or a new model for SA
based on the target context [11].

Brainy is also used in a commercial project for Owen Software Ltd. and in the High
Precision Stemmer8, which is a unsupervised language-independent stemmer.

This section shows that the library can achieve state-of-the-art results in multiple
research fields and it can be used for commercial projects.

6 Availability and Requirements

The library is written in Java and thus should be usable on any platform with Java
Virtual Machine. The minimal version of Java is 1.6. It is necessary to use the 64 bit
version of Java for non-trivial applications because of memory requirements.

3 http://www.cs.waikato.ac.nz/ml/weka/
4 http://mahout.apache.org
5 http://gate.ac.uk
6 http://www.seznam.cz
7 http://www.ctk.eu
8 http://liks.fav.zcu.cz/HPS/

http://www.cs.waikato.ac.nz/ml/weka/
http://mahout.apache.org
http://gate.ac.uk
http://www.seznam.cz
http://www.ctk.eu
http://liks.fav.zcu.cz/HPS/
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The library is available from the project web page9. It is released under the GPLv310

license.

7 Conclusion and Future Work

We have implemented a Java machine learning library called Brainy. Brainy was already
used in research and commercial projects. It is released under GPL license.

The library provides many advanced algorithms, data structures and utilities. The
infrastructure of the library allows quick implementation of new algorithms with stan-
dard interfaces. The library is designed for experimentation as well as for production
systems.

The library is under active development. In the near future we are going to add our
own implementation of various types of neural networks and graphical models. We also
want to create a framework for standard machine learning pipelines and their configu-
ration.
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Abstract. The focus of the paper is to improve intrinsic plagiarism de-
tection. The paper investigates and improves performance of character
n-grams profiles method proposed by Stamatatos by tuning its parame-
ter settings and proposing new modifications and rich feature sets. We
raised the overall plagdet score from 24.67% to 33.41% for the PAN-
PC09 corpus and from 18.83% to 26.66% for the PAN-PC11 corpus.
Results are reported on PAN-PC09 and PAN-PC11 corpora, which are
especially well suited for this task and were previously used in Plagia-
rism Analysis, Authorship Identification, and Near-Duplicate Detection
(PAN) competitions.

Keywords: plagiarismdetection, intrinsic plagiarism, character n-grams,
sliding window.

1 Introduction

Macmillan dictionary defines plagiarism as ’the process of taking another per-
son’s work, ideas, or words, and using them as if they were your own. Someone
who does this is called a plagiarist.’ 1 In intrinsic plagiarism detection problem
no reference corus is given and plagiarism detection is based solely on internal
style changes of referenced document. According to different research reports
concerning universities from 50% students to even 90% students committed a
plagiarism at least once in their life [1,2]. There was also observed sharp in-
crease in plagiarism practices in 2000 due to raising availability of information
in cyberspace.

Intrinsic and external plagiarism detection tasks are distinguished in general
plagiarism detection problem. Intrinsic plagiarism detection is a variation of
plagiarism detection problem in which no external sources of plagiarism are
available of even does not exist. The former may be caused by imperfections
of document retrieval systems (source documents are available in digital form
but retrieval system is not able to provide information about them to a user)

1 http://www.macmillandictionary.com

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 500–511, 2014.
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or by barrier between analogue and digital world (document retrieval system is
not aware of source documents if they exist only as paper books on a library
shelf). The latter may seem more strange, but it is a common scenario that
ghost-writers are partially or entirely authors of someone else’s work. Frequently
they offer their services in paper-mills.

Intrinsic plagiarism detection is also related to stylometry and authorship
attribution but is harder than the latter due to usually small amount of evidence
text [3].

Character n-gram profiles algorithm is the top intrinsic plagiarism detection
method, winning the PAN-PC’09 competitions and being outperformed only by
one team [4] in the PAN-PC’11 competitions [5]. The method was also applied
successfully in authorship attribution, including forensics.

Optimal parameters of the method, e.g. window size, (cf. [6]), or size of
n-grams, are not however well-defined or studied in literature. The aim of the
paper is to improve effectiveness of character n-gram method when applied to
intrinsic plagiarism detection by adjusting its parameters. We propose also a
new extension of the method by taking richer and better suited n-gram feature
set.

The main contributions of the paper are the following:

– Raising plagdet effectiveness of character n-grams profile method from
18.83% to 26.66% measured for the PAN-PC09 corpus and from 24.67%
to 33.41% measured for the PAN-PC11 corpus, which are widely recognised
corpora in plagiarism competitions.

– Improvement of the standard character n-grams profile method by consider-
ing richer feature sets, i.e. n-grams with varying length instead of n-grams
with fixed length.

– Finding optimal parameters (n-gram order, window size, window step) of
the method.

2 State of the Art

The modern plagiarism detection systems consist of three parts:

– preprocessing phase, which selects the preliminary set of candidate files or
passages,

– proper detection of plagiarised passages,
– postprocessing phase, which may validate proposed set of plagiarism chunks

and merge some of them to improve granularity of the final answer.

In recent year several solutions to the proper detection of intrinsic plagiarism
were proposed but none of them seem satisfactory for real applications.

In [7] Stamatatos splits documents into text chunks (windows) and for each
window as well as a whole document a profile is built. The profile of a window or
a document is the set of its character trigrams along with the number of their oc-
currences. Based on window profiles distance of each of text chunk from a whole
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document is computed and with the help of standard deviation outliers (plagia-
rised chunks) are identified. The big advantage of character n-grams features is
their language independence, as they belong to lexical features family.

Algorithm of Oberreuter is conceptually similar to that of Stamatatos but they
use word unigrams instead of character trigrams to build a document/window
profile [4].

Paper [6] is an example of departure from common approach of comparing
current section identified by a sliding window to the profile of a the whole docu-
ment. Instead each section is compared to each other section and square matrix
of distances is created. Outliers (presumably plagiarised sections) are identified
by a technique suitable for multivariate data in high dimensions based on Princi-
pal Component Analysis. Authors use only 1000 or 2500 most common n-grams
found previously in the entire PAN-PC10 corpus.

In [8] Akiva takes the rarest words as stylistic markers. Text chunks are clus-
tered with spectral clustering method n-cut into 2 clusters, presumably cor-
responding to non-plagiarised and plagiarised text respectively. In the second
phase chunks close to the centroid of the small cluster and far from the centroid
of the whole document are identified as plagiarised.

Improvement of intrinsic plagiarism detection by incorporating complexity
features beside normalized count features into SVM and neural network classi-
fiers is proposed in [9].

3 Character n-gram Profiles Method

Here we recall character n-gram profiles method in detail [7] with our enrichment
of the postprocessing phase.

Many modern methods in NLP departure from the classic Vector Space Model.
Character n-gram profiles method represents a document as a set of character
n-grams. At first the document is split into a set of windows (text chunks)
by a running window of constant size. At each iteration a sliding window ad-
vances over the document by a constant step to create a new text chunk. Usually
sliding step is assigned a lower value than window size, so arisen windows are
overlapping. Window size and step refer to the number of letter characters only.
Non-letter characters are ignored in this values, so real window size and step are
larger than logical values.

Distance function between each window W and document D is calculated on
the basis of character n-grams frequency:

nd1 (W ,D) =

∑
g∈P (W )

(
fW (g)−fD(g)
fW (g)+fD(g)

)2

|P (W )| , (1)

where P (W ) denotes the profile of windowW ; fW (g), fD(g) denote frequency of
n-gram g in windowW and documentD, respectively. The nd1 function measures
the similarity of n-grams distributions fW (g) and fD(g) overW . The more fW (g)
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and fD(g) distributions are similar over W , the lower the distance between
window W and document D, with distance equal to 0 iff fW (g) and fD(g)
totally overlap over W . The distance between fW (g) and fD(g) is normalised
using |P (W )| in order to nd1 ∈ [0, 1].

The nd1 function is not a real distance function however due to lack of sym-
metry (nd1(A,B) �= nd1(B,A)), as summing is executed only over n-grams
belonging to the profile of the first window in a pair. Function nd1 takes into
consideration only n-grams which contain at least one letter. In our implementa-
tion fD(g) and fW (g) frequencies are computed as relative, not absolute values.

Thus a vector of distances between each text chunk and the whole document,
D, is created and vector’s mean, m, and standard deviation, std are computed.
Each window, W , whose distance from document D satisfies inequality

nd1(W,D) > m+ std (2)

or whose real length (taking into account non-letter characters) > T2∗window
size (window size refers to the number of letter only characters) is filtered out
from the vector in order to recompute its new mean, m′, and new standard
deviation, std′. Then the algorithm identifies each window W in the original
vector as a plagiarism if it meets the criterion:

nd1(W,D) > m′ + a · std′ (3)

where a is a sensitivity parameter. The bigger a the less chunks are classified as
a plagiarism. Classification of chunks is illustrated in Fig. 1. Finally plagiarised
passages are mapped into positions in the original text.

Fig. 1. Identification of plagiarised passages on the basis of the style change function
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Documents with std′ < T1 are not considered to contain real plagiarism cases
as their variability is attributed to natural changes of the style of a document
author.

In our implementation of the algorithm we extended the postprocessing phase.
To improve granularity overlapping plagiarism chunks are merged into one wider
chunk (which seems quite obvious) but we also merge plagiarism chunks if they
stay apart in the text by no more than the gap parameter (in our settings equal
to 1000 characters).

4 Evaluation Corpora

The intrinsic plagiarism detection experiments have been conducted with the
PAN-PC-09 and PAN-PC-11 corpora used in PAN plagiarism detection compe-
titions [10,11]. These corpora are particularly suitable as they have separate sets
of documents devoted to intrinsic plagiarism detection evaluation.

Table 1. Characteristics of PAN-PC-09 and PAN-PC-11 corpora (number of docu-
ments), parts of the corpora concerning intrinsic plagiarism

PAN-PC09 PAN-PC11

documents 6183 4753

Amount of plagiarism

no plagiarism 3091 2388
<20% plagiarism 1831 1955
<50% plagiarism 1233 410
<80% plagiarism 27 0

up to 100% plagiarism 1 0

Document length

short (≤ 10 pages) 1330 1306
medium (≤ 100 pages) 2310 1890
long (> 100 pages) 2543 1557

Short characteristics of PAN-PC-09 and PAN-PC-11 corpora are summarised
in Table 1. In both corpora one half of documents contain no plagiarism and
almost all documents with plagiarism contain no more than 50% of plagiarism.
Texts of different lengths (short, medium, long) are represented in the corpora
in a roughly balanced manner. We made an assumption that a page contains
375 words on average.

Quality of plagiarism detection was evaluated in terms of the plagdet score. It
makes use of precision and recall measures adapted to suit the needs of plagiarism
detection and granularity measure, which arises only in plagiarism detection
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problem. Precision, precPDA, and recall, recPDA, are defined formally as follows
[12]:

recPDA(S ,R) =
1

|S|
∑
s∈S

|s �⋃
r∈R r|
|s| , (4)

precPDA(S ,R) =
1

|R|
∑
r∈R

|r �⋃
s∈S s|

|r| , (5)

where

s � r df
=

{
s ∩ r if r detects s,

∅ otherwise ,
(6)

S is a set of plagiarised sections in an original document being source of pla-
giarism and R is a set of sections detected by plagiarism detection program in
inspected document.

Granularity measure is introduced as [12]:

granPDA(S ,R) =
1

|SR|
∑
s∈SR

|Cs| , (7)

where Cs
df
= { r | r ∈ R ∧ s∩ r �= ∅ } and SR

df
= { s | s ∈ S ∧ ∃r ∈ R : s∩ r �= ∅ }.

Additionally F measure is auxiliarly introduced, which is a harmonic mean of
precision and recall, with weight equal to 1 assigned both to precision and recall
(F = 2 · prec · rec/(prec+ rec)). Then overall plagdet measure can be computed
as [12]:

plagdet =
F

log2(1 + granPDA)
. (8)

5 Experiments and Results

The aim of experiments was to explore parameter space of Stamatatos algorithm
and find optimal ones. We conjectured that values proposed in his paper [7] are
not optimal for plagiarism detection effectiveness.

Four main experiments have been conducted. The first experiment examined
impact of parameter settings of the standard character n-gram profiles algorithm
on plagiarism detection effectiveness. We varied sliding window size from 500 to
7000 and n-gram size took values n ∈ {2, 3, 4, 5, 6}.

The second experiment took into account union of n-grams when comput-
ing nd1 distance. We considered union of bigrams and trigrams (23grams fea-
tures), then union of bigrams, trigrams and fourgrams (234grams features) and
in an analogous way 2345grams features and 23456grams features. Encouraged
by promising results we additionally explored union of trigrams, fourgrams and
fivegrams (345grams features).
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The third experiment was similar to the first one, but only 2500 most frequent
n-grams, n ∈ {2, 3, 4, 5}, were taken into account. Fourth experiment examined
impact of a sliding window step on plagiarism detection effectiveness.

Threshold T1 was set to 0.02 in the first, second and fourth experiment and
to 0.01 in the third experiment. In all experiments threshold T2 was set to 1.5
and sensitivity a to 2. Window step was equal to 200 in first three experiments.
In total 548 subexperiments were performed.

Table 2 presents plagdet scores of the standard character n-gram profiles al-
gorithm. Plagdet scores for trigrams and window size equal to 1000, parameter
settings proposed by [7], are 0.2467 and 0.1883 for PAN-PC09 and PAN-PC11,
respectively. The plagdet score 0.2467 comes in good agreement with results re-
ported by Stamatatos, i.e. 0.2462. Our experiment reveals that that the standard
algorithm optimal obtains results with fourgrams and window size equal to 6000
(PAN-PC09) or with fivegrams and window size equal to 4500 (PAN-PC11). The
plagdet scores are equal to 0.3309 and 0.2524 for PAN-PC09 and PAN-PC11,
respectively. Increasing order of n-grams beyond five spoils the results due to
data sparseness, which is observed for sixgrams.

Table 3 gives more insight on the components of plagdet examined for four-
grams and with window size varying from 500 to 7000. With larger window
sizes detection precision is growing from 13.54% to 40.50% at the cost of low-
ering recall from 54.40% to 27.75%. Granularity is consistently getting lower
with growing size of a running window. On the whole plagdet is improving from
0.1649 to its peak at 0.3309 and the is getting lower to 0.3285.

In our experiments we did not divide the corpora into the training and test
files. This split is not available from Bauhaus-Universität Weimar (the provider
of the corpora) and making our own split would make the results hard to replicate
for the community. This is not however a drawback. Treating PAN-PC09 as the
training corpus and PAN-PC11 as the test corpus we find that the results for
PAN-PC11 do not change much and are significantly better than those achieved
by Stamatatos.

Over 65% (PAN-PC09) and 61% (PAN-PC11) documents were identified cor-
rectly as containing or not containing plagiarism cases. Table 4 presents plagdet
scores for the second experiment, when not only n-grams of fixed length are
taken into account for computing nd1 distance. For both corpora we observe
that incorporating more n-gram features is beneficial for almost every window
size, e.g. it is better to consider union of all n-grams with varying n instead of
n-grams with fixed n only.

The best results were obtained for 2345grams features and window size equal
to 3500 (PAN-PC09) or 345grams features and window size equal to 3000 (PAN-
PC11). These settings gave improvement of plagdet score from 33.09% to 33.41%
and from 25.24 to 25.90% respectively, compared to approach with n-grams of
fixed length. Exploiting broader feature set allowed to achieve optimal results
for smaller window size, compared to the standard algorithm (3500 vs. 6000
for PAN-PC09, 3000 vs. 4500 for PAN-PC11). Similarly to first experiment,
worsening of results is observed with higher n, n ≥ 6 (e.g. 23456grams features).
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Table 2. Impact of n-grams and sliding window size on plagdet score of character
n-gram profiles method. In bold the best obtained results. In italic the results obtained
with [7] settings.

PAN-PC09

500 1000 1500 2000 2500 3000 3500 4000 4500 5000 6000 7000
2grams 0.1632 0.2088 0.2223 0.2309 0.2325 0.2329 0.2343 0.2319 0.2318 0.2304 0.2303 0.2285
3grams 0.1566 0.2467 0.2926 0.3150 0.3235 0.3276 0.3258 0.3208 0.3158 0.3083 0.3026 0.2983
4grams 0.1649 0.2203 0.2640 0.2941 0.3094 0.3210 0.3249 0.3262 0.3288 0.3300 0.3309 0.3285
5grams 0.1878 0.2439 0.2763 0.2945 0.3079 0.3150 0.3201 0.3231 0.3235 0.3255 0.3290 0.3261
6grams 0.1475 0.2288 0.2696 0.2949 0.3066 0.3147 0.3158 0.3153 0.3144 0.3141 0.3147 0.3110

PAN-PC11

500 1000 1500 2000 2500 3000 3500 4000 4500 5000 6000 7000
2grams 0.1175 0.1305 0.1256 0.1223 0.1220 0.1193 0.1136 0.1128 0.1149 0.1153 0.1050 0.0980
3grams 0.1197 0.1883 0.2226 0.2358 0.2372 0.2324 0.2256 0.2202 0.2165 0.2090 0.1959 0.1914
4grams 0.1279 0.1687 0.2012 0.2262 0.2402 0.2480 0.2504 0.2524 0.2512 0.2523 0.2487 0.2433
5grams 0.1515 0.1891 0.2132 0.2290 0.2382 0.2453 0.2466 0.2502 0.2524 0.2489 0.2476 0.2444
6grams 0.1466 0.1920 0.2240 0.2376 0.2437 0.2445 0.2467 0.2440 0.2411 0.2383 0.2337 0.2251

Table 5 shows plagdet scores for the third experiment when only 2500 most
frequent n-grams of fixed length were considered. Following the Kestemont’s idea
the most frequent n-grams were fixed on the basis of a whole corpus (namely
the PAN-PC10 corpus). In the implementation we required that such n-grams
had to be present in both the document and the sliding windowing in order to
contribute to nd1(W,D) distance.

Compared to the standard algorithm (first experiment) significant deteriora-
tion of results can be observed but we still profit from taking window size larger
than 1000. The optimal score in this experiment was obtained for window size
equal to 5500 (PAN-PC09) or 4500 (PAN-PC11).

When detecting plagiarism with most frequent n-grams at a corpus level the
data sparseness problem arises. The optimal score is reached for trigrams, while
for fourgrams in the first experiment. Due to data sparseness continuous degra-
dation of results with increasing n-gram length begins with n = 4.

Additionally, there may be no n-gram from the most frequent n-grams set
present in a sliding window, what makes computing the distance between a
window and a document, nd1(W,D), impossible. The problem was observed for
higher order n-grams (n ≥ 5) with small window sizes (≤ 500).

Therefore we replicated this experiment with the most frequent n-grams fixed
on the basis of a currently processed document. These detection scores were
even worse and are not presented in the paper. The variation of the experiment
with n-grams fixed at the corpus level and present in either the document or the
sliding windowing also turned out to be inferior to results presented in Table 5.

The last experiment examined the impact of window step size on plagia-
rism detection performance (Tables 6 and 7). In this experiment we considered
n-grams features, which gave previously promising results: 4grams and
2345grams and window size set parameter to 3500 or 4000, according to our
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Table 3. Impact of sliding window size on intrinsic plagiarism detection effectiveness
obtained for n-grams with n = 4

PAN-PC09

Window size Recall Precision F-measure Granularity Plagdet

500 0.5440 0.1354 0.2168 1.4878 0.1649
1000 0.5181 0.1726 0.2589 1.2585 0.2203
1500 0.4873 0.2119 0.2953 1.1712 0.2640
2000 0.4540 0.2428 0.3163 1.1075 0.2941
2500 0.4268 0.2644 0.3265 1.0780 0.3094
3000 0.3967 0.2869 0.3329 1.0524 0.3210
3500 0.3685 0.3060 0.3343 1.0408 0.3249
4000 0.3459 0.3200 0.3324 1.0268 0.3262
4500 0.3299 0.3365 0.3331 1.0183 0.3288
5000 0.3151 0.3535 0.3331 1.0136 0.3300
5500 0.3052 0.3658 0.3327 1.0086 0.3307
6000 0.2953 0.3803 0.3324 1.0066 0.3309
6500 0.2855 0.3917 0.3302 1.0046 0.3292
7000 0.2775 0.4050 0.3293 1.0036 0.3285

PAN-PC11

Window size Recall Precision F-measure Granularity Plagdet

500 0.5777 0.0864 0.1503 1.2576 0.1279
1000 0.5151 0.1115 0.1833 1.1239 0.1687
1500 0.4561 0.1382 0.2121 1.0768 0.2012
2000 0.4154 0.1630 0.2341 1.0493 0.2262
2500 0.3794 0.1825 0.2464 1.0360 0.2402
3000 0.3426 0.1987 0.2515 1.0198 0.2480
3500 0.3094 0.2138 0.2528 1.0138 0.2504
4000 0.2857 0.2289 0.2541 1.0097 0.2524
4500 0.2633 0.2424 0.2524 1.0067 0.2512
5000 0.2510 0.2554 0.2531 1.0050 0.2523
5500 0.2384 0.2684 0.2525 1.0049 0.2516
6000 0.2274 0.2763 0.2494 1.0045 0.2487
6500 0.2134 0.2909 0.2461 1.0043 0.2454
7000 0.2046 0.3017 0.2438 1.0033 0.2433

previous findings. The window step size varied from 100 to 3500 or 4000; value
of step equal to window size meant no overlapping of running windows. The
experiment reveals that window step size parameter should be adjusted to a
larger window size. The step’s optimal size seems to be between 25% and 33%
of a window size. A small deviation from this finding is observed for PAN-PC09
analysed with 2345grams features. Adjusting window step to window size raised
further plagdet from 25.90% to 26.66% for PAN-PC09. Taking larger values of
window step allowed also to obtain results faster due to lower number of sliding
window iterations.



Optimisation of Character n-gram Profiles Method 509

Table 4. Impact of summed n-grams and a sliding window size on plagdet score

PAN-PC09

500 1000 1500 2000 2500 3000 3500 4000 4500 5000
23grams 0.1785 0.2628 0.2933 0.3084 0.3163 0.3167 0.3116 0.3068 0.3013 0.2978

234grams 0.1885 0.2622 0.2997 0.3187 0.3278 0.3336 0.3336 0.3312 0.3292 0.3262
2345grams 0.2036 0.2683 0.2989 0.3197 0.3282 0.3325 0.3341 0.3304 0.3285 0.3278

23456grams 0.2081 0.2697 0.3004 0.3155 0.3259 0.3302 0.3285 0.3271 0.3234 0.3226
345grams 0.1891 0.2589 0.2923 0.3135 0.3246 0.3293 0.3303 0.3310 0.3304 0.3295

PAN-PC11

500 1000 1500 2000 2500 3000 3500 4000 4500 5000
23grams 0.1366 0.1976 0.2182 0.2216 0.2188 0.2141 0.2084 0.2014 0.1961 0.1939

234grams 0.1436 0.2027 0.2354 0.2505 0.2516 0.2520 0.2498 0.2440 0.2410 0.2380
2345grams 0.1601 0.2114 0.2376 0.2492 0.2550 0.2574 0.2569 0.2552 0.2500 0.2467

23456grams 0.1650 0.2153 0.2393 0.2490 0.2504 0.2554 0.2533 0.2468 0.2436 0.2406
345grams 0.1469 0.2024 0.2316 0.2487 0.2537 0.2590 0.2578 0.2555 0.2541 0.2499

Table 5. Plagdet score obtained for PAN-PC09 and PAN-PC11 corpora with 2500
most common n-grams

PAN-PC09

500 1000 1500 2000 2500 3000 3500 4000 4500 5000 6000 7000
2grams 0.1275 0.1546 0.1782 0.2114 0.2339 0.2502 0.2571 0.2640 0.2619 0.2650 0.2679 0.2673
3grams 0.1485 0.1831 0.2075 0.2362 0.2630 0.2855 0.2946 0.3013 0.3019 0.3047 0.3056 0.3028
4grams 0.1385 0.1707 0.1912 0.2047 0.2147 0.2300 0.2447 0.2590 0.2683 0.2765 0.2842 0.2911
5grams 0.1254 0.1575 0.1781 0.1925 0.2002 0.2058 0.2088 0.2121 0.2155 0.2212 0.2383 0.2517

PAN-PC11

500 1000 1500 2000 2500 3000 3500 4000 4500 5000 6000 7000
2grams 0.1013 0.1181 0.1335 0.1543 0.1694 0.1813 0.1870 0.1879 0.1861 0.1868 0.1838 0.1797
3grams 0.1175 0.1402 0.1564 0.1784 0.1980 0.2125 0.2220 0.2300 0.2317 0.2298 0.2242 0.2175
4grams 0.1120 0.1328 0.1455 0.1565 0.1626 0.1744 0.1854 0.1980 0.2049 0.2106 0.2169 0.2162
5grams 0.0884 0.1249 0.1400 0.1477 0.1537 0.1559 0.1562 0.1584 0.1598 0.1658 0.1758 0.1897

Table 6. Plagdet scores obtained for PAN-PC09 and PAN-PC11 corpora with window
step values varying from 100 to 3500 and window size set to 3500

PAN-PC09

100 200 400 500 1000 1500 2000 3000 3500
4grams 0.3245 0.3249 0.3265 0.3263 0.3228 0.3271 0.3228 0.3016 0.2908

2345grams 0.3332 0.3341 0.3340 0.3327 0.3289 0.3287 0.3218 0.2991 0.2883

PAN-PC11

100 200 400 500 1000 1500 2000 3000 3500
4grams 0.2487 0.2504 0.2546 0.2556 0.2604 0.2666 0.2646 0.2540 0.2451

2345grams 0.2556 0.2569 0.2600 0.2600 0.2620 0.2661 0.2632 0.2512 0.2383
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Table 7. Plagdet scores obtained for PAN-PC09 and PAN-PC11 corpora with window
step values varying from 100 to 4000 and window size set to 4000

PAN-PC09

100 200 400 500 1000 2000 3000 4000
4grams 0.3255 0.3262 0.3260 0.3272 0.3279 0.3199 0.3064 0.2915

2345grams 0.3303 0.3304 0.3297 0.3305 0.3299 0.3192 0.3027 0.2871

PAN-PC11

100 200 400 500 1000 2000 3000 4000
4grams 0.2510 0.2524 0.2537 0.2557 0.2589 0.2588 0.2543 0.2398

2345grams 0.2537 0.2552 0.2546 0.2559 0.2586 0.2561 0.2481 0.2335

5.1 Test Bed and Implementation

Experiments were carried out on the Zeus cluster, being part of the PL-Grid
infrastructure. This supercomputer offers currently 12104 general purpose cores
to the scientific community, which provides 23TB RAM and 120TFlops of com-
puting power. Computing nodes equipped with Intel Xeon processors work in
HP ProLiant BL2x220c configuration under Scientific Linux 5.8 (2.6.18 kernel).

We implemented intrinsic plagiarism detection programs in Python 2.7.2 and
used numpy 1.6.1 library. Computing tasks were distributed to nodes with Torque
resource and queueing system ver. 2.5.12 and Moab workload manager ver. 7.2.1.
We exploited task level parallelism.

6 Conclusions

In the paper we investigated character n-gram method for intrinsic plagiarism
detection. We examined parameters of the method proposed by [7], found that
these settings (trigrams with window size=1000) are far from the optimal ones
and showed that taking larger window size ∈ {6000, 4500} and n-grams with n ∈
{4, 5} is profitable and significantly improves the plagdet score. Incorporation
of n-gram features with varying length contributes to further improvement of
plagdet score, achieved with smaller window size ∈ {3500, 3000}.

Taking window step between 1/4 and 1/3 of window size is also profitable as it
not only improves plagiarism detection scores but additionally reduces running
time of the algorithm.

Kestemont’s idea of considering only the most common n-grams did not im-
prove results and even deteriorated them significantly.

Despite gained effectiveness in intrinsic plagiarism detection, the problem is
still far from being solved and intensive research should be continued.
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Abstract. As e-commerce is becoming more and more popular, the
number of different products reviews done by customer grows rapidly.
The efficient method for automatic summarization of such reviews is
required. The majority of existing approaches classify a review only
whether the opinion is positive or negative. In the present paper we
show how to extract product features from the set of the reviews to de-
sign feature based summaries of available opinions. These summaries,
expressed in IF-set framework, are later used to recommend a customer
the best product corresponding to his individual demands.

Keywords: Bipolarity, decision making, IF-sets, information retrieval,
opinion mining, recommender systems, similarity, text processing.

1 Introduction

In parallel with the e-commerce expansion we notice the rapid growth of prod-
ucts reviews prepared directly by consumers. In case of a popular product one
may find hundreds or even thousands reviews. This makes difficulty for a po-
tential customer to read them before making a conscious decision on whether to
purchase given product or not. A manufacturer meets there also difficulties to
keep track and to manage customer opinions on his products.

Inspired by [4] we show how to extract product features from the set of the
reviews to design feature-based summaries of available opinions. Our main goal
is to extract features of product which are rated by the customers. The next step
is to classify a given review as rated in the positive or negative way. The final
purpose is to provide the customer with a summary of the reviews to support
him in making a reasonable decision or even to recommend him automatically
the best solution that satisfies best his requirements.

The paper is organized as follows. Firstly, we introduce the problem by the
leading real-life example related to camera reviews. We describe briefly the data
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structure, the software and techniques applied for text summarization and pro-
cessing. Then, in Section 3, we present some methods used for extracting features
from the consumer reviews and results obtained for our example. Next, in Sec-
tion 4, we discuss how to classify the reviews and how to generate the desired
summaries of the available reviews. Finally, in Section 5, we suggest how to make
a recommendation based on those summaries.

2 Introductory Example

2.1 Data and Software

To perform the task of opinion mining, we used the Amazon Product Re-
view Data (source: http://www.cs.uic.edu/∼liub/FBS/sentiment-analysis.html,
see [9] for details). This data set contains more than 5.8 million reviews of dif-
ferent products as books, cameras, movies etc. The reviews are collected in one
“txt” file where every single line is a different opinion. In our study, we load
the first 100000 reviews into R package and choose that ones, where the words
“camera” and “Nikon” occur. As a result, we obtained 38 reviews. We decided
to begin with such reviews, because we believe that the features there are quite
obvious, frequent and therefore it is also easy to evaluate the accuracy of pre-
sented method. During this research, we use R package with following libraries:
tm, topicmodels, lda, openNLP, arules.

2.2 Text Summarization

Firstly, we have read the reviews and prepared manually the list of features
(categories of features) occurring there:

– Size, shape, weight,

– Picture, image quality, resolution,

– Battery life, charging,

– Zoom,

– Lens,

– Control, using comfort,

– Price,

– Flash,

– Shutter (shutter modes etc.),

– LCD,

– Memory cards,

– Light.

In next sections we show how it is possible to extract the list of features in
the automatic way from the selected 38 camera reviews.
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2.3 Text Processing

In order to analyze selected reviews automatically, we had to use some basic text
processing methods. Firstly, we converted all capital letters to a lowercase. Then,
we removed punctuation. In the next step, we computed the Document - Term
matrix and after investigating frequent terms, we decided to remove stopwords.
We used a dictionary from the tm package, but we modified it and remove
from this dictionary the words, that could express opinions on some features
(i.e. good, perfect etc.). Then we removed all numbers and applied stemming
algorithm to our data. We decided to use Porter stemming algorithm (see [10])
from tm package. We tried also algorithms from Rweka library (see [12]) however,
the effects were worse.

3 Extracting Deatures from Customer Reviews

3.1 Latent Dirichlet Allocation

Our first idea to cope with the problem of extracting features from the text files
with reviews about cameras was to use LDA (Latent Dirichlet Allocation, see
[3]). LDA is a three-level hierarchical Bayesian model, in which each item of a
collection is modeled as a finite mixture over an underlying set of topics. Each
topic is, in turn, modeled as an infinite mixture over an underlying set of topic
probabilities. In the context of text modeling, the topic probabilities provide an
explicit representation of a document.

However, the list of features obtained using this method was too long and
contained too many words that were not features of reviewed products. The
output of this method is shown in Figure 1.

Fig. 1. Automatically extracted list of features using LDA

3.2 Association Rules

Our next idea, inspired by [4], was to use association rules (see [2]) to find
frequent itemsets of features in our data. Association rule learning is a popular
method for discovering interesting relations between variables in large databases.
It is intended to identify strong rules discovered in databases using different
measures of interestingness:
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– support
support(A⇒ B) = P(A ∩B), (1)

which can be interpreted as the percentage of cases in the data that contains
both A and B;

– confidence

confidence(A⇒ B) =
P(A ∩B)

P(A)
, (2)

that shows the percentage of cases containing A that also contain B;
– lift

lift(A⇒ B) =
confidence(A⇒ B)

P(B)
, (3)

i.e. the ratio of confidence to the percentage of cases containing B.

To apply association rules to our reviews, we used a priori algorithm from
the library arules (Rpackage). We tried many different configurations and we
decided to use supp = 0.2, conf = 0.7. Then we used redundancy pruning (see
[12]) to remove words that are not product features.

Fig. 2. Output from apriori algorithm after redundancy pruning

However, the features of products are usually nouns or noun phrases, so we
decided to extract only these parts of rules that are nouns. We applied part-of-
speech tagger from openNLP library.

As a final feature list, we decided to take the union of nouns from left-hand-
sides and right-hand-sides of the pruned rules. The result is shown in Figure 3.
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Fig. 3. Final list of features automatically generated by the algorithm

3.3 Results

Below, in Table 1, we can see the comparison of the automatically generated
list of features (output from the algorithm) and the list of features extracted
manually from analyzed text documents.

Table 1. Results generated manually and automatically

Manual list of features Automatic list of features

Size, shape, weight size
Picture, im. quality, resol. pictur, megapixel

Battery life, charging batteri, life
Zoom zoom
Lens lens

Control, using comfort control, use, option, manual, speed
Price money
Flash flash

Shutter modes shutter
LCD lcd

Memory cards card
Light light

- dont
- shot, shoot
- digit, camera, nikon, subject, slr
- print
- featur

As we can see, 100% of features were detected by the algorithm. However,
there are still 5 unnecessary words from all 17 detected. The advantage of this
algorithm is that you can tune parameters in a priori algorithm and redundancy
pruning to obtain the result that best fits your specific requirements. If you don’t
want any words that are not product features, you could take only the nouns
from right-hand-sides of rules. Then all detected words would be the product
features however, three of the features would be missing.
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4 Making Summaries

4.1 Classifying Opinions

In this section, we focus on classifying the reviews according to selected features.
In the first step of this process, we find the so-called opinion sentences. As in [4],
by the opinion sentence we consider a sentence containing one or more product
features.

Next, we have to identify opinion words, i.e. those words that are primarily
used to express subjective opinions. As the opinion words we consider adjectives
that modify adjacent noun or a noun phrase being a product feature. The process
of identifying those adjectives is strictly connected with sentence parsers, which
are specific for a given language (for English we have e.g. http://nlp.stanford.edu:
8080/parser/). Usually sentence parsers detect also negations of the adjectives
which is very important to classify properly the product’s assessment.

Next step of the classification process is the identification of the opinion words
orientation. Many approaches are described in the literature (see e.g. [4,11]).
For example, one may use a vocabulary method, where the opinion words are
compared with adjectives from the special vocabulary that provides information
about the word orientation. The efficiency of such method strongly depends on
the quality and size of the vocabulary. More advanced methods utilize Word Net
(see [4]).

The output of classification process is an information whether given opinion
is positive, neutral or negative. In the next section we show how to summarize
efficiently such results.

4.2 IF-summary Generation

Usually a useful and effective summarization of the results obtained as the output
of the classification process is not easy. The sets of features observed in a few
particular reviews often differ significantly, and thus the information they provide
is not comparable. On the other hand, this step is crucial for decision making or
suggesting the best solution to the user.

In [4] the features are ranked according to the frequency as they appear in
the reviews. Next, the number of the reviews with positive or negative opin-
ions on the feature is counted. This method might be useful for the user who
wants to aggregate the reviews in order to compare the total number of positive
and negative opinions on the product features. However, if we are interested
in designing a slightly more sophisticated automatic decision support system we
should also be able to take into account specific demands of a user before we pro-
pose a recommendation. Therefore, a desired recommender system should take
into consideration both the preferences of the user and the specific characteris-
tics of available reviews. Some features of the product may be more interesting
for the customer than others but we should also distinguish frequently evaluated
features from the sparse ones. It is clear, since we cannot rely on a single opinion
only, even if it suggests that given product is perfect.
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Having in mind all these remarks we suggest a new method for making recom-
mendations. Since consumers’ opinions usually reveal either positive or negative
attitude of the reviewer we need such mathematical tools for modeling that en-
able modeling this bipolarity. It seems that the theory of IF-sets (i.e. Atanassov
intuitionistic fuzzy sets, see [1]) gives us the required apparatus which is both
user-friendly and flexible enough.

Assume the following notion: Let {f1, . . . , fn} ∈ F be a set of product features
extracted from the reviews, R will be the r-element set of reviews and P =
{p1, . . . , pm} will be the set of reviewed products. The number of reviews related
to the product p we will denote by rp. Moreover, suppose that an opinion related
to i-th feature given in j-th review of product p will be expressed by kpij ∈
{−1, 1}.

To construct a bipolar model of a product reviews, a suitable IF-set must be
defined for each product. Thus let us define an operator T which transforms each
product p ∈ P to the corresponding IF-set pT

pT = {(f, μp(f), νp(f)) : f ∈ F}, (4)

where μp, νp : F → [0, 1] are the membership and nonmembership function of
the IF-set pT defined for the product p, respectively. For a given feature f ∈ F
a value μp(f) can be interpreted as a degree to which f belongs to the class of
positively rated features, while νp(f) as a degree to which f does not belong to
the class of positively rated features. The last value would be identified with the
degree to which f belongs to the class of negatively rated features.

This way the collection of IF-sets pT for p ∈ P summarizes opinions on partic-
ular features characterizing products under review. Thus a family {pT : p ∈ P}
will be called the IF-summary of the reviews.

Now one of the crucial problem is how to assign adequate values of the func-
tions μp, νp. One may do it in the simplest way as follows

μp(fi) = μSp (fi) =

∑rp
j=1 I(k

p
ij > 0)∑

j |kpij |
, (5)

νp(fi) = νSp (fi) =

∑rp
j=1 I(k

p
ij < 0)∑

j |kpij |
, (6)

where I is the indicator function and i = 1, . . . n.
Unfortunately, the method given by (5)-(6) reveals serious drawbacks. In par-

ticular, if we have e.g. 20 reviews of the product pl and only one review with
some opinion on feature fi (say positive) than μSpl

(fi) = 1 and νSpl
(fi) = 0. These

scores for the product pl would be better than for the product ph, with the fea-
ture fi rated positively in 19 reviews and negatively in only one, for which we
get μSph

(fi) =
19
20 and νSph

(fi) =
1
20 .
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To assign more importance to more frequent features let us define μp, νp in
the following way:

μp(fi) =

∑rp
j=1 I(k

p
ij > 0)

rp
, (7)

νp(fi) =

∑rp
j=1 I(k

p
ij < 0)

rp
. (8)

Going back to our example and check, how this degrees behave for frequent
and non frequent features. If we have 20 reviews for each of products pl and ph,
where there is only one review with some opinion on feature fi (say positive) for
product pl, than μpl

(fi) =
1
20 and νpl

(fi) = 0. However, if for product ph feature
fi is rated positively in 19 reviews and negatively in only one, then μph

(fi) =
19
20

and νph
(fi) =

1
20 . It seems that the method (7)-(8) of defining functions μp, νp

gives more natural values than the previous one.
It is worth noting that formulae (7)-(8) could be obtained from (5)-(6) by the

appropriate weighting including frequency of the opinions on given feature in
the reviews. Actually if

wi =
number of reviews with featurefi

rp
(9)

then we get

μp(fi) = wiμ
S
p (fi), (10)

νp(fi) = wiν
S
p (fi). (11)

5 Creating Recommendations

Now we will show how to use the IF-summary proposed in previous section to
create automatic recommendations for the user.

Let us define the following two IF-sets

p+ = {(fi, μp+(fi), νp+(fi)) : i = 1, . . . , n}, (12)

p− = {(fi, μp−(fi), νp−(fi)) : i = 1, . . . , n}, (13)

where

μp+(fi) = max
l=1,...,P

μpl
(fi) (14)

νp+(fi) = min
l=1,...,P

νpl
(fi) (15)

μp−(fi) = min
l=1,...,P

μpl
(fi) (16)

νp−(fi) = max
l=1,...,P

νpl
(fi). (17)
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The p+ and p− can be interpreted as the “most desired” and the “least de-
sired” product, respectively (see [7,8]). A reasonably working recommender sys-
tem should propose products which are more similar to p+ and simultaneously
less similar to p−. Therefore, we need a suitable similarity measure between
IF-sets pT representing successive products and p+, p−, i.e. sim(pT , p+) and
sim(pT , p−). Here sim(pT , p+) shows how much given product is similar to the
“most desired” one, while sim(pT , p−) tells us how much given product is similar
to the “least desired” product.

Since pT , p+ and p− are IF-sets we can use here various similarity measures
based on distances defined for IF-sets, dissimilarity measures, divergence mea-
sures and so on (see, e.g. [5,7]).

However, in our opinion, a good recommender system, tailored for the user,
should be able to take into consideration weights connected with investigated
product features. Hence we recommend the following modified SE similarity
measure proposed in [6]:

Sω
E(p1, p2) = 1−

√√√√ 3(n−1)
2n(n+1)

n∑
i=1

ωi((μp1(fi)−μp2(fi))
2+(νp1(fi)−νp2(fi))

2), (18)

where ωi denotes the weight connected with product feature fi.
Finally, to get a recommendation we need a suitable function g : [0,∞) ×

[0,∞) → [0,∞), which will aggregate sim(pT , p+) and sim(pT , p−). In other
words, for given product p ∈ P and its IF-representation pT we need a function

g = g(sim(pT , p+), sim(pT , p−)), (19)

which is increasing at the first component and decreasing at the second compo-
nent.

Then a function Rg : P → [0,∞), called recommendation function, such that

Rg(p) = g(sim(pT , p+), sim(pT , p−)) (20)

will give us the recommendation degrees of the product p ∈ P . Thus, the greater
is the value Rg(p), the more recommended is the product p and, consequently,
p∗ is the most recommended product if

Rg(p
∗) = max

p∈P
Rg(p). (21)

One can consider various recommendation functions (20). As a natural exam-
ple we suggest the following one

Rg(p) =
sim(pT , p+)

sim(pT , p+) + sim(pT , p−)
. (22)

Below we show exemplary results obtained using the proposed method. In
Table 2 we have kpij coefficients for n = 12 features of m = 5 products taken
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Table 2. Results of the classification step of opinions on product features

Product id f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12

1 review 1 -1 NA NA NA NA NA 1 NA 1 1 NA 1

1 review 2 NA NA NA NA 1 NA 1 1 1 NA NA 1

1 review 3 NA 1 NA NA NA NA NA NA NA 1 1 1

1 review 4 NA NA NA 1 NA 1 NA NA NA NA 1 NA

1 review 5 NA -1 NA -1 1 NA NA NA NA NA NA NA

2 review 6 1 NA NA -1 NA 1 NA NA NA 1 NA NA

2 review 7 1 NA NA -1 1 NA NA -1 1 NA NA 1

2 review 8 NA NA NA 1 1 1 NA 1 NA 1 -1 -1

2 review 9 1 NA -1 1 1 1 1 NA NA 1 1 NA

2 review 10 NA NA 1 NA NA 1 1 NA NA NA NA NA

2 review 11 NA 1 -1 NA -1 NA -1 1 NA NA -1 1

2 review 12 NA -1 NA NA NA 1 1 1 -1 1 NA 1

2 review 13 1 1 NA NA NA 1 NA NA NA 1 -1 NA

2 review 14 1 NA NA NA NA NA 1 NA NA -1 1 1

2 review 15 1 NA 1 1 NA -1 1 NA 1 1 NA NA

2 review 16 1 1 1 1 NA 1 1 NA NA 1 1 NA

2 review 17 1 NA NA 1 NA 1 NA -1 -1 1 1 1

3 review 18 1 NA NA NA 1 NA 1 NA NA NA 1 -1

3 review 19 -1 NA -1 -1 NA 1 NA -1 -1 NA NA 1

3 review 20 -1 -1 NA 1 1 NA NA NA NA 1 NA 1

3 review 21 NA NA NA NA 1 NA NA -1 1 NA NA NA

3 review 22 NA NA NA NA 1 NA -1 NA NA NA -1 1

4 review 23 1 NA 1 NA 1 NA -1 1 1 NA -1 -1

4 review 24 NA NA 1 NA NA 1 1 NA 1 1 1 1

4 review 25 NA NA 1 NA NA -1 1 NA -1 NA NA NA

4 review 26 1 NA 1 NA NA NA NA NA NA NA NA NA

4 review 27 NA 1 NA NA 1 -1 1 NA -1 -1 1 -1

4 review 28 NA NA NA 1 -1 NA NA 1 NA NA 1 NA

4 review 29 -1 NA -1 NA NA 1 1 NA NA NA 1 NA

4 review 30 1 NA NA NA -1 1 NA NA 1 NA -1 1

4 review 31 NA NA NA NA -1 NA 1 NA NA NA NA -1

5 review 32 -1 1 -1 1 1 NA 1 NA NA -1 -1 1

5 review 33 NA 1 -1 NA NA 1 1 1 -1 1 1 -1

5 review 34 1 1 1 NA NA NA 1 NA NA NA 1 NA

5 review 35 NA NA 1 NA 1 NA -1 -1 1 NA NA NA

5 review 36 1 NA 1 NA 1 1 1 1 NA -1 NA -1

5 review 37 NA 1 NA NA -1 NA NA NA -1 NA 1 1

5 review 38 NA NA NA 1 1 NA NA -1 NA 1 1 -1

from r = 38 reviews. Symbol NA means that given feature is not available in
the review.

In Table 3 and 4 we have the values of membership and non-membership
functions calculated for the data from Table 2. Then in Table 5 we can see the
recommendation degrees for the reviewed products. In Table 5 we have degrees
with all weights ωi equal to 1. In this case, we would recommend p2 because the
recommendation degree is the highest for this product. If we assign non equal
weights to the features of the reviewed products (see Table 6), the recommen-
dation changes to p1.
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Table 3. Membership functions for selected features and products

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12

μp1(fi) 0 0.2 0 0.2 0.4 0.2 0.4 0.2 0.4 0.4 0.4 0.6

μp2(fi) 0.17 0.58 0.5 0.33 0.5 0.33 0.33 0.33 0.58 0.33 0.25 0.25

μp3(fi) 0.4 0.4 0.2 0.4 0.4 0.4 0 0.4 1 0.2 0.6 0.4

μp4(fi) 0.44 0.33 0.22 0.44 0.67 0.33 0.33 0.44 0.22 0.56 0.22 0.44

μp5(fi) 0.71 0.29 0.43 0.14 0.57 0.57 0.14 0 0.57 0 0.29 0.43

μp+(fi) 0.67 0.57 0.44 0.42 0.8 0.67 0.57 0.29 0.4 0.67 0.57 0.6

μp−(fi) 0 0 0 0.11 0.22 0.2 0.2 0 0.14 0.11 0.2 0.22

Table 4. Non-membership functions for selected features and products

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12

νp1(fi) 0.2 0.2 0 0.2 0 0 0 0 0 0 0 0

νp2(fi) 0 0.08 0.17 0.17 0.08 0.08 0.08 0.17 0.17 0.08 0.25 0.08

νp3(fi) 0.4 0.2 0.2 0.2 0 0 0.2 0.4 0.2 0 0.2 0.2

νp4(fi) 0.11 0 0.11 0 0.33 0.22 0.11 0 0.22 0.11 0.22 0.33

νp5(fi) 0.14 0 0.29 0 0.14 0 0.14 0.29 0.29 0.29 0.14 0.43

νp+(fi) 0 0 0 0 0 0 0 0 0 0 0 0

νp−(fi) 0.4 0.2 0.29 0.2 0.33 0.22 0.2 0.4 0.29 0.29 0.25 0.43

Table 5. Recommendation degrees obtained for the equal weights assigned by the user,
i.e. ω = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)

p1 p2 p3 p4 p5

Rg(pk) 0.4956274 0.5624043 0.4237449 0.4584276 0.5079808

Table 6. Recommendation degrees obtained for the following weights assigned by the
user: ω = (0, 0, 0.5, 0, 0.5, 0, 0, 1, 1, 0.5, 0.2, 0)

p1 p2 p3 p4 p5

Rg(pk) 0.5277612 0.5045744 0.4759245 0.4945355 0.4905108

6 Conclusions and Perspectives

In this paper we suggest a method that can cope with thousands of reviews
available in the internet. The proposed recommender system extract product
features from the customer reviews so that a user does not need to know the
specific product features that should be taken into consideration before purchase.
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The system works like an expert: it shows which features are important and rec-
ommends an optimal product with respect to available reviews. The architecture
of the recommender system is based on IF-summaries that enable to consider
bipolarity connected with the positive and negative attitude to the reviewed
products. Moreover, the adequate choice of weights in similarity measures used
by the recommendation function allows to tailor a recommender system more
sensitive for the customer individual demands.

It is also worth noting that our method might be useful for manufacturers to
analyze which features are the most important for their customers. The optimal
product p+ could be taken into consideration as a model of achievable optimal
product.

Some extensions of our study deserve future research. Firstly, the efficient
algorithm of parameters optimization (confidence, support) to choose the opti-
mal list of features is strongly required. Next, an approach based on correlations
between terms and on associations, extracting positive and negative opinion
words to choose opinion words without parsers, is of interest. Finally, one may
be interested in applying the fake reviews detector to improve the quality of
recommendations.
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051/10-00).

References

1. Atanassov, K.: Intuitionistic Fuzzy Sets: Theory and Applications. STUDFUZZ,
vol. 35. Springer, Heidelberg (1999)

2. Agrawal, R., Srikant, R.: Fast Algorithms for Mining Association Rules. In:
Proceedings of the 20th VLDB Conference Santiago (1994)

3. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet Allocation. Journal of Machine
Learning Research 3, 993–1022 (2003)

4. Hu, M., Liu, B.: Mining and Summarizing Customer Reviews. In: KDD 2004 (2004)
5. Grzegorzewski, P.: Distances between intuitionistic fuzzy sets and/or interval-

valued fuzzy sets based on the Hausdorff metric. Fuzzy Sets and Systems 148,
319–328 (2004)
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Abstract. The paper presents a usage of softcomputing methods to re-
liability and functional analysis of sophisticated complex systems. The
approach is sensible since dependability parameters of the system are
mostly approximated by experts instead of classical sources of data. The
analyzed - Computer Information System (CIS) and Discrete Transport
System (DTS) - are modelled using the unified structure - in functional
sense. Results of numerical experiment performed on a test case scenario
related to the reliability, economic and functional aspects using softcom-
puting are given. The presented approach allows reducing the problem
of assumptions of reliability distributions and - this way - seems to be
very interesting for real systems management and tuning.

1 Introduction

We propose a combination of general view on a service network and its analysis
using softcomputing methods. We call the approach as the functional-reliability
models of network system exploitation. The computer systems analysis is the
root for our elaboration but we believe it is useful for modelling of the wider
spectrum of systems which realise tasks based on fully or partially available re-
sources. We shortly describe elements of transport system and computer system.
Then some common elements are presented. Next sections provide the details
of the softcomputing methods usage and for the analysis. The results show the
essential practical data in the function of the reliability parameters of the sys-
tem. We propose the parallel analysis of the computer system and the discrete
transport system based on the unified softcomputing approach. It is very impor-
tant to note that complex system can be understood as several different service
providers. Since service [3] is describe as a set of services components based on
business logic, that can be loaded and repeatedly used for concrete business han-
dling process (i.e. online service, transportation, etc.), therefore service can be
seen as a set of service components and tasks, that are used to provide definite
service in accordance with business logic for this process. On the high level im-
portance of user request is the highest priority. For this reason we can assume
and make a sweeping statement that user request is realized in the same mat-
ter in transportation network and in computer systems, but based on different
resources (in first case - vehicles, in second - computers) [5].

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 524–535, 2014.
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2 Abstract Approach to Service Network

The system is providing a service in a sense of user request accomplishment. As
mentioned, we speak about unified common approach, analyzing network services
as a general network. Since the service is aim to realized user task, therefore the
key point of the view is the Task (T) given to the systems, its specification
and its time. Each task conditioned by the scenario - business logic, therefore
choreography [1] within a service must be defined and known. To provide a
task, we have to use system resources - Technical Infrastructure (TI) capable to
realize specified choreography. Moreover, not only the single choreography can
be realized and not only the single configuration of the service is possible. Since,
choreography is based on predefined service components located in network nodes
task should be seen as an input to the predefined Business Service (BS). As
mentioned, specifying the task and its parameters is a User role (M) and the
time functions on each level of abstraction - Chronicle of the System (K). Abstract
Network Services (ANS) can be represented as a 4-tuple [5]:

ANS = 〈T,BS, T I,M,K〉 , (1)

This unified description can be realized in case of network system exploitation
analysis. Based on (1) we will consider two networks with respect to low level
view, that is: Computer Information System and Discrete Transport System.

3 Discrete Transport System (DTS) Overview

Discrete Transport System (DTS) and its tasks are seen differently than in a
Computer System, but still there are based on the same schema. Task under-
stood as a request to a system of transport resources (e.g. vehicles), transport
infrastructure (e.g. roads) and a management system. For this reasons, we can
speak about: Task (TM) - as a several kinds of a commodity transported in the
system, the commodities are addressed; Business Service (BS) - set of services
based on business logic; each service component in DTS consists of a task of
delivering a commodity from a source node to the destination one; Technical
Infrastructure (TI) - infrastructure consisted of: nodes - to create the source,
the destination and the trans-shipping points, vehicles - resources providing the
service, described with some parameters, roads - paths of possible trip of vehi-
cles, Maintenance Crews ; Client (CM) - client allocated on one of nodes of the
transport system and Time-Table (TT) - related to tasks and vehicles. Then the
model of Discrete Transport System can be described as follows [12]:

DTS = 〈TM,BS, T I, CM, TT 〉 , (2)

Basic elements of system are as follow: store-houses of tradesperson, roads, ve-
hicles, trans-shipping points, store-houses of addressee and transported media
(commodities). The commodities are taken from store-houses of tradesperson
and transported by vehicles to trans-shipping points. Other vehicles transport
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commodities from trans-shipping points to next trans-shipping points or to final
store-houses of addressees. Moreover, in time of transportation vehicles dedicated
to commodities could failed and then they are repaired (Fig. 1.) [13]. Different
commodities are characterized by common attribute which can be used for their
mutual comparison: capacity. Road is an ordered double of system elements de-
scribed by: length, number of maintenance crews, and number of vehicles moving.
The road is assumed to have no damages. A single vehicle transports commodi-
ties from start to end point of a single road, return journey realizes in an empty
status and the whole cycle is repeated. The commodity could be routed to more
than one direction. Only one vehicle can be unloaded at the moment. If the vehi-
cle can be unloaded, the commodity is stored in the trans-shipping point. If not,
the vehicle is waiting in the only one input queue serviced by FIFO algorithm.
Only one vehicle can be loaded at the moment. If the vehicle can be loaded (i.e.
the proper commodity is presented and it could be routed a given road) the state
of trans-shipping is reduced. If not, the vehicle is waiting in the each output road
FIFO queue [10]. The store-house of addressee is described by following param-
eters: global capacity, initial state, function or rule which describes how each
kind of commodity is spent by recipients. Output algorithm can be described
as: stochastic process, continuous deterministic or discrete deterministic one.
Moreover, the following assumptions are taken: the capacity of the commodity
can’t be less than zero, ”no commodity state” - is generated when there is a lack
of required kind of commodity. The economic analysis is realized from vehicle
owner’s view-point. The revenue is proportional to number of store-houses of
addressee, number of deliveries realized to single store-house of addressee and
gain for single delivery to single store-house of addressee. Following costs are
taken into account: penalty costs - paid by a transportation firm when there is
a lack of commodity in the store-house of addressee, repair costs - proportional
to a unit of repair time, vehicle usage costs - in a function of time (salary of
drivers) and in a function of distance (i.e. costs of petrol). The economic quality
of discrete transport system is described by overall gain function G(T) estimated
in given time-period T as difference between the revenue and costs. We have to
remember that the overall gain G(T) is a random variable [4].

4 Fuzzy Analysis of DTS

4.1 Case Study

An exemplar transport network consists of two different commodities trans-
ported over network (marked as A and B) from two producers through two
trans-shipping points to two consumers. Each commodity is spent by a given
recipient. The process is continuous deterministic. Roads lengths and the num-
ber of vehicles are presented in Fig. 1. All vehicles have the same parameters.
To each road one maintenance crew is assigned. Number of vehicles assigned to
each road was calculated on a basis on required amount of commodities spent
by each recipient taking into account some redundancy due to the fact of vehicle
failures [2].
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Fig. 1. Discrete transport system - case study example

4.2 Fuzzy Reliability Parameters

We analyze the overall system gain G(T) in a function of fuzzy representation
of truck reliability parameter: mean time of failures. We are not analyzing the
classical reliability values: intensities of failures by its inverse of intensities since
we think that it is much easier for expert to express the failure parameter in time
units [11]. We assumed trapezoidal membership function for fuzzy representation
of mean time of failure (let denote is as: μMμ(m)). The four trapezoidal param-
eters has been set - based on expert knowledge - to (500,1000,2000,3000) hours.
Assumption of the fuzzy membership function shape does not bound following
analysis. One could use any other membership function and apply presented
here methodology. Such system could be understood as a simple single input
and single output fuzzy system. Applying fuzzy operator like max one could
have achieved results. The overall gain is a random value. Therefore for a given
system parameters (i.e. a given mean time repair time) we got a set of overall
gain values.

4.3 Fuzzy Gain Description

We propose to represent the gain G(T) as a fuzzy number. It could be done
using for example the trapezoidal membership function. Four parameters have
been set based on mean value m and standard deviation std of achieved gain
as (m− 3std,m− std,m+ std,m+ 3std). The results of fuzzy gain μG(g,m) (g
spans possible values of gain, m spans possible values of mean time to failure)
for case study system is presented in Fig 2.

4.4 Fuzzy Gain in Function of Fuzzy Reliability

Having the fuzzy gain representation μG(g,m) for each crisp value of the fuzzy
reliability parameter μMμ(m), presented in Fig 2, we need to combine these
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Fig. 2. Fuzzy representation of overall gain in function of mean time to failure

two measures to achieve an overall fuzzy gain. We propose to apply max and
multiply operator to solve this problem (results are presented in Fig. 3a). It gives
the following equation for the fuzzy gain membership function:

μG(g) =MAX
m

{
μG(g,m) · μMμ(m)

}
(3)

where: m - mean time to failure, g - gain value.

4.5 Probability Density Method for DTS

The other way of final results presentation is based on probability density func-
tion estimation. Assuming that the fuzzy representation of mean time to failure
is a way of stating the probability of vehicle mean time to failure, we could cal-
culate the overall gain probability density function using slightly modified kernel
method (with Gaussian kernels). The modification is done by multiplication each
kernel by the weighted fuzzy trapezoidal function. Based on N results of overall
gain gi from computer simulation, calculated for given values of mean time to
failure mi, the density function f(g) is given by:

f(g) =
1

h
N∑
j=1

μMμ (mj)

N∑
i=1

1√
2π

exp

(
−1

2

(
gi − g

h

)2
)

· μMμ (mi) (4)

where h is a bandwidth parameter. It is set to optimal value based on maximal
smoothing principle: AMISE - the asymptotic mean square error. Results for the
case study DTS is presented in Fig. 3b.
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Fig. 3. Results: the overall gain presentation by a) fuzzy method and b) probability
density method

5 Computer Information System (CIS) Overview

Task understood as a request to a service is specified by the user and executed
in a Computer Information System defined as a farm of computers providing the
service. With respect to its complexity such systems are called Complex Infor-
mation System (CIS) - systems with extensive infrastructure aimed to satisfy
user needs in case of a service based on computer network resources [9]. Tak-
ing these aspects into consideration we focus on service and user requirements -
functional and dependability. This is the reason why, we can model CIS using
the following elements: Task (Z) - input data specified by the clients in case
of business service usage; Business service (BS) - set of service components lo-
cated on defined server that determined service possibilities, requirements and
behaviour; Technical Infrastructure (HS) - network resources (devices and links)
built to provide network service. Chronicle of the system (K) - the time function
on each level of abstraction; Clients (M) - set of users and its allocation, number
of users of a given profile and their activities. As mentioned since we propose to
analyze CIS systems on a basis of their service, we can modify (1) and define
Complex Information System Oriented to Provide Service as:

CIS = 〈Z,BS,HS,M,K〉 , (5)

Service components (interacting applications) are responsible for providing re-
sponses to queries originating either from the system clients or from other service
components. While computing the responses, service components acquire data
from other components by sending queries to them. The system comprises of
a number of such components. The set of all services comprises a Web system.
Communication between Web services works on top of Internet messaging pro-
tocols. The communication encompasses data exchange using the client-server
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paradigm. The over-all description of the interaction between the service compo-
nents is determined by its choreography. The service components interact with
each other in accordance with the choreography. As the result, there are logi-
cal connections between service components. The service component is realized
by some technical service, placed on some hosts. The assignment of each ser-
vice components to technical components gives the system configuration. The
most important part of the system model is an algorithm that allows calculating
how long a user request will be processed be a system. Since, the processing
of a user request is done by service components according to a given choreog-
raphy, the overall processing time could be calculated as equal to time needed
for communication between hosts used by each service component and the time
of processing tasks required by each of service components. The communication
time was modelled by a random value (with truncated normal distribution). In
case of task processing time the problem is more sophisticated. It is due to a
fact that the processing time depends on the type of a task (its computational
complexity), type of a host (its computational performance) on which a task
is executed and a number of other tasks being executed in parallel. And this
number is changing in a time during the system lifetime. Therefore, it is hard
to use any of analytic methods to calculate the processing time. That is way
we used the simulation approach that allows to monitor the number of executed
tasks on each host during the simulation process. We propose to extend failures
to represents Web system faults which occur in a random way. We assume that
system failures could be modelled a set of failures. Each failure is assigned to
one of hosts and represents a separate working-failure stochastic process. The
occurrence of failure is described by a random process. The time to failure is
modelled by the exponential distribution. Whereas the repair time by truncated
normal distribution. In simulation experiments described in the next section we
consider two types of failures for each host: with full dysfunction of host and
98% downgrade of host performance. The first represents the results of a host
or operation system failure. The second type of faults (with 0.95 downgrade
parameter) models a virus or malware occurrence.

6 Fuzzy Analysis of CIS

6.1 Case Study

We have analyzed a Web system presented in Fig. 4. Few servers are used for
a proper service realization: BookingDatabase - booking information storage,
WebServer - Web Page server, BackupWebServer - Backup Web Page device,
PaymentServerController - responsible for payment and bank operations, Reser-
vation Server - server responsible for final reservation data. Booking service and
it’s choreography is described in Fig. 5.

6.2 Fuzzy Reliability Parameters of CIS

We want to analyze the accumulated down time in a function of fuzzy represen-
tation of host reliability parameter: mean time of failures(fh) and mean repair
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Fig. 4. Web system infrastructure - case study example

Fig. 5. Web system choreography - case study example

time (rh). We are not analyzing the classical reliability values: intensities of fail-
ures but its inverse since we think that it is much easier for expert to express
the failure parameter in time units [11]. Moreover, we analyze the occurrence of
virus and malware intrusions. It is described by mean time of virus occurrence
(fv) and mean repair time (rv). We propose to use a trapezoidal membership
function for fuzzy representation of mean time of failures and repair time for host
and virus failures. Let note it is as: μtype(), where type is equal to f h, r h, f v,
r v for mean time to host failure, host repair time, mean time to virus and virus
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repair time respectively. Assumption of the fuzzy membership function shape
does not bind the analysis. One could use any other membership function and
apply presented here methodology. For mean time of host failures, the four trape-
zoidal parameters of fuzzy membership function were set to (290,330,670,710)
days. Today’s computer devices do not fail very often. This is the reason we
consider a host failures mean time between one to two years. Faults that are
related to viruses are more probable than a host failure, especially for systems
that are exposed to attacks. Service-Based Information System is definitely in
this group. Therefore, in our study mean time to virus occurrence fuzzy trape-
zoidal parameters were set to (100,140,340,360). In case of repair time we use
(4,8,32,48) hours for host repair time and (2,4,16,24) for virus repair time.

6.3 Fuzzy Mean Accumulated Down Time

In general we propose the analysis of mean accumulate down time in a function
of reliability parameter:

MADT (fh, rh, fv, rv). (6)

The above function creates a multiple input single output (MISO) fuzzy sys-
tem with four inputs. Applying fuzzy operator like max and multiply one could
calculate the output membership function, as follows:

μMADT (t) = MAX
t=MADT (mh,rh,mv,rv)

{μf h(fh) · μr h(rh) · μf v(fv) · μr v(rv))}
(7)

Results for the case study web systems are presented in Fig. 6a.

6.4 Fuzzy Simplified Approach

The calculation of above formula is complicated and time consuming. There-
fore, we propose to calculate the output membership function based on L-R
representation [6] of fuzzy variables and approximation of resulting system fuzzy
membership. We calculate the resulting output function value (6) only for char-
acteristic points of trapezoidal fuzzy membership of input values. For our four
dimensional space, it gives 24 = 16 points for fuzzy membership function equal
to 1 and similarly for membership function equal to 0. Among each of these
two groups, minimum and maximum values of the output function values (6)
are selected giving the resulting trapezoidal membership output function. Such
representation guarantees a really simple and fast calculation of fuzzy output
values. But this is only the rough approximation of fuzzy function of outputs
values. The results for case testbed are shown in Fig. 6b.

6.5 Probability Density Method for CIS

We propose also the other way of final results presentation, based on probability
density function estimation. Assuming that the fuzzy representation of mean



Complex System Analysis Using Softcomputing 533

time to failure and repair time (section 4.2) is a way of stating the probability of
time to failure, we could calculate the overall gain probability density function
using slightly modified kernel method (with Gaussian kernels). The modification
is done by multiplication each kernel by the weighted fuzzy trapezoidal func-
tion. Based on I results of accumulated down time ADTi(fh, rh, fv, rv) achieved
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for different reliability parameter values (fh,rh,fv,rv) by computer simulation,
the density function f(t) could be approximated by:

f(t) = 1

h
√
2π

J,K,L,M∑

j,k,l,m=1

μf h(fhj)·μr h(rhk)·μf v(fvl)·μrv (rhm)

·

I,J,K,L,M∑
i,j,k,l,m=1

exp

(
− 1

2

(
ADTi(fhj ,rhk,fvl,rvm)−t

h

)2
)
·

μf h (fhj) · μr h (rhk) · μf v (fvl) · μrv (rhm)

where h is a bandwidth parameter. It is set to optimal value based on maximal
smoothing principle: AMISE - the asymptotic mean square error [7].

Results for the case study web systems are presented in Fig. 6c.

7 Conclusion

Summarizing, we proposed method of fuzzy analysis of complex systems. It is
based on fuzzy reliability representation and computer simulation which allow
softening the typical assumptions related to the system structure and to re-
liability parameters of information system elements. Using proposed solution
sophisticated systems can be verified against quality requirements, what makes
this approach a powerful tool for increasing system dependability and by that in-
creasing satisfaction of the service user. Considering complexity of the analyzed
systems, we keep in mind that more and more parameters should be specified
in a similarly manner. Researches in this area are still in progress, with respect
to more complicated testbeds and larger data set. Moreover, it would be inter-
ested to model the changing number of the system users by fuzzy values. The
paper presents the abstract level of unified approach to complex system analysis
based on fuzzy logic methodology. We show the promising results of applying the
approach for the discrete transport system as well as for the computer informa-
tion system. We think that presented approach could be a foundation for a new
methodology of the reliability and quality analysis of various complex systems,
which is much closer to the practice experience especially if the number of data
to represent the reliability and - or functional parameters is insufficient or the
values are not precise enough.
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Abstract. In this paper a proposal of a new black-box unit testing
method based on decision tables is given. Its main part is an automatic
generation of test cases using rule-based specification of a module. The
tables containing rules are described in a formalized way using the XTT2
design method for rule-based systems. The paper also provides a presen-
tation of a prototypical framework uses proposed method. This tool was
designed as an Eclipse plugin which generates JUnit test cases. The pro-
posed method can automate and improve the software testing process.

1 Introduction

Software engineering seeks novel methods and approaches for dealing with its
challenges, e.g. quality control The growing scale of software systems stimulates
the use of automated tools for performing number of repetitive tasks. Preserving
and monitoring the quality of the execution of these tasks is of great practical
importance. Hence formalized, and declarative methods are preferred. Moreover,
there is a growing interest to use a range of intelligent tool to support them.

Testing is an important area in the software lifecycle. First of all it is one of
the most common activities related to the quality assurance of software. While,
definitely it is not the only one, or even should not be the main one, it is impor-
tant to note, that it extensively uses automation. In the classic V model of the
software lifecycle several types of tests that correspond to the subsequent phases
of the lifecycle are considered. Most of them, especially on the lower level can
be fully automated in terms of execution.

Unit testing is one of the most basic and broadly used type of tests [1]. In
mature programming approaches writing tests is closely related to writing the
code itself. In some approaches [2] tests are written before the actual code is
created. There are several standardized tools supporting the creation of unit test.
A common example is JUnit1 for the Java language [3]. It also has a number of
counterparts for other programming languages.

Unit testing frameworks such as JUnit have well developed facilities for im-
plementation and execution of tests. In this area especially execution can mostly
� The paper is supported by the AGH UST Grant 11.11.120.859.
1 See http://junit.org
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be automated. However, the main challenge lies in the actual preparation of test
cases. In most of the cases this is the activity that requires knowledge of a hu-
man programmer or tester. While data for test cases can be semi-automatically
inferred from the code or system specification (where it is available), the proper
preparation and validation of test cases requires multiple manual activities.

In this setting, the main motivation for this research is to provide an auto-
mated method and tool supporting the generation of test cases from a formal-
ized system specification. The assumption is that this specification is described
with the use of decision rules. The method itself combines a black-box testing
technique based on decision tables (DT) with the formalized design of business
rules [4,5]. In this approach the specification of a unit (in terms of unit testing,
e.g. a class) is described by a sets of business rules combined into decision tables.
Then, the tables are used to automatically generate test cases for JUnit. The
formalized description of tables allows for generation of complete test specifica-
tions. The original contribution of the paper is the description of the method,
extending the preliminary research discussed in [6] and [7]. Moreover a practical
tool implementing the method was developed, described and evaluated.

The rest of the paper is organized as follows: in Section 2 a more detailed
description of motivation is given. Then, in Section 3 the specification for the
approach is presented. Section 4 discusses the architecture and implementation
of the software tool that supports the approach. The overall evaluation of the
results is carried out in Section 5. The summary for the paper and some direction
for future works are given in Section 6.

2 Motivation for Formalization of Unit Testing

In order to automate the creation of test cases, the specification of requirements
for a software system has to be at least partially formalized. In this research we
do not require the use of formal methods (e.g. Petri Nets). Instead, we assume
the use of explicit description of certain requirements on the level of a unit.
On a general level this description can be given by sets of input values to the
system and the corresponding output values. This is the so-called black-box
testing technique. It is not concerned with the internal structure of the system.
Instead, it is solely based on the system specification and takes into account
only the system response for a given input. In decision tables (DT) based testing
the specification is described by a DT that groups admissible input values for a
software unit being tested and specifies the expected output values.

For simplicity, we would assume here that a unit corresponds to a single class
in an OO language (e.g. Java)2. The contents of DT correspond to the possible
combinations of the values of attributes in a class. There are two main concepts
involved in the DT testing:

2 However, in a general situation this is not always the case. While our tool currently
supports test case generation for classes, our approach could easily be extended.
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1. Equivalence classes group the sets of all possible values for a given attribute.
An equivalence class defines a subset of values that should be processed by
system in the same manner. Thanks to that, the number of value combina-
tions can be significantly decreased. It is assumed that DT contains input
values from all possible combinations of equivalence class.

2. Boundary values are considered an extension of the equivalence classes. Hav-
ing the set of equivalence classes, the boundary values can be specified ac-
cording to ends of the equivalence class ranges. This technique is efficient,
because many errors are caused by such values. A properly built DT should
contain conditions related to each equivalence class and boundary values.

As an illustration, let us consider a simple system in [8]. Based on distance,
location, available time and weather, it determines how to reach a particular
location. Possible actions are: walk, take an umbrella and walk, take a taxi and
drive your car. The system logic is presented in the form of seven rules in a
decision table (Tab. 1). Example of a boundary value is 5 for distance.

Table 1. Rules of exemplary system

No. Condition Action
1 distance > 5 means := drive
2 distance > 1 ∧ time < 15 means := drive
3 distance > 1 ∧ time ≥ 15 means := walk
4 means = drive ∧ location = city centre decision := take a taxi
5 means = drive ∧ location �= city centre decision := drive your car
6 means = walk ∧ weather = bad decision := take an umbrella and walk
7 means = walk ∧ weather = good decision := walk

Our work is related to the conceptualand visual design of the rule-based intelli-
gent systems [9]. The XTT2 (eXtended Tabular Trees) method [5] was developed
as a formalized design method for rules. It uses DTs for knowledge representation
where each row of a table corresponds to a single rule. Additionally, it provides
features facilitating the modeling process. These include: a) the underlying for-
malism – the ALSV(FD) logic which provides a rigorous and precise definition
of the rule language [9], b) visual representation where DTs are designed in a
visual manner by a dedicated tool HQEd, c) Logical Quality Analysis (LQA)
mechanism allows for discovering the logical anomalies in DTs like in complete-
ness, redundancy, contradictions, etc, d) strong typing with the specification of
attribute domains which in turn are used by LQA. Apart from the DT modeling,
we consider the application of the XTT2 method to automate generation of tests
based on DTs. In this context, it can be used as conceptualization method which
allows for design of the given application specification using DTs.
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3 Specification of DT-Based Framework for Unit Test
Generation

A framework for automatic unit test generation using DTs should support several
steps that are performed during testing process. It is assumed, these steps involve
operations that can be summarized as follows:

1. Creation of a specification template that identifies input and output pa-
rameters for the methods belonging to the tested unit. In this step, empty
decision tables (decision table schemas), corresponding to the methods, are
created. Fields of the tested unit are mapped to the parameters that are
used within conditions and actions of the decision tables.

2. Fulfillment of the specification template by defining rules providing infor-
mation about initial values of the identified parameters and corresponding
return values of the methods.

3. Verification of the complete specification with regard to logical errors such
in completeness or redundancy of rules.

4. Generation of tests according to the complete specification. The set of test
cases is generated and then saved as testing code (e.g. JUnit for Java code).

5. Execution of tests using generated test cases. For example, JUnit tests can
be run by the Eclipse with the JUnit plugin.

Here we focus on the generation step which produces a unit testing code in
a given programming language. It contains the set of test cases generated from
the DT-based specification of the unit. During this step, the provided specifica-
tion is parsed and, for every single rule, the following operations are performed:

1. A list of parameters used by tested methods is extracted from the decision
table schemas that were created during the first step of the testing process.

2. A set of test values is generated for each parameter by using boundary value
analysis. For this purpose, a simple algorithm is provided (see Table 2).

3. Test cases are generated as tuples (Cartesian product) where each tuple
contains one test value for each parameter.

4. For each test case (single element of the Cartesian product) an expected
result is calculated.

5. The set of generated test cases is saved as tests code.

According to provided specification of the DT-based framework for automatic
unit tests generation, an architecture and implementation of proof of concept
framework were developed.

4 Architecture and Implementation of the Framework

The proposed framework supports all the identified steps of the testing process.
The first proposal of such a framework was presented in [6]. In that proposal we
made several assumptions concerning the framework:
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Table 2. Test values selection algorithm

Case Tested value(s)
Att = V alue V alue
Att > V alue V alue+ 1
Att ≥ V alue V alue
Att < V alue V alue− 1
Att ≤ V alue V alue
Att ∈ [L,U ] L,U

Att ∈ {Att1, ..., AttN} Att1

1. Specification of a tested unit is stored as an XTT2 model. This allows for
using tools being part of the HaDEs framework, such as HQEd editor for
rule modeling and HeaRT engine [11] for rules processing [11] and test
generation.

2. All the test cases are saved in the JUnit format. This format is currently
very common and thus it is well supported by many tools.

3. The framework is based on Eclipse IDE with the HaDEsclipse plugin [12].
This plugin supports communication between Eclipse and the HaDEs tools
as well as provides graphical user interface.

In this work, the architecture of the framework is refined (see Figure 1) and
includes the following elements:

– Tested unit — a source code of tested unit. Based on this code, information
about unit is extracted (available fields, existing methods, etc).

– System specification — the knowledge about behavior of a tested unit.
According to this specification an XTT2 model is created.

– HaDEs — a set of tools for modeling and managing rule-based systems.
• HQEd — a visual editor for XTT2 models.
• HeaRT — a rule engine for XTT2 models that uses the HalVA

plugin [13] for providing LQA mechanism and test plugin for generation
of the test cases.

– Eclipse — an integrated development environment (IDE) for many pro-
gramming languages that can be easily expanded via plugins system:
• HaDEsclipse — a plugin for integration of Eclipse and HaDEs

framework, extending Eclipse with new creators and editors.
• JUnit — a plugin for executing JUnit tests using user-friendly interface.

The set of steps identified in Section 3 is supported by the proposed frame-
work. Figure 2 depicts the communication diagram for the testing process by
means of the architecture of the proposed framework. The communication can
be summarized as follows:

1. Creating initial specification in a Eclipse workspace as empty hml file by
using creator provided by HaDEsclipse.

2. Sending specification file to HQEd (in server mode).
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HQEd HeaRT

JUnit test

System
specification

Tested
unit

HalVA
LQA plugin

Test plugin

Conceptualization Processing Output

HaDEs:

Eclipse:

Fig. 1. Architecture of testing framework based on HaDEs and Eclipse

3. Completing the model in HQEd by:
(a) Creating types that represent classes of the parameters from tested unit.
(b) Defining attributes that represent parameters from tested unit.
(c) Specifying tables that corresponds to methods from tested unit.
(d) Filling tables with rules that coincide input and result of the tested

methods.
4. Receiving complete specification from HQEd and storing it in a Eclipse

workspace as hml file (for future editing) and hmr file (for sending to HeaRT).
5. Sending specification in the hmr format to HeaRT (in server mode).
6. Verifying specification in HeaRT against in completeness, contradictions,

subsumptions and redundancy of rules by using HalVA plugin.
7. Generating test cases using test plugin from HeaRT.
8. Receiving generated test cases from HeaRT and storing it in Eclipse.
9. Run prepared tests file in JUnit plugin.

Implementation of the DT-based framework for automatic generation of unit
tests is based on the provided architecture. The implementation process can
be divided into two main implementation tasks: the first is related to develop-
ment of the test plugin for HeaRT while the second is related to development
of the HaDEsclipse plugin for Eclipse.

The test cases generator was implemented in Prolog and works as a plugin
for the HeaRT tool. It consists of three modules:

1. XTT2 parser: extracts single rule from XTT2 model.
2. Test cases generator: for every extracted rule generates a set of values

that are used during testing process.
3. JUnit generator: saves test cases into JUnit code based on prepared tem-

plates (Listings 1.1 and 1.2).

HaDEsclipse is the second plugin that was developed. It implements HaDEs
communication protocol in order to provide integration with HeaRT and HQEd
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6.1. Verify
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Fig. 2. Communication diagram for testing process

1 /* insert package here */
2 import static org.junit.Assert .*;
3 import org.junit.Test;
4

5 class [model]Test {
6 [model] obj[model];
7 /* ** here JUnit code for rules goes ***/
8 }

Listing 1.1. Header template for JUnit generator

tools. It also extends the Eclipse platform by dedicated creator that facilitates
generation of the test cases as well as perspective for rule-based testing (see
Figure 3) that provides three dedicated views:

– HQEd view for communication with HQEd (export/import).
– HeaRT view for communication with HeaRT (export/verification/tests

generation).
– JUnit view for executing tests.

Nevertheless, the proposed implementation of the framework is just a proto-
type that has several limitations. Some of them are listed in Section 5.
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1 @Test
2 void test [tableName ][ ruleNo ]() {
3 // test case
4 obj = new [Model]();
5 /* ** line repeated for every condition : ***/
6 obj.set[attName ]([ value]);
7 obj .[ tableName ]();
8 /* ** line repeated for every action: ***/
9 assertTrue ( obj.get[attName ]() == [value] );

10 /* ** if there is more than one test case for rule , ←↩
above lines are repeated for each ***/

11 }

Listing 1.2. Rule template for JUnit generator

Fig. 3. Rule-based testing perspective in Eclipse

5 Evaluation and Related Work

Let us consider simple system described at the beginning of this paper. Based on
system specification (Tab. 1) and test values selection algorithm (Tab. 2), there is
expectation that generated test cases will look like this presented in Tab. 3. There
is an assumption that attributes have following domains: distance ∈ [1, 100],
time ∈ [1, 60], means ∈ {drive, walk}, location ∈ {city centre, outskirts,
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Table 3. Expected test cases for system presented in Tab. 1

Rule Test cases Expected results
1 distance = 6 ∧ time = 1 means = drive

distance = 6 ∧ time = 60 means = drive

2 distance = 1 ∧ time = 1 means = drive
distance = 1 ∧ time = 15 means = drive
distance = 5 ∧ time = 1 means = drive
distance = 5 ∧ time = 15 means = drive

3 distance = 1 ∧ time = 16 means = walk
distance = 5 ∧ time = 16 means = walk

4 means = drive ∧ location = city centre decision = take a taxi

5 means = drive ∧ location = outskirts decision = drive your car

6 means = walk ∧ weather = bad decision = take an umbrella and walk

7 means = walk ∧ weather = good decision = walk

country}, weather ∈ {good, bad}, decision ∈ {take a taxi, drive your car,
take an umbrella and walk, walk}.

Now we will go through the test cases generation procedure (see Fig. 2)
to demonstrate how the framework operates. In the beginning, three tools are
launched: Eclipse with HaDEsclipse plugin, HQEd (in server mode) and
HeaRT (in server mode). There is also an Eclipse project with class
Example.java which implements assumed system logic. The step by step
description is:

1. Create empty (Example.hml) file in workspace using creator provided by
HaDEsclipse.

2. Send specification file to HQEd via HQEd View in HaDEsclipse.
3. Edit model in HQEd editor:

(a) Create six types that represent the domains for attributes from tested
unit as presented above.

(b) Create six attributes that represent the fields from tested unit.
(c) Create three tables that represents the methods from tested unit.
(d) Fill table headers with attributes that represent conditions and actions

for the methods. Then fill rules in prepared model template (Fig. 4).
4. Receive specification from HQEd using and save it in workspace as

Example.hml file (for future editing) and Example.hmr file (for sending to
HeaRT).

5. Send specification file (Example.hmr) to HeaRT using HeaRT.
6. Verify specification in HeaRT using HeaRT View.
7. Generate test cases in HeaRT using HeaRT View and save them as

ExampleTest.java file (Fig. 5). Generated test cases are the same as test
cases presented in Tab. 3.

8. Fill in package and enum imports in ExampleTest.java and then run pre-
pared tests file in JUnit plugin (right click on file → run as... → JUnit test).
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Based on this simple example we can conclude that the tool generates proper
test cases, and valid Java code. After adding package and enum imports, class
compiles without errors. Working with the framework is comfortable, since it
provides very simple GUI with all needed options.

However, the current prototype has some limitations:

– Methods in tested unit are not static.
– Methods in tested unit operate only on unit’s fields. They do not receive any

parameters and don’t return anything.
– Each field used as condition in decision table have corresponding set method:

void set[field](fieldType value).
– Each field used as action in decision table have corresponding get method:

fieldType get[field](void).
– Only primitive types and enums are supported.
– There is no connections between tables in XTT2 model.

Fig. 4. Example: full specification as XTT2 model

Automated rule-based tests generation was also discussed by M. Sharma and
B.S. Chandra [14]. In their work, system specification is captured as an Excel
spreadsheet. This document is parsed using Java Library (e.g. J-Excel). Test
cases are generated and saved as an XML document. This file is parsed and JUnit
test cases are generated. The authors emphasize the redundancy elimination
achieved by the equivalence classes analysis. Their framework generates minimal
yet complete set of test cases.
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Fig. 5. Example: generated JUnit code

6 Summary and Future Work

The paper presents a concept of a black-box unit testing technique and prototype
framework supporting it. It is based on the XTT2 method – a formalized decision
table representation method. Decision tables were used to simplify the design
of the test cases specification and to provide superior means of ensuring that
all important test data is used and all test cases are generated, thanks to the
formalized logical model. This work will allow to continue the integration of the
XTT2 rule formalism into software engineering process. In fact, the same rule
set could be used to generate a design specification ([15,16]) and then for testing.

Future work will include achieving following goals: (a) automatized creation
of XTT2 model template, because it is very sensitive to user errors (e.g. typos
in names); (b) extended test values selection algorithm that contains validation
and covers more cases; (c) consideration of negative test cases scenarios.
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1 Introduction

Inventory control is an essential part of supply chain management. Distribution
policies involve a wide range of resources and raw materials. They indicate how
goods are delivered within the delivery network by maintaining the quantity of
resources with respect to the production capacity as well as the market demand.
In general, developing a regulated supply policy requires adjusting the quantity
of each type of raw material [5,7,9]. A constant supply policy [1,3,4,7] may be
implemented using a threshold and a set of variables indicating the intervals
between the shipments [2,8]. Consequently, the inventory control is implemented
by controlling the quantity level of each raw material with respect to a risk
threshold according to the market requirements. In such a model, the quantity
levels must be maintained above the risk threshold [6,12,16]. In rare situations,
some risks may be taken by keeping some levels below the threshold. Potential
costs of downtime may therefore be applied.

The risk analysis is important and yet difficult. In complex environments,
using rough sets theory is highly beneficial [11,14]. In such a model, a set of
rules is used within an inference engine. In rough sets theory, the decision is
made by examining the degree of certainty for each rule within the coverage
range . In most cases, the decisions are exclusive. This is achieved by evaluating
the amplitudes of the supporting parameters.

2 Constant Supply Policy Using Rough Sets Theory

Very often, real life applications require more advanced extension of the decision
support systems. Rough sets theory is one of approachable methods compared
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to the evidence theory, fuzzy sets, Bayesian inference, etc. In rough sets theory,
the universe consists of a set of basic knowledge formed by any subset of all
indiscernible situations, also known as objects. A basic knowledge can either be
represented using a crisp set or a rough set. Any union of elementary sets is a
crisp set, also referred to as precise. Otherwise the set is rough. Each rough set
is also associated with boundary cases. The boundary cases indicate the objects
which can not be identified with certainty.

In rough set theory, objects are characterized by a set of parameters. Each
parameter represents a criterion, which is used by the inference engine, resulting
in indiscernible or difficult situations. The two extremes, representing the bound-
ary cases, are called lower and upper approximation areas [11]. In our model, the
lower approximation areas represent certain decisions and therefore are explic-
itly defined. For instance, suppose the case where all inventory thresholds are
maintained: S = {s1, s2, ..., sp} The upper approximation areas represent the
cases where at least one inventory threshold is exceeded.

LA =
⋃
i∈U

{L(i) : L(i) ⊆ S} =
⋃
i∈U

{L(i) : (li < si)}, (1)

where
LA - the area of the lower approximation,
i - raw material index,
L(i)- the resource for the selected ith material,
l(i) - the quantity level of the ith material,
U - the universe

LU =
⋃
i∈U

{L(i) : L(i) ∩ S �= ∅} => {∃i : li ≥ si}. (2)

The uncertainty is obtained by:

LB = LU − LA =

{(l1 ≤ s1) ∧ (l2 ≤ s2)∧, ...,∧(li−1 ≤ si−1) ∧ (li+1 ≤ si+1)∧, ...,∧(lp ≤ sp)}. (3)

Depending on the inventory control method, each type of raw material may
be assigned a different level of risk. Figure 1 illustrates an emergency situation
caused by various raw material consumption. Using crisp and rough areas and
their associated criteria not only improves the decision making but also allows us
to obtain additional parameters such as certainty and coverage. The supply pol-
icy allows us to identify the supplementary shipments during over-consumptions,
i.e. the quantity level of ith material exceeds the threshold si. Although, the sup-
ply quantities Qi are the same, the gaps between the shipping times tj’s are not
necessarily equal. In the lower approximation area, all quantity levels are con-
sidered to be below threshold. The mathematical distance between the quantity
level and the threshold value represent the excess values. Negative values rep-
resent under-consumption. The decision strength may be obtained by summing
up all the excess values.

V N(i) = l(i)− s(i).
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Fig. 1. The effect of shifting the shipments in time, for simultaneous consumption of
multiple types of raw materials. The lower figure shows the case when the ith material
goes beyond the allowable threshold earlier than the 1st material, ri,j represent the
degree of risk for the ith material at the jth stage.

Figure 2 illustrates a sample table of attributes, where the values are normalized.
The normalized deterministic value of the risk associated with the ith cluster,
represented by V N(i), indicates the strength of the decision whether the raw
material imust be included in the shipment or not. The set {1, 2, 4} is a lower ap-
proximation of the set {1, 2, 4, 6}; The set {5} is the lower approximation of the
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Fig. 2. Sample data for an emergency case where the inventory thresholds are not
maintained, ER(i) - risk indicator: L,M,H - representing small, medium, and large
risks, Dec(i) - the decision to consider the raw material i in the shipment

set {3, 5}; The set {1, 2, 3, 4, 6} is the upper approximation of the set {1, 2, 4, 6};
and the set {3, 5, 6} is the upper approximation of the set {3, 5}. Therefore, the
boundary between the upper and lower approximation areas is the set {3, 6}.

Attributes are also divided into two categories: conditions C and decisions D.
Conditions address the normalized risks V N(i) whereas decisions use the or-
ganizational attribute dec(i). The Formal definition is given in the following:

S(i) = suppi(C,D)/|U | = |C(i) ∩D(i)|/|U | = V N(i), (4)

where
suppx(C,D) indicates the decision support D by attribute C.

Subsequently, the certainty is estimated by dividing the membership probabil-
ities with regards to the sums of risks in the border area, as formalized in the
following:
DC(i) = suppx(C,D)/|C(i)| = |C(i) ∩D(i)|/|C(i)| =
V N(i : i ∈ LA))/V N(i) = 1,
DC(i) = suppx(C,D)/|C(i)| = |C(i) ∩D(i)|/|C(i)| =
V N(i : i ∈ LB))/

∑
k∈LB V N(k),

or
DC(i) = S(i)/π(C(i)),
where
(C(i)) = |C(i)|/|U |.

The coverage include all decisions including membership probabilities:

DCV (i) = suppx(C,D)/|D(i)| = |C(i) ∩D(i)|/|D(i)| = V N(i:Dec(i)=Y es)
∑

k:Dec(k)=Y es V N(k) ,

DCV (i) = suppx(C,D)/|D(i)| = |C(i) ∩D(i)|/|D(i)| = V N(i:Dec(i)=No)
∑

k:Dec(k)=No V N(k) ,
or
DC(i) = S(i)/π(D(i)),
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where
(D(i)) = |D(i)|/|U |

Figure 3 presents some sample data. The parameters include the decision strength,
the degree of certainty, and the coverage. If C →i D is a decision rule, then

Fig. 3. The decision parameters⋃
j∈D(i)

{C(j) : C(j) ⊆ D(i)} (5)

is the lower approximation of the decision class D(i), for all classes of conditions
C(j), where the set ⋃

j∈D(i)

{C(j) : C(j) ∩D(i) �= ∅} (6)

represents the upper approximation.

In order to construct the table of rules, the following significate probabilistic
features must be taken into account:∑

k∈LBDC(k) = 1,∑
k:D(k)=Y esDCV (k) = 1,∑
k:D(k)=NoDCV (k) = 1,

π(D(i)) =
∑

k∈LB DC(k) ∗ π(C(k)) =
∑

k∈LB S(k),
π(C′(i)) =

∑
k:D(k)=Y esDCV (k) ∗ π(D(k)) =

∑
k∈LB S(k),

π(C”(i)) =
∑

k:D(k)=NoDCV (k) ∗ π(D(k)) =
∑

k:D(k)=No S(k),

DC′(i) = DCV (i)∗π(D(i))∑
k:D(k)=Y es DCV (k)∗π(D(k)) = D(i)/π(C′(i)),

DC”(i) = DCV (i)∗π(D(i))∑
k:D(k)=No DCV (k)∗π(D(k)) = D(i)/π(C”(i)),

DCV (i) = DC(i)∗π(C(i))∑
k∈C(i) DCV (k)∗π(D(k)) = D(i)/π(D(i)),

The decision table consists of the rules in the form of “if ... then ...”. The
decision algorithm may be implemented by a set of decision rules designating all
the possibilities.
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An example of such algorithm is given in the following:
− DC(i)
1)if V N(i) = 0, 46 and ER(i) = H then Dec(i) = Y es 1
2)if V N(i) = 0, 25 and ER(i) = H then Dec(i) = Y es 1
3)if V N(i) = 0, 12 and ER(i) =M then Dec(i) = Y es 1
4)if V N(i) = 0, 09 and ER(i) =M then Dec(i) = Y es 0,6
5)if V N(i) = 0, 06 and ER(i) = L then Dec(i) = No 0,4
6)if V N(i) = 0, 02 and ER(i) = L then Dec(i) = No 1

As a result, the inverse algorithm will be:
− DC(i)
1)if Dec(i) = Y es then ER(i) = H and V N(i) = 0, 46 0,5
2)if Dec(i) = Y es then ER(i) = H and V N(i) = 0, 25 0,27
3)if Dec(i) = Y es then ER(i) =M and V N(i) = 0, 12 0,13
4)if Dec(i) = Y es then ER(i) =M and V N(i) = 0, 09 0,1
5)if Dec(i) = No then ER(i) = L and V N(i) = 0, 06 0,75
6)if Dec(i) = No then ER(i) = L and V N(i) = 0, 02 0,25.

The “Yes” decisions are interpreted as:

the certainty factor is greater than or equal to 0, 12;
or the certainty factor is greater than or equal to 0, 09.

Similarly, The “No” decisions are interpreted as: the certainty factor is less
than or equal to 0, 02;
or the certainty factor is less than or equal to 0, 06.

In the border area, the uncertain “Y es” and “No” decisions are represented
by the ratio of probabilities: 0.5 : 0, 25, respectively. Therefore using the inverse
algorithm, we conclude that the most probable “Y es” and “No” decisions are
satisfied by the degree of coverage equal to 0.5 and 0.25, respectively.

3 Implementing Constant Intervals Using Rough Sets
Theory

A regulated supply policy is generally associated with the risk of stock depletion
as well as the increase in the cost of storage, in case of early shipments. The rec-
ommended shipment time gap for each type of raw material, may be represented
by a constant value. The value may be obtained accordingly, i.e. with respect
to the storage costs, transport conditions, etc. Figure 4 shows the impact of the
changes in the supply levels, where the shipment time gaps are unified. An ideal
situation may be represented by using the strategy described in the previous
example and some additional data designating an increase in storage cost, in the
form of risk parameters. A sample data is given in figure 5. The decision factors
are given in figure 6.
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Fig. 4. The impact of changes in the supply levels, as a result of aligning the time
gaps between shipments, for various types of raw materials

Suppose the following set of rules:
− DC(i)
1)if V N(i) = 0, 33 and CM(i) = L and ER(i) = H
then Dec(i) = Y es 1
2)if V N(i) = 0, 28 and CM(i) = L and ER(i) = H
then Dec(i) = Y es 1
3)if V N(i) = 0, 13 and CM(i) =M and ER(i) =M
then Dec(i) = Y es 0,45
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Fig. 5. A unified time gap data, CM(i) - the storage cost indicator: L;M;H - indicating
small, medium, and large increases

Fig. 6. Certainty and coverage factors

4)if V N(i) = 0, 11 and CM(i) =M and ER(i) =M
then Dec(i) = Y es 0,38
5)if V N(i) = 0, 05 and CM(i) = H and ER(i) = L
then Dec(i) = No 0,17
6)if V N(i) = 0, 03 andCM(i) = H and ER(i) = L
then Dec(i) = No 1,0.

Similarly, the inverse decision algorithm is will be:
− DC(i)
1)if Dec(i) = Y es
then CM(i) = L and ER(i) = H and V N(i) = 0, 33 0,39
2)if Dec(i) = Y es
then CM(i) = L and ER(i) = H and V N(i) = 0, 28 0,33
3)if Dec(i) = Y es
then CM(i) =M and ER(i) =M and V N(i) = 0, 15 0,15
4)if Dec(i) = Y es
then CM(i) =M and ER(i) =M and V N(i) = 0, 11 0,13
5)if Dec(i) = No
then CM(i) = H and ER(i) = L and V N(i) = 0, 05 0,63
6)if Dec(i) = No
then CM(i) = H and ER(i) = L and V N(i) = 0, 03 0,27.
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Thus, a summarized version of the algorithm may be represented by a set of
verification rules as in the following:

1)if CM(i) = not H then Dec(i) = Y es
2)if CM(i) = H then Dec(i) = No
or
1)if ER(i) = not L then Dec(i) = Y es
2)if ER(i) = L then Dec(i) = No

4 Conclusions

A rule based system is a simple approach to manage the a supply chain. Supply
policies specify the shipment attributes. Implementing an expert system by con-
structing a set of decision rules using a set of parameters improves the decision
making by confirming the correctness of the decision with regards to the supply
impact. Such an expert system may be used as a monitoring tool where it can
signal upcoming alerts on a selected range of raw materials [15].
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Abstract. This paper includes results of the research on the structure of the 
Primary Language of the human brain (as introduced by J. von Neumann in 
1957). Two components have been investigated, Linguistic Geometry (LG) and 
the Algorithm of Discovery. I suggest that both components are mental realities 
“hard-wired” in the human brain. LG is a formal model of human reasoning 
about armed conflict, an evolutionary product of millions of years of human 
warfare. It was rediscovered via research on modeling and generalization of the 
human expert approach to playing chess and applied successfully to modern 
warfare. Experiences of development of LG have been instructive for 
discovering the Algorithm of Discovery, the foundation of all the discoveries 
throughout the history of humanity. This Algorithm is based on multiple 
thought experiments, which manifest themselves and are controlled by the 
mental visual streams.  

Keywords: Linguistic Geometry, Primary Language, Artificial Intelligence, 
Algorithm of Discovery, Game Theory, Visual Stream. 

1 Linguistic Geometry  

Linguistic Geometry (LG) [16]-[26], [34]-[37] is a game-theoretic approach that has 
demonstrated a significant increase in size of problems solvable in real time (or near 
real time). After developing the theory and applications of LG for many years, 
recently, our research branched into investigating role of LG in human culture [38], 
[39], [27]-[33]. This investigation provided link to the Primary Language and the 
Algorithm of Discovery.  

The word Linguistic refers to the model of strategies formalized as a hierarchy of 
formal languages. These languages and their translations are the constructs that permit 
us describe strategies leading the game from state to state. These languages utilize a 
powerful class of generating grammars, the controlled grammars [26], which employ 
formal semantics of the game to control generation of a string of symbols using mutual 
influence of the substring generated so far and the grammar’s environment.  

The word Geometry refers to the geometry of the game state space, which is a set of 
all the states resulting from all legal plays (variants) leading from the start state. Every 
state could be represented as an abstract board with abstract pieces, i.e., mobile entities, 
located on this board and acting upon each other. Thus, different states include the  
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same board with different configurations of pieces resulting from the sequence of moves 
leading to this state.  

In LG, the geometry of the state space is effectively reduced to the geometry of the 
board. Thus, the state space is reduced to the “projection of the board×time” over the 
“board”, by introducing images of planning skirmishes of the pieces reflecting planning 
physical movements and actions of those pieces over the board. These images are called 
zones and trajectories. The “elevation” of the board-based analysis of those images back 
to the space leads to efficient decomposition of the state space, which, in its turn, 
permits to generate the State Space Chart guiding construction of strategies [26], [29], 
[31], [32]. This is similar to creating a rough geographical map and drawing routes 
employing this map. This approach allows us to eliminate search completely. 
Essentially, LG replaces search by construction or, talking in general terms, analysis by 
synthesis. 

LG is a viable approach for solving board games such as the game of chess as well as 
practical problems such as mission planning and battle management. Historically, LG 
was developed from the beginning of the 70s, by generalizing experiences of the most 
advanced chess players including World Chess Champions and grandmasters [1]-[3], 
[16], [26]. In the 70s and 80s this generalization resulted in the development of the 
computer chess program PIONEER utilized successfully for solving chess endgames 
and complex chess positions with a number of variants considered (tree size) in the 
order of 102, while the state spaces of those problems varied from 1010 to 1525. The 
variants constructed by PIONEER were very close to those considered by the advanced 
chess experts when analyzing the same problems.  

The original version of the theory of LG was developed by generalizing algorithms 
implemented in the program PIONEER [3], [16], [26]. Simultaneously, some of the 
similar algorithms were utilized heuristically for economic problems in the former 
USSR (programs PIONEER 2.0-4.0). Further development of LG, of course, took 
advantage of these applications. However, the original major framework of LG, the 
hierarchy of formal languages, constructed in the beginning of the 80s, was based 
exclusively on the chess domain, the only application of LG available at that time. 
Remarkably, over the following 30 years, the structure of this framework has never 
changed.  

By the end of the 80s, program PIONEER solved a number of sophisticated 
endgames and positions but still could not play full games. It was clear for the 
developers that the main ideas are correct but further development for the chess domain 
was required. It was also expected that transferring LG to other domains, e.g., defense, 
should be tried only after the chess model would be completed. Besides incompleteness 
of this model, a number of other serious limitations based on the awkward nature of the 
game of chess (in comparison with real life) could have prevented from such transfer. In 
addition, there was no theoretical evaluation of the accuracy of the LG solutions except 
for those experiments with program PIONEER approved by the chess experts.  

Further generalization led to development of the new type of game theory, LG, 
changing the paradigm for solving game problems “From Search to Construction”  
[18]-[26]. The advanced version of LG, presented in [26], had overcome some of the 
above limitations by further “wild” generalizations and mathematical proofs of 
correctness of the algorithms and accuracy of the solutions. The new LG of the 90s  
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definitely covered a number of different real life problem domains as many other 
mathematical theories do. But was it really an adequate model? In Physics, this means 
predicting results of experiments. In Computer Science, a requirement is similar. 
Software applications based on the new theory should yield plausible or satisfactory 
solutions for a new domain. In case of LG, this means consistently generating plans, i.e., 
military courses of action, comparable or even better than those of military experts.  

Beginning from 1999, the LG-based technology was applied to more than 30 real life 
defense-related projects [12]. On multiple experiments, LG successfully demonstrated 
the ability to solve extremely complex modern military scenarios in real time. The 
efficacy and sophistication of the courses of action developed by the LG tools exceeded 
consistently those developed by the commanders and staff members [36], [37].  

Among multiple projects, where the LG-based technology was applied, I will 
mention RAID (Real-time Adversarial Intelligence and Decision-making) developed for 
DARPA in 2004-2008 [12], [36]. The LG-RAID software system was intended to 
advise (in real time) the Blue Commander (American Forces) on the courses of action 
for both friendly and adversarial forces. The experiments utilized OneSAF battle 
simulation software so that Blue and Red teams fought via computers installed in 
different rooms and connected via local network. The simulated battles modeled those 
in Iraq, Afghanistan, Caucuses, etc. Among voluminous statistical data collected by 
DARPA in the RAID experiments I will emphasize just one type of data collected in the 
month-long Experiment 4 conducted in July 2006. After each simulated 2-hour battle 
(in Bagdad), DARPA requested the Red Commander to answer the question "With 
whom have you just fought?", i.e., with human Blue Staff or the LG-RAID software. 
Participation of the Blue human Staff or LG-RAID in each battle was decided right 
before the battle on a random basis and this decision was unknown to the Red. The Red 
team was completely isolated from the Blue team to avoid any contacts. In 16 out of 36 
2-hour battles (44%), the Red Commander was wrong. One could say that LG-RAID 
successfully passed an informal Turing Test (i.e., true AI or not). It is interesting to 
notice that even when the Red Commander was guessing correctly, he demonstrated a 
very high opinion about LG-RAID, albeit indirectly. Indeed, often, when he would 
correctly guess that he just fought with LG-RAID, his reasoning for thinking that his 
opponent was LG-RAID was based on the fact that the opposition executed a 
particularly good strategy such as "very effective defensive posture", "effective shaping 
fires followed by careful maneuver to establish mid-field position", etc. Amazingly, the 
observing psychologist noticed that the Red team, the highly qualified military experts 
(retired colonels) who simulated Iraqi insurgents, have got so scared of the LG-RAID 
power that close to the end of the experiment during simulated fights they stopped 
talking to each other and used hand signals instead, being afraid that the almighty LG-
RAID is listening through computers … 

Forty years of development of LG including numerous successful applications to 
board games and, most importantly, to a highly diverse set of modern military operation 
[11], [12], [37] from cruise missiles to military operations in urban terrain to ballistic 
missile defense to naval engagements, led us to believe that LG is something more 
fundamental than simply yet another mathematical model of efficient wargaming.  

When the LG applications started consistently generate advanced courses of action 
for a number of defense sub-domains, the developers realized that the game of chess  
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served the role of the eraser of particulars for the real world warfare. From the bird’s eye 
view, military operations are incomparably more complex than this game. Interestingly, 
this fact was pointed out by many reviewers of our papers with the first generalizations 
of the original LG in the 90s. All the limitations that could have prevented us from 
transferring LG to the real world, in a sense, enabled us to see the essence behind 
numerous particulars. Of course, we still needed an advanced chess player like Dr. 
Botvinnik who was able to analyze the chess master’s approach to solving problems. 
We could only guess if such a grandmaster-commander capable of doing the same for 
the military strategies would have ever appeared. With all the ingenuity of such an 
expert, a task of refining the military strategies down to trajectories and networks of 
trajectories would have been significantly more complex due to those particulars that 
mud the picture.   

After continuous success in proving the applicability and in taking advantage of the 
power of LG in applications to the modern warfare over the last 15 years, we decided to 
investigate if LG would work for the ancient wars. As I have already pointed, LG was 
developed by generalizing approach utilized by the most advanced experts in playing 
chess. Theoretically, in several papers [38], [39] we demonstrated that Alexander the 
Great and Hannibal, in effect, "used" LG-like reasoning for their battles, perhaps even 
consciously, or, most likely, subconsciously. This means that LG or proto-LG "existed" 
long before the time when chess was invented, which was about fifteen hundred years 
ago. Consequently, the game of chess served just as a means for rediscovering LG. We 
concluded that LG appears to be a part of the human intelligence for probably a million 
years as the major component essential for survival of the fittest during the constant 
wars [27].  

Moreover, LG could have been a component of the Primary Language (of the human 
brain) introduced by J. von Neumann in 1957 [42]. Even now nobody knows what this 
language is about. According to von Neumann’s hypothesis, this is the language used by 
the human brain for thinking, which is different from all the 6,000 live and dead human 
languages. It must be much older than any of those, which means that it cannot be 
symbolic, i.e., cannot not utilize strings of symbols, phonetic or written. People thought 
and made discoveries, such as mastering fire and making bone tools, for at least a 
million years. At that time human languages did not exist. Moreover, a million years 
ago, the symbolic part of the human brain, the so-called neo-cortex, could not support 
symbolic languages because it was yet to be developed [27]. It was developed later as 
part of the evolution of the Homo sapiens. Consequently, the Primary Language must be 
analog. However, we could still use modern algorithmic notation to mimic it if we 
realize what it is. I suggest that the Primary Language is a collection of major 
algorithms crucial for survival and development of humanity, the underlying "invisible" 
foundation of all the modern languages and sciences.  

A universal applicability of LG in a variety of military domains, especially, in the 
domain of the ancient warfare [38], [39], its total independence of weaponry, nationality 
or country, its power in generating human-like strategies suggest that the algorithm of 
LG utilized by the human brain is “hard-wired” in the Primary Language. Moreover, the 
age of the Primary Language must be much greater than the age of human natural 
languages, and so the age of LG [27].  

A highly intriguing and difficult issue is an Algorithm of Discovery, i.e., an 
algorithm of inventing new algorithms and new models. This algorithm should also be  
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a major ancient item “recorded” in the Primary Language. By investigating past 
discoveries, experiences of construction of various new algorithms, and the heritage of 
LG, we intended to make a step towards understanding of this puzzle. 

2 The Algorithm of Discovery 

For several years, I have been developing a hypothesis that there is a universal 
Algorithm of Discovery driving all the innovations and, certainly, the advances in all 
sciences [28]-[33]. I suggested that all the discoverers utilized this algorithm. The 
Algorithm of Discovery should be a major ancient item “recorded” in the Primary 
Language [42] due to its key role in the development of humanity. This line of 
research [28]-[33] involved investigating past discoveries and experiences of 
construction of various new algorithms, especially, those which I was personally 
involved in [16]-[39]. Another personal trait I utilized in this research is my vast 
experience in working with advanced experts, especially, chess experts, including 
renowned World Chess Champion Dr. Botvinnik [1]-[3]. 

Based on the experiences of great scientists [7]-[9], [14], [40]-[44], research in 
cognitive science and neuroscience [4]-[6], [10], [13], [15], and from my own 
experience [16]-[39], I suggested that the essence of the discoveries is in the “visual 
streams”. (By the way, LG is highly visual as well.) These are movie-like visual (for the 
mind’s eye”) mental processes. Sometimes, they reflect past reality. More frequently, 
they reflect artificial mentally constructed reality. This reality is an artificial world with 
artificial laws of nature including space and time. For example, this could be laws of 
real or totally different physics or geometry. This world is populated with realistic 
and/or artificial animated entities. Those entities are mentally constructed, and some of 
them do not exist in real life. When we run a visual stream we simply observe life 
events, realistic or artificial, in this world. Of course, those animated events happen 
according to the laws of this world and we are “lucky” to be present and see what is 
happening. Usually, scientists have the power to alter this world by reconstructing the 
laws, the entities, etc. according to the problem statement. Then, the visual stream 
becomes a movie (or play) showing in the end a solution to the problem staged in this 
artificial world. Usually, this solution comes without a proof because it was not proved 
but played in this world. When the solution is known, the proof itself could be broken 
into small subproblems, staged in the altered mathematical world and eventually 
discovered. This seemingly shocking reality does not look mysterious to me. These 
artificial worlds could be modeled employing algorithms, and, consequently, 
implemented in software. In my opinion, this is the road to the Algorithm of Discovery. 

This is how it may work. Within the brain, the visual streams run consciously and 
subconsciously and may switch places from time to time (in relation to 
conscious/subconscious use). We may run several visual streams concurrently, morph 
them, and even use logic for such morphing, although this use is auxiliary. Then we 
mentally tag some of the objects shown in the movie and create the so-called symbolic 
shell around the main visual stream. This shell eventually becomes a standard symbolic 
algorithm that can be communicated to others employing familiar language, logic, 
mathematics, etc.  
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By tracing and replaying discoveries in actual development of the theory of LG 
(Section 1), I made the first steps to revealing the dynamics of visual streams, 
especially, the means for focusing streams in desired direction [28]-[33]. In this 
reenactment, I utilized published research papers and introspections of the great 
scientists as well as other sources [7]-[9], [14], [40]-[44]. From those introspections and 
research papers, I managed to glean more details about the operations of the Algorithm 
of Discovery. Replaying various thought experiments permitted to reveal and emphasize 
various features of this algorithm. Next, I will introduce the reader to a version of this 
Algorithm as we see it at the current stage of our research. Here, I would like to remark 
that these results are yet to be implemented in software and their maturity cannot be 
compared with those in LG.  

The Algorithm of Discovery operates as a series of thought experiments, which 
interface with the rest of the brain and with external environment via imaginary 
animated movies (plays), which I named visual streams. These streams may or may not 
reflect the reality. This interface is constructive, i.e., visual streams could be morphed in 
the desired direction.  

The input to the Algorithm is also a visual stream, which includes several visual 
instances of the object whose structure has to be understood or whose algorithm of 
construction has to be developed. Sometimes, the object is dynamic, i.e., its structure is 
changing in time. Then the input visual stream includes this visual dynamics. As a rule, 
neither the structure of the object nor the details of the dynamics are present in the 
stream. It simply replicates (mimics) the natural or imaginary phenomenon. The task of 
the Algorithm of Discovery is to understand its structure including dynamics and/or 
develop an algorithm for reconstructing this object including its changes in time. This 
understanding happens in several stages. Importantly, it always ends up with the process 
of actual reconstruction of the object employing the construction set developed by the 
Algorithm on the previous stages. If the Algorithm investigates a natural real life object 
this imaginary reconstruction may be totally unrelated to the construction (replication) 
utilized by the nature. Usually, this reconstruction process is artificially developed by 
the Algorithm of Discovery with the only purpose to reveal the structure of the object. 
However, if the algorithm of natural replication is the goal of discovery than the 
Algorithm of Discovery will employ a set of different visual streams to reveal the 
relevant components utilized by the nature.  

All the visual streams are divided into classes, Observation, Construction and 
Validation. They usually follow each other but may be nested hierarchically, with 
several levels of depth. 

The visual streams operate in a very simple fashion similar to a child construction 
set. The Construction stream utilizes a construction set and a mental visual prototype, a 
model to be referenced during construction. This is similar to a list of models pictured in 
a manual (or a visual guide) enclosed to every commercial construction set. It appears 
that all the thought experiments in LG related to construction investigated so far, [28]-
[33], utilized those manuals. Imagine a child playing a construction set. He needs a 
manual to construct an object by looking constantly at its picture included in this 
manual. This model comes from the Observation stream as its output. It is not 
necessarily a real world model. It is not even a model from the problem statement. It is 
created by the Observation stream out of various multiple instances of the real world 
objects by abstraction, specifically, by erasing the particulars. A final version of the 
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object constructed by the Construction stream should be validated by the Validation 
stream. 

The Algorithm of Discovery initiates the Observation stream, which must carefully 
examine the object. It has to morph the input visual stream and run it several times to 
observe (mentally) various instances of the object from several directions. Often, for 
understanding the object, it has to observe the whole class of objects considered 
analogous. If the object is dynamic (a process) it has to be observed in action. For this 
purpose, the Observation stream runs the process under different conditions to observe it 
in different situations. The purpose of all those observations is erasing the particulars to 
reveal the general relations behind them. Once those relations appeared, a construction 
set and a visual model have to be constructed by the Observation stream. Both are still 
visual, i.e., specific, – not abstract. However, they should visually represent an abstract 
concept, usually, a class of objects or processes, whose structure is being investigated. 
For construction, the Observation stream utilizes the Construction stream with auxiliary 
purpose (which differs from its prime purpose – see below). Note that the model 
construction is different from the subsequent reconstruction of the object intended to 
reveal its structure. This model may differ substantially from the real object or class of 
objects that are investigated. Its purpose is to serve as a manual to be used for references 
during reconstruction.  

When the model and the construction set are ready, the Algorithm of Discovery 
initiates the Construction stream with its prime purpose. This purpose is to construct the 
object (or stage the process) by selecting appropriate construction parts of the set and 
putting them together. If an object has a sequential nature the construction also takes 
place sequentially, by repetition of similar steps. At some point of construction, the parts 
are tagged symbolically and, in the end, visual reasoning with symbolic tagging turns 
into a conventional symbolic algorithm to be verified by the subsequent Validation 
stream. 

Models and construction sets may vary significantly for different problems. 
Construction of the model begins from creation of the construction set and the relations 
between its components. Both items should be visually convenient for construction. The 
Algorithm of Discovery may utilize a different model for the same object if the purpose 
of development is different. Such a different model is produced by a different visual 
stream.  

In many cases the Algorithm of Discovery employs “a slave” to visually perform 
simple tasks for all types of visual streams. This slave may be employed by the 
Construction stream to “see” construction parts and put them together. More precisely, 
imagine a child playing a simplistic construction set. To avoid offending children, I had 
named this personality a Ghost. This Ghost has very limited skills, knowledge and, 
even, limited visibility. The Observation stream may utilize the Ghost to familiarize 
itself with the optional construction set, to investigate its properties. Next, the 
Construction stream may use the Ghost to perform the actual construction employing 
those properties. Eventually, the Validation stream may use the Ghost to verify visually, 
if properties of the constructed object match those revealed by the Observation stream. 
In all cases, the Ghost is guided by the Algorithm of Discovery or, more precisely, by 
the respective visual streams.  

As was already discussed, the initial visual model is usually guided by a very  
specific prototype, where the Observation stream has actually erased the particulars.  
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However, this specificity does not reduce generality in any way. This sounds like a 
paradox. My point is that every component of this model carries an abstract class of 
components behind it. This way visual reasoning about the model drives reasoning 
about abstract classes, which is turned eventually into the standard formal reasoning. 
This happens as follows. A visual model drives construction of the formal symbolic 
model so that the key items in a visual model have tags representing the respective 
formal model. At first, the formal model is incomplete. At some stage, a running visual 
stream is accompanied by a comprehensive formal symbolic shell.  Running a shell 
means doing formal derivation, proof, etc. synchronized with a respective visual stream. 
While the shell and the stream are synchronized, the visual stream drives execution of 
the shell, not the other way around. For example, a formal proof is driven by animated 
events within the respective visual stream. The visual streams, usually, run the creation 
of the visual model, the construction set and the final construction of the object several 
times. During those runs as a result of persistent tagging the symbolic shell appears. 
Multiple runs utilize the same visual components but during initial runs the 
synchronization of the stream and the shell is not tight. Further on, synchronization is 
tightened by morphing the visual model and/or adjusting symbolic derivation if they 
initially mismatch. Eventually, the stream and the shell switch their roles. In the end, it 
appears that the stream becomes the animated set of illustrations, a movie, driven by the 
running symbolic shell. For example, during the final runs (and only then), the visual 
streams, presented in [29]-[33], are driven by the constraints of the abstract board game, 
the abstract set theory and/or the productions of the controlled grammars. At this point 
the visual stream and the symbolic shell can be completely separated, and the visual 
stream can be dropped and even forgotten. 

A stream may schedule other streams by creating almost a program with “procedure 
calls”. Essentially, it may schedule a sequence of thought experiments to be executed in 
the future. These experiments will in their turn initiate new visual streams. In this case, 
the purpose, the nature, and the general outcome of those experiments should be known 
to the stream created this sequence. However, this sequence is different from the list of 
procedure calls in conventional procedural (or imperative) programming. The 
algorithms of those “procedures”, i.e., the algorithms to be produced by the respective 
thought experiments are generally unknown. The experiments are not programmed – 
they are staged. The actual algorithm should be developed as a result of execution of 
such experiment. In a sense, this is similar to the notion of declarative programming 
when a function is invoked by a problem statement while the function’s body does not 
include an algorithm for solving this problem. 

The ability of a visual stream to schedule a sequence of thought experiments permits 
to create a nested top-down structure of visual streams with several levels of depth. 
Though, I do not think that the actual depth of nested programmed experiments ever 
exceeds two or three. 

It is likely that all the technological inventions and discoveries of the laws of nature 
include “optimal construction” or, at least, have optimization components [13]. Thus, 
various construction steps performed by the Algorithm of Discovery require 
optimization, which, certainly, makes construction more difficult. As the appearance of 
this algorithm is lost in millennia it could not certainly utilize any differential calculus 
even for the problems where it would be most convenient. For the same reason, it  
could not utilize any approximations based on the notion of a limit of function. In that 
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sense, in order to reveal its optimization components, the most interesting problems to 
be investigated should lack continuity compelling the Algorithm of Discovery to 
employ explicitly those components. Based on several case studies [32], I suggested that 
this optimization is performed by the imaginary movement via approaching a location 
(or area) in the appropriate imaginary space. Having such space and means, the 
Algorithm employs an agent to catch sight of this location, pave the way, and approach 
it. Contrary to the function based approach, which is static by its nature, the Algorithm 
operates with dynamic processes, the visual streams. Some of those streams approach 
optimum (in a small number of steps); other streams show dynamically wrong 
directions that do not lead to the optimum and prevent the Algorithm from pursuing 
those directions. Both types of visual streams were named “proximity reasoning”. I 
suggested that proximity reasoning plays a special role for the Algorithm of Discovery 
as the main, if not the only, means for optimization. Important steps of various 
discoveries include construction of the spaces for proximity reasoning as well as 
initiating motion within those spaces [32]. Proximity reasoning is a type of visual 
reasoning [31]. This implies that the Algorithm should reason about the space where 
distances are “analogous” to the 3D Euclidian distances. Roughly, when we approach 
something, the distance must be visually reduced, and this should happen gradually. The 
space for proximity reasoning provides means to evaluate visually if the animated 
images representing various abstract objects approach each other or specific locations. It 
is likely that proximity reasoning as the simplest approach to optimization was utilized 
all the way back through the history of humanity even for the ancient discoveries. 

Mosaic reasoning is yet another means to focus the streams of the Algorithm of 
Discovery [33]. This name was introduced due to the analogy of the Construction 
stream operation with assembling a mosaic picture of small colorful tiles. Another, 
maybe, even more transparent analogy is known as a jigsaw puzzle when a picture is 
drawn on a sheet of paper and then this paper is cut into small pieces, mixed up, to be 
assembled later into the original picture. As Sir G. Thompson [40] pointed “… the 
progress of science is a little like making a jig-saw puzzle. One makes collections of 
pieces which certainly fit together, though at first it is not clear where each group should 
come in the picture as a whole, and if at first one makes a mistake in placing it, this can 
be corrected later without dismantling the whole group”. Both analogies, the pictorial 
mosaic and the jigsaw puzzle, represent well the key feature of the Algorithm’s 
construction set. However, I prefer the former because jigsaw puzzle looks more like an 
assignment in reassembling a construct, a picture, which has already been created and, 
certainly, well known. In that sense, a tile mosaic is created from scratch, including 
choosing or even creating necessary tiles. In addition, a jigsaw puzzle is reassembled 
out of pieces based on random cuts. On the contrary, in pictorial mosaic, in many cases, 
every tile, or class of tiles, should have unique properties; it should be shaped and 
colored to match its neighbors precisely. A similar specificity is related to a group of 
adjacent tiles, the aggregate.  

Returning to the Algorithm of Discovery, for many discoveries, the components of 
the construction set should be developed with absolute precision, in the way that every 
part should be placed to its unique position matching its neighbors. Let us use the same 
name, the tiles, for those construction parts of the Algorithm of Discovery. If precision 
is violated, the final mosaic will be ruined and the discovery will not happen. Though a  
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group of tiles, an aggregate, may be configured properly, its placement in the mosaic 
may be unclear and may require further investigation. On the other hand, a structure of 
an aggregate may have to be changed. Moreover, a tile itself may have complex 
structure which may require tailoring after placement in the mosaic. In some cases, a tile 
is a network of rigid nodes with soft, stretchable links. 

Thus, mosaic reasoning may lead to the observation and construction steps operating 
with aggregates of the construction tiles. Overall, mosaic reasoning requires tedious 
analysis of the proper tiles and the matching rules. Investigation of the matching rules is 
the essential task of the Observation stream. Multiplicity of those rules and their 
uniqueness with respect to classes of the construction tiles make  
the actual construction very complex. Selecting a wrong tile, wrong tailoring, choosing 
a wrong place or incompatible neighbors may ruin the entire mosaic. The matching 
rules are necessary constraints that control the right placement of the tiles. Missing one 
of them, usually, leads to the wrong outcome because the Algorithm of Discovery is 
pointed in the wrong direction.  

Some of the matching rules are based on the principle of complementarity. Roughly, 
a visual protrusion on one tile corresponds to the cavity on the complementary tile. For 
the Algorithm of Discovery, complementarity expresses itself in the requirement of 
various kinds of symmetry within the pairs of matching construction tiles. Another set 
of matching rules is based on the “interchangeability” requirement. In simple terms, if 
two aggregates that include several tiles are not identical but interchangeabe, their 
internal structure may be unimportant. This means that we can take one aggregate off 
the mosaic and replace it with another one, constructed of different tiles. This will 
certainly change the picture but the whole structure will stand. 

As I already mentioned, the Algorithm of Discovery does not search for a solution in 
the search space. Instead, it constructs the solution out of construction set employing 
various tools and guides. The right choices of construction tiles and the matching rules 
developed by the Observation stream permit focusing the Construction stream to 
produce the desired mosaic, i.e., to make a discovery. 

The principles considered in Section 2 resulted from research presented in [28]-[33]. 
In those papers, I replayed various discoveries via following visual streams, including 
Observation, Construction and Validation streams in detail, in order to reveal the 
general rules (constraints) of the thought experiments staged by the Algorithm of 
Discovery. In our future research, we will continue pursuing the hypothesis that those 
constraints are the same for all those experiments and reflect the core of the Algorithm 
of Discovery.  

References 

1. Botvinnik, M.: Chess, Computers, and Long-Range Planning. Springer, New York (1970) 
2. Botvinnik, M.: Blok-skema algorithma igry v shahmaty (in Russian: A Flow-Chart of the 

Algorithm for Playing Chess). Sovetskoe Radio (1972) 
3. Botvinnik, M.: Computers in Chess: Solving Inexact Search Problems. Springer (1984) 
4. Brown, J.: The Laboratory of the Mind: Thought Experiments in the Natural Sciences,  

2nd edn. Routledge, Taylor &Francis Group, New York (2011) 
5. Deheaene, S.: A Few Steps Toward a Science of Mental Life. Mind, Brain and 

Education 1(1), 28–47 (2007) 



568 B. Stilman 

 

6. Deheaene, S.: Edge In Paris. Talk at the Reality Club: Signatures of Consciousness (2009), 
http://edge.org/3rd_culture/dehaene09/dehaene09_index.html 

7. Einstein, A.: Autobiographical Notes. Open Court, La Salle (1991) 
8. Gleick, J.: Genius: The Life and Science of Richard Feynman. Pantheon Books, a division 

of Random House, New York (1992) 
9. Hadamard, J.: The Mathematician’s Mind: The Psychology of Invention in the 

Methematical Field. Princeton Univ. Press, Princeton (1996) 
10. Kosslyn, S., Thompson, W., Kim, I., Alpert, N.: Representations of mental images in 

primary visual cortex. Nature 378, 496–498 (1995) 
11. Kott, A., McEneaney, W. (eds.): Adversarial Reasoning: Computational Approaches to 

Reading the Opponent’s Mind. Chapman & Hall/CRC (2007) 
12. Linguistic Geometry Tools: LG-PACKAGE, with Demo DVD, p. 60, STILMAN 

Advanced Strategies (2010), This brochure and 8 recorded demonstrations are also 
available at http://www.stilman-strategies.com 

13. Miller, A.: Insights of Genius: Imagery and Creativity in Science and Art. Copernicus, an 
imprint of Springer-Verlag (1996) 

14. Nasar, S.: A Beautiful Mind. Touchstone, New York (2001) 
15. Nersessian, N.: Conceptual Change: Creativity, Cognition, and Culture. In: Meheus, J., 

Nicles, T. (eds.) Models of Discovery and Creativity, pp. 127–166. Springer (2009) 
16. Stilman, B.: Formation of the Set of Trajectory Bundles, Appendix 1 to the book.  

In: Botvinnik, M.M. (ed.) On the Cybernetic Goal of Games, pp. 70–77. Soviet Radio, 
Moscow (1975) (in Russian) 

17. Stilman, B.: Ierarhia formalnikh grammatik dla reshenia prebornikh zadach (Hierachy of 
Formal Grammars for Solving Search Problems). Tech. Report, 105 p. VNIIE, Moscow 
(1976) (in Russian) 

18. Stilman, B.: A Formal Language for Hierarchical Systems Control. Int. J. Languages of 
Design 1(4), 333–356 (1993) 

19. Stilman, B.: A Linguistic Approach to Geometric Reasoning. Int. J. of Computers & Math. 
with Appl. 26(7), 29–58 (1993) 

20. Stilman, B.: Network Languages for Complex Systems. Int. J. of Computers & Math. with 
Appl. 26(8), 51–80 (1993) 

21. Stilman, B.: Linguistic Geometry for Control Systems Design. Int. J. of Computers and 
Their Applications 1(2), 89–110 (1994) 

22. Stilman, B.: Translations of Network Languages. Int. J. of Computers & Math. with 
Appl. 27(2), 65–98 (1994) 

23. Stilman, B.: Linguistic Geometry Tools Generate Optimal Solutions. In: Eklund, P., Mann, 
G.A., Ellis, G. (eds.) ICCS 1996. LNCS, vol. 1115, pp. 75–99. Springer, Heidelberg 
(1996) 

24. Stilman, B.: Managing Search Complexity in Linguistic Geometry. IEEE Trans. on Syst., 
Man, and Cybernetics 27(6), 978–998 (1997) 

25. Stilman, B.: Network Languages for Concurrent Multi-agent Systems. Intl. J. of 
Computers & Math. with Appl. 34(1), 103–136 (1997) 

26. Stilman, B.: Linguistic Geometry: From Search to Construction, p. 416. Kluwer Academic 
Publishers (now Springer) (2000) 

27. Stilman, B.: Linguistic Geometry and Evolution of Intelligence. ISAST Trans. on 
Computers and Intelligent Systems 3(2), 23–37 (2011) 

28. Stilman, B.: Discovering the Discovery of Linguistic Geometry. Int. J. of Machine 
Learning and Cybernetics 4(6), 20 (2012), doi:10.1007/s13042-012-0114-8 (printed in 
2013) 



 What Is the Primary Language? 569 

 

29. Stilman, B.: Discovering the Discovery of the No-Search Approach. Int. J. of Machine 
Learning and Cybernetics, 27 (2012), doi:10.1007/s13042-012-0127-3 

30. Stilman, B.: Discovering the Discovery of the Hierarchy of Formal Languages. Int. J. of 
Machine Learning and Cybernetics, 25 (2012), doi:10.1007/s13042-012-0146-0 

31. Stilman, B.: Visual Reasoning for Discoveries. Int. J. of Machine Learning and 
Cybernetics, 23 (2013), doi:10.1007/s13042-013-0189-x 

32. Stilman, B.: Proximity Reasoning for Discoveries. Int. J. of Machine Learning and 
Cybernetics (under review) 

33. Stilman, B.: Mosaic Reasoning for Discoveries. J. of Artificial Intelligence and Soft 
Computing Research (to be submitted) 

34. Stilman, B., Yakhnis, V., Umanskiy, O.: Winning Strategies for Robotic Wars: Defense 
Applications of Linguistic Geometry. Artificial Life and Robotics 4(3) (2000) 

35. Stilman, B., Yakhnis, V., Umanskiy, O.: Knowledge Acquisition and Strategy Generation 
with LG Wargaming Tools. Int. J. of Comp. Intelligence and Applications 2(4), 385–409 
(2002) 

36. Stilman, B., Yakhnis, V., Umanskiy, O.: Strategies in Large Scale Problems. In: [11],  
ch. 3.3, pp. 251–285 (2007) 

37. Stilman, B., Yakhnis, V., Umanskiy, O.: Linguistic Geometry: The Age of Maturity. J. of 
Advanced Computational Intelligence and Intelligent Informatics 14(6), 684–699 (2010) 

38. Stilman, B., Yakhnis, V., Umanskiy, O.: Revisiting History with Linguistic Geometry. 
ISAST Trans. on Computers and Intelligent Systems 2(2), 22–38 (2010) 

39. Stilman, B., Yakhnis, V., Umanskiy, O.: The Primary Language of Ancient Battles. Int. J. 
of Machine Learning and Cybernetics 2(3), 157–176 (2011) 

40. Thomson, G.: The Inspiration of Science. Oxford U. Press, London (1961) 
41. Ulam, S.: Adventures of a Mathematician. Charles Scribner’s Sons, New York (1976) 
42. Von Neumann, J.: The Computer and the Brain. Yale U. Press (1958) 
43. Watson, J.D.: The Double Helix: A Personal Account of the Discovery of the Structure of 

DNA, Scribner Classics edn. Atheneum, New York (1968) 
44. Watson, J.D., Crick, F.H.C.: A structure for deoxyribose nucleic acid. Nature 171,  

737–738 (1953) 
 



L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 570–578, 2014. 
© Springer International Publishing Switzerland 2014 

Signal Randomness Measure for BSS Ensemble 
Predictors 

Ryszard Szupiluk1 and Tomasz Ząbkowski2 

1 Warsaw School of Economics, Al. Niepodleglosci 162, 02-554 Warsaw, Poland 
2 Warsaw University of Life Sciences, Nowoursynowska 159, 02-776 Warsaw, Poland 

rszupi@sgh.waw.pl, tomasz_zabkowski@sggw.pl 

Abstract. In this article we present the application of novel noise measure in 
ensemble method based on blind signal separation methods. In this approach we 
decompose the set of models’ results into basis latent components with 
destructive or constructive impact on the prediction. The crucial step in such 
model aggregation is proper identification of destructive components which can 
be treated as noisy factors. Presented method assesses the randomness of 
signals using a new measure of variability which helps to compare analyzed 
signal with some typical noise models. The experiments performed on electric 
load data using different blind separation algorithms contributed to model 
improvements. 

Keywords: ensemble models, noise detection, measure of randomness. 

1 Introduction 

In this article we develop a blind signal separation (BSS) methods approach for 
ensemble predictions [14,15]. Its main idea is based on decomposition of the 
prediction results into underlying latent basis components. Some of these components 
may be associated with the prediction and some of them can be treated as noise or 
interference. Elimination of noises, termed as destructive components, should result in 
prediction improvement. There are may BSS data decomposition can be effectively 
used for basis component estimation. In our paper in experiment stage we apply such 
popular separation method like: SOBI, AMUSE, PCA or ICA algorithms [3,4,6,11]. 
After basis component estimation, we identify and eliminate the destructive ones, then 
we perform remixing process including only constructive components to obtain 
improved prediction results. 

In such BSS application the term models ensemble or models aggregation is a 
consequence of the fact that the final prediction result is a combination of individual 
results from different models. Unlike the other popular ensemble methods like 
bagging or boosting [2,5,9], there are no assumptions to the form of aggregated 
models nor to criteria for model assessment. In other words, we can aggregate models 
(more specifically, the results of their prediction) regardless to specific criterion. The 
other important difference in comparison to other ensemble methods is possibility to 
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aggregate effectively small number of models, even for two aggregated models, in 
some cases. 

The main issue with this method is the correct classification of components into 
destructive or constructive. Within this study we assume that the random signals or 
signals with significant degree of random noise, have a negative influence on the 
prediction and therefore, a priori, they can be considered as destructive [16]. This 
leads to the issue of assessing signals randomness (noisiness). 

The characteristic investigated in this paper is the autocorrelation function and its 
Fourier transformation called power spectrum [16,17]. Unfortunately, it has some 
theoretical disadvantages [1,12]. From our point of view, there is practical problem 
with its functional form which it is difficulty to compare signals which are not pure 
white noises [14]. The alternative to autocorrelation function analysis is R/S analysis 
[10,13] but its accuracy strongly depends on individual researcher choices like: 
regression type or length of data set to perform regression, etc.  

From an operational point of view, in BSS aggregation, the goal is to remove the 
noise or any disruption that has physical nature from the prediction. In this approach, 
we do not assume, in advance, the specific mathematical characteristics of the 
interfering signal. Rather, we evaluate its characteristics in terms of volatility, 
regularity or smoothness, and finally we evaluate whether the analyzed signal is 
similar to the noise or not. We apply this human perspective within proposed method 
based on the variability measure which is closely related to the concepts of 
smoothness and volatility of the signal. We use this measure to assess the similarity 
between the signal components and some typical noise models. 

2 Prediction Results Improvement 

We assume that after learning various models we have a set of prediction results. We 
collect particular prediction results )(kxi , mi ,...,1= , in one multivariate variable 

T
m1 k,...,xkxk )]()([)( =x . Now we assume that prediction result  is a mixture of the m 

latent components: constructive js , 1Dj ∈   and destructive is , 2Di ∈  where 

},...,,2,1{21 mDD =∪ , ∅=∩ 21 DD  and ∅≠1D . Next, we assume that the 

prediction result are the linear combination of latent components   
T

m1 k,...,skskk )]()([)()( AAsx == , (1) 

where mRk ∈)(s , matrix mm
ij Ra ×∈= ][A  represents the mixing system. The relation 

(1) stands for decomposition of prediction results x into latent components vector s 
and mixing matrix A. If the destructive part of the signal is removed (the signals are 
replaced with zero, )(ksi  for 2Di ∈ ) and the constructive components are mixed 

back, the modified prediction results )(ˆ kx will be improved (or filtered): 

),(ˆ)(ˆ)(ˆ kkk sAsAx ==  (2) 

where )()(ˆ ksks jj =  for 1Dj ∈ , 0)(ˆ =ks j  for 2Dj ∈ , and ]ˆ[ˆ
ija=A , where 

ijij aa =ˆ  for 1Dj ∈   , 0ˆ =ija  for  2Dj ∈ . 
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The crucial point of the above concept is proper A and S estimation. It is difficult 
task because we don’t have information which decomposition is most adequate. 
Therefore, we must test various transformations giving us components of different 
properties. The most adequate methods to solve the first problem seem to be the blind 
signal separation (BSS) techniques.  

3 Nonlinear and Multistage Remixing System Extension 

Proposed concept can be developed by introducing a nonlinear model based on neural 
network (2) instead of a linear model. We use here the fact that historical values of the 
target variable are known, therefore the supervised learning is feasible. Adoption of 
such a non-linear mixing model means that  the impact of individual components may 
be more complex than purely destructive or constructive. The prediction may be also 
influenced by the interaction between the components or their attenuation. In this 

approach, the matrix Â acts as the matrix with the initial weights for the neural 
network learning process. The extended nonlinear mixing system can be formulated 
as MLP neural network [8] where 

))]([(ˆ )2()1()1()1()2()2( bbSBgBgx ++= . (3) 

where (.))(ig is a vector of nonlinearities, )(iB  is a weight matrix and )(ib  is a bias 

vector respectively for i-th layer, i=1,2. The first weight layer will produce results 

related to (2) if we take AB ˆ)1( = .  If we learn the whole structure starting from 

system described by Â  with initial weights of AB ˆ)0()1( = , we can expect the results 

will be improved. 
Next we extend the presented methodology exploring multiple different 

decompositions. Such approach is motivated by assumption that there may exist 
different latent components with different statistical properties so different 
decompositions can be used. For K  decompositions with separation iW  and 

remixing iÂ  matrices respectively, and Ki 1=  we can employ the transformations 

one by one we can describe the complete filtration process as  

CXXAWAWAWx == 1122
ˆˆ...ˆˆ KK

, (4) 

where C means global filtration matrix. When we apply in each remixing stage the 
generalised mixing we obtain improved results as  

( )( )( )),ˆ(,...,ˆˆ 1112221 XWAWAWAx FFFF KKKK −= , (5) 

where 

iiiiiiiiiiiiF ABbbSBgBgSA ˆ)0(   ),)]([(),ˆ( )1()2()1()1()2()1()2( =++= . (6) 
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The function ),ˆ( iiiF SA  might be interpreted as the dual-layer neural network of 

MLP-type.  

4 Destructive Components as Noises 

The extraction of primary components using ICA (independent components analysis) 
leads to the fundamental problem the proposed method which is the classification of 
the components into constructive or destructive. In this paper, we treat this task as a 
problem of random noises identification because, by nature, their presence cannot be 
considered as beneficial for the prediction. 

The term random noise due to references to such terms as randomness, uncertainty 
or probability has many definitions, often with deep philosophical interpretations 
[7,18]. In data analysis practice the random signal or noise is observed when the 
present values give no precise information about the future values. The most popular 
example of the noise model is the white noise [7]. It is very convenient case if the 
analyzed model or data include white noise. In practice, the situation is more 
complex. There are colored noises with internal dependencies or mixtures of the 
random noises and deterministic signals. 

Generally speaking, we expect that random signal should not include any 
predictable patterns (internal dependencies, correlations, trends) and shouldn’t be 
smooth. Therefore, for signals with temporal structure we propose a following 
measure. Let us consider the signal y with temporal structure and observations 
indexed by k=1…N.  The variability (and thus unpredictability of the signal) might be 
measured with the following formula: 

))min()(max(

|)1()(|
1

1

)( 2

yy

kyky
N

yQ

N

k

−

−−
−

=

=

ρ
, (7) 

where ρ  symbol means unit indicator and it is introduced to avoid dividing by zero.  

The possible values of measure (7) are ranging from 1 to 0. The measure has simple 
interpretation: it is maximal when the changes in each step are equal to range 
(maximal change), and is minimal when data are constant. In both cases the signal is 
totally predictable, but between those marginal states the signal is random. In general 
case addressed for data )(ty both, with and without temporal structure we can define 

it as 

{ }
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or more generally as 
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where p||.|| is a given p norm. Measures (7) - (9) allow to evaluate the characteristics 

of the signal, but the noise detection requires a comparison of the proposed measures 
with the reference noise models adopted. In our approach, this comparison will be 
made for several models of noise using the following formula: 

( )
∈

−=
Kp

vppp yQyQkP 2)()( , (10) 

where kp  is the weight for each square difference to the reference noise; the default 
value is equal to one. 

For the typical noise models generated from Gaussian or normal distributions 

Q value can be calculated in the following way. 

Let us consider random variable y~U[0,1]. In this case the denominator of formula 
(8) asymptotically equals 1. The nominator is the expected value of absolute value 
from difference between two uniform variables y1,y2~U[0,1]: 
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Therefore, for y~U[0,1] we have Q(y)=1/3. 
Let us consider random variable y~N[0,1]. In this case the nominator of formula (8) 

might be calculated as expected value of absolute value of variable z~N[0,1] 
(difference of normally distributed variables is normally distributed): 
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The denominator of (8) is more problematic, because normal distribution is unlimited 
and the extreme values might be both +∞ and -∞. Whereas for N-element 
representative sample we may take the inverse distribution function of the normal 
distribution to obtain the minimum value of ( )N/11−Φ  and maximum value of 

( )NN /)1(1 −Φ − . 

5 Practical Experiment 

In the experimental part of our research we focused on electric load prediction 
problem in the Polish power system. Our task was to forecast the hourly energy 
consumption for the next 24 hours based on the energy demand observed during last 
24 hours and having calendar variables such as: month, day of the month, day of the 
week, and holiday indicator. The available data covered the time period between 
years 1988 and 1998, that is 86400 observations on hourly basis. 

We trained six MLP neural networks with one hidden layer (with 12, 18, 24, 27, 
30, 33 neurons respectively). For the aggregation we used a couple of typical blind 
separation methods like: AMUSE, SONS, SOBI, ERICA, FPICA, JADE, JADE TD, 
EASI. The description and implementation details of the separation algorithms can be 
found in [3,4]. 
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The quality of the results was measured with mean absolute percentage error 
(MAPE), mean absolute deviation (MAD), mean squared error (MSE), maximal 
percentage error (MAXPE). For these primary models we performed their 
decomposition using a broad set of algorithms and calculated the errors’ percentage 
changes observed when using specific decomposition, please refer to Table 1. 

For instance, the percentage change for MAPE error was calculated as 
ΔM=((MAPE0-MAPE1)/MAPE0)×100%, where MAPE0 is error for primary model 
and MAPE1 is error observed after specific aggregation. In similar way, the error 
percentage change was calculated for MAD, MSE, MAXPE. 

Table 1. Percentage change of the best result after the given decomposition and using four 
quality criteria 

Improvement rate in % 
MAPE MAD MSE MAXP 

Decomposition 

AMUSE 4.48 4.59 6.96 0.02 

SONS 2.30 2.56 3.61 0.34 

SOBI 4.49 4.53 7.16 1.27 

ERICA 1.33 1.37 2.95 –0.71 

FPICA 2.36 2.50 3.74 5.87 

JADE 4.42 4.47 6.75 0.35 

JADE TD 4.76 4.74 7.47 0.26 

EASI 4.73 4.79 7.20 1.39 

 
We can observe that for the analyzed set of models we can benefit significant 

prediction improvement arte taking into account all errors. Depends on the 
decomposition algorithm used we can achieve up to 4.76% improvement on MAPE 
error, up to 4.79% improvement on MAD error, up to 7.47% improvement on MSE 
error and finally up to 5.87% improvement on MAXP error. 

In the following part of the results we will show only to the aggregation using 
independent component decomposition using the JADE algorithm, but the same 
procedure applies to other algorithms. Base components for this example are shown in 
Fig. 1. For this case, the best improvement of prediction on MAPE criterion 
(reduction of error) was obtained after elimination of the component s4. Component 
s4 was classified to be the most similar to the noise, since it had the lowest value of P 
measure, please see Table 2 for details. Finally, Table 3 shows the variance of 
individual base components. 

Table 2. P measure calculated for base components 

Signal s1 s2 s3 s4 s5 s6 

Value of P 
measure 

0.0999 0.0937 0.0883 0.0601 0.0803 0.0815 
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Table 3. Variance observed for base components 

Signal s1 s2 s3 s4 s5 s6 
Variance 0.3957 1.5274 1.9478 1.4579 1.1516 1.1592 

 
The other figures show: autocorrelation functions for base components, please see 

Fig. 2 and the results of R/S analysis, please see Fig. 3.  
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Fig. 1. Base components obtained after JADE algorithm decomposition 
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Fig. 2. Autocorrelation functions obtained after JADE algorithm decomposition 
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Fig. 3. The results of R/S analysis for base components obtained after JADE algorithm 
decomposition 

The individual graphs of the Fig. 3 show the logarithm values of E(r/d) with 
respect to the logarithms of interval length, where r is the range, d is standard 
deviation, and n is the interval length. Above the individual plots there are values of 
the Hurst exponent included. 

Based on the experiments, we can conclude that the results of the correlation 
analysis as well as R/S analysis did not give good hints for the proper classification of 
the destructive components. However, the proposed measure is very useful for correct 
components classification. The other aspect which can influence the prediction quality 
is neural network recomposition (the inverse operation to the decomposition) which 
can reduce the errors by additional one to three percentage points.  

6 Conclusions  

The assessment of signals randomness is complex issue. In practice, we rarely deal 
with the pure, mathematical models of white or colored noises. The noises can have 
diverse nature which may be difficult to describe as a one, consistent distribution. The 
analyzed signal can be a combination of random and deterministic components. Based 
on the typical autocorrelation characteristics it is difficult to assess clearly the nature 
of the signal. Limitations and low efficiency of standard applications for signals 
randomness assessment are motivation to explore new approaches. The one presented 
in this paper is inspired by the human perception to the noise assessment. The noise is 
detected based on the particular signal characteristics and its similarity to the 
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volatility of typical noise models. Whereas, the volatility is characterized by a new 
variability measure, which doesn’t require any additional a priori assumptions about 
the model that generates the data. This approach works in a wide range of 
decomposition method used for aggregation what was proven in experimental part of 
this work. 
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Abstract. Map-matching algorithms aim at establishing a vehicle lo-
cation on a road segment based on positioning data from a variety of
sensors: GPS receivers, WiFi or cellular radios. They are integral part of
various Intelligent Transportation Systems (ITS) including fleet manage-
ment, vehicle tracking, navigation services, traffic monitoring and con-
gestion detection. Our work was motivated by an idea of developing
an algorithm that can be both utilized for tracking individual vehicles
and for monitoring traffic in real-time. We propose a new incremental
map-matching algorithm that constructs of a sequence of Hidden-Markov
Models (HMMs). Starting from an initial HMM, the next models are
developed by alternating operations: expansion and contraction. In the
later, the map-matched trace is output. We discuss results of initial ex-
periments conducted for 20 GPS traces, which to test algorithm robust-
ness, were modified by introduction of noise and/or downsampled.

Keywords: GPS, map-matching, Hidden Markov Model, Viterbi.

1 Introduction

Map-matching algorithms aim at establishing a vehicle location on a road seg-
ment based on positioning data from a variety of sensors: GPS receivers, WiFi
or cellular radios, odometers and others. As all sensors used as input may yield
uncertain data, map-matching involves making decision on to which location at
several candidate road segments the vehicle should be assigned. The decision
can be based on a current sensor reading or on a history comprising a number
of past data.

Map-matching is an integral part of various Intelligent Transportation Sys-
tems (ITS) including fleet management, vehicle tracking, navigation services,
traffic monitoring and congestion detection. Such systems experience growing
popularity due to proliferation of smartphone devices capable of receiving po-
sitioning data and transferring them over cellular networks. The type of map-
matching algorithm that they internally use depends on particular application.

Our work was motivated by an idea of developing an algorithm that can
be both utilized for tracking individual vehicles and for monitoring traffic in
real-time. Such algorithm must be incremental, i.e. should update the informa-
tion upon arrival of new sensor reading, as opposed to global, when a closed
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sequence of readings is analyzed. In this paper we propose a new incremen-
tal map-matching algorithm, which in order to determine the vehicle trajectory
constructs a sequence of Hidden-Markov Models (HMMs). In our approach a
HMM state corresponds to a road segment and a sensor reading to an obser-
vation in HMM. Starting from an initial HMM, the next models are developed
by alternating operations: expansion (new states are added to the model) and
contraction (dead ends are deleted, the graph root is moved forward along the
detected path and a part of trajectory is output). We report results of initial
experiments conducted for 20 GPS traces, which to test algorithm robustness,
were modified by introduction of artificial noise and/or downsampled.

The paper is organized as follows: the next Section 2 discusses various types of
map-matching algorithms. It is followed by Section 3, in which a model of road
network is described. The next Section 4 introduces HMM model and provides
the algorithm description. Conducted experiments are reported in Section 5 and
finally Section 6 gives concluding remarks.

2 Related Works

More then thirty map-matching algorithms are surveyed by Quddus et. al in [1].
Authors divided them into four groups: geometric, topological, probabilistic and
advanced.

Algorithms employing geometric analysis take into account shapes of road
segments only, while ignoring, how they are connected. The simplest approach
consists in finding the closest map node (a segment endpoint) to the current
GPS reading (point-to-point matching). Another option is to find the closest
road segment (point-to-curve matching) [2] or to match pairs of points from the
vehicle trajectory to the road segments [3]. All those algorithms are very fast,
however, they are sensitive to map data (in particular to the density of nodes)
and may yield vehicle trajectories, which are not consistent with the connections
within the road network [4].

Topological map-matching algorithms utilize information about connections
between road segments. This removes leaps between map links that can be ob-
served for algorithms based only on geometrical information. Another features
that can be considered are turn angles and also a vehicle state (heading, velocity)
[3, 5].

Many positioning devices are capable of delivering a circular or elliptic con-
fidence region associated with each position reading, e.g. the location API for
Android devices defines the accuracy parameter. The circle radius can be about
10 meters for GPS [6] and 50 m for cellular networks. However, in dense ur-
ban area with street canyons and in the presence of trees, the GPS accuracy
can degrade substantially. The confidence region can be also estimated using
dead reckoning. The idea behind probabilistic algorithms is to select in the
match mapping process only those road segments that intersect with the con-
fidence region. If several candidates are found, only one of them with the highest
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probability is chosen. Such approach was discussed in [7]. An enhanced algorithm
that employs such approach at junctions was described in [8].

Advanced algorithms usually combine both topological and probabilistic infor-
mation, while applying various techniques to assign road links to GPS readings.
Kim et al. used Kalman Filter [9] to establish vehicle location along a link after
performing point-to-curve matching [10]. Fuzzy Sugeno rules for road segment
selection were used in [11, 12]. Gustafsson et al. reported an approach based on
particle filter [13], Yang et al. applied Dempster-Shafers evidence theory while
determining weights in point-to-curve matching.

Several map-matching algorithms are path-oriented, i.e. they maintain a set
of candidate paths. In the algorithm developed by Marchal et al. [14] they ware
stored in a collection being sorted according to a path score based on distance
to the GPS trace. An idea of using a tree like structure representing a set of
candidate paths was proposed byWu et al. [15]. Both algorithms are incremantal,
i.e. they update the path representation on arrival of a new GPS reading. On
the other hand, if a full GPS trace is initially known a global approach based on
calculation of Fréchet distance can be applied [16].

Hidden Markov Model (HMM) [17] is a Markov process comprising a num-
ber of hidden (unobserved) states. Transitions between states can occur with
a certain probabilities. Each state is assigned with a set of observations. One
of them is to be output, as the state is reached. For a given state conditional
probabilities of observations occurrence (emission probabilities) sum up to 1. A
problem that can be elegantly formulated with HMM is the decoding problem:
it consists in finding the most probable sequence of transitions between hidden
states that would produce a given sequence of observations. Such sequence can
be efficiently determined with the well-known Viterbi algorithm [18].

There are at least four implementations of global map-matching algorithms
[19–22] that employ HMM approach. In all of them hidden states correspond to
projections of vehicle positions on road segments and observations to location
data obtained mainly from GPS sensors. Transition probabilities are established
based on links connectivity and/or dead reckoning, whereas emission probabili-
ties assume Gaussian distribution of GPS noise.

In this paper we have taken the similar approach. The main difference that
should be emphasized is that our algorithm is incremental, i.e. it does not build
a single HMM model for a given GPS trace to be analyzed afterwards with
the Vitrebi algorithm, but updates the HMM model on each input and in some
situations only applies the Viterbi algorithms. Moreover, the algorithms can be a
basis for developing real-time services like vehicle tracking and traffic estimation.

3 Road Network Model

The used road network model is defined as a directed graph G = (V,E, I), where
V ∈ R

2 are graph nodes described by two coordinates: longitude and latitude,
E ∈ V ×V are straight road segments linking two nodes and I ⊂ E×E specifies
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inhibited maneuvers at road junctions. If ((v1, v2), (v2, v3)) ∈ I, then a path
containing the sequence (v1, v2, v3) is forbidden according to traffic regulations.

We assume that road links are represented by straight segments. If a road
has a curved geometry, e.g. appears on a map as an arc, it can be approximated
a sequence of connected segments. This is a typical approach for many map
sources, e.g. OSM [23]. Moreover, as performing various geometrical operations
we are actually interested in undirected arcs, we define a function S : E → 2V

that maps an edge (v1, v2), v1 �= v2 onto a a set {v1, v2} comprising exactly
two vertices. We will extend this function to the whole set E, hence S(E) =⋃

e∈E S(e).
For a given segment s = {vb, ve} and a point g, we define the projection p(g, s)

of g onto s as a point g′ belonging to the segment s that minimizes the distance:

p(g, s) = argmin
g′=vb+t(ve−vb)∧t∈[0,1]

d(g, g′), (1)

where d(g, g′) is a distance between g and g′ given by the haversine formula.
The projection point p(g, s) calculated according to formula (1) can be either

an orthogonal projection on a segment or one of its end points (see Fig. 1).

.

.

s3
s2

s1
d(o,s1)

d(o,s2)
d(o,s3)
o

p(o,s2)

p(o,s1)

p(o,s1)

Fig. 1. Projections of a GPS point o and distances to road segments s1, s2 and s3

4 Map Matching Algorithm

The map-matching algorithm comprises three basic operations organized into
a pipeline (see Fig. 2). Firstly, an input GPS trace is smoothed with Kalman
filter. This allows for compensating noise and removing outliers from the trace.
In the next processing step it is checked, whether the distance between two
consecutive samples is small enough to match the map scale (or more precisely
lengths of typical road links). If the distance is too large, the required number
of intermediate samples is generated by applying simple linear interpolation.
Finally, the input trace after the two preprocessing steps is interpreted with the
proper map-matching algorithm based on Hidden Markov Model (HMM). Due
to limited capacity, in this section we will focus on this step only.
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Fig. 2. Processing steps of the map-matching algorithm

4.1 Hidden Markov Model

While constructing Hidden Markov Models the approach similar to [21, 22] was
taken. A state in HMM describe both a road segment and a projection of a GPS
fix on the segment calculated according to formula (1). Thus, each state tuple
(s, p, i) ∈ Q has the following components: e - a road segment, p - a projection
point belonging to the segment S(e) and i - a sequence number.

In the assumed model observations O correspond to data obtained from GPS
sensor, i.e. they are tuples (x, y, t), whose elements are longitude, latitude and
time respectively.

Below we give the definition of Hidden Markov Model reflecting adaptation
introduced to support the map matching problem.

Definition 1 (Hidden Markov Model). Hidden Markov Model is a tuple
λ = (Q,A,O, Pt, Po, q0), where

– Q is a set of states, Q ⊂ E × R
2 × N

– A ⊂ Q×Q is a set of arcs,
– O is a set of observations, O ⊂ R

2 × R

– Pt : A→ (0, 1] is a function that assigns a probability to a transition between
states.

– Po : Q × O → [0, 1] is an emission probability function satisfying ∀q ∈
Q :

∑
o∈O Po(q, o) = 1.

– q0 is an initial (root) state.

Two states q1 = (e1, p1, i1) and q2 = (e2, p2, i2), where e1 = (v11, v12) and e2 =
(v21, v22), can be connected with an arc a = (q1, q2), if e1 = e2 or there exists a
path in a graph π = v11, . . . v22 linking endpoints of road segments. Currently,
in most cases we consider sequences of length 3, i.e. two consecutive segments
having common endpoints. Longer sequences can be calculated to handle special
situations requiring reinitialization of algorithm. This assumption imposes the
requirement that observations (locations obtained form a GPS sensor should be
dense enough to be assigned to consecutive segments. If a segment was missed,
then the map matching algorithm would probably get lost. The interpolation
step (see Fig. 2) was introduced to satisfy this requirement and achieve real-
time performance.

In order to calculate a transition probability for an arc a linking states q1 and
q2 a weight function θ(a) : A→ [0, 1] is used. Basically, it assigns 1 if q1 and q2
can be connected by a path, however if the possible path violates traffic rules
or physical constraints (e.g. speed greater than 250 km/h) a small value (0.1)
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is used. Finally, the weights assigned to outgoing arcs for a given state q are
normalized applying the formula (2) to give the probabilities.

Pt(a) =
1
Zt
θ(a),

where Zt =
∑

ai : ai=(q,qi)∈A
a=(q,qa)

θ(ai). (2)

Emission probability Po is computed for a subset of states in HMM QH and
an observation o. For a given HMM state q = (e, p, i), where p = (xp, yp) is
the vehicle position, its GPS observations o can be distributed on XY plane
around the point p. Until there is no bias, e.g. related to satellite visibility,
the applied distribution should have its mean at the point p and decrease with
growing distance between points d(p, o). We have assumed 2-dimensional normal
distribution given by (3).

P (x, y) =
1

D
e−k ((x−xp)

2+(y−yp)
2). (3)

The D normalizing factor is given as D =
∫∞
−∞

∫∞
−∞ P (x, y) dx dy. For k the

value 0.01 was taken, what corresponds to a noise giving translations of GPS
readings by 10m. In such case D ≈ 314.0. As the map data used in experiments
used longitude and latitude coordinates, we applied, however, a modified version
of (3), in which Euclidean distance was replaced by the haversine formula.

4.2 Trace Interpretation Algorithm

The algorithm takes at input a sequence of GPS readings (observations) ω =
(oi : i = 1, n) and constructs a sequence of Hidden Markov Models Λ = (λi : 0 =
1, n). Basically, it contains two stages: initialization, during which the first model
λ1 is built and processing that is repeated for successive observations.

Initialization. This stage involves determining a set of possible states (road
segments), to which the initial vehicle position might be assigned. The algorithm
examines all road segments in a supplied part of the map and chooses only these,
whose distances to the measured point are less or equal than a certain threshold
r (e.g. 35 meters). At that point the construction a sequence of HMMs, which
can be perceived as a trajectory tree, begins. The tree root is set to a fictional
state from which the vehicle might have moved to any of the states belonging to
initial Hidden MarkovModel λ1. The steps of this stage are listed in Algorithm 1.

Processing. This step is being applied repeatedly for all, but the first GPS
observations. Each i-th iteration comprises two phases: expansion and contrac-
tion, during which a new HMM model λi is constructed. The expansion phase
consists in adding new states and transitions to previous model λi−1. Its steps
are given by Algorithm 2.
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Algorithm 1. Initialization

1. For a given observation o1 calculate a set of road segments, whose distance to o1 is
less or equal r, where r is a certain threshold: H = {e ∈ E : d(o1, p(o1, S(e))) ≤ r}.

2. Assign Q1 ← {q0} ∪ {(ei, p(o1, S(ei), 1) : ei ∈ H}; q0 is a fictitious state (a tree
root).

3. Connect states with arcs A1 ← {q0} ×QH , where QH = Q1 \ {q0}.
4. Assign to each arc a ∈ A1 equal transition probability Pt1(a) =

1
|QH | .

5. For each element in QH calculate emission probability according to formula (3).

Algorithm 2. Expansion

1. Select the set of states in λi−1 that was added in the previous iteration (heading
states) QH = (e, p, k) ∈ Q : k = i− 1.

2. Establish a set of edges ER that are physically reachable from QH . As discussed
in Section 4.1, currently, only neighbor edges are considered.

3. Calculate a subset ERD ⊂ ER comprising those edges, which are placed at a
distance less than or equal to a certain threshold r:
ERD = {e ∈ ER : d(oi, S(e)) ≤ r}.

4. Insert edges from ERD as new states into the model λi. Hence, Qi ← Qi−1 ∪
{(e, p(e, S(e), i) : e ∈ ERD}.

5. Link new states with edges: Ai ← Ai−1 ∪QH × (Qi \Qi−1)
6. Establish transition and emission probabilities according to (2) and (3).

The contraction phase has two goals: firstly orphan nodes without successors
are removed, what keeps the detection model compact, secondly the HMM root is
moved forward and a next part of the trajectory is output. Operations conducted
during this phase are summarized in Algorithm 3.

One of the contraction operation, namely join handling requires some com-
ments. A state qJ is a join, if it has two different predecessors:

∃qa, qb ∈ Qi−1 : (qa, qJ ), (qa, qJ ) ∈ A ∧ qa �= qb.

Such situation is illustrated in Fig. 3, where states q2 and qJ are examples
of joins. Presence of a join in HMM indicates that during the map matching
process vehicle positions were assigned to parallel roads that finally joined at
a certain point. Hence, the algorithm faces the problem of selecting the most
probable among at least two competing paths. This is achieved with a dedicated
procedure that searches the closest parent node qF , from which (1) all paths led
to qJ and (2) states belonging to them are reachable only from qF . If such state
exist, the Viterbi algorithm is applied to the subgraph between qF and qJ and
most probable path is kept in the λi. States lying beyond the computed path
are removed.
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Algorithm 3. Contraction

1. Remove from Qi all states with the timestamp less then i, i.e. assign:
Qi ← Qi \ {(e, p, k) : k < i} and update Ai accordingly.

2. Handle joins.
3. Update the root state qr:

a If qr has exactly one successor qj in A, output qr as a next element of the
vehicle trajectory. Otherwise, STOP.

b Assign: qr ← qj and go to a.

The subgraph between qF and q2 in Fig. 3 does not satisfy the conditions
given above, as there exists a path from qF to q3 that is not closed. Similarly,
the subgraph between q1 and qJ cannot be accepted, as q2 is a join for a path
that does not start in q1. The subgraph between qF and qJ satisfies the given
conditions and, after applying the Viterbi algorithm, can be replaced by a single
path between these nodes.

qF qJq1

q2

q3

Fig. 3. Example of submodel of HMM, to which Viterbi algorithm is applied to get rid
off joins

Handling Special Situations. An exceptional situation in expansion phase
occurs if the set ERD established in step 3 of Algorithm 2 is empty. We may
conclude then, that the map matching algorithm got lost. There may be several
reasons of such situations. It may stem from a noise that was not sufficiently
removed by the Kalman filter. The other reason can be that observations are
not dense enough to be matched to neighbor map segments. Such effect can be
observed at curved roads, e.g. highway links or roundabouts, which are approx-
imated by a number of short straight lines. Basically, we handle this issue by
performing reinitialization using Algoritm 1 and obtaining a new model λi0.

Further processing depends on application of the map matching component
within an ITS. If we are particularly interested in reconstructing the trajectory
of a tracked vehicle, models λi−1 and λi0 are merged by adding links that are
obtained by applying locally A* shortest path algorithm. If the goal of map
matching is to calculate traffic parameters based on GPS readings, some track-
ing errors can be accepted. For such applications λi−1 model is processed with
Viterbi algorithm to get the most probable path and the whole matching process
restarts from λi0.
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Another specific situation is, when it is known that the sequence of observa-
tions ω is finite and ends with on. Then for the last model λn the most probable
trajectory is computed with Viterbi algorithm and the algorithm stops.

5 Experiments

The algorithm was tested on the map of Kraków in Poland. The map originated
from OpenStreetMap project [23]. The input dataset was represented by 20 GPS
traces, which were recorded during several car trips throughout Kraków with
EasyTrials GPS1 software running on iPhone 5. The total length of traces used
in experiments was 148.46km. Both input and map-matched trajectories were
stored in GPX format that is supported by JOSM, the OpenStreetMap editor.

The first phase of experiments consisted in determining parameters of a dis-
crete Kalman filter used in the preprocessing phase. It was designed in form of
two distinct second order filters processing separately noise for longitude and
latitude components. The state variables corresponded, hence, to position and
velocity along one of the axes. Initial parameters for both filters were identical.
They were determined empirically using the Matlab software for calculations
and visualization. The best effects were achieved (and thus those were applied
in the final algorithm) with the following set of parameters (see [9] for notation

details): process noise covariance matrix Q =

[
1 0
0 0.05

]
, measurement noise co-

variance matrix R = 4.5 and initial process noise covariance matrix P =

[
0 0
0 0

]
.

It should be mentioned that the selected parameters reflect features of the used
sensor, i.e. this installed in iPhone 5. They may differ for other device. The
results of of trace smoothing with the designed filter are shown in Fig. 4. An
artificial noise introduced into the original trace yields the zig-zag line, which is
smoothed (the black bold line).

Analyzing the traces manually we have observed that invalid paths was ob-
tained (i.e. broken and impossible to repair with A*) in about 30% of the cases, in
which the algorithm was forced to perform reinitialization. Moreover, reitializa-
tion usually takes more time than the normal algorithm processing step. Thus,
to avoid manual annotating of GPS trials, we decided to use the number of
reinitialization as a quality metrics.

We have tested the algorithm by feeding the collected data in four forms:
original, modified by artificially introduced random noise (magnitude between 0
and 20 meters added to each sample), half sampled (H-S) and half-sampled with
the noise. The obtained values are gathered in Table 1. Each table row shows
test results for a particular GPS trace. Subcolums marked with RI give number
of algorithm reinitializations in the selected mode, RIS denotes average number
of reinitalizations per sample.

It is clear and not surprising that the best results were achieved by running
the tests with the original input data. However, for applied half-sampling the

1 http://www.easytrailsgps.com/

http://www.easytrailsgps.com/
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Fig. 4. Example of application of the implemented discrete Kalman filter

Table 1. Test results

No Length (km) Samples
Original Noise H-S H-S & Noise
RI RIS RI RIS RI RIS RI RIS

1 9.45 256 0 0 3 0.012 3 0.012 3 0.012
2 8.26 248 3 0.012 10 0.04 2 0.008 1 0.004
3 7.78 261 2 0.008 5 0.019 1 0.004 2 0.008
4 7.67 267 0 0 6 0.022 3 0.011 5 0.019
5 9.67 233 3 0.013 0 0 0 0 0 0
6 6.40 209 0 0 0 0 0 0 0 0
7 5.59 108 0 0 0 0 0 0 1 0.009
8 9.03 259 0 0 10 0.039 0 0 3 0.012
9 7.05 216 1 0.005 1 0.005 1 0.005 0 0
10 7.94 248 2 0.008 4 0.016 1 0.004 0 0
11 7.19 190 0 0 1 0.005 1 0.005 10 0.053
12 11.22 273 1 0.004 7 0.026 1 0.004 2 0.007
13 4.19 118 0 0 0 0 1 0.008 1 0.008
14 5.96 192 2 0.01 2 0.01 0 0 2 0.01
15 9.03 271 0 0 2 0.007 0 0 0 0
16 6.45 242 1 0.004 3 0.012 2 0.008 3 0.012
17 7.95 228 4 0.018 7 0.031 3 0.013 3 0.013
18 7.41 192 1 0.005 3 0.016 2 0.01 2 0.01
19 7.06 283 4 0.014 7 0.025 2 0.007 6 0.021
20 3.16 188 0 0 2 0.011 0 0 1 0.005

Total 148.47 4482 24 0.005 73 0.016 23 0.005 45 0.010

number of reinitializations was practically identical. This effect can be proba-
bly attributed to the interpolation. The worse indicator value was obtained for
noisy data. Nevertheless, all obtained values are fairly good. In the normal mode
the reinitialization occurred once per 6.18km and in about 70% of cases it was
possible to recover from errors.
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Only initial results of performance tests can now be reported. The algorithm
implemented in C# language and published as a RESTfull web service was
capable of processing 20 simultaneous feeds with 50 times speed-up, i.e. time
intervals between subsequent send operations were 50 times smaller then dif-
ferences between sample timestamps. This corresponds to 1000 mobile sensors
feeding real-time data simultaneously.

6 Conclusions

This paper presents a new map matching algorithm based on Hidden Markov
Model. Although the idea of applying HMM to map matching was reported al-
ready in a few articles, in works by Krumm et. al [20] and Newson and Krumm
[21] only a global algorithm analyzing the whole path was described. The article
by Thiagarajan et al. gives yet less details [22]. The paper makes two contribu-
tions. Firstly we describe an incremental algorithm that in each iteration updates
the HMMmodel by expanding it with new states corresponding to road segments
and contracting to output a certain part of the vehicle trajectory. In most cases
the structure of obtained HMM forms a tree similar to that, proposed by Wu
et al. [15]. However, our model accepts parallel roads. Our second contribution
is the report on performed tests showing that the developed algorithm with ap-
plied filtering and interpolation operations is robust enough to handle noisy and
downsampled data.
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Abstract. In this work we address the problem of multi-class classifica-
tion in machine learning. In particular, we consider the coding approach
which converts a multi-class problem to several binary classification prob-
lems by mapping the binary labeled space into several partitioned binary
labeled spaces through binary channel codes. By modeling this learning
problem as a communication channel, these codes are meant to have
error correcting capabilities and thus performance improvement in clas-
sification. However, we argue that conventional coding schemes designed
for communication systems do not treat the space partitioning prob-
lem optimally, because they are heedless of the partitioning behavior of
underlying binary classifiers. We discuss an approach which is optimal
in terms of space partitioning and advise it as a powerful tool towards
multi-class classification. We then review the LDA, a known method for
multi-class case and compare its performance with the proposed method.
We run the experiments on synthetic data in several scenarios and then
on a real database for face identification.

Keywords: Multi-Class Classification, Error Correcting Output Codes,
Support Vector Machines, Linear Discriminant Analysis.

1 Introduction

The general multi-class classification is a fundamentally important problem that
can find many different applications in different domains. Classification of al-
phabet letters from a handwritten document, phoneme segmentation in speech
processing, face identification and content identification of multimedia segments
are among the application examples of this problem. Although studied for many
years, it is still considered as an open issue and none of the many proposed meth-
ods achieve superior performance under all conditions for different applications.

In binary classification where there are only two classes, many methods exist
that are well developed to tackle different classification scenarios. However, they
are designed naturally to address the binary case and their extension to multi-
class is either not possible or is not straightforward. One way to accommodate
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for the multi-class case and still use the existing powerful binary algorithms is to
break a multi-class problem to several binary problems and combine the results
together. This method is done in several ways.

Among the existing methods that convert the multi-class problem to several
binary ones there is the famous one-vs-all approach which considers each of the
classes in each binary classification problem to be classified against the rest. This
requires to run the binary classification algorithm M − 1 times. In fact, because
the situation is not symmetric, it might be the case that these binary problems
are very different from each other in nature which might be problematic in
practice. Another method would be to consider each pair of classes together. This

method, known as one-vs-one approach, requires M(M−1)
2 binary classifications

to capture all the combinations between the data.
These methods, while could work for smallM ’s, will seriously fail asM grows

because the number of binary classifications to be carried out would be in-
tractable. The fact that in order to identify M objects would naturally require
log2 |M| binary descriptors has motivated an extensive research in the field. A
significant achievement was due to Dietterich [1] who made an analogy between
the problem of classification and communication channel and thus suggested
to consider it as a channel coding problem. This idea was followed by further
research and study, however, no significant results have been reported.

An essential element of Dietterich approach is the selection of coding matrix.
A coding matrix design was proposed in [2] which was shown to be optimal in
terms of space partitioning for the problem of content identification of objects.
In this paper we relax the assumption of identification where in each class there
is only one instance and instead we address the general problem of multi-class
classification where there is an arbitrary number of classes and arbitrary number
of instances in each class as the training examples. We compare it with the Linear
Discriminant Analysis (LDA), an efficient multi-class classification schemes in
different classification scenarios and show that it could be efficiently used also
for the general problem of multi-class classification.

LDA is a powerful technique in statistics that aims at finding a set of
transformed features in a reduced dimension space such that they give best
discrimination among classes. The use of LDA in machine learning, although
not popularized, but has been extensively studied at least for the binary case.
In an experimental study in [3], the use of LDA for multi-class classificaion has
been investigated. It is shown that this method, although with certain limita-
tions regarding its assumption on the distributions of classes, can serve as an
efficient classification method also for the multi-class case.

The paper is organized as follows: In Section 2 we study the problem of multi-
class classification. We review the coding approach for multi-class classification
and introduce a method to optimally solve it. We then consider the LDA method
towards multi-class classification. The experimental results are reported in Sec-
tion 3. We finally summarize the paper in Section 4.
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2 Multi-class Classification

In this section we first consider the binary classification and the SVM approach
to solve it. We then define the problem of multi-class classification and explain
an important approach towards solving this problem known as Error Correcting
Output Codes (ECOC)[1]. Finally, we consider the design method introduced in
[2] as the basis for our later discussions.

2.1 Binary Classification Using Support Vector Machines

Here we consider the general formulation of Support Vector Machine (SVM)
for binary case. SVM is considered to be one of the most successful machine
learning approaches for the binary supervised learning classification. When the
two classes are linearly separable, the SVM algorithm tries to find a separating
hyperplane such that it has the maximum margin from the closest instances of
the two classes. The closest instances from each class are also called support
vectors. This criterion, under certain conditions, is proved to guarantee the best
generalization performance.

Concretely, given the training instances as x(i)’s with 1 ≤ i ≤ s and x(i) ∈ R
N

and their binary labels as g(x(i)) ∈ {−1,+1} for each of x(i)’s, we seek to find a
hyperplane in R

N characterized by w ∈ R
N and b such that it correctly classifies

all the examples while it has the largest margin. Solving this problem is formu-
lated as the optimization problem of (1). The objective function is maximizing
the margin and the constraints try to ensure that the training instances are
correctly classified, i.e., their predicted labels are the same as their true labels.

minimize
w

1

2
wTw

subject to g(x(i))
(
wTx(i) + b

)
, i = 1, . . . , s.

(1)

This optimization problem, or its other variants are treated using quadratic
programming techniques and many powerful packages are designed to practically
handle it.

For the case where the training instances are not linearly separable, the above
formulation can be modified by using the kernels technique. The idea is to use
kernels which are pre-designed nonlinear functions that map the input space to
a higher dimensional space. It could be the case that the instances in the new
space are linearly separable. Therefore, (1) can be modified and used to find the
best separating boundary between the instances in the higher dimensional space.

A useful method to gain insight into the spatial geometry of the instances
could be derived from Voronoi diagrams. A Voronoi diagram is a way of parti-
tioning the space into convex cells where in each cell there is only one instance
from the given examples. The cells are chosen such that all the points in the cell
are closest to the corresponding instance than other instances in space. Based on
this definition, one could easily confirm that the SVM boundaries, when trained
with enough parameters, should in fact follow the Voronoi cells of the set of
support vectors. Figure 1 shows this phenomenon.
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Fig. 1. SVM boundaries (solid lines) following the Voronoi cells (dashed lines) of the
support vectors

It is important to mention that in all of these analyses, we are using the l2-
norm as the measure of distance. Other norms could also be studied which could
offer advantages for some applications where the distortions have a non-Gaussian
character.

2.2 Multi-class Classification: Problem Formulation

A set of training instances are given which contain features, x(i) ∈ R
N and their

labels g(x(i))’s belonging to any of the M classes. These labels are assumed
to have been generated through an unknown hypothetical mapping function
g : RN  −→ {1, 2, ...,M} that we want to approximate based on the given labeled
training examples. The labels, unlike the common cases in machine learning,
belong to a set ofM ≥ 2 members rather than only two classes. Because most of
the existing classification algorithms are naturally designed for M = 2 classes,
to generalize them for multi-class cases usually requires to consider the problem
as several binary classification problems.

2.3 Coding Approach for Multi-class Classification

The main idea behind the Error Correcting Output Codes (ECOC) approach to
solve the multi-class problem is to consider it as a communication system where
the identity of the correct output class for a given unlabeled example is being
transmitted over a hypothetical channel which, due to the imperfections of the
training data, the errors in the learning process and non-ideal choice of features
is considered to be noisy [1]. Therefore, it would make sense to try to encode the
classes using error correcting codes and transmit each of the bits through the
channel, i.e., to run the learning algorithm, so that we would be able to cope
with the errors in each individual binary classifier. Figure 2 illustrates this idea.

Concretely, we assign randomly to each of the M classes a row of a coding
matrix C(M×l). Then we run a binary learning algorithm on all the training
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Sent Message

length n
E

Coded String

length l ≥ n
Ch.

Noisy String

length l ≥ n
D

Received Message

length n

Class Identity

1 ≤ m ≤ M
E

Class Code

C(m, j)

1 ≤ j ≤ l

T

Noisy Class

by
D

Class Approx.

m̂

Fig. 2. Communication system and its classification equivalent: E and D are the Encod-
ing and Decoding stages in communication, respectively. T is the training procedure,
C is the coding matrix, by is the derived binary code for the test example.

samples for every column of C so that we will have l mappings from R
N , the

original data space to the one dimensional binary space {0, 1}, or equivalently,
one mapping rule from R

N to the l-dimensional binary space {0, 1}l.
Given a new unlabeled example y, we map it from R

N to the l-dimensional
binary space through the same mapping rule learned as above. We then compare
this binary representation by with the items in the database, or equivalently the
rows of C by minimum Hamming distance rule or any other relevant decoding
method.

Coding Matrix Design. An important concern in this method is the choice
of the coding matrix. Using the techniques from coding theory the main focus of
the researchers has been to design elements of C optimally to be able to combat
against noise while keeping the rate of communication as close to 1 as possible,
which implies fewer number of binary classifications. Through this end, most
design strategies were in essence aiming to maximize the Hamming distance
between the rows of C[4].

Another approach in the design of this matrix is to assign the elements ran-
domly. It is shown that this random assignment approach could do as good as
the previous coding-oriented designs [5,6].

It is important to mention that in the design of channel codes, e.g., famous
codes like BCH or LDPC, it is generally assumed that the channel noise, in our
case the bit flippings of by due to the classification process, is i.i.d., or at least
is independent of the input codewords. In the case of classification where we
have a hypothetical channel representing the behavior of the learning algorithm,
however, we can observe that these bit flippings, or equivalently the channel
noise samples are highly correlated with the input codewords. Therefore, many
of the information theoretic explanations based on notions like typicality could
no longer be valid. To address this issue, we consider this problem from a learning
theoretic viewpoint.

Optimal Coding. As mentioned earlier in section 1, a coding design was
suggested in [2] which was shown to be optimal in terms of space partitioning.
An intuitive explanation for this fact is presented below.



598 S. Ferdowsi et al.

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

 

 

1
2
3
4
5
6
7
8

(a) instances (M = 8 and p = 5)

−2 −1 0 1 2
−2

−1

0

1

2

3

−2 −1 0 1 2
−2

−1

0

1

2

3

−2 −1 0 1 2
−2

−1

0

1

2

3

−2 −1 0 1 2
−2

−1

0

1

2

3

(b) binary classifications: SVM boundaries
(solid) and Voronoi regions (dashed)

Fig. 3. Instances of the original multi-class problem and the corresponding binary
classifications

Figure 3(a) shows the class instances and figure 3(b) shows the the corre-
sponding decision boundaries of a binarized multi-class classification problem
with M = 8 and p = 5 two dimensional instances for every class. As is clear
from figure 3(b) and was discussed earlier in 1, the decision boundaries follow
the outer Voronoi cells of each class. Notice that the choice of C dictates that
in each of the l classifications, some of the adjacent classes be grouped together
and labeled as ’0’ and some be grouped as ’1’ and also this labeling and grouping
could be changed in each classification.

Therefore, in order to design an optimal coding matrix, we ask the question:
Which choice of the elements of C guaranties learning at least one time these
relevant Voronoi regions while avoiding redundant boundary learning? The first
requirement links with having good performance via optimal class separability
and the latter implies maintaining the number of columns (classifiers) as small
as possible, i.e, having maximal rate of communication.

Equivalently, the optimal assignment of codewords should work as a unique
and non-redundant encoding of each class with the decision boundaries of SVM
classifier following the Voronoi regions between the corresponding classes.

This optimal design, in fact happens when the rows of C are chosen simply
as the modulo-2 equivalent of the the class numbers. Therefore, as an example,
in a 20-class problem, the codewords will be of length l = !log2M" = 5, the 1st

class should be encoded as the binary string ′00000′, and the 6th class should be
encoded as ′00101′.

Intuitively, considering each of the two adjacent classes, this approach assigns
to each of them a codeword where they differ in at least one position. This satisfies
our first objective because it guaranties that each pair of rows of C that could be
assigned to two adjacent classes finds at least one position where the bit values are
different. Therefore, they will be mapped into two different classes at least once
which implies that the decision boundary will cross between them at least once.
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With this approach, the second requirement is also fully satisfied. Since the
length of each codeword, i.e, the number of columns of C equals l = !log2M"
which is minimal and the rate of communication is exactly 1.

In essence, the optimality of this approach is based on the fact that we learn
the relevant Voronoi regions optimally. In fact learning the Voronoi regions of the
support vectors is also equivalent to the maximum likelihood rule under Gaussian
assumption for the classes. It is important to mention that we are using SVM
classifiers with nonlinear kernels that are properly tuned. Other learning rules
do not necessarily learn these Voronoi regions accurately and also the improper
choice of kernel parameters does not guarantee learning these regions properly.

While ML decoding rule requires the knowledge of Voronoi regions for all
classes, in our approach, these regions are distributed among the l binary classi-
fiers and are learned implicitly. The fusion of the results of all binary classifiers,
equivalently produces the entire coverage for all classes defined by their Voronoi
regions. Therefore, the results of these fused binary decoding scheme should
coincide with the optimal ML decoder.

It is also very important to mention that given a test example to be classified,
unlike any other method, the complexity of decoding in this approach comprises
only the SVM functional evaluations and does not incur any Hamming distance
computation or decoding computations as in LDPC or other coding methods.
The reason is due to the fact that a produced codeword is directly referring
to a storage point in memory, hence no computation at all. However, the SVM
functional evaluations involved could be very high if the nonlinear kernels are
too complex.

2.4 Linear Discriminant Analysis

In this part we review the Discriminant Analysis approach which is a collection
of techniques in statistical pattern recognition that try to find a set of discrim-
inating features from the data by transforming them into a lower dimensional
space. With their small complexity, their powerful behaviour in many classifi-
cation scenarios and their theoretical importance, they are considered to be a
good method of choice for many problems. Here we consider the famous LDA
for the multi-class case.

Multi-class LDA Formulation. Given the training dataset as X = [x(1),x(2),
· · · ,x(s)]T with instance x(i) ∈ R

N , labeled as belonging to any of theM classes,
ci’s, the objective is to find a transformation W ∈ R

N×(M−1) such that it maps
the data into an M − 1 dimensional space X̃ = XW such that the data could
be discriminated more easily. Equivalently, it draws M − 1 hyperplanes between
the M classes.

Given a testing sample y, we transform it to the new space as ỹ = yT
W. We

then find the transformed class center μ̃i = μTi W where μi =
1
pi

∑
x∈ci

x, such
that it has the smallest Euclidean distance to ỹ. The sample y is then classified
to ci.
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The transform W should be found such that in the transformed space, the
inter-class distances are the highest while the intra-class distances between the
instances are the lowest, which is equivalent to having the maximal distinguisha-
bility between the classes.

Concretely, we define the intra-class scatter matrix for class ci as:

Ŝi =
∑
x∈ci

(x − μi)(x − μi)
T (2)

and the total intra-class scatter matrix as:

Ŝintra =
M∑
i=1

Ŝi. (3)

The inter-class scatter matrix is defined as:

Ŝinter =
M∑
i=1

pi(μi − μ)(μi − μ)T , (4)

where μ = 1
s

∑M
i=1 piμi. Jointly maximizing the inter-class scatter of the data in

the transformed space and minimizing their intra-class scatters is equivalent to
solving the generalized eigenvalue problem in (5),

ŜinterW = λŜintraW (5)

Based on the W derived from Eq. 5, the test data y is classified as:

ĉ = argmin
i

||yW− μiW||2, (6)

which is searching for the closest class center to the test example in the trans-
formed domain.

LDA for Multi-class Classification. LDA, along with its other variants could
be considered as reliable methods for multiclass classification. The computational
complexity of this approach could be significantly lower than other methods.
However, there are certain limitations with this method.

Unlike the SVM classifier discussed above which only considers the boundary
instances, LDA assumes an underlying distribution for the data. Therefore, in
order for the distribution estimation to be accurate, the number of training
instances, compared to the data dimension should not be small. This could be
a serious limiting factor, as it could be the case in many applications that the
training data are limited. Moreover, the underlying distribution under which
the method is successful is assumed to be Gaussian. Therefore, deviations from
Gaussianity could seriously affect the performance. We investigate this fact in
our experimental results.

It is also important to point out that LDA tries to maximize distinguisha-
bility and does not necessarily consider minimizing the training error. For the
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multiclass case, in the eigenvalue decomposition problem of (5), pairs of classes
between which there are large distances, completely dominate the decomposi-
tion. Therefore, in the transformed space, the classes with smaller distances will
be overlapped [3].

3 Experimental Results

In this section we experimentally study the discussed approaches under different
practical scenarios. Since there are many different parameters involved, especially
for the multi-class case, to compare different algorithms is not trivial. The data
dimension, the size of the training set, the way the instances of different classes
are mixed with each other and the underlying distributions of the classes could
significantly affect the classification scenario. Especially, when we generalize from
binary to the multi-class case, we could see that these parameters and their
relative values could radically change the scenario.

Therefore, instead of using only the current available databases which are very
limited in terms of being rich in having different combinations of the parameters
and therefore capturing a meaningful generality of an arbitrary scenario, we also
experimented with synthetic databases. This way we can have the possibility to
arbitrarily change these parameters.

We first experiment the case where we generate the data from a Gaussian
distribution where we can have control over inter-class and intra-class variances.
We then experiment the case where each class is generated as a mixture of
Gaussians. We finally report the result of comparison over the ExtendedYaleB
[7] database for face recognition.

3.1 Synthetic Data

We perform the experiments on the synthetic data in two parts. First we consider
Gaussian distribution for the classes. In order to imitate more realistic solutions,
we then experiment with the cases where the classes follow mixtures of several
Gaussians.

Gaussian Data. We generate centers of classes as xc(i) ∈ R
N with Xc ∼

N (0, σ2interIN ) and 1 ≤ i ≤ M . We then generate the jth instance of class ci as
x(j) = xc(i)+Zintra with Zintra ∼ N (0, σ2intraIN ). The test data are generated
as Additive White Gaussian Noise with covariance matrix σ2zIN added to the
centers of each class. We measure the performance of algorithms with accuracy
which is defined as the ratio of all the correctly classified items to the whole test
set size.

Figure 4(a) depicts the results of classification when the number of classes
were chosen as M = 16, the data dimension as N = 15 and the inter-class and
intra-class scatters were chosen as σ2inter = 10 and σ2intra = 1, respectively. The

independent variable was the SNR which is defined as SNR = 10 log10
σ2
inter

σ2
Z

.

The comparison was made between four methods. The first method is to classify
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a test item based on its Euclidean distance closeness to the centers of each of
the classes, estimated from the training data. This approach, given the Gaussian
assumption for each of the classes, is optimal in terms of Maximum-Likelihood
rule. The second method is the multi-class LDA. The third method is the dis-
cussed ECOC-based space partitioning with optimal coding matrix design. The
forth method is ECOC when the matrix was randomly chosen. For the two last
methods, the number of classifiers were l = 4 and the binary classifiers were
SVM with Gaussian kernels. The number of train and test instances per each of
the classes were chosen as 100 in all experiments. Figure 4(b) is the result of the
same experiment but with a different ratio for inter-class and intra-class scatters.
They were chosen as σ2inter = 1 and σ2intra = 1. As can be seen from figure 4(b),
because the instances of each class are very scattered within the instances of the
neighboring classes, the underlying binary SVM with Gaussian kernel tends to
hugely overtrain on these training data, thus they fail to generalize on the test
set. It is important to mention that the good behavior of the first two methods
is due to the unrealistic Gaussian setup considered. We will see in the next ex-
periments that this performance could radically decrease as we change the data
distribution to more realistic ones.
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Fig. 4. Accuracy vs. SNR for Gaussian Data (M = 16, N = 15)

Gaussian Mixtures. In this part every class is assumed to have 5 Gaussian
clouds from which the instances are generated. The class centers are generated as
before. The centers of Gaussian clouds for class i, centered on x(i) are generated
from another Gaussian distribution with covariance matrix σ2cloudIN . The class
instances are then generated as Gaussians which are centered on the cloud centers
with covariance σ2intra.

Figure 5(a) is the result of experiment when there were M = 16 classes with
dimension N = 15. The variances were σ2inter = 1, σ2cloud = 1 and σ2intra = 1 and
each of the 5 clouds there were 25 training and test examples.

Figure 5(b) is the result of the same experiment with a more scattered clouds
than the previous experiment, i.e., σ2cloud = 10 was changed.
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Fig. 5. Accuracy vs. SNR for Mixture of Gaussian Data (M = 16, N = 15)

As can be seen from 5(b), the first two methods are obviously sub-optimal for
this scenario. However, the discussed ECOC-based space partitioning method
can successfully cope with it. Also, in all of the experiments, it is clearly seen
that random coding, when the number of its binary classifiers is small, cannot
provide a good performance. To resolve this, also to avoid the fluctuating results
seen in all the figures, one should add more columns to the coding matrix,
or equivalently increase the number of binary classifications, while the optimal
coding approach achieves the best performance with the least number of binary
classifications. This optimality is of course limited and dictated by the choice of
underlying classifications.

3.2 Face Identification

To compare the performance of the discussed methods on the real data, we used
the ExtendedYaleB [7] database for face identification. There were 28 people,
from each of them 500 face images were taken under different lighting conditions.
We randomly chose 250 images from each for training and 250 for testing. The
images were resized to 128 × 128 pixels and then directly vectorized. Random
Projections were used to reduce the dimension of the features from N = 16384
to L = 50. The instances were then fed to the same four methods. For the last
two methods, l = !log228" = 5 binary SVM’s with Gaussian kernels were used.
Table 1 illustrates the results.

Table 1. Accuracy of different methods on ExtendedYaleB Database

Method Euclidean Distance LDA Optimal ECOC Random ECOC
to Class Means Partitioning Partitioning

Accuracy 0.8771 0.8944 0.9967 0.7141
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4 Summary

In this paper we studied the problem of multi-class classification. We considered
a general approach which was based on coding theory in communication systems
that converts a multi-class problem to several binary problems by assigning a
codeword to each class. We argued that conventional channel codes are not opti-
mal for this problem as they do not take into account the partitioning properties
of their underlying binary classifiers. We then proposed an approach for coding
and showed that, if proper binary classifiers are used, it is optimally partition-
ing the multi-label space to several binary spaces. We tested the performance
of the proposed methodology under different datasets. We first generated syn-
thetic data that could simulate different real scenarios and then compared the
performances under a real face identification database. The method was shown
to be superior under more realistic classification scenarios. However, it was seen
that because complex binary SVM’s were used, one should be careful to avoid
over-training of the underlying classifiers.

Acknowledgments. The work presented in this paper was supported by a
grant from Switzerland through the Swiss Contribution to the enlarged European
Union (PSPB-125/2010).
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Abstract. In this paper we present a new method for obtaining a list
of interest objects from a single image. Our object extraction method
works on two well known algorithms: the Canny edge detection method
and the quadrilaterals detection. Our approach allows to select only the
significant elements of the image. In addition, this method allows to filter
out unnecessary key points in a simple way (for example obtained by the
SIFT algorithm) from the background image. The effectiveness of the
method is confirmed by experimental research.

1 Introduction

Content-based image retrieval is one of the greatest challenges of present com-
puter science. Effective browsing and retrieving images is required in many vari-
ous fields of life e.g. medicine, architecture, forensic, publishing, fashion, archives
and many others. In the process of image recognition users search through
databases which consist of thousands, even millions of images. The aim can
be the retrieval of a similar image or images containing certain objects [4][6].
Retrieving mechanisms use image recognition methods. This is a sophisticated
process which requires the use of algorithms from many different areas such as
computational intelligence [7][8][12][20][21][22][24][27][29][32], machine learning
[23], mathematics [2][13] and image processing [11]. An interesting approach for
CBIR, based on nonparametric estimates (see e.g. [14][25][26]) was presented in
[10].

One of important aspects of content-based image retrieval is the ability to find
specific objects in the image. This is particularly important in the case of large
image databases which are searched for specific objects. Many ways to detect
objects can be found in the literature and one of them is image segmentation.
The goal of the image segmentation is to cluster pixels into salient image re-
gions, i.e. regions corresponding to individual surfaces, objects, or natural parts

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 605–615, 2014.
c© Springer International Publishing Switzerland 2014
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of objects. There are many methods for image segmentation: thresholding [3],
clustering methods [1], histogram-based methods [30], edge detection [28], stereo
vision based methods [16] and many others. We propose a new method for ex-
tracting objects from images. This method consists of two parts: the Canny edge
detection method [5] and the method for quadrilaterals detection [17]. An im-
portant element in our algorithm is the additional step which consists in filtering
out the key points from the background. The result is an image with key points
only in the most interesting areas of the image.

Our method uses the SIFT (Scale-invariant feature transform) algorithm to
detect and describe local features of an image. It was presented for the first time
in [18] and is now patented by the University of British Columbia. For each
key point which describes the local image feature, we generate a feature vector,
that can be used for further processing. SIFT contains four main steps [15][19]:
extraction of potential key points, selection of stable key points (resistant to
change of scale and rotation), finding key point orientation immune to the image
transformation, generating a vector describing the key point. SIFT key points
contain 128 values.

The paper consists of several sections. In the next sections we will present
methods used in the proposed approach and a method for image segmentation
algorithm. The last section presents the experimental results on an original soft-
ware written in .NET.

2 Canny Edge Detection

The Canny edge detector [5] is one of the most commonly used image processing
methods for detecting edges. It takes as input a gray scale image, and produces
as output an image showing the positions of tracked intensity discontinuities.
The algorithm runs in 5 separate steps:

1. Noise reduction. The image is smoothed by applying an appropriate Gaus-
sian filter.

2. Finding the intensity gradient of the image. During this step the edges should
be marked where gradients of the image have large magnitudes.

3. Non-maxima suppression. If the gradient magnitude at a pixel is larger than
those at its two neighbors in the gradient direction, mark the pixel as an
edge. Otherwise, mark the pixel as the background.

4. Edge tracking by hysteresis. Final edges are determined by suppressing all
edges that are not connected to genuine edges.

The effect of the Canny operator is determined by parameters:

– The width of the Gaussian filter used in the first stage directly affects the
results of the Canny algorithm,

– The thresholds used during edge tracking by hysteresis. It is difficult to give
a generic threshold that works well on all images.
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3 Blob Extraction

Blob extraction is one of the basic methods of image processing. It allows to
detect and extract a list of blobs (objects) in the image. Unfortunately, obtain-
ing homogeneous objects from an image as a list of pixels is extremely com-
plicated. Especially when we deal with a heterogeneous background, i.e. the
objects containing multicolored background. There are many methods for ex-
tracting objects (blobs) from images [9]. In this paper we use methods imple-
mented in the AForge.NET library. These algorithms are described by Andrew
Kirillov [17]. There are four types of the algorithms: Convex full, Left/Right
Edges, Top/Bottom Edges, Quadrilateral. Fig.1 describes these blob detection
methods. Figure 6A illustrates Quadrilaterals detection method. As can be seen,
round edges of the objects are not detected correctly. Much better results are
obtained by the Top/Bottom Edges algorithm (Figure 1C). Edges of objects
are detected mostly correctly, with individual exceptions. The Left/Right Edges
method behaves similarly (Fig. 1B). The last method has a problem with the
detection of vertices inside figures, e.g. star type objects (Fig. 1D). Quadrilateral
detection method can be described by the following steps:

1. Locate each separate object in the input image,
2. Find object edge pixels (methods: Top/Bottom, Left/Right),
3. Detect four corners of quadrilateral,

Fig. 1. Comparison of methods for blob detection used in the AForge.NET library [17]
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4. Set distortionLimit. This value determines how different the object can be.
Set 0 to detect perfect quadrilateral,

5. Check how well the analyzed shape fits into the quadrilateral with the as-
sumed parameter (see Fig. 1D ).

6. Check each mean distance between given edge pixels and the edge of assumed
quadrilateral,

7. If mean distance is not greater then distortionLimit, then we can assume
that the shape is quadrilateral.

4 Proposed Method for Segmentation Algorithm

In this section we present a new approach to segmentation. When we have a
single image described by pixel matrix (e.g. RGB), we can segment it into many
objects. This section describes a methodology of this process. The algorithm
can be divided into several steps. First of all we need to create mathematical
description of the input image. In this step we use the SIFT algorithm. In return
we obtain a list of key points (whole image). The next step is to create edge
detected image. In this step we use the Canny algorithm described in section 2.
Another step detects blobs, with all their properties such as: center of gravity,
area, mean color, blob rectangle, position. When we have detected these object
contours as blobs, we can extract rectangles for these objects. The next step
detects and saves key points in each rectangle. In other words, we check if the
key point position lies in rectangle area, if so it is assigned to this rectangle.
The last step extracts objects from the original (input) image and saves them
as separate objects. This method allows to extract the list of objects from the
image, not only as raw part of the image but also with a list of key points as-
signed to these objects. In other words, on the output of our method we obtain
the list of objects (raw part) with assigned key points (vectors) to each ob-
ject [31]. Figure 2 describes steps of the algorithm, witch can be represented by
the following pseudo code: The blob detection step generates lots of small blobs.

Fig. 2. Block diagram of the proposed method
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INPUT: Single image, singleInputImage
OUTPUT: Segmented image, list of objects with descriptors assign to each
object, descriptorsList, objectsList
allDescriptors := Generate Descriptor(singleInputImage);
edgedImage := Canny Edge Detector(singleInputImage, thesh,
threshLinking);
blobs := Detect Blobs(edgedImage);
foreach blob ∈ blobs do

if blob.Area >= minBlobArea then
extractedBlob := Extract Blob(singleInputImage, startPosition,
blob.W idth, blob.Heigth);
objectsList.Add To List(extractedBlob);
extractedDescriptor := Extract Descriptor(allDescriptors,
startPosition, blob.W idth, blob.Heigth);
descriptorsList.Add To List(extractedDescriptor);

end

end

Algorithm 1. Segmentation steps

The minBlobArea describes min area for extracted objects. All blobs with area
equal or greater will be extracted. For blob detection process we use Quadrilater-
als detection method (see section 3). The extraction process (blob and descriptor
extraction) is realized simply by copying entire blob rectangle into newly created
image (pixel by pixel, key point by key point).

Algorithm stages were implemented in .NET C# using AForge and Emgu
CV libraries. The first and second step is based on Emgu CV. The third was
implemented using AForge. Two last steps were implemented by the authors.

5 Experimental Results

In this section we present the results of the experiments. For this purpose we
created simulation application based on described algorithms. On the input we
can put a single image and in return we obtain the list of objects with assigned
key points. Images in simulations were labelled as follows:

– Input images were labelled by characters (i.e. A,B,C...)
– Extracted objects were labelled by object number and letter of input image

(i.e. 1A means first objects from image A.)

Figure 3 presents input images of four simulations. Three of them (A,C,D) are
from the same image class (cars), but they were taken from different perspective.
In Fig. 4 we present the results of the proposed method. For each input image
(A,B,C,D) we obtain a list of objects (1A, 2A,...,1B, 2B...). As we can see the
algorithm segmented the image properly. Figure 5 illustrates another type of im-
ages i.e. astro images, underwater images, many different objects. These images
were given as the algorithm input and were segmented correctly. Object 5G in
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Fig. 6 was not entirely extracted. The rest of the objects (image G) were sepa-
rated properly. Table 1 and tab. 6 represent segmented key points. First column
describes object id (i.e. 1A) and the second determine key points count for each
object. The third represents input image key point count (before segmentation).

Figure 7A presents the input image after key points detection. As can be seen,
the SIFT algorithm detects multiple key points in background of the image.
They are located both on objects and background. The next step is Canny
edge detection. This part of the algorithm is extremely important. Performing
blob detection on the input image is pointless because, the algorithm detects
only one blob (the entire image). To eliminate this drawback we use Canny
edge detection as preprocessing. Then, on that image type we execute the blob
detection algorithm. After that, we extract those blobs simply by copy the entire
rectangle represented by this blob. As can be see in Fig. 7B, not significant key
points has been reduced. We obtain extracted objects saved as separated images.

Fig. 3. Simulation input images. Experiments A-D.

6 Final Remarks

The presented method is a novel approach for image segmentation. Conducted
experiments proved effectiveness of our method. Algorithm takes a single RGB
image as input and returns a list of objects as output. Most of extracted objects
are detected correctly, but some images contain fragments of other objects. This
is caused by intersection of these objects. The next step of our research will be
color distinction of obtained objects to remove non homogeneous objects. Our
method extracts objects from different types of images, such as: astro images,
underwater images and many others.
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Fig. 4. Objects obtained from images presented in Fig 3. Experiments A-D. Object
labels correspond with the input image (eg. 1B, 2B .., are objects belongs to input
image B).

Table 1. Key points extraction, experi-
ments A-D. Key points are assigned to each
object. The labels correspond with Fig. 4.

Blob Object key points Input image
number count key points

count

1A 138

795
2A 65
3A 248
4A 160
5A 175

1B 10
472B 5

3B 16

1C 137

1143

2C 107
3C 172
4C 201
5C 39
6C 189
7C 71
8C 48
9C 82

1D 43

247
2D 41
3D 60
4D 77

Table 2. Key points extraction, experi-
ments E-G. Key points are assigned to each
object. The labels correspond with Fig. 6.

Blob Object key points Input image
number count key points

count

1E 241
8682E 326

3E 281

1F 63
1412F 53

3F 18

1G 239

835

2G 67
3G 87
4G 45
5G 79
6G 11
7G 15
8G 75
9G 70
10G 33
11G 97

1H 264
849

2H 301
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Fig. 5. Simulation input images. Experiments E-H.

Fig. 6. Objects obtained from images presented in Fig 5. Experiments E-H. Object
labels corresponding with input image (e.g. 1G, 2G,..,) are objects that belongs to
input image G).
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Fig. 7. Background key points removal simulation. Fig. 7A presents the image after
key points detection and Fig. 7B after background key points removal.
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Abstract. In this paper we consider group sparsity for robust face
recognition. We propose a model for inducing group sparsity with no con-
straints on the definition of the structure of the group, coupled with lo-
cality constrained regularization. We formulate the problem as bounded
distance regularized L2 norm minimization with group sparsity induc-
ing, non-convex constrains. We apply convex relaxation and a branch
and bound strategy to find an approximation to the original problem.
The empirical results confirm that with this approach of deploying a very
simple non-overlapping group structure we outperform several state-of-
the-art sparse coding based image classification methods.

Keywords: Face recognition, sparse representation, group sparsity.

1 Introduction

Automatic human face recognition systems are used in a wide range of real world
practical applications related to identification, verification, posture/gesture
recognition, social network linking and multimodal interaction. In the last ten
years, the problem of face recognition was intensively studied in different domains
including biometrics, computer vision and machine learning with the main em-
phasis on recognition accuracy under various acquisition conditions and more
recently on security and privacy.

In the past Nearest Neighbor (NN) [3] and Nearest Feature Subspace (NFS)
[16] were used for classification. NN classifies the query image by only using its
Nearest Neighbor. NN utilizes the local structure of the training data and is
therefore easily affected by noise. NFS approximates the query image by using
all the images belonging to an identical class, using the linear structure of the
data. Class prediction is achieved by selecting that class of images that mini-
mizes the reconstruction error. NFS might fail in the case that classes are highly
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correlated to each other. Certain aspects of these problems can be overcome
by Sparse Representation based Classification (SRC) [20]. According to SRC, a
dictionary is first learned from training images, which can be acquired from the
same subject under different viewing conditions or from various subjects. At the
recognition stage, a query image is first sparsely encoded using the codewords
of the learned dictionary after which the classification is performed by verifying
which class yields the smallest coding errors. Other improvement methods over
SRC include for example the Gabor feature based SRC (GSRC) method [21]
which extracts Gabor features to represent face images and estimates an occlu-
sion dictionary for sparse errors and the metaface learning based SRC method
which trains a limited number of metafaces for each class [22]. On the other hand
Qinfeng S. at al. [17] argue that the lack of sparsity in the data means that the
compressive sensing approach cannot be guaranteed to recover the exact signal
and therefore that sparse approximations may not deliver the desired robustness
and performance. It has also been shown [2, 1] that in some cases, the locality
of the dictionary code words is more essential than the sparsity. Another ex-
tension of SRC [14], called Weighted Sparse Representation based Classification
(WSRC) integrates the locality structure of the data into a sparse representation
in a unified formulation.

While the previous methods can only promote independent sparsity [18], one
can partition variables into disjoint groups and promote group sparsity using the
so called group Lasso regularization [15]. To induce more sophisticated struc-
tured sparsity patterns, it becomes essential to use structured sparsity-inducing
norms built on overlapping groups of variables [23, 10]. In a direction related
to group sparsity, Elhamifar and Vidal [6] proposed a more robust classification
method using a structured sparse representation, while Gao at al. [5] introduced
a kernelized version of SRC. The authors in [12] improve SRC by constructing a
group structured dictionary by concentrating sub-dictionaries of all classes. Wu
at al. [9] introduced a class of structured sparsity inducing norms into the SRC
framework to model various corruptions in face images caused by misalignment,
shadow (due to illumination change), and occlusion, and develop an automatic
face alignment method based on minimizing the structured sparsity norm.

Group Lasso is proven [11] to be robust to Gaussian noise due to the stability
associated with the group structure, however this is true and valid when the
signal is strongly group sparse or covered by groups with large sizes. Here we
present a more general approach with weaker assumptions on the group sparsity
structure. That is, we propose a method for inducing group sparsity with an arbi-
trarily structure coupled with locality constrained regularization, by introducing
non-convex constraints on the approximation coefficients. Furthermore we pro-
pose an approximate solution using a branch and bound strategy for solving
non-convex optimization problems.

The motivation is three fold:
(i) first via this approach we can impose any structure on the sparsity;
(ii) by introducing locality constrained regularization we can control the im-

pact of the locality in the approximation;
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(iii) when one adopts the SRC set-up the recognition rate is related to the
reconstruction that uses the samples from the correct subject (the one that is
related to the probe sample). By defining appropriate simple groups that impose
structured sparsity, the approximation might use samples from list of subjects.
In this case we have an restricted reconstruction. Letting just a few groups to
be (non-zero) active, one might expect an increase in recognition rate due to
increase of the total error by the restricted reconstruction.

In this paper we empirically validate our proposed method based on a sim-
ple group sparse representation that uses samples from fixed list of subjects
(similarly to list decoding) with and without locality constrained regularization,
and consider face image variability induced by factors such as noise, lightning,
expression or pose.

This paper is organized as follows. In Section 2 we give the basic problem
formulation, in Section 3 we present and explain our proposed method. The
results of the computer simulations are presented in Section 4. Finally Section 5
concludes the paper.

Notations: We use capital bold letters to denote real valued matrices (e.g,
W ∈ �MxN ) and small bold letters to denote real valued vectors (e.g. x ∈ �M ).
We use sub and upper indexed vector as sample data (vector) single realization
from a given distribution (e.g. xi(m) ∈ �M , where m denotes the sample from
distribution). We denote an element of a vector as x. The estimate of x is de-
noted as x̂. All vectors have finite length, explicitly defined where appropriate.
We denote an optimization problem that considers norm approximation without
a prior with A, if that problem considers L1-norm approximation we denote it
with AL1, if it considers L2-norm approximation we denote it with AL2. If the
optimization problem that includes a fidelity function (e.g. L2-norm approxima-
tion) and a prior (e.g. L2-norm prior) we denote the problem with AL2PL2. We
denote a classifier operating on the L2-norm by C2 and on the L1-norm by C1.

2 Problem Formulation

The face recognition system consists of two stages: enrolment and identification.
At the enrolment stage, the photos from each subject are acquired and or-

ganized in the form of a codebook. We will assume that the recognition sys-
tem should recognize K subjects. The photo of each subject i, 1 ≤ i ≤ K, is
acquired under different imaging conditions such as lighting, expression, pose,
etc., which will represent the variability of face features and serve as intra-class
statistics. To investigate the upper limit of performance we will also assume
that the frontal face images are aligned to the same scale, rotation and trans-
lation (as in [3]). Therefore each subject i is defined by xi(m) ∈ �N vectors
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representing a concatenation of aligned image columns with 1 ≤ m ≤ M . The
samples from all subjects are arranged into a codebook represented by a matrix:

W = [x1(1), ...,x1(m), ...,x1(M), ...,xi(1),

...,xi(m), ...,xi(M), ...,xK(1), ...,xK(m), ...,xK(M)]

∈ �Nx(K∗M) .

(1)

At the recognition stage, a probe or query y ∈ �N is presented to the system.
The system should identify the subject i as accurate as possible based on y
and W. It is also assumed that y always corresponds to one of the subjects
represented in the database.

In the scope of this paper, face recognition is considered as a classification
problem where the classifier should produce a decision in favour of some class i
whose codebook codewords produce the most accurate approximation of probe
y. One important class of approximations is represented by a sparse linear ap-
proximation [3], when the probe y is approximated by ŷ in the form of:

ŷ = Wα , (2)

where α ∈ �MxK is a sparse coding vector. The coding vector α weights
the codebook codewords gathered from all classes to favour the contribution of
codewords corresponding to the correct class î. The model of approximations
can be represented as:

y = ŷ + r , (3)

where r ∈ �N is the residual error vector of the approximation.
For each class i, let δi : �K∗M → �K∗M be a function that selects the

coefficients associated with the ith class. For α ∈ RK∗N , δi(α) is a new vector
whose only nonzero entries are the entries in α that are associated with class i.
Using the coefficients that are only associated with the ith class, one can find
the class approximation ŷi ∈ RM to the given test sample y:

ŷi = Wδi(α) , (4)

and

y = ŷi + ri , (5)

where ri ∈ �N is the residual error vector of the approximation to class i.
Then the probe y is classified based on the approximation î that minimizes

the L2-norm of the residual error vector between y and ŷi. This classifier is
denoted as C2:

C2 : î = arg min
1≤i≤K

(‖ri‖2) = arg min
1≤i≤K

‖Wδi(α) − y‖2. (6)

Because we use the δi function in this approximation, which is a hard assign-
ment non-linear function, it might change the optimality of the found solution in
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the L2 norm, which is known to be unstable. In order to be able to more robustly
tackle this problem, we propose a classifier based on the approximation î that
minimizes the L1-norm of the residual error vector between y and ŷi and we
denote this classifier as C1:

C1 : î = arg min
1≤i≤K

(‖ri‖1) = arg min
1≤i≤K

‖Wδi(α)− y‖1 . (7)

In more general case, the equations (6) and (7) correspond to the minimum
Lp distance classification, where if p = 2 one has the Euclidean distance and if
p = 1 one has the Manhattan distance. A natural extension to (6) and (7) that
might be considered is a bounded distance decoding (BBD) rule when:

î = {i ∈ {1, · · · ,M} : ‖Wδi(α) − y‖p ≤ η} , (8)

where η ≥ 0. The BDD rule is useful when the classifier should be able to re-
ject probes that are unrelated to the database. In the general case, the BDD
will produce a list of candidates that satisfy the above condition. To have only
one unique î on the list, the parameter η should be chosen accordingly. Geo-
metrically in the Lp space, it means that the Lp spheres with radius η around
each approximation for each class should not overlap thus producing a unique
classification.

3 Proposed Model for Group Sparsity

Here we propose a model for group sparse approximation with locality con-
strained regularization. We present a general problem formulation as approxi-
mation with priors and non-convex constraints that induce use of data samples
from a variable list size of subjects. This is illustrated on Fig. 1.

(a) (b) (c)

Fig. 1. a) Ideal case, no noise present, where we have data samples from 4 subjects
and the black dot represents the probe sample; b) A case where we have noise and the
classes strongly overlap due to small interclass distance; c) Group sparsity constraints
form the three active groups represented as circles filed with color, the small circle with
dash line represents the boundary of the locality constrained regularization
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Let y be a test sample and W denote all training samples as in (1), than we
define the problem as follows:

min
α,s,c

‖Wα− y‖2+λ ∗ φ(α,w)

subject to

ψ(gk(α)) + s(k)/c = 1/c, ∀k ∈ G,
‖α‖1= 1,

n(G)∑
k=1

s(k) = n(G) − c,

s ∈ {0, 1}n(G)
, c ∈ Z,α ∈ RK∗M . (9)

In the above equation φ(α,w) is a proximity prior distribution, describing
our prior about the location of the probe sample within all data samples. This
prior penalizes distance between y and each training data xi(m):

φ(α,w) =
K∗N∑

i

|α(i) ∗w(i)|, (10)

where w is a vector defined as:

w = [‖y− x1(1)‖1, ..., ‖y − xi(m)‖1, ..., ‖y− xK(N − 1)‖1, ‖y − xK(N)‖1] ,
In equation (9) G is the set of the defined groups, the group gk(α) is subset

of the set that consists of all the approximation coefficients α. There are in total
n(G) groups, where n(G) is the cardinality of the set G. ψ(gk(α)) is a function
that sums the absolute values of all the coefficients α included in the group
gk(α):

ψ(gk(α)) =
∑
i∈Igk

|α(i)|, (11)

where Igk is a set of indexes that denote the coefficients α indexes that belong
to the group gk(α).

In general case the structure of the group gk(α), concretely what coefficients
α belong to the group gk(α) and the set of groups G can be arbitrary defined.
Here we empirically validate the set-up in which we partition the approximation
coefficients α into groups that are related to the samples from every subject,
this results in a number of non-overlapping groups that is equal to the number
of subjects K. Formally we express this as follows:

α(1), α(2), . . . , α(M)︸ ︷︷ ︸
g1(α)

, . . . , α(M + 1), α(M + 2), . . . , α(M +M)︸ ︷︷ ︸
g2(α)

, . . . ,

α((K − 1) ∗M + 1), α((K − 1) ∗M + 2), . . . , α((K − 1) ∗M +M)︸ ︷︷ ︸
gK(α)

(12)
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The integer c is the number of active groups, those groups that have a non-zero
sum of absolute values and s is binary slack variable. The first two constraints
of the problem ensure to have non-zeros values for the coefficients that are in-
cluded in the sparsity inducing group and zeros at the remaining coefficients.
Note also that these two constraints also enforce to have non-zero values of coef-
ficients for multiple active groups and zero at the all the remaining coefficients.
The third constraint ensures the coefficient values to be normalized, the fourth
constraint ensures in having exactly c active groups. These last two constraints
are important to insure that the first two constants are valid.

This non-convex mixed integer program can be also interpreted as a distance
constrained, variable sized list decoder, where the actual list is a list of spar-
sity inducing groups gk(α). We solve this problem using the branch and bound
method [7], (other alternative is the cutting plane method [19]). At each branch
we solve a convex relaxation of the problem (9). The number of branches that
have to be visited to solve this problem is proportional to the product of the
number of groups and the number of active non-zero groups, so the method has
bilinear executions of the convexly relaxed problem in these two variables.

Letting the integer c variable be fixed and small, such that it suffices to have
data samples from a small list of subjects empirically has proven to be efficient.
The problem formulation where c variable is fixed is identical to the problem
defined in (9), except that now we have a less complex problem. Applying convex
relaxation for the vector of binary variables s, expressing the constrains ‖α‖1= 1
and ψk(α) + s(k)/c = 1/c, ∀k ∈ G in a convexly relaxed form we then have the
following convex problem:

min
α,s

‖Wα− y‖2+λ ∗ φ(α,w)

subject to

α <= αa,

α >= −αa,∑
i∈Igk

αa(i) + s(k)/c = 1/c, ∀k ∈ G,
K∗N∑

i

αa(i) = 1,

n(G)∑
k=1

s(k) = n(G) − c,

s >= 0, s <= 1,

s(iCR) = vCR, (13)

where we fix the variable s(iCR) to have values vCR ∈ {0, 1} and let the
remaining variables of s have values between 0 and 1.

After obtaining the group sparse solution α̂ ∈ �MxK , the identification is
performed using equation (6) or (7).
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4 Computer Simulation

In this section we present the results of the computer simulation, which are
organized in two parts. In the first part, we present the results using sparsity
priors that promote independent element-wise sparsity and the result using an
approximation that induces group sparsity is presented in the second part. In all
the parts of the computer simulation, we present the results using two classifiers:
C1 (equation (6)) and C2 (equation (7)).

The computer simulation is carried out on publicly available data. The used
database is Extended Yale B for face recognition. This database consists of 2414
frontal face images of 38 subjects captured under various laboratory-controlled
lighting conditions [8]. All the images from this database are cropped and nor-
malized to 192x168 pixels.

In our set up, the images from the dataset are rescaled to 10x12 pixels using
nearest neighbor interpolation. In all of the computer simulations we use raw,
basic, elementary image pixel values (block of image pixel values) as features.
To be unbiased in our validation of the results we use 5-fold cross validation,
where for a single validation for each subject, half of the images are selected at
random for training and the remainder for testing.

All of the optimization problems presented in the previous chapters are solved
using CVX [4]. In all of the regularized optimization problems, the regularization
parameters were chosen to maximize the classification accuracy.

First we present the results using approximations with sparsity priors that
promote independent element-wise sparsity. In this set-up we show the recogni-
tion accuracy under several models of approximation:

– L2-norm and L1-norm approximation as baseline without priors
– L2-norm and L1-norm approximation with priors that have a Laplacian and

Gaussian distribution
– SRC [20]
– LLC [19]
– WSRC [14]

The resulting estimates are tested with the C1 and C2 classifiers. The details
about the set-up of the parameter for all the above models can be found in [13].
The results presented in bold signifies the best achieved results.

Table 1. Identification precision under approximations with sparsity priors that pro-
mote independent element-wise sparsity

AL2 AL1 G-ALLC G-AWSRC

C2 C1 C2 C1 C2 C1 C2 C1
No prior 90.8% 91.0% 87.8% 82.9% - - - -

PL2 90.6% 91.0% 87.5% 89.3% 91.6% 89.8% - -
PL1 93.7 % 94.5% 91.6% 94.1% - - 93.2% 94.0%
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In the second series of computer simulations we present the identification accu-
racy of the proposed approximation that promotes group sparsity (GS) without
and with locality constrained regularization (LCR) as defined by equation (10).
Here we define a very simple non-overlapping group where the number of groups
is equal to the number of subjects and every group covers the data samples from
a single subject. We present the results using a fixed number of active groups,
where we set the number of active groups (variable c in Equation 12) to 3. In
the set-up where we use locality constrained regularization, the Lagrangian mul-
tiplier λ is set to 3. Table 2 shows the results for the above method. The results
presented in bold signifies the best achieved results.

Table 2. Identification precision under approximations that induces group wise spar-
sity

AGS AGS LCR

C2 C1 C2 C1

93.2% 95.3% 93.1% 94.7%

As can be seen from Table 1 the C1 classifier demonstrates superior perfor-
mance in comparison to the C2 classifier. For the approximations with sparsity
priors that promote independent element-wise sparsity the impact of the ap-
proximation model is negligible under the PL1 prior and C1 classifier and the
L2-norm regularization is non-informative. The best result is achieved for the
G − AL2PL1C1 setup. Further detailed explanation of the impact of indepen-
dent element-wise sparsity based on the prior distribution of the approximation
coefficients can be found in [13].

As can be seen from Table 2 considering group sparsity again, the C1 classifier
demonstrates superior performance in comparison to the C2 classifier and it’s
robustness. The best results are achieved using the proposed model without
locality constraints regularization and the C1 classifier.

5 Conclusion

In this paper we consider group sparsity for robust face recognition. With our
proposed model for inducing group sparsity we have empirically shown that using
a very simple non-overlapping group structure we outperform several state-of-
the-art sparse coding based image classification methods.

One further possible future direction that might bring improvement is to
autonomously infer the underling group sparsity structure that is related to the
most accurate recognition rate.
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Abstract. This work concerns the use of biometric features, resulting
from the look of a face, for the authentication purposes. For this we pro-
pose several different methods of selection and feature analysis during
face recognition. The description contains mainly the possibility of the
analysis and in later stages also identity verification based on asymmet-
ric facial features. The new authentication method has been introduced
on the basis of designated characteristic points of face. The method in-
cludes propositions of our own algorithms of face detection, as well as
face features extraction methods and their specific coding in the form of
observation vectors and recognition using Hidden Markov Models.

Keywords: facial asymmetry, hidden Markov models, face recognition,
authentication.

1 Introduction

Authentication is a key point in many computer and electronic security systems.
The well-known methods of authentication, such as entering a PIN number,
entering login and password or using the ID cards have many difficulties and
disadvantages. It is easy to forget the PIN numbers, passwords, as well as lose
identification card. In addition, the card can be stolen and protecting passwords
broken. Therefore, the traditional methods of people authentication are becom-
ing less popular. On the other hand biometric methods are gaining vast popu-
larity in identification and verification of people. These methods use the digital
measurement of certain physical and behavioral characteristics of humans and
compare them with the pattern stored in the database. An example of biomet-
ric system used in this area can be a system which executes the authentication
process on the basis of facial features.
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Since the possibility of common and cheap use of computer systems the re-
search concentrates on the construction of fully automatic system of face recogni-
tion [1], which combines methods of face localization and extraction of structural
characteristics of a face, such as a shape and a size of eyes and a nose, a shape
of a face, a colour of a face and other distinguishable features. Using structural
features of the face new identification and identity verification methods have
been searched, where imperceptible at first dependencies are used as the main
recognition factor [2–4]. Such features are e.g. features mentioning asymmetric
shape of a face [5–7]. High usefulness of mentioned asymmetric features is de-
scribed in works [8, 9]. The information about facial asymmetry can be used as
an element supporting biometric authentication systems which function on the
basis of distinguishable data.

The works about the analysis of facial asymmetry most of the time were based
on the construction of feature vectors, received from the image in automatic or
semiautomatic way which were compared by one of the known distant method.
Such an approach introduces the risk of getting wrong results when character-
istic points searched on a face will be determined in an inaccurate way. The
introduction of some additional determinants can be useful which coded in ap-
propriate way allow to use hidden Markov models for recognition (HMM). HMM
work using vectors with different length so the omission of some features in the
process of creation of the observation vector (e.g. by the error because of local-
ization of characteristic points on a face) allows to maintain the stability of the
authentication system.

2 Face Detection on the Image

The method based on facial asymmetric features, if it has to work automati-
cally, it must execute automatic face detection in static image or even a frame
sequence. It assumes that main data which will be used is static data, so the
video sequence should be analysed frame by frame as a static image [10].

In case of face recognition based on whole look, to locate face the method
based on specific skin colour is used with regard to a base of photos taken in
similar lighting conditions and components of used methods using information
about colour.

After appointing the area of face, the detection of facial characteristic points
follows, chosen as key elements of determining asymmetry method [10]. There
are following characteristic points: corners of both eyes, internal and external,
centers of circles describing iris, mouth corners, points describing the width of a
nose in its the widest place.

3 Detection of Facial Asymmetry Points

In order to determine correctly the corners of the mouth the method based on
specific colour of the mouth is accepted. This method assumes the determination
of pixels which fulfil assorted experimentally threshold values. It takes place in
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a calibration process. The way of the operation on RGB components, which
detects colour of the mouth is described in details in work [10]. If you know the
shape of the mouth, you can designate the corners of the mouth as utmost in
non-zero pixels level. Searching such pixels need to be executed in limited area
of the mouth, near horizontal axis.

In case of eyes, the localization takes place by the checked method, based on
searching elements on a face which have significant value variation in the level of
pixel brightness in small areas (so called gradient method) [11, 12]. Significant
value variation can be observed in eye area where white of the eye is similar to
maximum white colour and the pupil to maximum black colour, although the
iris can contain also white light reflections.

After determining the localization of the eyes next stage requires precise desig-
nation of eye corners and center of circle describing the iris, which was described
in detail in work [10]. As it will be shown the iris has a very significant im-
portance in this method. A man from the birth till late old age has constant
diameter of iris. It amounts 10 mm 0.05 mm. It is essential information because
on the basis of constant size of diameter of iris of any man any photo can be
scaled to the same real size. A measurement of facial asymmetry in proposed
method should be carried out on actual dimensions. The size of iris is determined
as a unit ”Muld” [8, 13, 14].

The localization of eye corners requires determining the curves which describe
lower and upper edges of eyelid. The place of intersection of curves is designated
by eye corners. The detection of eyelid edges can be executed on the basis of
modified parabolic Hough transform. The eyelid edges can be designated us-
ing methods which use information about level luminance of analysed area, the
method analysing the depth in image in gray scale [15].

Conducted analyses of luminance levels in the image limited to eye area show
that proposed method works quite precisely but only for upper eyelid. The lower
eyelid often is not clear enough to determine its edge, maintaining big range
of threshold values. Small range of these values causes unfortunately too low
versatility of the method and the necessity of constant calibration.

Similar to detection of mouth edges, in case of the eye it is easier to search
eyelid edges if you determine approximately the eye corners at the beginning.
To narrow the searched area seek only limited subareas.

For the outer eye corner KZ l the leftmost point of the lowest luminance
value is assumed, and for the inner corner KW l the rightmost point of the
least luminance is assumed. In addition the distance from the center of a circle
describing the iris is taken into consideration. Similar assumptions are for the
right eye. Searching of the edge of upper eyelid takes place by moving from one
eye corner to the another along the accepted arc. What is more, the column
of the luminance matrix is searched in range < Yp − b, Yp + 2b >, where Yp is
extreme coordinate gained by searching previous column (for the first column
the coordinate of eye corner is assumed). In such a way approximate localization
of edges of eye corners is designated. N points is received where n determines
assumed number of columns between corners of the eye.
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Too low difference of luminance value in case of lower eyelid causes the ne-
cessity to use another detection procedure of its edge. One interesting approach
can be the use of procedure which uses information about gradient luminance
in specified intervals (ILP ) in connection with the analysis of components in
(R/G, B/G) space. ILP procedure is to divide the eye area into five intervals
30 columns each, and then to execute the project of luminance gradient value
within each range according to the following equation:

ILP (y) =

KZy∑
KZy−1.5∗Iris r

|Ilum(Si + x)(y)− Ilum(Si + x+ 1)(y)| (1)

where: Ilum - is an array of luminance values, KZy - vertical coordinate of the
outer corner, Si - the initial value of the i-th interval (i = 1 ... 5). The line
containing the point of the edge of lower eyelid in a given interval is determined
by the biggest value in ILP table, and the column is determined by half of a
given interval. In such a way five points are gained for which the shape of lower
eyelid edge can be approximated.

If analysed image contains the information about the colour, the information
from the space can be used to determine lower edge of eyelid. An example of
such an approach is used in work [16]. The image from RGB space is converted
into (R/G, B/G) space according to the following dependence:{

IRG(y)(y) = IR(x)(y)/IG(x)(y)
IBG(y)(y) = IB(x)(y)/IG(x)(y)

for x=0...w, y=0...h (2)

where: w, h - width and height of the input image in pixels, IR, IG, IB - R, G and
B components in the RGB colour space, IRG, IBG - R/G and B/G components
in the representation of the image in (R/G, B/G) space. Depending on accepted
threshold values, the analysis of the components in (R/G, B/G) space allows for
accurate separation of the area of definite colour. In a presented case searched
area is determined according to the following formula:

I(x)(y) =

{
1 for IRG(x)(y) < T1 and IBG(x)(y) > T2
0 otherwise

(3)

for x = 0...w, y = 0...h, where: w, h - width and height of the input image in
pixels, IRG, IBG - R/G and B/G components in the representation of the image
in (R/G, B/G) space, I - search area, T1, T2 - threshold values. In addition to
Eq. 3 the assumption can be added, that pixel values for green component G
should be in the range above the threshold T 3. All threshold values should be
chosen in the experimental way.

The localization of designated five points using ILP procedure is corrected
with the edge defined by thresholding in a (R/G,B/G) space.

Some points on the edges of upper and lower eyelid can be determined in a
wrong way. Approximation of designated points can be executed using polyno-
mial of third degree in order to level the differences between the real and origi-
nally designated localization of eyelid edges. In addition, approximating curves
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are used to determine final localization of eye corners which the intersection near
designated earlier corners determines their proper localization.

Polynomials which approximate the shape of eyelid edges can be designated
using the method of smallest squares [7] aiming at minimization of χ2 size:

χ2 =

n∑
i=1

(yi − f(xi))
2

σ2i
(4)

where: yi, f(xi) - the expected value and the value of the function for the i-th
point, σ2i - standard deviation for the i-th point, n - number of points.

Because of less accuracy of designating points which describe the eyelid edges
near eye corners, the value of standard deviation is assumed individually for
each point. In such a way variables of weight values are determined depending
on the localization of points between the distance determined by the corners.
The presented procedure of detection of the edges of upper and lower eyelid
is essential element of functioning the whole method of identity verification on
the basis of facial asymmetry. The edges of eyelids are not used directly but
they are only one element of procedure of localization eye edges. Correctness of
designating the curves which approximate the eyelid edges has large meaning in
appointing the eye edges, so in real conditions you have to put a lot of attention
to the correct calibration by the selection of the best threshold values.

The last of searched characteristic points are about the width of the nose in its
widest place. It is one of the most difficult tasks which in the proposed method of
measuring the facial asymmetry should be done. In the case of searching chosen
points in eye or mouth area, analysed areas are characterized by large contrast
between certain elements in the level of colour or greyscale. In the nose area such
big differences in contrast scale are not observed, that is why, the depth of the
level of luminance is taken into consideration. The difficulty of analysis results
from the fact that the searched nose area changes its position in various people.
There is no ideal way to identify clearly which area should be searched. The
proposed scheme of determining area assumes that the area will be designated
by localized centers of the eyes (the width d) and also by the vertical distance
from 0.8k to 0.8d, where d is the distance between the centers of the eyes, and
k is the distance between the inner corners of the eyes. Such division results
from taken tests on the basis of available pictures. It happens, however, that
among some people proposed scheme omits searched points of the nose, so the
calibration of system settings is necessary, dedicated to a user.

After correct designation of the area containing the nasal element in its widest
place, the further work is about the analysis of the area with additional assump-
tions about the localization of searched points. It is known that the points will
be on both sides in relation to vertical axis of symmetry of the image. To analyse
the depth of the image at the level of luminance, searched image is converted
into the greyscale (similar to the case of determining the edges of upper eyelid).
In the next stage searching the image takes place to find more significant differ-
ences in the luminance depth, moving horizontally from the edge of the image
to its axis of symmetry. Such differences are probable to find in a good quality
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picture, without x-rays and unnecessary shadows on the face. After searching all
lines among designated points the most extreme point on the left and right of
symmetry axis is chosen. The designated points define the limits of the nose in
its widest place.

4 Create a Template of the Facial Asymmetry

On the basis of fixed and accepted characteristic points of the face special tem-
plate of asymmetry is built, and then in later stage the construction of observa-
tion vector of facial asymmetry [4]. Facial asymmetry is measurable if everytime
for all analysed pictures of the face the same work conditions are fixed and all al-
gorithms and methods of determining characteristic points give correct answers.
If the coordinates of the points are in chronological feature vector then the ver-
ification or even the identification leads to comparison of the distance between
two feature vectors. In real situation working with the fully automated system,
various types of obstacles can be seen which more or less influence the correct
working of the system. It is necessary to find better solution which allows to
level the influence of distracting external factors on efficient operation system.

This paper describes the biometric authentication method on the basis of
facial asymmetry using hidden Markov models. Hidden Markov models can gen-
eralize in a controlled way which comparing the observation vector amounts to
find many similarities between compared vector and the vector which a given
model was taught. In practice it means that the models will work correctly de-
spite disturbed correctness of feature vector. This property was used in case of
proposed method of identity verification based on vector of asymmetric features.
Determining characteristic points every time in simple way is often unattainable.
However, if a certain margin of error is taken, the possible functioning of the
method will be probable in spite of some discrepancies.

To create the template of facial asymmetry the characteristic points fixed
in earlier stages will be used, located in the eye area (internal and external
corners, the centers of circles describing the iris), the nose area (extreme points
describing the maximum width of the nose) and the mouth area (mouth cor-
ners). Creating the template begins with determining the axis of facial symmetry.
Proposals to determine perfect axis of symmetry can be found in various scien-
tific studies, however the most reliable axis was determined in the works [13].
A little modified version was accepted in this work. Mainly the symmetry axis
of the face is determined on the basis of two points: first A, which is the half
of segment determined by inner eye corners, and second B, which is the half of
segment determined by mouth corners. On the basis of the symmetry axis of the
face the following elements of asymmetry template are determined.

The observation vector of facial asymmetry is built on the basis of determined
distances, angles and points of intersection of auxiliary lines. On Fig. 1 a frag-
ment of the template of facial asymmetry is shown with determined distance
values.
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Fig. 1. Fragment of template of facial asymmetry with the designated distance values

In order to code all values describing facial asymmetry using the distance
and the angles the rule for computing the ratio between suitable values for
the right and left part of the face relative to the axis of symmetry has been
assumed: 1 = x1/x2, 2 = x3/x4, 3 = x5/x6, 4 = x7/x8, 5 = x9/x10, 6 =
x11/x12, 7 = x13/x14, 8 = x15/x16, 9 = α1/α2, 10 = α3/α4, 11 = α5/α6.
It has been assumed that the ratio of corresponding values ranges from 0.5 to 2, in
extreme cases some dimensions would be twice bigger than the same dimensions
for the other parts of the face. Imputing of observation symbols takes place by
dividing accepted range (from 0.5 to 2) into sub-bands and accepting one unique
observation symbol for each sub-band. In such a way for values from 0.5 to 1
there are number symbols: 1,2,...,20, and for values from 1 to 2 there are number
symbols: 21,22,...,40. The first 11 observations in vector of facial asymmetry
result directly from value of encoding for 1,2,...,11.

For the sake of greater stability of the work resulting from the accuracy of
determining certain characteristic points of the face, obtained observation vector
was supplemented by further observations. The observations result from the
intersection of the straight lines, determined by:

– the outer corner of the right eye and the right corner of the mouth - and the
outer corner of the left eye and the left corner of the mouth, in the point W,

– point X and Y (see Fig. 1)
– the right corner of the mouth and the inner corner of the right eye - and the

left corner of the mouth and the inner corner of the left eye, in point Z.

Points W,X, Y and Z are located in the areas which were covered by special
network (6 from 10 cells), where one cell for points W and Z has size of 0.5
Muld, whereas for points X and Y one cell has size 0.25 Muld.

All networks are arranged in parallel and symmetric way to the axis of the
face. The network for pointW has its upper position 11 Muld below point A, the
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network for point X has its lower position 2 Muld below point A and the network
for point Y has its upper position 4 Muld below point A and the network for
point Z has its lower position 4 Muld above point A. Every network contains
observation symbols ranging from 1 to 60. If point of intersection of the straight
lines is beyond the network area (areas 0, 1, 2 or 3) given feature will be omitted.
Location of the networks was preceded by a number of studies of different types
of faces and almost for all accepted positions are appropriate. It can happen that
due to wrong taken picture (poor lighting, poor focus) the system locates the
characteristic points imprecisely and next stages will be affected by the initial
error.

5 Experimental Results

Depending on a teaching - recognizing model which is provided by hidden Markov
models, it requires to form appropriate coded observation vectors. In the pro-
posed method the final observation vector consists of symbols, integers from 1
to 60. The length of feature vector is 15 which is a quite low value. For sure,
such an assumption allows to learn the system quickly and add and verify new
users. On the other hand there are quite few analysed features in order to make
proposed system accessible for big (above 500 people) user base.

When the automatic localization of characteristic points is effective, then tests
which verify the identity can be done. First, accept the strategy of creating
an observation vector. The first 11 features will be described by the values of
observation symbols from 1 to 40. Other 4 features will be in the range from 1 to
60, if the designated point of intersection will be within a code network.When the
designated point will be outside the code network, the observation vector will be
cut back on the analysed feature. The tests were performed to verify the identity
using hidden Markov models for the two variants. The first variant assumed that
the length of observation vector is 15 features, with the possibility to reduce to 11.
The second variant assumed much greater importance of the features resulting
from localized points on code networks, depending on a five times duplication of
each properly designated observation. The length of the observation vector for
the second variant is contained in the range from 11 to a maximum 31 features.
All tests were performed on the users basis containing 500 different faces, taken
in certain light conditions and with high resolution (minimum 2.5 mega pixels
- 1920 x 1280). For each user two photos are considered, one to learn Markov
models, and the other one to test. In addition, the selected pictures are only
of those users for whom all designated characteristic points were within the
correct location (according to the criteria set out in the initial tests). In Table 1
the results of identity verification are given, obtained for the first and second
variant of the tests. There are five different in numbers groups of users registered
in the database, in order to analyse the capabilities of the system in multi-user
systems.

The results indicate that more data in the observation vector allows to gain
better efficiency of verification, thus the second variant is better than the first
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Table 1. Results of tests for identity verification based on the asymmetry of the face,
for the first and second variant of the test

Num. of Users
Test V1 Test V2

FAR [%] FRR [%] FAR [%] FRR [%]

100 2.00 4.00 1.00 4.00

200 2.50 5.50 2.00 5.00

300 3.33 7.66 2.66 6.66

400 6.25 9.75 4.75 8.75

500 7.20 12.80 6.20 11.80

one. It is not a big difference to demonstrate clearly the superiority of any of
the proposals. It is clear that with the increase of the number of users in the
database, false acceptance and false rejection rate increases significantly. At the
500 users false acceptance rate at the level of more than 30 errors is a dangerous
result. However, for a limited number of users (up to 100), it is possible to obtain
a highly effective system of identity verification on the basis of the asymmetric
features of the face.

About the advantage of the second variant of the tests over the first used
hidden Markov models decide. This tool is able to generalize, so even with sig-
nificant differences in defining observations 12, 13, 14 and 15, and of course with
the enlarged vector, it is possible to interpret correctly the asymmetric features.
Please note, that for the mentioned studies only photos which automatic lo-
calization of the characteristic points of the face was in the accepted criteria
were considered. A comparison of test results obtained in accordance with both
variants of the tests is presented in Fig. 2.

Fig. 2. Comparison of FAR and FRR for the first and second variant of the test

The described cases concerned a pretty selective tests, where only those images
were analysed which meet the basic criteria, namely the correct localization of
the characteristic points on the face. It is known that in order to identify or
verify a person correctly a lot of distinguishable features must be obtained. It
concerns especially large databases. In order to illustrate the real possibilities of
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this method, the tests were conducted again, in accordance with the assumptions
of the first and second variant but on randomly selected images of the faces from
the available database. Also in these tests for each user two different pictures
were selected to learn Markov models and to test. In addition, also the photos
with a lower resolution and lower quality were used compared to those used in
previous tests. The study was conducted in terms of false acceptance and false
rejection rates, regardless to the proper functioning of the certain stages of the
method. All the results from the first and the second variant tests are given in
Table 2. For a better comparison of all tests 500 different people were used in
the face database.

Table 2. Results of tests for identity verification based on the asymmetry of the face,
for the first and second variant of the test, with no preliminary selection images

Num. of Users
Test V1 Test V2

FAR [%] FRR [%] FAR [%] FRR [%]

100 3.00 7.00 7.00 12.00

200 4.50 9.50 7.50 12.50

300 6.00 13.66 8.00 17.66

400 8.25 14.50 9.75 22.00

500 9.20 16.40 11.20 24.80

It can be expected that in conditions close up to the actual error rates reach
a worse value. Comparison tests performed for selected images, and the pictures
without pre-selection is shown in Fig. 3.

Fig. 3. Comparison of FAR and FRR for the first and second variant of the test, with
no preliminary selection

The tests provided one very essential information, namely the creation of
observations based on straight lines through characteristic points, intersecting in
the face area introduces too big discrepancy during encoding. This leads to worse
functioning of the whole method, during the preliminary selection of images.
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Finally it is worth mentioning that both the false acceptance rates, as well as the
false rejection rates were determined on the basis of the accepted experimentally
threshold value, which used hidden Markov models allow.

6 Conclusion and Future Work

The asymmetry of the face is one of the newer trends in research related to
biometrics. The described method in this paper relies on pictures of colour faces,
taken in a very good quality. It is known that colour pictures depend on lighting
conditions rather than the grey-scale pictures. However, at the present stage of
research it is hard to reject the information about the colour, due to simpler
functioning of certain algorithms in RGB space.

The proposed method of asymmetry uses actually only six characteristic
points of the face, on which other elements of algorithms form a template of
facial asymmetry. It is clear that this is definitely not enough elements to create
a global system for a large number of users. It should be focused on using the
information about facial asymmetry from point of supporting identification and
verification systems, based on other biometric features. Information about facial
asymmetry is often used in medicine as an element indicating the degenerated
changes or any disease. In the work [8], the author mentions the use of facial
asymmetry to identify physical and mental diseases on the basis of the so-called
”ophthalmic geometry”. However, as it turned out after the studies in this work,
the information about the point of intersection of the two straight lines cannot
be used, designated on the basis of points located very close to each other with
regard to designated point of the intersection. This approach causes that even
an error in determining the base point at the level of one pixel resulting in a
large difference in the output (ie, the intersection of two straight lines).

The use of hidden Markov models for the biometric authentication of a person
[17] based on facial asymmetry is possible if the right conditions are provided
to learn and test the pictures. The models manage better if base points are
determined properly, and the template of facial asymmetry has every time a
similar shape (within a given user). In other way, the model can give false results,
especially when there is a large database of pictures. However, if the errors are
corrected, resulting from the faulty determining of the characteristic points of
the face, it is worthwhile to use hidden Markov models, which was shown in the
second variant of the tests with a preliminary selection of the pictures. First of
all, Markov models allow to analyse the data presented in the form of observation
vector with different lengths, which increases the flexibility of the system, and in
addition it is easy to control the verification process based on the thresholding
of a computed response value to the input data by the model.

In summary, the information about facial asymmetry can be used as a further
feature in hybrid systems, especially if the number of users in the database of
the system is quite significant. In the case of a small number of users (up to
several dozen) the correct identity verification is possible at a very safe level.
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Abstract. This paper presents a concept of an object pre-classification
method based on image keypoints generated by the SURF algorithm. For
this purpose, the method uses keypoints histograms for image serializa-
tion and next histograms tree representation to speed-up the comparison
process. Presented method generates histograms for each image based on
localization of generated keypoints. Each histogram contains 72 values
computed from keypoints that correspond to sectors that slice the entire
image. Sectors divide image in radial direction form center points of ob-
jects that are the subject of classification. Generated histograms allow to
store information of the object shape and also allow to compare shapes
efficiently by determining the deviation between histograms. Moreover, a
tree structure generated from a set of image histograms allows to further
speed up process of image comparison. In this approach each histogram
is added to a tree as a branch. The sub tree is created in a reverse order.
The last element of the lowest level stores the entire histogram. Each
next upper element is a simplified version of its child. This approach al-
lows to group histograms by their parent node and reduce the number of
node comparisons. In case of not matched element, its entire subtree is
omitted. The final result is a set of similar images that could be processed
by more complex methods.

Keywords: content-based image retrieval, keypoints, histograms.

1 Introduction

In this paper, we discuss the issue of semantically similar images recognition.
Search of semantically similar images consists in finding images with related
content such as aircrafts, dogs, cars etc. Phase of image processing is performed
at the level of its pixels and there are not considered any other ways of image
description (image labels, classes of image and others). Processed image is rep-
resented by various local features obtained on the basis of pixels, which may
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be colors, shapes or keypoints [30][32][34]. There are many methods of image
processing, which are usually intended for specific areas of images processing
e.g. face recognition [15], fingerprint [35], various symbols and specific objects.
Often these methods are created for a specific purpose and usually they reach
the goal much more faster and more accurately than humans can do. However,
many contemporary methods ignore a very important feature of images which is
spatial distribution of image features [4]. The development of appropriate model
of the spatial representation of processed image objects constitutes a major chal-
lenge. It is especially difficult in the case for visual classification of any objects
belonging to different classes. Images can be also classified by various soft com-
puting techniques [1][3][5][6][7][8][16][17][19][20][21][22][23][24][25][28][29]. Novel
approach for image retrieval based on nonparametric estimates (see e.g. [12]
[26][27]) was presented in [9].

The main problem during image processing is a different perception of the
same image by humans and computers. Humans focus on the information carried
by the image, remember objects and their names, their relationships and the
place in which they are located. Less attention is focused on details in image,
trying to simplify and remember generalized information. In many cases humans
are unable to reproduce precisely the remembered image, while the computer
analyzes the image at a much lower level. Computers do not know what is
located in an image, they remember just a group of pixels describing specific
image. Pixels are perceived by computers as e.g. three color components pixels.
By proper processing this kind of data sets, it is possible to classify processed
images.

Most of general purpose algorithms are used to determine automatically in-
terest points also called keypoints. The keypoints are identifiers of image areas
which are distinctive from the rest of the image. By applying keypoints it is pos-
sible to skip less important parts of the image and focus only on specific areas.
However keypoints do not allow search for images which are similar to each other.
Important applications of keypoints are finding identical pieces of images, track-
ing of selected objects in video sequence or to create so-called maps of points
that describe local image gradient. Methods based on keypoints often generate
a large amount of points that contains only partial information about the im-
age. Their significant and constant amount relative to each image is a problem
of searching the common parts of images in their larger group. The disorder
is fact that some points from one image does not correspondent to other one
which is similar in theory. The search for images related to each other (e.g. two
similar objects) with use only keypoints will not work correctly. Not significant
change of view point causes that keypoints set will be different than in original
image and in result adopting a rigid relationship between points in both images
make that will be searched only parts of identical images or relation will be
not found. To seek thematically similar objects there is a need to create a spe-
cific data structure which will allow to generalize the description of keypoints.
In this paper we present a method of generalized keypoints description using
histograms. This method of keypoints representation allows to compare similar
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objects contained in different images, as will be shown in experimental results.
In addition, we will present image dictionary built on the basis of histograms,
which allows to quick search large image data sets.

The paper is structured as follows. Section 2 shows an overview of popular
existing methods of image comparison. Section 3 presents detailed discussion
of the problem. Section 4 shows the new method of comparing objects in im-
ages. Section 5 shows the results of experiments carried out using the proposed
method. Section 6 presents conclusions.

2 Previous Work

Histograms in the processing digital images have a long history. With their
help, we can describe many dependencies contained in the image. One of the
primary uses of histograms in the process of image processing is to represent
the distribution of colors. There are many algorithms based on the analysis of
color histograms of the image [11][14][31]. Histograms in the process of image
processing are most commonly used to assign the number of pixels in the image to
corresponding levels of brightness or color [13]. Histograms are widely considered
to be very efficient and concise instrument to provide visual content of a digital
image. However, the use of histograms only for the color distribution does not
present the image in an unambiguous manner. Many different images may have
the same histograms. In this paper we present a method to apply histograms to
represent keypoints generated using the SURF algorithm [2]. This approach of
keypoints representation will allow to describe their spatial distribution, thus it
will be possible to find different objects belonging to the same class. With use of
this method we expand the application of the classical approach for comparing
images with the keypoints.

To generate keypoints we use the SURF algorithm. The main features of each
generated keypoint are: position, orientation, size and descriptor. Algorithms
for computing keypoints usually apply a mask defining the local extremes of the
image. Such operation is typical for blob detection algorithms (Fig. 1) [33]. The
image is processed many times and in each subsequent step the size of the mask
is increased, creating a so-called pyramid. This allows to determine the keypoints
regardless of their scale. The important advantage of the algorithm is significant
acceleration relative to the previous algorithmic solutions. The increase in the
efficiency is due to several improvements. In previously used algorithms there
were used Gauss masks which required aggregation of all of the pixels repeatedly
with a predetermined coefficient. The SURF algorithm is improved by using
the so-called Integral Image (1) algorithm which allows rapidly calculating the
sum of pixels in a selected area of image. The adopted simplified masks have a
negative impact on the accuracy of the calculated descriptors. Integral image is
a structure which is represented by the sum of pixels in any rectangular area of
the input image I

I∑(x, y) =

i≤x∑
i=0

j≤y∑
j=0

I(x, y) , (1)
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where I - processed image, I∑(x, y) - the sum of all pixels in the image. Calcu-
lation of the sum of the pixels in the selected area of the image (Integral Image)
is described by (2) ∑

= A−B − C +D , (2)

where A, B, C and D values are the coordinates of the vertices of the selected
rectangular area in the image.

Finally, the algorithm generates descriptor and orientation for each of key-
points. Calculated orientation of the keypoint allows generating the same type
of descriptors of keypoint regardless of the global orientation of the entire im-
age. The descriptor (3) is a form of description of the local gradient over which
keypoint is located

Vsub =
[∑

dx,
∑

dy,
∑

|dx|,
∑

|dy|
]
. (3)

Object recognition based on keypoints is usually carried out by matching key-
points from two processed images. Matching is carried out by finding the nearest
neighbor in the data base of keypoints. The keypoints are typically used to search
for exactly the same objects in another image, e.g. to object tracking in video
sequences.

3 Problem Description

Keypoints are very useful in situations when the same objects are present in dif-
ferent images. They are resistant to some degree to change in rotation and scale
of image. However, keypoints are not sufficient method in situations where there
is a need to find objects of similar shape to each other, but not the exact copy
of them (e.g. two different cars). This may be the not the keypoints limitation,
but generally this is caused by the way in which they are compared. To find a
correlation of a pair of points on the two images, all keypoints are compared
point by point and the same rule applies to find similar descriptors of similar
keypoints. Such an approach makes it impossible in practice to search for images
different than processed one (or its fragments).

As it was mentioned above, often a situation occurs where for two the same
objects generate different keypoints. To properly compare objects there should
be kept an adequate tolerance between calculated descriptors. Increasing the tol-
erance results in the ability to create groups of similar descriptors. For example,
Table 3 shows a matrix in size 4x4 where we present values of the deviations
between two Vsub descriptors of two similar keypoints. To illustrate similarity
of keypoints which descriptors were compared, we present them in Fig. 1. For
humans these points seem to be identical while the standard deviation between
these keypoints descriptors is 0.4743. For this reason, descriptors can be assumed
to be identical when their standard deviation does not exceed 0.5. The simplest
and first adopted method for the representation and indexing of keypoints is
to generate stable hash codes based on descriptors. Such a solution would be
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Fig. 1. SURF similar keypoints example with 0.47 value of different between descriptor
components

Table 1. Deviation (ΔVsub(x, y)) between Vsub values of two similar keypoints

(a/b) 1 2 3 5

1 0.0078 0.0042 0.0619 0.0120
2 0.0293 0.0176 0.0282 0.0103
3 0.0210 0.0306 0.0473 0.0027
4 0.0003 0.0298 0.0181 0.0678

advisable due to the potential use of indexing used in data bases. Unfortunately,
the nature of constructing descriptors and previously mentioned deviations be-
tween descriptors of keypoints cause many problems. To develop efficient and
effective method of searching similar objects, there is a need to simplify de-
scription of keypoints enough, to be able to correctly classify processed objects.
Frequently those encountered problems in finding similar keypoints stemmed
from:

– Descriptor presence in the middle of two hash code values,

– Random deviations of the individual values of descriptors,

– Deviations resulting from changes in orientation, position or scale,

– Distortion or image noise in keypoints areas.

During the generation of the keypoints a set of points is created with various
number of them. The number of keypoints depends mainly on the size of image
and the amount of details contained in image. For example, the number of gen-
erated keypoints of the image in size of 1280x800 pixels in most cases exceeds
1000. During comparison process of two images, the large number of calculated
keypoints is the reason of significant slow down.

The easiest way to compare keypoints from different images is all-to-all com-
parison, but with such a large number of points, this may require a significant
time complexity of the algorithm. As an example we can consider two sets of key-
points with 1000 points in each of them. In this situation the algorithm needs to
calculate one million of keypoint comparisons. To reduce the number of required
comparisons of descriptors we can organize them by sorting. Properly sorted
points allow for the omission of part of the descriptors during their comparison.
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4 Proposed Method

Given a set of keypoints of the test object generated using the SURF algorithm,
we set the new point which is the center of this object. The new point will be a
center of the coordinate system, based on which we define the distribution of the
remaining keypoints in space. Specifying the position of the new points (x̄, ȳ) we
use dependency

x̄ =

∑n
i=1 wixi∑n
i=1 wi

, ȳ =

∑n
i=1 wiyi∑n
i=1 wi

, (4)

where [x1, x2, ..., xn], [y1, y2, ..., yn] are coordinates of the points and [w1, w2, ...,
wn] are weights of the points. The next step is calculating angle which was
created between the straight line passing through the test keypoints and the
X-axis of the coordinate system. It is known that tg angle of inclination graph
of a function to the axis X is equal a = tgα. Classification of the keypoints we
condition from these angles. Assumed intervals from 0o degrees to 360o, with
the increment every 5o, for example. 0o− 5o, 5o− 10o etc. In this way we obtain
72 intervals. In each of the intervals calculated distance between keypoints and
the origin (5). Average distance in each of the compartments (6) are moved
on a histogram, where the Y axis is normalized average distance, and the X
axis the individual invtervals. Storing keypoints in this way causes that similar
histograms are generated for similar objects belonging to the same class (Fig.2).
Thanks to this solution, we expand the classical approach to search for similar
images using keypoints. By generalizing the set of keypoints we created, it is
possible to find a similar distribution of points for similar objects. In addition,
the transformation of keypoints to histograms allows us to significantly reduce
the amount of data that must be processed by a computer.

di =
√
xi2 + yi2, i = 1, ..., n , (5)

d̄j =

∑n
i=1 di
n

, j = 1, ..., 72 , (6)

where n is the number of keypoints in tested interval. To compare the histograms
we used a method of tree representation of the descriptors. This method orig-
inally was used in [18] for comparison of image descriptors generated by the
SURF algorithm. This method makes it possible to substantially reduce the
amount of required operation during the searching similar strings values, with
the possibility to take into account the standard deviation between the values
of the compared sequences. The advantage of this method is the ability to add
new string value without having to rebuild the entire structure. The method has
been adapted to handle the histograms by extending the length of the supported
numeric strings from 64 as it was in the case of the SURF algorithm to 72 val-
ues, what represents a single histogram. The method works on the principle of
generalization of string values. It uses the property resulting from the compar-
ison of numerical sequences with taking into account the threshold of allowable
deviation between the strings. It can be assumed that if the deviation of two
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Fig. 2. Experimental results for the selected classes. As we can see, each of the subject
classes generated different histograms, which however, are relatively similar to each
other within every class.

Fig. 3. Type of node descriptor in relations to node tree level

numerical strings is in the allowed range of the deviation between the sums of
their values as well.

On the basis of the values of the numeric strings of all histograms, a tree
is created which structure is presented in Fig.4. For each histogram is created
a sub-tree and placed as the complement in the main tree. Figure 4a presents
visualizations of the exemplary completion of a main tree to sub tree of the new
histogram. In this process, in the first place searched nodes are shared between
the trees, which values the deviation between the string of number is smallest,
and does not exceed a given threshold (in the figure they are marked with a
bright gray color). Other nodes (indicated in the figure in dark gray) of the sub
tree will be copied to the main tree.

Each node of the tree, depending on its level in the hierarchy has a specific
subsequence of numbers of histogram as shown in Fig.3, which is a generalization
of string values of its child nodes. Free nodes, which are the lowest in the hierar-
chy tree, keep the original full sequence of 72 values of the image histogram with
the name of the image. Then each subsequent node has a string value decreased
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Fig. 4. Visualization of process of single histogram adding to the tree (a) and histogram
comparison with the tree (b)

by summing the values of its predecessor. It increases the memory requirements
of the method but simultaneously decreasing the number of steps during the im-
age search. In the first step we compare nodes that have histograms that contains
sequences of only four values instead of the 72 values of the full image histogram.
In addition, each node allows to group other sub nodes if the deviation between
their sequences of values does not exceed the threshold. During image searching
the method creates a sub tree from the histogram of the searched image as it
is in the adding process. Then intersections is performed between the sub tree
and the main tree. Then it returns all images from leaves of the main tree that
remain from intersection. The final result is a set of similar images.

5 Experimental Results

Experiments were performed on Caltech-101 [10] image database. The Caltech-
101 database contains 9.145 images of average resolution of 300x300 pixels. Each
image is also assigned to one of 101 image class. Images present various kinds of
objects depending on the image category that include animals, plains, everyday
objects, etc. For the experiments we limit the number of images per class to 50,
because some of class contains much more images in comparison to others. The
main task is to find from all the images, images of similar histograms generated
from SURF keypoints. Histogram creation process have been discussed in detail
in Section 3. After generating histogram the next step is to create from them
a tree structure without division into classes. In the case of our experiment,
our structure consist 4721 image histograms. The threshold of the maximum
allowable deviation between the values of both histograms was set at 5.0. Then
each image from the image database is searched in a tree structure. Each time
the method finds at least one image that is its duplicate and other similar images.
The result of this method is: the number of objects in a given class, the number
of retrieved objects and the number of retrieved objects of the same class. The
result of the method is also the number of comparison operations performed
and number of all combination that would be needed to compare images in the
traditional way. The results are presented in Table 2.
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Table 2. First column represents class name of image group. Second column presents
number of image in each class. Next three column presents dependence between num-
ber of matched image form same class to number of all matched images. The last
three column presents dependence between number of compared nodes of the tree and
number of combination between class image and entire image base.

Class No. of No. of No. of % No. of No. of %
Name images matched from matched compared histgram

same class all images node combination

Scissors 39 39 40 97 41764 186069 22
Minaret 50 50 53 94 55418 238550 23

Saxophone 40 44 48 91 47809 190840 25
Faces easy 50 50 56 89 65598 238550 27
Leopards 50 50 56 89 55599 238550 23
Octopus 35 47 53 88 44512 166985 26
Lamp 50 50 58 86 61373 238550 25
Mayfly 40 44 52 84 43585 190840 22

Umbrella 50 50 59 84 59752 238550 25
Metronome 32 32 39 82 36625 152672 23

...
Brain 50 103 537 19 65693 238550 27

Hedgehog 50 80 404 19 65203 238550 27
Watch 50 84 426 19 72290 238550 30
Cannon 43 48 258 18 55437 205153 27
Crab 50 60 323 18 63903 238550 26
Pizza 50 165 897 18 70091 238550 29

Cougar face 50 62 369 16 73065 238550 30
Gerenuk 34 42 255 16 46552 162214 28

Emu 50 61 404 15 71221 238550 29
Wild cat 34 50 329 15 47016 162214 28

SUM 4721 5561 16468 34 6004834 22523891 27

6 Conclusions and Future Work

On the basis of the experiments it can be concluded that the method can reduce
the number of steps during the search in the database. Percent of compared
nodes is only 27% of all the nodes which should be compared in a conventional
manner. Also, most of the compared nodes are nodes with a smaller histogram
than a full 72 values. From experimental results we see that most similar image
are in classes like: pizza, brain, dollar bill. The most unique images in same class
and in the entire base are images from classes like: scissors, minaret, saxophone.
The proposed method narrows down the number of results and will be useful in
a situation when there is a need to quickly select a group of images most similar
to the test image, out of a very large group of images.
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Abstract. The aim of the article is to investigate defuzzification functionals in
the theory of Ordered Fuzzy Numbers (OFN). The model of OFN was introduced
in 2002 to overcome drawbacks of classical (convex) fuzzy numbers. Each OFN
is equipped with an additional feature – the orientation. New forms of defuzzifi-
cation functionals are proposed which are sensitive to the orientation change.

1 Introduction

In our previous two articles [20, 4] the initial and recent versions of Ordered Fuzzy
Numbers were presented, that originates from Zadeh’s classical model of fuzzy num-
bers. The Zadeh model is based on the concept of a membership function, like all fuzzy
sets, and arithmetic operations defined on them based on the Zadeh extension princi-
ple, however with their known drawbacks. In the present article we will confine our
interest to recent developments in Ordered Fuzzy Number theory (OFN), especially to
defuzzification functionals sensitive to orientation. In Section 2 we give two definitions
of Ordered Fuzzy Numbers: classical and extended, together with the main operations
defined on them. Possible algebraic and topological structures are introduced there,
namely: partially ordered ring, linear space and lattice.

In Section 3 a sensitivity to the orientation change of some functionals on the space of
OFN will be defined and then investigated. Those functionals are defuzzification ones
and they map results obtained using fuzzy calculus into the non-fuzzy, crisp world.
In this way the results can be more easily interpreted in industry, technology (i.e. in
control), as well as in the business (i.e. in decision support systems).

2 Main Definition and Structures

The goal of the authors of the previous papers [15–20] was to overcome the known
drawbacks of the Zadeh model by constructing a revised concept of a fuzzy number
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and at the same time to maintain the algebra of crisp (non-fuzzy) numbers within this
concept. In our investigations we wanted, to some extent, to avoid the arithmetic based
on both: Zadeh’s extension principle and interval calculus on α-sections of membership
functions of fuzzy numbers, and to be close to the standard operations used on real
numbers. The descriptions of our generalized model of fuzzy numbers given in our first
papers can be reformulated in the following definition.

Definition 1. An Ordered Fuzzy Number A (in Polish: skierowana liczba rozmyta,
OFN) is an ordered pair (f, g) of continuous functions f, g : [0, 1] → R.

The set of all OFN we denote by R. The functions f and g are called the branches
of fuzzy number A. Notice that in our definition we do not require that the two con-
tinuous functions f and g are inverse functions of some membership function. This
means that, referring to classical fuzzy numbers defined by membership functions, cor-
responding membership function needs not exist for OFN. Notice that a pair of continu-
ous functions (g, f) determine an Ordered Fuzzy Number different than the pair (f, g);
graphically the corresponding curves determine two different orientations of 2 Ordered
Fuzzy Numbers. In this way to any CFN ([3]) with continuous membership function
correspond two OFNs: they will differ by their orientations.

Definition 1 of Ordered Fuzzy Numbers has been recently generalized in [23].

Definition 2. By an Oriented Fuzzy Number we understand a pair of functions (f, g)
defined on the unit interval [0, 1], which are of bounded variation.

In this way, the space R is somehow enlarged to the space of functions in BV (0, 1)×
BV (0, 1), elements of which are continuous ([32]), except for a countable number of
points. We can call elements of the space of pairs of functions satisfying Def.2 Oriented
Fuzzy Numbers (for difference). They form a different space, and we write for it RBV .
It is worthwhile to point out that a class of Oriented Fuzzy Numbers represents the
whole class of convex fuzzy numbers (CFN).

To be in agreement with further and classical notations of fuzzy sets (numbers), the
independent variable of both functions f and g is denoted by y (or s), and the values of
them by x. The continuity of both parts implies that their images are bounded intervals,
say UP and DOWN , respectively (Fig. 1a). We could use the following symbols to
mark the boundaries for UP = [lA, 1

−
A] and for DOWN = [1+A, pA] in Figure 1.

In general, these intervals need not be proper.
In Fig. 1 two examples of OFN are given, on each of them to ordered pair of two

continuous functions f(y) and g(y) as two quadratic functions and two polynomials of
3-ed order. Corresponding membership functions of convex fuzzy numbers with extra
bars, and arrows denoting the orientation of the closed curves are given. In each example
on Fig.1:

1)f is increasing, and g is decreasing, moreover 2) f ≤ g (pointwiese), and the mem-
bership function μ(x), x ∈ R is μ(x) = f−1(x), if x ∈ [f(0), f(1)] = [lA, 1

−
A],

and μ(x) = g−1(x), if x ∈ [g(1), g(0)] = [1+A, pA] and μ(x) = 1 when x ∈
[1−A, 1

+
A]. However, whenever functions f and/or g are not invertible or condition 2) is

not satisfied, then the membership curve (or relation) in the plane x − y can be de-
fined, only, and composed of the graphs of f and g and the line y = 1 over the core
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Fig. 1. Graphical representation of OFN and its corresponding membership function

{x ∈ [f(1), g(1)]}. If f(1) is less than g(1), we can obtain improper intervals for
[lA, 1

−
A] or [1+A, pA] which have been already discussed in the framework of extended

interval arithmetic by Kaucher in [11]. It is worthwhile to point out that a large class of
Ordered Fuzzy Numbers (OFN’s) satisfying Def. 2 represents the whole class of convex
fuzzy numbers ([2, 3, 12, 33, 43]).

If some of the conditions 1) or 2) for f and g formulated above are not satisfied,
and the construction of the classical membership function is not possible, Prokopowicz
introduced the corresponding membership function in [36–38].

Let us define main operations and properties of the space of OFN satisfying Def.1,
i.e. on R. Let A = (fA, gA) , B = (fB, gB) and C = (fC , gC) be Ordered Fuzzy
Numbers. The sum C = A + B, product C = A · B and division C = A ÷ B are
defined in R as follows :

fC(y) = fA(y) " fB(y) and gC(y) = gA(y) " gB(y),

where """ denotes "+", "·" and "÷", respectively, and A÷B is defined when
fB(y), gB(y) �= 0 for each y ∈ [0, 1]. Many operations can be defined in this way,
according to the pairs of functions. Fuzzy Calculator has already been created as a
calculation tool, by our co-worker Mr. Roman Koleśnik [14]. It enables easy use of all
mathematical objects described as Ordered Fuzzy Numbers.

Let r ∈ R and denote by r† the constant function r†(s) = r for any s ∈ [0, 1]. Then
r‡ = (r†, r†) is the Ordered Fuzzy Number representing in R the number r.

Subtraction in R is defined as addition of the corresponding negative number, i.e.
−A = (−fA,−gA). It is obvious that A + (−A) = 0‡. Raising to a power is defined
iteratively: An = An−1A = ((fA)

n, (gA)
n).

Notice that as long as we are adding Ordered (or Oriented) Fuzzy Numbers which
possess their classical membership functions, and moreover, are of the same orientation,
the results of addition are in agrement with the α-cut and interval arithmetic known
for the classical fuzzy numbers of Zadeh. However, this does not hold, in general, if
the numbers have opposite orientations, for the result of addition may lead to improper
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intervals as noted in [19]. In this way, we are close to Kaucher arithmetic [11] with
(improper) directed intervals, i.e. such [n,m] where n may be greater thanm.

The set R with addition and multiplication by a scalar (rA = (rfA, rgA)) forms
a linear space over the field of real numbers. If in this space we define the norm by
||A|| = max( sup

s∈[0,1]

|f(s)|, sup
s∈[0,1]

|g(s)|), then this Banach space is isomorphic to the

Cartesian product C([0, 1]) × C([0, 1]) of the classical Banach space of continuous
functions on the interval [0, 1]. Moreover, R is a Banach commutative algebra with the
unit identity. The partial order relation on the set of OFN may be defined by:

A ≤ B ⇔ ∀s ∈ [0, 1] [fA(s) ≤ fB(s) ∧ gA(s) ≤ gB(s)] . (1)

We say that A = (fA, gA) is non-negative if A ≥ 0‡, i.e.

fA ≥ 0 and gA ≥ 0. (2)

For two numbers A and B we may define their infimum: inf(A,B) = C ,where C =
(inf(fA, fB), inf(gA, gB)), and in an analogous way their supremum, we get the next
structure on R, namely a lattice. Its sublattice will be a chain of Ordered Fuzzy Num-
bers related to real numbers. If A ≤ B, then the set [A,B] = {C ∈ R : A ≤ C ≤ B}
will be a sublattice of the lattice (R,≤).

It is obvious that in the space RBV of pairs of functions satisfying Def.2 we may
introduced the same operations as in the case of R with a small correction: division
A ÷ B is defined, if the functions |fB| and |gB| are greater than zero. Moreover, the
space RBV can be formed as a Banach space by introducing the norm based on the
total variation [1]. What is more interesting: in this space we can distinguish a proper
subspace formed of pairs of step functions [26, 27]. If we fix a natural number K and

split [0, 1) into K − 1 subintervals [ai, ai+1), i.e.
K−1⋃
i=1

[ai, ai+1) = [0, 1), where 0 =

a1 < a2 < ... < aK = 1, and define a step function f of resolution K by putting
ui on each subinterval [ai, ai+1). Thus any such function f is identified with a K-
dimensional vector f ∼ u = (u1, u2...uK) ∈ RK , the K-th value uK corresponds to
s = 1, i.e. f(1) = uK . Taking a pair of such functions, we have an Oriented Fuzzy
Number from RBV . Now we introduce

Definition 3. By a Step Oriented Fuzzy NumberA of resolutionK we mean an ordered
pair (f, g) of functions such that f, g : [0, 1]→R are K-step functions.

We use RK to denote the set of elements satisfying Def. 3. An example of a Step
Oriented Fuzzy Number and its membership function are shown in Fig. 3 (where for
the better image the vertical intervals connecting the steps of the functions have been
drawn). It is obvious that each element of the space RK may be regarded as an approx-
imation of elements from RBV , by increasing the number of steps we obtain the better
approximation. The norm of RK is assumed to be the Euclidean one for R2K , then we
have an inner-product structure at our disposal. The subspace of Step Oriented Fuzzy
Numbers (SOFN) is - from a numerical point of view - more suitable in applications
[10, 30], and gives the possibility of approximating elements of the whole space RBV .
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Fig. 2. Step Ordered Fuzzy Number and its corresponding membership relation

3 Defuzzification Functionals

Important role in applications of fuzzy numbers to technological problems are played by
fuzzy inference systems. Especially in fuzzy control problems, one uses fuzzy inference
systems [5, 35, 41] which are based on fuzzy rules, where a fuzzy conditional part (i.e
antecedent part) is linked to a fuzzy conditional part, (i.e. consequent part) by If–Then
terms. If a consequent part of a fuzzy rule is fuzzy, i.e. it represents a fuzzy set, then a
procedure is needed, in the course of which a fuzzy set or a fuzzy number is associated
with a real number. Such procedures are realized by functionals. The classical theory
of fuzzy sets and numbers knows a number of such functionals and their properties
[2, 3, 5, 12, 31, 34, 35, 40, 42, 45, 46]. Let c ∈ R and A ∈ R (or RBV ).

Definition 4. A mapping φ from the space R (or RBV ) of all OFN’s to reals is called
a defuzzification functional if it satisfies:

1. φ(c‡) = c ,
2. φ(A+ c‡) = φ(A) + c ,
3. φ(cA) = cφ(A) , for any c ∈ R and A ∈ R ,
4. φ(A) ≥ 0, if A is non-negative (cf. (2)) ,

where c‡(s) = (c, c) , s ∈ [0, 1] represents the crisp number c.

From Definition 4 it follows that any defuzzification functional must be homogeneous
of order one, restrictive additive, normalized and positive or monotonic. In our previous
publication [29] the last condition was not yet presented.

In the case of the space R, thanks to the Banach–Kakutami–Riesz theorem [1]
applied to the adjoint space C([0, 1])∗, each linear and bounded functional on R =
C([0, 1])× C([0, 1]) satisfying conditions 1) and 4), is represented by

φ(f, g) =

∫ 1

0

f(s)ν1(ds) +

∫ 1

0

g(s)ν2(ds), (3)

for arbitrary f, g ∈ C([0, 1]), with two nonnegative Radon measures (ν1, ν2) on [0, 1],
such that ν1([0, 1])+ ν2([0, 1]) = 1 . Since each Radon measure on [0, 1] is represented
by a function of bounded variation, we have
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φ(f, g) =

1∫
0

f(s)dh1(s) +

1∫
0

g(s)dh2(s) (4)

for an arbitrary pair (h1, h2) of nonnegative functions of bounded variation on [0, 1]

that satisfy
∫ 1

0
dh1(s) +

∫ 1

0
dh2(s) = 1, in view of 1) of Definition 4.

If we substitute h1(s) and h2(s) by λH(s) and (1 − λ)H(s), respectively, where
0 ≤ λ ≤ 1, and H(s) is the step Heaviside function (with the step at s = 1), we may
obtain all the classical linear defuzzification functionals known for the fuzzy numbers
of Zadeh [3, 40], namely: MOM (middle of maximum), FOM (first of maximum), LOM
(last of maximum) and RCOM (random choice of maximum), depending on the choice
of λ; for example if for h1(s) and h2(s) we substitute 1/2 H(s), then we get MOM,
presented below.

In our new model we can define a number of linear and non-linear defuzzification
functionals [25, 44] as the counterparts of defuzzification functionals known for CFN
or as the original ones. We will list them below.

3.1 Review of Known Defuzzification Functionals

Middle of Maxima, ΦMOM

ΦMOM (f, g) =
1

2
(f(1) + g(1)) (5)

First Maximum, ΦFOM

ΦFOM (f, g) = f(1) (6)

Last Maximum, ΦLOM

ΦLOM (f, g) = g(1) (7)

Random Maximum, ΦROM

ΦROM (f, g) = ζf(1) + (1− ζ)g(1), ζ ∈ [0, 1] (8)

where ζ is an arbitrary number from [0, 1].

Defuzzification by the Geometrical Mean

φGM (f, g) =
g(1)g(0)− f(0)f(1)

g(1) + g(0)− (f(0) + f(1))
, (9)

if f(s) ≤ g(s) or g(s) ≤ f(s) for s ∈ [0, 1] and f(0) �= g(0) , and if f(0) = g(0) and

f(1) = g(1), then φGM (f, g) =
f(1) + f(0)

2
, and

φGM (f, g) =
f(1) · g(0)− f(0) · g(1)
f(1) + g(0)− f(0)− g(1)

(10)
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in all other cases. In this case we can show[39] that φGM possesses all the properties
formulated in Def. 4. This nonlinear functional was originally proposed in [44].

Center of Gravity, ΦCOG

φCOG(f, g) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

1∫

0

f(s)+g(s)
2 |f(s)−g(s)|ds

1∫

0

|f(s)−g(s)|ds
, when

1∫
0

|f(s)− g(s)|ds �= 0

1∫

0

f(s)ds

1∫

0

ds

, when
1∫
0

|f(s)− g(s)|ds = 0.

(11)

This functional is the counterpart of an existing functional ψCOG for convex fuzzy
numbers, namely

ψCOG(μA) =

∫∞
−∞ x · μA(x)dx∫∞
−∞ μA(x)dx

, (12)

where μA is the membership function of a fuzzy numberA from CFN.

Basic Defuzzification Distribution Functional, φBADD

φBADD(A;λ) =

1∫
0

fA(s)+gA(s)
2 · |fA(s)− gA(s)| · sλ−1ds

1∫
0

|fA(s)− gA(s)| · sλ−1ds

,

where λ ∈ [0,+∞).
This functional, proposed by [39], is the counterpart of the Yager and Filev’s [45]

more general defuzzification functional for convex fuzzy numbers called BADD (BAsic
Defuzzification Distribution) by

ψBADD(μA;λ) =

∫∞
−∞ x · [μA(x)]λ dx∫∞
−∞ [μA(x)]

λ dx
, (13)

where μA is the membership function of a fuzzy numberA from CFN, and λ ∈ [0,∞).
Notice that this functional is somehow related to the center of gravity of a figure repre-
sented in the plane by the power λ to which the function μA is raised. However, when
calculating the power μλ(·) one has to remember that in the set of CFN this operation
is defined on the α-sections of the membership function μ.

How can one pass from BADD defined for CFN to its counterpart in the space R?
First notice that if one takes A as an element of the space of CFN, then it is represented
by a membership function μA which may possess two representations in the space of
OFN, say the pair (fA, gA) or the pair (gA, fA). Take the first pair and write

μA(σ) ∼ (fA(σ), gA(σ)) , then [μA(σ)]
λ ∼ (fλA(σ), gλA(σ)),
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where fλA(σ) = fA(σ
1
λ ) , gλA(σ) = gA(σ

1
λ ) . Now, using the definition of the

center of gravity, we can show cf. [28, 39], that

ψBADD(μA;λ) =

∫∞
−∞ x · [μA(x)]λ dx∫∞
−∞ [μA(x)]

λ dx
=

=

∫ 1

0
fA(s)+gA(s)

2 |fA(s)− gA(s)| · sλ−1ds∫ 1

0
|fA(s)− gA(s)| · sλ−1ds

:= φBADD(A;λ).

Notice that the same result can be obtained if we take the opposite orientation, i.e.
the representation (gA, fA). Hence we have concluded the general for of BADD for
OFN from R.

4 Defuzzification Functionals Sensitive to Orientation Change

As we have notice our model of OFN possesses an extra feature: each element of R has
its "orientation reversed" counterpart, i.e. if A = (f, g) ∈ R then

←−
A = (g, f) ∈ R.

The same we can say about elements of RBV .
In order to help in understanding this new feature, let us consider example [20, 22,

24], and consider a financial company, which has two units A and B. An expert states
his opinion about the income of both units. About A he said: "the income is 4 million
and this is a downward trend". For B he said: "the income is 3 million and this is
an upward trend". He could describe incoming of both units by two (convex) fuzzy
numbers. However, how can one describe the trend and the escalation of that trend?
Are convex fuzzy numbers or those of L − R type from [8], sufficient? The answer
is no or difficult to give, at least. In the model, we have proposed, such a trend and
its escalation is possible to describe in the most natural way, by equipping each fuzzy
number with an additional feature, called its orientation. Concluding, to describe the
firm A we will use a fuzzy number "around 4" with the negative orientation, while to
the firm B we will use "around 3" with the positive orientation.

Definition 5. We say that a defuzzification functional φ is sensitive to orientation (or in
short - orientation sensitive) if there exists a fuzzy number (f, g) ∈ R (or RBV ) such
that

φ(f, g) �= φ(g, f) .

This class of functionals was recently discussed by Dobrosielski in [7]. Now we give
a list of sensitive to orientation functionals which are small modifications of the previ-
ously listed functionals.

Orientation Sensitive Maxima, ΨMOM

ΨMOM (λ, f, g) = λf(1) + (1− λ)g(1), λ ∈ [0, 1] (14)
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First Maximum, ΨFOM

ΨFOM (f, g) = f(1) = ΦFOM (μ) (15)

Last Maximum, ΨLOM

ΨLOM (f, g) = g(1) = ΦLOM (μ) (16)

Orientation Sensitive Random Maximum, ΨROM

ΨROM (ζ, f, g) = ζf(1) + (1 − ζ)g(1) = ΦROM (μ), ζ ∈ [0, 1] , (17)

where ζ is a random number from the interval[0, 1], selected on the basis of the prob-
ability distribution function, which takes into account the preferred branch of fuzzy
numbers appearing there (f, g).

4.1 Orientation Sensitive Center of Gravity, ΨCOG

ΨCOG(ζ, f, g) =

∫ 1

0
(ζg(s) + (1− ζ)f(s)) |g(s)− f(s)|ds

1∫
0

|g(s)− f(s)|ds
, if f(s) �= g(s) ,

ΨCOG(ζ, f, g) =

1∫
0

f(s)ds

1∫
0

ds

, if f(s) = g(s) . (18)

We can see that the modification is related to the new parameter ζ which stands instead
of 1/2; its role is to demonstrate the sensitivity to the change of orientation, since in the
numerator of the integrand the middle point of the interval [f(s), g(s)] is substituted by
an intermediate point ζg(s) + (1− ζ)f(s).

More examples of orientation sensitive defuzzification functionals, which are under
development, will be presented during the Conference, together with some application
in control.
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Fig. 3. Sensitive to orientation defuzzification
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Fig. 4. Middle of maxima and center of gravity with modifications

5 Conclusions

Examples ofefuzzification of OFN with the explicit representations of their branches
f(y) = y2, g(y) =

√
(−y+1)+3 on Fig.3, and f(s) = s3+0.5s , g(s) = −√(s)+3

on Fig.4.
It is rather easy to prove that all new orientation sensitive functionals from Sec. 4 sat-

isfied 4 conditions of Def. 4. The authors of the present paper belief the new functionals
will paly an important role in modern controller and fuzzy rule based decision support
systems. Especially in the case of Natural Language Processing and in the research on
the recognizing entailment in text, when asymmetric information measures defined on
pairs of texts are in use [6].
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44. Wilczyńska, D.: On control aspects within ordered fuzzy numbers in the MATLAB environ-
ment. Master Thesis, WMFiT, Kazimierz-Wielki University, Bydgoszcz (2007) (in Polish)

45. Yager, R.R., Filev, D.P.: Essentials of Fuzzy Modeling and Control. John Wiley & Sons, New
York (1994)

46. Zadeh, L.A.: The concept of a linguistic variable and its application to approximate reason-
ing, Part I. Information Sciences 8, 199–249 (1975), doi:10.1016/0020-0255(75)90036-5



The Linguistic Modeling

of Fuzzy System as Multicriteria Evaluator
for the Multicast Routing Algorithms

Piotr Prokopowicz, Maciej Piechowiak, and Piotr Kotlarz

Institute of Mechanics and Applied Computer Science
Kazimierz Wielki University, Bydgoszcz, Poland

{piotrekp,mpiech,piotrk}@ukw.edu.pl
http://www.imis.ukw.edu.pl

Abstract. The paper presents the use of fuzzy system in multicriteria
evaluation of algorithms that generate multicast trees and optimize re-
altime data transmission in computer networks. These algorithms take
into account a number of factors such as: cost, bandwidth or delay, and
their efficiency can be represented by total cost of multicast tree or aver-
age path’s cost in multicast tree [18]. However, there is a lack of accurate
methods for comparing and evaluating these algorithms. In addition, it
is difficult to identify with precision the weight of the criteria. The paper
describes various proposals models underlying linguistic system that per-
forms two-criteria assessment. These proposals show how to implement
linguistic changes and their impact on the results of the fuzzy system.

Keywords: multicriteria fuzzy evaluation, fuzzy system, multicast rout-
ing algorithms.

1 Introduction

In many areas of science that are experiencing rapid development there is the
problem of mathematical modeling, especially in the evaluation of new technolo-
gies. The precise science often does not keep pace with the changes, what is
understandable, because the creation of accurate models requires a structured
access to multiple data of the same nature. In such situations, the fuzzy set
theory seems to be a reasonable choice [25,26]. It allows to create a mathemati-
cal model based on linguistic description. The resulting theory using this model
may not be optimal, but realizes the basic assumptions and, what is important,
is highly intuitive. The knowledge that is the basis of the system, can be ob-
tain from people who understand the matter in the practical literate but not
well enough to use the mathematical apparatus to create an accurate model
representing their skills. Such an area rapidly developing today is telecommuni-
cations. One of the subjects intensively evolving is effective transmission of data
in computer networks.

Multicasting is a transmission method used in packet-switched networks for
delivering mainly voice and multimedia data at the same time from one to many
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receivers. This technique requires efficient routing algorithms defining a tree with
a minimum cost between the source node and the particular nodes representing
the users. Such a solution prevents from duplication of the same packets in the
links of the network. Routing of the sent data occurs only in those nodes of the
network that lead directly to destination nodes [16].

The main objective of the publication is to assess the quality of the algorithms
that generate multicast tree using fuzzy sets theory. Since there is no specific
precise assessment model, it can always be expressed by a linguistic model and
on its basis to build a fuzzy system.

The use of fuzzy systems for multi-criteria problems is quite common [6,2].
The same problem is presented in the literature and is called fuzzy multicriteria
analysis. The paper [5] presents an overview of the developments in this area.

The paper is divided into six sections. Section 2 describes the implemented
network model. Section 3 presents the overview of multicast routing algorithms.
Section 4 focuses on multicriteria fuzzy evaluators for multicast routing algo-
rithms while Section 5 presents the results of evaluations. Section 6 sums up the
paper.

2 Network Model

The network is represented by an undirected, connected graphG = (V,E), where
V is a set of nodes, and E is a set of links. With each link eij ∈ E between
nodes i and j two parameters are coupled: cost cij and delay dij . The cost of a
connection represents the usage of the link resources; cij is then a function of the
traffic volume in a given link and the capacity of the buffer needed for the traffic.
A delay in the link is in turn the sum of the delays introduced by the propagation
in a link, queuing and switching in the nodes of the network. The multicast group
is a set of nodes that are receivers of the group traffic (identification is carried
out according to a unique i address), M = {m1, ...,mm} ⊆ V . The node s ∈ V
is the source for the multicast group M . Multicast tree T (s,M) ⊆ E is a tree
rooted in the source node s that includes all members of the group M and is
called Steiner tree.

The total cost of the Steiner tree T (s,M) can be defined as
∑

t∈T (s,M) c(t).

The path p(s,mi) ⊆ T (s,M) is a set of links between s and mi ∈ M . The
cost of path p(s,mi) can be expressed as:

∑
p∈P (s,mi)

c(p), where P (s,mi) is a
set of possible paths between s and mi ∈ M . The delay is measured between
the beginning and the end of the path as:

∑
p∈P (s,mi)

d(p). Thus, the maximum

delay in the tree can be determined as: maxm∈M [
∑

p∈P (s,M) d(p)].

Because of time complexity (the problem is proven to be NP-hard) heuristic
algorithms are most preferable for solving this problem.

3 Multicast Routing Algorithms

The implementation of multicasting requires solutions of many combinatorial
problems accompanying the building of optimal transmission trees. In the opti-
mization process it can be distinguished: MST – Minimum Steiner Tree, and the
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tree with the shortest paths between the source node and each of the destination
nodes – SPT (Shortest Path Tree). Finding the MST, which is a NP-complete
problem, results in a structure with a minimum total cost [24]. The relevant lit-
erature provides a wide range of heuristics solving this (one and multicriterial)
problem in polynomial time [12,15,20,21,27]. From the point of view of the appli-
cation in data transmission, the most commonly used is the KMB algorithm [12]
and its modification – KPP algorithm [9] that reflect additional link parameter
– delay.

During the first phase of the KPP, a complete graph is constructed whose all
vertices are the source node s and the destination nodesmx ∈M , while the edges
represent the least cost paths connecting any two nodes a and b in the original
graph G = (V,E), where a, b ∈ {M ∪ s}. Then, the minimal spanning tree is
determined in this graph taking the delay constraint Δ into consideration, and
then the edges of the obtained tree are converted into the paths of the original
graph G. Any loops that appeared in this formed structure are removed with
the help of the shortest path algorithm, for instance, by Dijkstra algorithm [4].
The computational complexity of the algorithm is O(Δ|V |3).

Other methods minimize the cost of each of the paths between the sender and
each of the members of the multicast group by forming a tree from the paths
having the least costs. In general, at first either the Dijkstra algorithm [4] or
the Bellman-Ford algorithm [1] is used, then the branches of the tree that do
not have destination nodes are pruned. Several routing algorithms have been
proposed in the literature for this problem [3,14,18,23].

In research studies the Constrained Shortest Path Tree (CSPT) is commonly
used. It contains constrained shortest paths between the source and each desti-
nation node. The CSP problem (Constrained Shortest Path) can be stated as the
problem of minimizing: z∗ = min

∑
eij∈E cijeij , subject to:

∑
(i,j)∈E dijeij ≤ Δ,

where: eij ∈ {0, 1} [13].
Lagrange relaxation is a popular technique for calculating lower bounds and

finding better solutions than popular CSP heuristics offer [13]. Held and Karp
used this first to solve the traveling salesman problem [7]. It bases on modified
cost function cλ which is aggregated metric. Problem can be stated as follows:

L(λ) = min
∑

(i,j)∈E

(cij + λdij)eij − λΔ, (1)

for certain λ: L(λ) = z∗.
The proposed Path Lagrange Relaxation Algorithm (PLRA) refers to Jüttner

et all idea [8]. Proposed algorithm relay on minimizing aggregated (modified)
cost function: cλ = c+ λd. In each iteration of PLRA, the current value of λ is
calculated, in order to increase the dominance of delay in the aggregated cost
function, if the optimum solution of cλ suits the delay requirements (Δ).

The operation performed by the proposed Multicast Lagrange Relaxation Al-
gorithm (MLRA) consists in determining the shortest path tree between source
node s and each destination node mi, along which the maximum delay value (Δ)



668 P. Prokopowicz, M. Piechowiak, and P. Kotlarz

cannot be exceeded. The paths determined one by one are added to the multicast
tree. If there is at least one path that does not meet the requirements multicast
tree cannot be constructed. Since the network structure created in that way may
contain cycles, in order to avoid them Prim’s algorithm has been used.

In the last phase it removes leaves nodes with outdegree 1 that are not mul-
ticast nodes. On the basis of links entering the tree and their metrics (cost and
delay) the total cost of the constrained tree is calculated.

4 Multicriteria Fuzzy Evaluators for Multicast Routing
Algorithms

In order to reliable comparison of multicast algorithms into network topologies
with different properties, a flat random graph constructed graphs according to
the Waxman method was used [24].

Due to a wide range of solutions presented in the literature of the subject,
the following representative algorithms were chosen: KPP [9] and CSPT [3] algo-
rithms and MLRA algorithm proposed in [22]. Such a set of algorithms includes
solutions potentially most and least effective in terms of costs of constructed
trees. The results were evaluated for three values of maximum delay (Δ: 2000,
2500 and 3000). Fuzzy system which allow to evaluate multicast routing al-
gorithms in the further part of this article will be named Multicriteria Fuzzy
Evaluator (MFE). In this section we will look at a number of avaluators taking
into account two criteria: total cost of multicast tree (TCMT) and average cost
of paths between source and each destination node (ACP). Linguistic model has
general assumptions:

– two input variables:
• total cost of multicast tree (TCMT) – Fig. 1(a),
• average cost of paths between source and each destination node (ACP)
– Fig. 1(a),

– one output variable: quality of multicast tree (QMT) – Fig. 1(b),
– input variables have three values: SMALL, MEDIUM , HIGH ,
– output variable have five values: V ERY SMALL, SMALL, AV ERAGE,
HIGH , V ERY HIGH ,

– the domain of variables is normalized to interval [0, 1].

Parameters of fuzzy system:
– type of system: Mamdani,
– fuzzyfication method: singleton,
– aggregation operator for premise parts of fuzzy rules: min,
– implication operator in approximate reasoning: min,
– aggregation method for fuzzy conclusions from rules: max,
– defuzzyfication method: center of area. The system was defined in the numerical
computing environment MatLab with a Fuzzy Logic Toolbox.
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(a) (b)

Fig. 1. Linguistic variables: input (a), output (b)

4.1 Trivial Model

This first proposal of linguistic model and fuzzy system discussed in [17] is rel-
atively simple. Its main goal was to design a multi-criteria evaluation system
in the proposed implementation. It takes into consideration vital statistics of
individual features concerning the assessment of the multicast trees, so its com-
plexity was minimized. It will serve as a reference point for other proposals here.

Basics assumptions used to determine base of linguistic rules:
– total cost of multicast tree – the smaller, the better,
– average cost of paths between source and each destination node – the smaller,
the better.

The principles presented earlier lets constitute a set of nine rules used in the
fuzzy system:

1. IF TCMT is SMALL AND ACP is SMALL THEN QMT is V ERYHIGH ,
2. IF TCMT is SMALL AND ACP is MEDIUM THEN QMT is HIGH ,
3. IF TCMT is SMALL AND ACP is HIGH THEN QMT is AV ERAGE,
4. IF TCMT is MEDIUM AND ACP is SMALL THEN QMT is HIGH ,
5. IF TCMT is MEDIUM AND ACP is MEDIUM THEN QMT is AV ERAGE,
6. IF TCMT is MEDIUM AND ACP is HIGH THEN QMT is SMALL,
7. IF TCMT is HIGH AND ACP is SMALL THEN QMT is AV ERAGE,
8. IF TCMT is HIGH AND ACP is MEDIUM THEN QMT is SMALL,
9. IF TCMT is HIGH AND ACP is HIGH THEN QMT is V ERY SMALL,

It is observable that adopted model is very simple. It assumes the uniform dis-
tribution of input variables for the fuzzy values. The model assumptions (the
smaller – the better rules) are trivial. Therefore, the surface of the MFE pre-
sented on Fig.3(a) is close to linear.

The results are presented in the form of four values. First three are obvious:
average value, maximum value, minimum value.

4.2 Changes in the Linguistic Model

An important advantage of using fuzzy systems is their intuitiveness and abil-
ity to model linguistic. Let us now examine the second model, which could reflect
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Table 1. Results of Trivial Multicriteria Fuzzy Evaluation for Multicast Algorithms

Δ = 2000 Δ = 2500 Δ = 3000

KPP MLRA CSPT KPP MLRA CSPT KPP MLRA CSPT

Avg. val. 0,6137 0,5729 0,5512 0,6208 0,5821 0,5639 0,6004 0,5848 0,5698
Max. val. 0,7981 0,7814 0,7591 0,8342 0,7434 0,7255 0,7647 0,7589 0,7589
Min. val. 0,4574 0,4204 0,3938 0,4482 0,4174 0,4183 0,4558 0,4494 0,4115

the situation when the multicast trees of quality above a certain average level
we are interested in a similar way as the best ones. At the same time we want
to clearly separate them inferior class of trees. Linguistically, these assumptions
can be described as:
– total cost of multicast tree – medium and smaller values are very best,
– average cost of paths between source and each destination node – medium and
smaller values are very best.

This can be achieved in different ways:

1. Change the base rules.
2. Change the distribution of fuzzy sets respectively over the output space (QMT).
3. Change the distribution of fuzzy sets respectively over the input space (TCMT
and ACP).

Case 1 – Changes in Rules. In the next step, a new base rules were introduced
changes are intuitive. For inputs SMALL and MEDIUM proposed quality is
V ERYHIGH . For bothMEDIUM inputs estimation isHIGH . The possibility
of linguistic modeling makes the new assumptions very simple.

1. IF TCMT is SMALL AND ACP is SMALL THEN QMT is V ERYHIGH ,
2. IF TCMT is SMALL AND ACP is MEDIUM THEN QMT is V ERYHIGH ,
3. IF TCMT is SMALL AND ACP is HIGH THEN QMT is AV ERAGE,
4. IF TCMT is MEDIUM AND ACP is SMALL THEN QMT is V ERYHIGH ,
5. IF TCMT is MEDIUM AND ACP is MEDIUM THEN QMT is HIGH ,
6. IF TCMT is MEDIUM AND ACP is HIGH THEN QMT is SMALL,
7. IF TCMT is HIGH AND ACP is SMALL THEN QMT is AV ERAGE,
8. IF TCMT is HIGH AND ACP is MEDIUM THEN QMT is SMALL,
9. IF TCMT is HIGH AND ACP is HIGH THEN QMT is V ERY SMALL,

The surface of MFE with the new rules is presented on Fig. 3(b). As can be
seen it has non-linear character which clearly reflects assumptions that QMT
for input parameters around medium and higher values of interval [0; 1], achieve
higher results. A purely linguistic approach is an advantage of such a solution.
New assumptions are fulfilled by the right description in words. Unfortunately
the advantage is also the flaw, which can be not clear at once. Alteration only
of the rule base cause, that we concentrate on linguistic meaning. That in the
more complex problem, can lead to the situation when the part of output values
isn’t used in the rule base. So, it can lead to the discontinuity of the system.
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Table 2. Results of modified MFE – changed rules (Case 1)

Δ = 2000 Δ = 2500 Δ = 3000

KPP MLRA CSPT KPP MLRA CSPT KPP MLRA CSPT

Avg. val. 0,7957 0,7697 0,7281 0,7921 0,7808 0,7458 0,7947 0,7957 0,7731
Max. val. 0,8854 0,8891 0,8891 0,9040 0,8857 0,8870 0,9144 0,9178 0,9178
Min. val. 0,4970 0,4132 0,3427 0,2802 0,3769 0,3252 0,4848 0,4955 0,2816

(a) (b)

Fig. 2. Case 2: changes in output linguistic variable (a) and Case 3: changes in input
linguistic variable (b)

Case 2 – Changes in Output Variable. Instead of changing rules, we can
change the fuzzy sets in output linguistic variable. The change should take into
account the assumption that small and medium input values are the best. These
changes also are quite intuitive. If we want to emphasize the situation that
the results that have so far been secondary interest to us as better results, it
should be properly remodel fuzzy set corresponding to the size of AV ERAGE.
Of course, the shift of this size should rearrange also the remaining fuzzy sets.
The Fig. 2(a) shows the adopted changes.

It should be emphasized that only the output fuzzy sets has changed. The
base of rules remained the same as in the trivial model. MFE surface looks in
this case as on Fig. 3(c). It can be observed that the general nature of the graph
is similar to Case 1. The decision surface is non-linear and correspond to the
expectations.

It should be noticed that such a solution is possible only when linguistic
changes relate in a similar way to the all input variables, as in the analyzed
example. Affecting only the output values do not have possibilities emphasize
the greater importance of one of the inputs.

Case 3 – Changes in Input Variables. Instead of changing the rules and
outputs it is possible to make modifications to the input variables. The base of
rules is constructed in such a way to produce the best results for smaller inputs.
In order to extend a good evaluation on the smaller input values, they must
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Table 3. Results of modified MFE – changed output linguistic variable (Case 2)

Δ = 2000 Δ = 2500 Δ = 3000

KPP MLRA CSPT KPP MLRA CSPT KPP MLRA CSPT

Avg. val. 0,7920 0,7595 0,7188 0,7886 0,7710 0,7367 0,7911 0,7869 0,7634
Max. val. 0,8816 0,8909 0,8909 0,9202 0,8842 0,8853 0,9333 0,9435 0,9435
Min. val. 0,5108 0,4756 0,4567 0,4426 0,4552 0,4565 0,5035 0,5198 0,4431

Table 4. Results of modified MFE – changed input linguistic variables (Case 3)

Δ = 2000 Δ = 2500 Δ = 3000

KPP MLRA CSPT KPP MLRA CSPT KPP MLRA CSPT

Avg. val. 0,8344 0,7908 0,7698 0,8293 0,7960 0,7763 0,8340 0,8129 0,7960
Max. val. 0,9200 0,9200 0,9200 0,9200 0,9200 0,9200 0,9200 0,9200 0,9200
Min. val. 0,6398 0,5351 0,4505 0,3900 0,4955 0,4418 0,6478 0,6427 0,3908

be covered with membership function of SMALL. Changes proposed here are
shown on Fig. 2(b).

For such a revised system surface looks like on Fig. 3(d). The general nature
of the surface fulfills requirements – output values grow with decreasing values of
the input, but difference between this one and two earlier proposals is observable.
This is due to granulation of the input variables. Three values of fuzzy inputs
allow fewer opportunities in the field of linguistic expression than five outputs.
On the surface of the system a larger part of uniform area can be distinguish.
This is due to the extension of the concept of SMALL, which covers the input
space from 0 to 0.8. Therefore, in accordance with the rules, the values obtained
a higher degree of quality assessment QMT. The advantage of this proposal is a
greater possibility to differentiate the impact of individual inputs on the result.

5 Research Results

In Tables 2, 3 and 4 authors compared results of the evaluations for linguistic
described change. These results come from several cases of modifications for
primary proposal.

1. Case 1 – rules modification.
2. Case 2 – output modification.
3. Case 3 – input modification.

It is observable that all alterations, according to assumptions, shifted up quality
assessments. Two first cases show particularly high resemblance in the average
values of each method. This is understandable because of similar changes in
the surfaces of fuzzy system. The third case generates results noticeably higher
from two previous, at least not enough in order to change entirely the character
of evaluations. Every alteration points the KPP as best method, whereas the
CSPT is weakest. Moreover all changes, according to expectations, widen the
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(a) (b)

(c) (d)

Fig. 3. Output surface plot of Trivial MFE (a), MFE with linguistic modifications of
rules (b), MFE with the output fuzzy values modifications (c) and input fuzzy values
modifications (d)

scope of the quality, between minimal and with maximal value. It should also be
noted that, although space of evaluations is normalized to the range [0, 1], the
graphs of surfaces presents slightly smaller range. It is directly connected with
properties of the defuzzyfication method - center of area.

The problem raised in this publication relates to linguistic modeling of fuzzy
system used to multicriterial evaluation of multicast routing algorithms. Analysis
of the possibility of using of such methods of evaluation is a purpose.

On the one hand we have specific tools for making the connections in computer
networks, on the other lack of clear and strict criteria for assessing the quality
of these tools. As shown in the presented examples, a fuzzy system is suitable to
solve the problem. Without a detailed mathematical model, we always can use
a linguistic model that can be transfered into precise fuzzy system. Discussed
examples show that the suggested tool is flexible and allows for the change of
characteristics relying on the linguistic description. Each variant has its own
advantages and disadvantages.
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6 Conclusions

The most flexible way, that the greater complexity does not require additional
analysis of the coherence of the system is the third proposal. It consists of mod-
ifying the fuzzy sets of the input linguistic variables. However, the possibility of
more complex modelling, mostly depends on the granularity of linguistic vari-
able.

Natural direction for further research is to create a more complex MFE, tak-
ing into account more criteria, corresponding to more complex linguistic mod-
els. In the future, the authors also plan to work together on the search for new
routing algorithms, where new model of fuzzy numbers the Ordered Fuzzy Num-
bers [10,11] (developed by the first author) will be used. Good computational
properties of this model (which support applications) deserve the particular at-
tention [19].

Finally, it is worth noting that the idea of using fuzzy system in multi-criteria
problems, is accompanies the idea of fuzzy sets for a long time. Examples of
modern applications can be found in [2,5,6]. However, they focus mainly on the
situations where we know more precisely the weights of the criteria. The other
hand this publication focuses on the case when apart from general guidelines we
have no other information.
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Abstract. The aim of the article is to propose some tools of inventory manage-
ment. One is based on the so-called fixed order quantity model which takes into
account several elements of inventory cost, such as ordering cost, transportation
and storing costs, frozen capital cost, as well as extra discounts. The tool deals
with fuzzy concepts represented by Ordered Fuzzy Numbers. The second tool
takes into account the dynamics and works on the base of replenishment system.
This tool can be regarded as a kind of controller.

1 Introduction

The main objective of a good inventory management system is to keep the inventory
costs to the minimum. There are several elements of inventory cost, such as ordering
cost, transportation cost, frozen capital cost, cost of loss (i.e. aging), cost of lost sales
due to inventory shortages, and others. Several inventory models have been built based
on the above. There are two most commonly used inventory models: fixed order quan-
tity system and replenishment system.

In the first system the quantity to be ordered is fixed and re-orders are made once
the stock reaches a certain pre-determined level called safety stock. It means that the
next order is typically fixed and based on the average consumption during the lead time
plus some safety stock. Often in calculation the buffer stock is the one day inventory
consumption.

Under the second system the quantity to be ordered is not fixed, the next order is
decided based on the lead time of the material, maximum stock level, i.e. the ordered
level changes with time.

In the paper we propose two tools of inventory management. One is based on the
fixed order quantity model which takes into account several elements of inventory cost,
as well as extra discounts. The tool deals with fuzzy concepts represented by Ordered
Fuzzy Numbers. The second tool takes into account the dynamics and works on the
base of replenishment system. This tool can be regarded as a kind of controller.

Dealing with the first tool the fuzzy optimization problem for the total cost function
is formulated within the space, where all variables of the model are fuzzy. After the
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c© Springer International Publishing Switzerland 2014
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choice of a particular defuzzification functional an appropriate theorem is formulated
which gives the solution of the fuzzy optimization problem.

Developing the second tool the authors face with situations when material demands
are irregular in the production process. This result in nonequal ordered levels as well as
in different elapse times between orders.

The organization of the paper is as follows. In Section 2 within the economic order
quantity model (EOQ) the problem of management of supply is considered, in which
the optimal size of a delivery from outside is determined, which minimizes total costs,
when crisp unit costs of purchase, transportation and storage are given. Then a fuzzy
optimization problem is formulated together with its solution in Section 3. In Section
4 a problem of management of supply and determining an optimal size of a delivery
from outside is considered when the material demand depends on time. Then a solution
algorithm is described. The final results of this section is a kind of controller together
with a numerical example. In Section 5 some conclusions are formulated. Appendix
refers to the model of OFN.

2 Economic Order Quantity Model

Inventory management within an enterprize is an integral part of its operating activities,
as it affects its competitive advantage and the liquidity of its financial performance. The
purpose of inventory management is to have the stock at a high enough level and operate
smoothly, while incurring the lowest possible operating costs,. The present formulation
is within the general framework of the model of economic order quantity (EOQ).

We consider an abstract inventory item. To estimate the cost of inventory manage-
ment we formulate the main assumptions in the EOQ model:

1. the abstract inventory item is split into units,
2. we refer to some time unit, say one year,
3. demands are constant in time,
4. sells are uniform in time and known,
5. the next deliver arrives when just the stock is the one day.

Let us start with deterministic formulation in which the following objects appears:

– D- annual inventory demand, measured in number of units,
– D/360- daily demand for supply (assume that a year has 360 days),
– Q- order quantity, measured in number of units,
– Q0- daily consumption of inventory,
– D/Q- frequency of the deliveries,
– 360/((D/Q)) = t0 - time between successive deliveries,
– cp- unit price of purchase,
– cT - transportation cost of a single delivery,
– cS- unit inventory cost per day,
– r(Q)- discount function on purchase,
– S(Q)- discount function on stored inventory,
– K(Q)- total cost,
– Kp- purchase cost,
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– KF - frozen capital cost,
– KT - transportation (delivery) cost,
– KS- storage cost,
– R - banking interest rate, used to calculate the cost of frozen capital.

We can write the general expression for the total cost K(Q), as the sum of the pur-
chase costKp, the frozen capital costKf , the transportation (delivery) costKT and the
storage cost KS , i.e.

K(Q) = Kp +KF +KT +KS . (1)

Suppose that we get the discount r(Q) on purchase and the discount S(Q) on stored
inventory depending on the amount of Q, both as step functions:

r(Q) =

⎧⎨⎩
r0 = 0 , if 0 < Q < Qr

1

r1 , if Qr
1 ≤ Q ≤ Qr

2

r2 , if Qr
2 ≤ Q ≤ D

(2)

and

S(Q) =

⎧⎨⎩
S0 = 0 , if 0 < Q < QS

1

S1 , if QS
1 ≤ Q ≤ QS

2

S2 , if QS
2 ≤ Q ≤ D

(3)

where Qr
1, Q

r
2, Q

S
1 and QS

2 are fixed quantities (here 3 steps were assumed, however,
more steps can also be considered). The purchase cost Kp depends on the quantity in
the single deliver Q, the frequency of deliveries D/Q, the discount r(Q) and the unit
price cp, and is given by

Kp = cp · (1− r(Q)) ·Q · D
Q

= cp · (1− r(Q)) ·D . (4)

The cost of frozen capital depends on the number of deliveries D/Q, the money spent
on a single delivery, the banking interest rateR, and on the single deliveryQ. The form
of the purchase cost Kp leads to the following cost KF of frozen capital:

KF = cp · (1− r(Q)) ·Q · D
Q

· R
D
Q

= cp · (1− r(Q)) ·Q · R . (5)

We can see that the expression KF represents a step function, which is piecewise lin-
ear. The cost of the transportation (delivery) KT depends on the annual frequency of
deliveriesD/Q and the transportation cost of a single delivery cT , i.e.

KT = cT · D
Q
. (6)

According to the assumptions from 3 to 5, the storage cost KS depends on the annual
frequency of deliveries D/Q, the discount S(Q), the unit inventory cost cS and the
level of inventory between successive deliveries. The level of inventory is given by∫ t0

0

(
−Q
t0

· t+Q+Q0

)
=

(
Q

2
+Q0

)
· t0 , (7)
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Fig. 1. Graphical representation of discount functions and subintervals Lk, k = 0, 1, ...4

and the storage cost by

KS =
D

Q
· cS · (1− S(Q)) ·

(
Q

2
+Q0

)
· t0 =

=
D

Q
· cS · (1−S(Q)) ·

(
Q

2
+Q0

)
· 360

D
Q

= 180 · cS · (1−S(Q)) · (Q+2 ·Q0) . (8)

Hence the function describing the total cost K(Q) in (1) summed up to

K(Q) = cp ·(1−r(Q))·(D+Q ·R)+cT ·D
Q

+180 ·cS ·(1−S(Q))·(Q+2 ·Q0) . (9)

The optimization problem of inventory management requires us to find the minimum of
the cost function K(Q). The argument which gives the minimum is the optimal value
of the order quantity. Notice that inK(Q) the first and the last component depend onQ
in a piecewise way. Suppose that

0 < Qr
1 < QS

1 < Qr
2 < QS

2 < D . (10)

The search for the optimal value should be performed in a piecewise way, i.e. con-
sidering each subinterval L0 = (0, Qr

1), L1 = [Qr
1, Q

S
1 ), L2 = [QS

1 , Q
r
2), L3 =

[Qr
2, Q

S
2 ), L4 = [QS

2 , D] (Fig.1). Thus the global optimum is the quantity which gives
the minimal cost over these five values calculated from each subinterval. Since

∂K(Q)

∂Q
= cp · (1 − r(Q)) · R− cT · D

Q2
+ 180 · cS · (1− S(Q)) (11)

and

∂K(Q)

∂Q
= 0 ⇐⇒ Q∗ =

√
cT ·D

cp · (1− r(Q)) ·R+ 180 · cS · (1− s(Q))
(12)

in each of these subintervals Lk , k = 0, 1, 2, 3, 4, the local extremum is attained at

Q∗
k =

√
cT ·D

cp · (1− ri) ·R+ 180 · cS · (1− Sj)
, (13)



680 I. Sobol et al.

where the following idenitification has been assumed between these sets of indexes:

0 = k ←→ (ij) = (00) , 1 = k ←→ (ij) = (10) , 2 = k ←→ (ij) = (11) ,

3 = k ←→ (ij) = (21) , 4 = k ←→ (ij) = (22) . (14)

If Q∗
k ∈ Lk, , then the optimal value can appear in one of these subintervals or at their

borders, i.e. it is attained at the argument given by

Qopt=argmin{{K(Q∗
k), k = 0, 1, 2, 3, 4},K(Qr

1),K(QS
1 ),K(Qr

2),K(QS
2 ),K(D)}.

3 Fuzzy Optimization Problem

The present formulation is within the framework of the model of the Economic Order
Quantity (EOQ) and similar to the one proposed in the set of CFN by [9] and repeated
by [7]. In the OFN’s framework problems in economics and administrative accounting
problems were formulated in [1, 3]. Our aim is to give a general solution to the opti-
mization problem with the cost function given by (14) whenD, cp, cT and cS are fuzzy
and represented by Ordered Fuzzy Numbers (OFN). It will be easy to see that the arith-
metic of OFN manifests its superiority over the arithmetic of Convex Fuzzy Numbers
(CFN), and the complex calculations performed by authors of [7, 9] can be avoided.
The only thing we need to do is choose the defuzzification functional which suits the
decision maker the most. For more details on OFN we refer to Appendix.

Let Φ(·) be the defuzzification functional chosen by the decision maker. Then the
problem of minimizing the fuzzy cost K(Q) gives us the economic order quantity.
Writting this explicitly

find arg{minΦ(K(Q)) : Q ∈ R} . (15)

The new question arises: how can we find the minimum of this functional? The answer
is rather obvious and comes from physics, and is formulated according to the stationary
action principle: the minimum of the functional appears at the argumentQwhere its first
variation (the Gâteaux derivative) vanishes. Calculating the first variation of Φ(K(Q))
with respect to Q under given D, cp, cT and cS , we get

δΦ(K(Q)) = ∂Kφ(K)∂QK(Q)δQ . (16)

The condition δΦ(K(Q)) = 0 implies that

∂KΦ(K)∂QK(Q)δQ = 0 , (17)

for any variation δQ, where ∂KΦ(K) and ∂QK(Q) denote functional derivatives, and
the argumentQ∗, at which the product of these derivatives vanishes, gives us the solu-
tion to our optimization problem.

To illustrate this, let us consider a class of linear functionals given by (33). Let us
denote the branches of the fuzzy number K(Q) by (fK , gK), and for the remaining
quantities we adapt the previous notation by using the appropriate subscripts, i.e.

D = (fD, gD), Q = (fQ, gQ), cp = (fp, gp), cT = (fT , gT ), cS = (fS , gS) . (18)



Optimizing Inventory of a Firm under Fuzzy Data 681

We remain the similar assumption about the discount functions r(Q) and S(Q) as two
step functions with the steps represented by relationships (2) and (3), where ri and Sj

are here crisp1, while the border values Qr
i , Q

S
j , i = 1, 2, j = 1, 2, are Ordered Fuzzy

Numbers, which satisfy the inequalities (10). Hence we can define 5 sublattices

L0 = (0, Qr
1), L1 = [Qr

1, Q
S
1 ), L2 = [QS

1 , Q
r
2), L3 = [Qr

2, Q
S
2 ), L4 = [QS

2 , D] . (19)

The linear functional superposed on the fuzzy cost K(Q) has the form

Φ(K(Q))) = Φ(fK , gK) =

∫ 1

0

fK(s)dh1(s) +

∫ 1

0

gK(s)dh2(s) , (20)

where, due to (9) and the step functions r(Q) and S(Q), the pair of functions fK , gK
represents 6 pairs, namely

fKij (s) =

fp(s)(1− ri)(fD(s) +RfQ(s)) +
fT (s) · fD(s)

fQ(s)
+ 180fS(s)(1− Sj)(fQ(s) + 2Q0)

(21)
gKij (s) =

gp(s)(1− ri)(gD(s) +RgQ(s)) +
gT (s) · gD(s)

gQ(s)
+ 180gS(s)(1− Sj)(gQ(s) + 2Q0) ,

(22)
where i, j,= 0, 1, 2. As in Sec. 3 we can introduce new index k = 0, 1, 2, 3, 4 and
use the same identification as in (14) to diminish the number of pairs of functions
(fKij , gKij ). Now, we take variation in (16) where the functional is given by (20), to
get δΦ(K(Q)) =∫ 1

0

[
fp(s)(1− ri)R− fT (s) · fD(s)

fQ(s)
2 + 180fS(s)(1 − Sj)

]
δfQ(s)dh1(s)

+

∫ 1

0

[
gp(s)(1 − ri)R− gT (s) · gD(s)

gQ(s)
2 + 180gS(s)(1− Sj)

]
δgQ(s)dh2(s) (23)

with i, j,= 0, 1, 2. We could consider two cases:

Case A: The functions h1 are h2 are absolutely continuous, and
Case B. The functions h1 and h2 are singular, i.e. the derivatives h′1(s) and h′2(s) are
equal to zero almost everywhere.

It is interesting to notice that in the first cases particular forms of h1 and h2 in (20)
do not effect the optimal value of Q, it does effect, however, the optimal value of the
crisp cost Φ(K(Q)). Hence we formulate remark concerning the first case.

1 If there are also fuzzy numbers from R, then final results will be of the same type with 4 extra
pairs of functions appearing in a multiplicative way in the expressions for fMk (s) and gMk(s)
from (25).
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Theorem 1. If the total inventory cost K(Q) arising from fuzzy unit costs of delivery
cT , of inventory cS , of the annual demandD, of the discount functions r(Q) and S(Q),
and of the banking interest rate R, are given by (14) and the decision maker chooses
the defuzzification functional Φ in (20), then in Case A the economic order quantity is
given by two phase optimization procedure:

– Phase 1. On each sublattice L0, L1, L2, L3, L4 the optimal values are found

q∗k = Φ(Q∗
k) ,with Q∗

k = (fQ∗
k
, gQ∗

k
) , (24)

where

fQ∗
k
(s) = (

fD(s)fT (s)

fMk
(s)

)1/2 , gQ∗
k
(s) = (

gD(s)gT (s)

gMk
(s)

)1/2 , s ∈ [0, 1] , (25)

with fMk
(s) = fP (s)(1− ri)R+180fS(s)(1−Sj), and expression for gMk

(s) is
analogous. Here the notation and the identification between the indexes k and (ij)
are from (14).

– Phase 2. From these five values Φ(Q∗
k) , k = 0, 1, 2, 3, 4 and the values at the

boundary numbers:Qr
1, Q

S
1 , Q

r
2, Q

S
2 , D , the optimal value is calculated according

to
Qopty = (26)

argmin{{Φ(K(Q∗
k))}, Φ(K(Qr

1)), Φ(K(Qs
1)),Φ(K(Qr

2)),Φ(K(Qs
2)), Φ(K(D))} .

In [1] we have discussed less complex case. On Fig. 2 the graph of the cost function (9)
without discounts and the cost of frozen capital for different values ofQ is plotted. The
yellow color describes minimal values of K and other colors relate to values of cS .

4 Optimal Orders under Dynamic Conditions

In the next section we form a solution to the deterministic optimization problem with
the help of a controller. In a firm material demands from magazine in production pro-
cesses are often irregular. It is related to an uneven production or technical problems.
Thus the inventory optimization problem becomes more complicated in terms of the
order quantity and the frequency of orders, as well as transportation costs. The algo-
rithm described here solves that problem in a relatively easy way by simple algebraic
operations. The final result is a controller.

In order to always provide a proper state of the inventory quantity in the magazine,
one has to provider appropriate supplies. Each supply requires us to give an optimal
order quantity which should be calculated for a given time period t taking into account
the actual state of the magazine while minimizing the costs of purchase, transportation
and maintaining them in the magazine.

In our solution we keep the previous notations, adding some new variables. More-
over, some new assumptions are also made.

1. Demands are not constant in time and depend on the length of time period for which
the order is made.



Optimizing Inventory of a Firm under Fuzzy Data 683

2. Sells are not uniform and hence actual states of the magazine are different in time.
3. The next deliver arrives after a known period of time that may change by ±δt.
4. The safety stock depends on the length of period of time for which the order is

made.
5. Cost of transportation depends on the order quantity.
6. There is a discount on purchase.
7. The partitioning of domains of variables does not have to be regular.

For presenting the solution we use the following additional variables (cf. Sec.2):

– M - actual inventory state in the magazine,
– q - possible order quantity used for calculations,
– ΔQ - a value by which Q (or q) might be increased or decreased,
– t - time period for which particular order is made, its value might be changed by

some rules of our controller,
– δt - time period by which t may be increased or decreased, or by its multiplicity,
– D(t) - inventory demand for period t, (with safety stock included),
– θ(t) - safety stock,
– r(q) - discount function on purchase,
– KT (q) - transportation cost function, in general nonlinear, e.g. a step function,
– P - the set of possible order quantities located on discontinuities ofK(q) function,

due to the step characteristics of the discount function r(q) and the transportation
cost functionsKT (q).

Total Cost Evaluation. If q represents a possible order quantity then the total cost is

K(q) = Kp(q) +KT (q) +KS(q) . (27)

Suppose that the discount function on purchase r(q) depending on the amount of q is
a step functions, and its form is similar to that r(Q) from Sec.2, with the small change
of Qr

1, Q
r
2 into qr1, q

r
2 , respectively. The cost of transportation (delivery) forms a step

function, as well,

KT (q) =

⎧⎨⎩
K0 = 0 , if 0 < q < qT1 ,
K1 , if qT1 ≤ q ≤ qT2 ,
K2 , if qT2 ≤ q ≤ D ,

(28)

where qr1 , qr2, qT1 and qT2 are fixed amounts of item’s quantity (here 3 steps were as-
sumed, however, more or less steps can be also considered). The purchase cost Kp(q)
depends on the discount r(q) and the unit price cp by

Kp(q) = cp · (1− r(q)) · q . (29)

Due to the discontinuity of both functions r(q) and kT (q) as well as to the quantized
nature of q in deliveries2 the order quantity Q cannot be an arbitrary number: it should
be adjusted even the economic order quantity Q∗ has been calculated by solving an

2 If the item to be ordered is coal, it is impossible to buy a fraction of tones; in practice coal is
bought in full tons or in full boxcars.
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appropriate optimization problem. Hence deliveries can be partitioned by ΔQ and the
other relevant functions: θ(t) and D(t). Notice that arguments at which the function
r(q) is discontinuous may be different from those of the function kT (q). Hence we
formulate two rules which form the rule basis of our controller.

1. IF told is the time period for which inventory demand is made THEN the new time
tnew is equal to t− δt if the state M is lower than the safety stock θ(t), or is equal
to t+ δt, if the state M is higher than the demandD(t), otherwise tnew = told.

2. IF P is the set of discontinuity arguments of both functions r(q) andKT (q) THEN

the final order quantityQ is the smallest element of P that with the current amount
in the magazine would suffice for the next period of time with the minimal cost. IF

such an element of P does not exist, THEN the final order quantity should be equal
to the smallest multiple ofΔQ, that with the current amount in the magazine would
suffice for the next period of time.

The above rules need explicit relationships to be applied in practice. We assume further
that KS(q) is constant. Hence for the first rule

tnew(told,M) =

⎧⎨⎩
told − δt , if M < θ(told) ,
told , if θ(told) < M < D(told) ,

told + δt , if D(told) < M
(30)

For the second rule we will use the notation %·& and !·" in order to keep the quantized
nature of q. Hence the optimal order quantityQ∗ is the function ofM andD(tnew) and
is equal to q∗ if such q∗ exists which is equal to argmin{K(q) : !D(tnew)− %M&") ≤
q ∧ q ∈ P ∧K(q) ≤ K(!D(tnew) − %M&"), and otherwise Q∗ = !D(tnew)−M" .
In the next subsection a numerical example will be presented.

4.1 Particular Example

Let us consider an example of an item measured in number of units, with 8 000 unit as
the base quantity, and with the following data: M = 0, D(t) = t · 8 000 · 110% , δt= 1
week, θ(t) = D(t)·10%/110% = 800; r(q) ∈ {0% for 0 ≤ q < 5 000; 5% for 5 000 ≤
q < 7 000; 10% for 7 000 ≤ q < 10 000; 15% for 10 000 ≤ q}.

In general case the graph K(q) in Fig. 2 does not have to be linear between border
values that are not multiples of ΔQ. However, those values are not achievable as an
order quantity, hence there is no need to consider them. The circled areas are interesting
because of the optimization possibility. Those values of q belong to the set P . In the
interval (4 000; 4 999] the costK(q) is in (19 500.00; 25 514.00], measured in PLN. But
in the next interval with the bigger order, the value K(q) = 24 664.00 PLN appears‚
which is smaller than the upper limit of the previous interval. It means that ordering
bigger amount its cost will be the same or lower. So it is better to buy more, in this case
5 000 units. So the knowledge base can be changed in that particular places.

On Fig.3 partition of q, is presented together with results for q. If t is changed, we
have to order our item not for the old value of t but for the new one, according to Eq.
(30). This is presented on Fig. 4 together with the final results of the controller for Q.
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Fig. 2. Left – the graph of K(q) of the controller, right – the graph of K(Q) from (9)

Fig. 3. Partitioning of q based on different factors together with the rules for q

Fig. 4. The knowledge base for changing t together with the final results of the controller
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Let us start with M = 0, told = 4. Then we need 30 000 items and decrease t by a
week i.e. tnew = 3. After 3 weeks we are left with 3 600 units in the magazine, so the
next order should consist of 30 000 pieces and t = 3. This time we were left with 8 100
units in the magazine. So the next order should consist of 25 000 pieces, and t = 3, and
so on. If there will be no bigger fluctuations in the demand, the controller should give
each time the same or just two different results through the whole year.

5 Conclusions

Here we have solved a problem originating from management of inventory, using the
setup of Ordered Fuzzy Numbers, and demonstrated its applicability in modelling the
influence of imprecise quantities and preferences of decision maker. The final version
of the paper will bring a simplifying numerical example.

Thanks to well-defined arithmetic of OFN one can construct an efficient decision
support tool when data are imprecise. In the second part of the paper we have intro-
duced some dynamic in management of inventory and show that in a simplest case a
rule based controller can play the role of an optimizing tool.

This work was partially supported by Białystok University of Technology grant
S/WI/2/2011.
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Appendix

Proposed recently by the second author and his two coworkers: P.Prokopowicz and
D. Ślȩzak [4–6] an extended model of convex fuzzy numbers [8] (CFN), called Or-
dered Fuzzy Numbers (OFN), does not require any existence of membership functions.
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In this model we can see an extension of CFN - model, when one takes a parametric
representation of fuzzy numbers know since 1986, [2] of convex fuzzy numbers.

Definition 1. By an Ordered Fuzzy Number we understand a pair of functions (f, g)
defined on the unit interval [0, 1], which are continuous functions (or of bounded vari-
ations) [4–6].

On OFN, denoted by R (or RBV ), four algebraic operations have been proposed
between fuzzy numbers and crisp (real) numbers, in which componentwise operations
are present. In particular

fC(y) = fA(y) " fB(y), gC(y) = gA(y) " gB(y) , (31)

where """ works for "+", "·", and "÷", respectively, and where A÷B is defined, if the
functions |fB| and |gB| are bounded from below. Hence any fuzzy algebraic equation
A+X = C with A and C as OFN possesses a solution.

A relation of partial ordering in the space of all OFN, can be introduced by defining
the subset of ‘positive’ Ordered Fuzzy Numbers: a number A = (f, g) is not less than
zero, and by writing

A ≥ 0 iff f ≥ 0, g ≥ 0 . (32)

In this way the set R (or RBV ) becomes a partially ordered ring. Notice, that for
each two fuzzy numbers A = (fA, gA), B = (fB, gB) as above, we may define
A ∧B =: F and A ∨B =: G, both from R, by the relations: F = (fF , gF ), if fF =
inf{fA, fB} , gF = inf{gA, gB} . Similarly, we define G = A ∨ B and we get the
next structure on R, namely a lattice. Its sublattice will be a chain of real numbers. If
A ≤ B, then the set [A,B] = {C ∈ R : A ≤ C ≤ B} will be a sublattice of the
lattice (R,≤).

In dealing with applications of fuzzy numbers we need set of functionals that map
each fuzzy number into real, and in a way that is consistent with operations on reals.
Those operations are called defuzzifications. To be more strict we introduce.

Definition 2. A map Φ from the space R (or RBV ) of all OFN’s to reals is called a
defuzzification functional if is satisfies: 1) Φ(c‡) = c , 2) Φ(A + c‡) = φ(A) + c ,
3) Φ(cA) = cφ(A) , for any c ∈ R and A ∈ R . 4) Φ(A) ≥ 0 if A ≥ 0. where
c‡(s) = (c, c) , s ∈ [0, 1], represents crisp number (a real) c ∈ R.

The linear functionals, as MOM (middle of maximum), FOM (first of maximum),
LOM (last of maximum) are given by specification of h1 and h2

φ(fA, gA) =

∫ 1

0

fA(s)dh1(s) +

∫ 1

0

gA(s)dh2(s) , (33)

where h1, h2 are nonnegative functions of bounded variation and
∫ 1

0
dh1(s) +∫ 1

0 dh2(s) = 1. If we substitute h1(s) and h2(s) by λH(s) and (1 − λ)H(s), re-
spectively, where 0 ≤ λ ≤ 1, and H(s) is the step Heaviside function (with the step at
s = 1), we may obtain all the classical linear defuzzification functionals known for the
fuzzy numbers of Zadeh, namely: MOM (middle of maxima), FOM (first of maximum),
LOM (last of maximum) and RCOM (random choice of maximum), depending on the
choice of λ; for example if for h1(s) and h2(s) we substitute 1/2 H(s), then we get
MOM.
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Abstract. Metaset is a new approach to sets with partial membership
relation. Metasets are designed to represent and process vague, imprecise
data, similarly to fuzzy sets. They enable expressing fractional certainty
of membership, equality, and other relations. Even though the general
idea stems from and is firmly suited in the classical set theory, it is
directed towards efficient computer implementations and applications.

In this paper we introduce the concept of cardinality for metasets
and we investigate its basic properties. For simplicity we focus on the
subclass of first order metasets however, the discussed ideas remain valid
in general. We also present additional results obtained for finite first
order metasets which are relevant for computer applications.

Keywords: metaset, partial membership, set theory, cardinality.

1 Introduction

Metaset is the new concept of set with partial membership relation. It was in-
spired by the method of forcing [2] in the classical Zermelo-Fraenkel Set Theory
(ZFC) [4,3]. Nonetheless it is directed towards artificial intelligence applications
and efficient computer implementations. Its scope of practical usage is similar
to fuzzy sets [12], intuitionistic fuzzy sets [1] or rough sets [5]. These traditional
approaches to partial membership find successful applications in science and
industry nowadays. Unfortunately, they are not well suited for computer im-
plementations. They also have other drawbacks like the growth of fuzziness by
multiple algebraic operations on fuzzy sets. Therefore, we tried to develop an-
other idea of set with fractional members, which would be closer to ZFC, void of
faults of currently used techniques and which would allow for efficient computer
implementations.

The results obtained so far indicate success. We defined the basic set-
theoretic relations for metasets, which may be satisfied to variety of degrees
other than truth or falsity [7]. Algebraic operations for metasets satisfy the
axioms of Boolean algebra [9]. The metasets language enables expressing uncer-
tainty [11,10], particularly of membership, in a wider scope than intuitionistic
fuzzy sets [8]. Experimental computer application for character recognition based
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© Springer International Publishing Switzerland 2014
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on metaset approach [6] seems to correctly reflect human perception of simple
images.

In this paper we introduce the notion of cardinality for metasets. Instead
of analyzing the nature of cardinality and then trying to implement it within
the metaset world we just transferred this notion directly from classical crisp
sets onto metasets. We use the technique of interpretations for that purpose,
as we usually do when defining new relations or operations for metasets (e.g.,
membership or equality).

For the sake of simplicity we focus in this paper on cardinality of first order
metasets. The presented results remain valid in general (see Sec. 7). In computer
applications we always deal with finite objects, therefore we also investigate
additional results obtained for finite first order metasets. It turns out that objects
representing cardinalities of such metasets are quite close to fuzzy numbers.

2 Metasets

A metaset is a classical crisp set with the specific structure which reflects mem-
bership degrees of its members.1 The degrees are expressed as nodes (or rather
sets of nodes) of the binary tree �. In fact, they are elements of some Boolean
algebra and they can be evaluated as real numbers.

For simplicity, in this paper we deal with first order metasets only.2 A metaset
of this type is a relation between some set and the set of nodes of �. Thus, the
mentioned structure which we use to encode the degrees of membership is based
on ordered pairs. The first element of each pair is the member and the second
element is a node of the binary tree, which contributes to the membership degree
of the first element.

Definition 1. A set which is either the empty set ∅ or which has the form:

τ = { 〈σ, p〉 : σ is a set, p ∈ � }
is called a first order metaset.

The binary tree � is the set of all finite binary sequences, i.e., functions whose
domains are finite ordinals, valued in 2:3

� =
⋃
n∈�

2n . (1)

The ordering ≤ in the tree � (see Fig. 1) is the reverse inclusion of functions:
for p, q ∈ � such, that p : n  → 2 and q : m  → 2, we have p ≤ q whenever p ⊇ q,
i.e., n ≥ m and p�m = q. The root � is the largest element of � in this ordering:
it is included in each function and for all p ∈ � we have p ≤ �.
1 We use the term “degree of membership” rather informally here and throughout
the whole paper. For the precise discussion of evaluating degrees of membership and
other relations the reader is referred to [11,10].

2 See [7] for the introduction to metasets in general.
3 For n ∈ �, let 2n = { f : n �→ 2 } denote the set of all functions with the domain n
and the range 2 = { 0, 1 } – they are binary sequences of the length n.
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Fig. 1. The levels �0–�2 of the binary tree � and the ordering of nodes. Arrows point
at the larger element.

We denote binary sequences which are elements of � using square brackets,
for example: [00], [101]. If p ∈ �, then we denote its children with p · 0 and p · 1.
A level in � is the set of all finite binary sequences with the same length. The
set 2n consisting of sequences of the length n is the level n, denoted by �n. The
level 0 consists of the empty sequence � only. A branch in � is an infinite binary
sequence, i.e., a function �  → 2. We will write p ∈ C to mark, that the binary
sequence p ∈ � is a prefix of the branch C. A branch intersects all levels in �,
and each of them only once.

Ordering of nodes in � is consistent with the ordering of membership degrees
they correspond to. The root node � represents the highest, full membership
similar to classical set membership. The first element σ of an ordered pair 〈σ, p〉
contained in a first order metaset τ is called a potential element of τ . A poten-
tial element may be simultaneously paired with multiple different nodes which
contribute to the overall membership degree of the potential element. Nodes on
levels with greater numbers contribute less membership information than those
which are closer to the root �.

For the given metaset τ , the set of its potential elements:

dom(τ) = { σ : ∃p∈� 〈σ, p〉 ∈ τ } (2)

is called the domain of the metaset τ , and the set:

ran(τ) =
{
p : ∃σ∈dom(τ) 〈σ, p〉 ∈ τ } (3)

is called the range of the metaset τ . The class of first order metasets is denoted
by M1. Thus,

τ ∈ M1 iff τ ⊂ dom(τ) × ran(τ) ⊂ X ×� , (4)

where X is some set.
A metaset is finite when it is finite as a set of ordered pairs. Consequently, its

domain and range are finite. The class of finite first ordered metasets is denoted
by MF1. Thus,

τ ∈ MF1 iff |dom(τ)| < ℵ0 ∧ |ran(τ)| < ℵ0 . (5)

This class is particularly important for computer applications where we deal
with finite objects exclusively.
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If σ is a first order metaset such, that ran(σ) = {� }, then we call it a canonical
metaset. We denote the class of canonical first order metasets with the symbol
Mc. Such metasets resemble classical crisp sets; they have similar properties. In
fact, there is a natural one-to-one correspondence between canonical metasets
and crisp sets. Thus,

σ ∈ Mc iff σ = X × {� } , (6)

where X is some set (clearly, X = dom(σ)).

3 Interpretations of Metasets

An interpretation of a first order metaset is a crisp set. It is produced out of the
given metaset with a branch of the binary tree. Different branches determine
different interpretations of the given metaset. All of them taken together make
up a collection of sets with specific internal dependencies, which represents the
source metaset by means of its crisp views.

Properties of crisp sets which are interpretations of the given first order
metaset determine the properties of the metaset itself. In particular we use in-
terpretations to define set-theoretic relations for metasets.

Definition 2. Let τ be a first order metaset and let C be a branch. The set

τC = {σ ∈ dom(τ) : 〈σ, p〉 ∈ τ ∧ p ∈ C }

is called the interpretation of the first order metaset τ given by the branch C.
An interpretation of the empty metaset is the empty set, independently of the

branch. Generally, interpretations of canonical metasets are independent of the
chosen branch.

Proposition 1. If σ ∈ Mc, then σC = dom(σ), for any branch C.
The process of producing an interpretation of a first order metaset consists

in two stages. In the first stage we remove all the ordered pairs whose second
elements are nodes which do not belong to the branch C. The second stage
replaces the remaining pairs – whose second elements lie on the branch C – with
their first elements. As the result we obtain a crisp set contained in the domain
of the metaset.

Example 1. Let p ∈ � and let τ = { 〈∅, p〉 }. If C is a branch, then

p ∈ C → τC = { ∅ } ,
p �∈ C → τC = ∅ .

Depending on the branch the metaset τ acquires one of two different interpreta-
tions: { ∅ } or ∅. Note, that dom(τ) = { ∅ }.
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As we see, a first order metaset may have multiple different interpretations
– each branch in the tree determines one. Usually, most of them are pairwise
equal, so the number of different interpretations is much less than the number
of branches. Finite first order metasets always have a finite number of different
interpretations. For such metasets we consider the greatest level number of all
the levels whose elements may affect interpretations.

Definition 3. Let τ ∈ MF1. The natural number

lτ =

{
max { |p| : p ∈ ran(τ) } if τ �= ∅ ,
0 if τ = ∅ .

is called the deciding level for τ .

Since p ∈ � is a function, then |p| is its cardinality – the number of ordered
pairs which is just the length of the binary sequence p. It is also equal to the
level number to which it belongs: p ∈ �|p|. Thus, lτ is the length of the longest
sequence in ran(τ). The following lemma claims that nodes on levels below lτ
(with greater level numbers) do not affect interpretations of τ .

Lemma 1. Let τ be a finite first order metaset and let C′ and C′′ be branches.
If initial segments of size lτ of C′ and C′′ are equal, then they produce equal
interpretations:

∀n≤lτ C′(n) = C′′(n) → τC′ = τC′′ .

Proof. Since there are no nodes on levels below lτ in ran(τ), and by the as-
sumption, we obtain { 〈σ, p〉 ∈ τ : p ∈ C′ } = { 〈σ, p〉 ∈ τ : p ∈ C′′ }. Therefore,
τC′ = { σ : 〈σ, p〉 ∈ τ ∧ p ∈ C′ } = {σ : 〈σ, p〉 ∈ τ ∧ p ∈ C′′ } = τC′′ .

Note, that for a canonical σ ∈ Mc we always have lσ = 0.

4 Set-Theoretic Relations for Metasets

We briefly sketch the methodology behind the definitions of standard set-theore-
tic relations for metasets within the scope necessary for the introduction of
cardinality. For the detailed discussion of the relations or their evaluation the
reader is referred to [9] or [11].

We use interpretations for transferring relations from crisp sets onto metasets.

Definition 4. We say that the metaset σ belongs to the metaset τ under the
condition p ∈ �, whenever for each branch C containing p holds σC ∈ τC . We
use the notation σ εp τ .

Formally, we define an infinite number of membership relations: each p ∈ �
specifies another relation εp. Any two metasets may be simultaneously in multiple
membership relations qualified by different nodes: σ εp τ ∧ σ εq τ . Membership
under the root condition � resembles the full, unconditional membership of crisp
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sets, since it is independent of branches. In such case we skip the subscript �
and we just write σ ε τ instead of σ ε� τ .

The conditional membership reflects the idea that a metaset μ belongs to a
metaset τ whenever some conditions are fulfilled. The conditions are represented
by nodes of �. In applications they refer to a modeled reality, e.g.: the man X is
big since X is tall (i.e., X belongs to a metaset of big people under the condition
tall), or the man X is big since X is tall and fat (i.e., X belongs to a metaset of
big people under two conditions: tall and fat).

There are two substantial properties of this technique exposed by the following
two lemmas. Although we show them for the membership relation they also hold
for other relations.

Lemma 2. Let τ, σ ∈ M1 and let p, q ∈ �. If σ εp τ and q ≤ p, then σ εq τ .

Proof. If C is a branch containing q then also p ∈ C. Therefore σC ∈ τC .

Lemma 3. Let τ, σ ∈ M1 and let p ∈ �. If ∀q<p σ εq τ , then σ εp τ .

Proof. If C ) p, then it also contains some q < p. Therefore, σC ∈ τC .

In other words: σ εp τ is equivalent to σ εp · 0 τ ∧σ εp · 1 τ , i.e., being a member
under the condition p is equivalent to being a member under both conditions
p · 0 and p · 1, which are the direct descendants of p. Indeed, by lemma 2 we have
σ εp τ → σ εp · 0 τ ∧ σ εp · 1 τ . And if σ εp · 0 τ , then again, by lemma 2 we have
∀q≤p · 0 σ εq τ , and similarly for p · 1. Consequently, we have ∀q<p σ εq τ and by
lemma 3 we obtain σ εp · 0 τ ∧ σ εp · 1 τ → σ εp τ .

Example 2. Recall, that the ordinal number 1 is the set { 0 } and 0 is just the
empty set ∅. Let τ = { 〈0, [0]〉 , 〈1, [1]〉 } and let σ = { 〈0, [1]〉 }. Let C0 ) [0] and
C1 ) [1] be arbitrary branches containing [0] and [1], respectively. Interpretations
are: τC0 = { 0 }, τC1 = { 1 }, σC0 = 0 and σC1 = { 0 } = 1. We see that σ ε[0] τ
and σ ε[1] τ . Also, σ ε τ holds.

Note, that even though interpretations of τ and σ vary depending on the
branch, the metaset membership relation is maintained

Similarly to membership we define conditional equality and subset relations
for metasets.

Definition 5. We say that the metaset σ is equal to the metaset τ under the
condition p ∈ �, whenever for each branch C containing p holds σC = τC. We
use the notation μ ≈p τ .

If p = �, then we skip the subscript and we just write μ ≈ τ . Clearly,
μ = τ → μ ≈ τ , but the converse implication fails.

Example 3. Consider τ = { 〈0,�〉 } and σ = { 〈0, [0]〉 , 〈0, [1]〉 }. Since for any
branch C we have τC = { ∅ } = σC , then τ ≈ σ however, τ �= σ.
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Definition 6. We say that the metaset σ is a subset of the metaset τ under the
condition p ∈ �, whenever for each branch C containing p holds σC ⊂ τC. We
use the notation μ ⊂∼p τ .

Again, if p = �, then we just write μ ⊂∼ τ instead of μ ⊂∼� τ . Note, that if
σ, τ ∈ M1 and p ∈ �, then

σ ≈p τ ↔ σ ⊂∼p τ ∧ τ ⊂∼p σ . (7)

There are many other properties of set-theoretic relations for metasets which
are similar to well known properties for classical sets. We do not discuss them
here since they are beyond the scope of this paper. As an example consider the
metaset version of extensionality: If σ, τ ∈ M1 and p ∈ �, then

σ ≈p τ ↔ ∀μ∀q≤p (μ εq σ ↔ μ εq τ) . (8)

To prove the above refer to interpretations.

5 Cardinality of First Order Metasets

Cardinality of a crisp set is an ordinal number – the “number of elements” of the
set. A metaset may be interpreted as a family of crisp sets (Sec. 3). Therefore,
cardinality of a metaset is a family of ordinal numbers. Since each branch in
the tree � determines an interpretation, then this family is indexed with infinite
binary sequences, i.e. all the branches in �.

Let On denote the class of ordinal numbers and let τ be a first order metaset.
We define the cardinality of τ to be a function from the set of all infinite binary
sequences into On.

Definition 7. Let τ ∈ M1. The cardinality of τ , denoted with τ , is a function
τ : 2�  → On such, that for each branch C in � holds:

τ (C) = |τC | .
The symbol |τC | denotes the cardinality of the set τC.

As we see, the cardinality of τ at the branch C is the cardinality of the in-
terpretation of τ given by the branch C. The cardinality of the empty metaset
is the constant function 2�  → { ∅ } and generally, the cardinality of a canonical
metaset τ is the constant function 2�  → { |dom(τ)| }.

To prove that the proposed approach to cardinality is correct we should show
that metasets with equal cardinalities are equinumerous, i.e., there exists a one-
to-one mapping between them, and vice versa: equinumerosity implies equality
of cardinalities. Due to limited scope of this paper we cannot present the proof
that indeed such property holds for finite first order metasets.4 Anyway, we shall
try to convince the reader, that metaset cardinality has properties similar to the
concept of cardinality for crisp sets. One of the most basic of them says that
equal sets have the same cardinality. Translated into metaset language it says,
that conditionally equal first order metasets have the same cardinality.

4 It will be published in another paper soon.
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Theorem 1. If τ, σ ∈ M1 and τ ≈ σ, then τ = σ.

Proof. The assumption τ ≈ σ implies that for any branch C ∈ � holds τC = σC .
Therefore, also |τC | = |σC |.

Since τ = σ → τ ≈ σ, then metasets which are equal sets have identical
cardinality. If τ ≈p σ, then cardinalities generally are not equal. However, they
are equal as functions restricted to a subset of 2� consisting of all the sequences
containing p.

Example 4. Let τ = { 〈∅, [0]〉 , 〈∅, [1]〉 } and σ = { 〈∅, [0]〉 }. If C0 is a branch
containing [0] and C1 ) [1], then τC0 = { ∅ } = σC0 and τC1 = { ∅ }, whereas
σC1 = ∅. Therefore, |τC0 | = |σC0 | and |τC1 | �= |σC1 |. We also see that τ ≈[0] σ
holds, whereas both τ ≈[1] σ and τ ≈ σ fail.

Note also, that for η = { 〈∅,�〉 } holds η = τ , since η ≈ τ .

We now introduce the partial ordering of metaset cardinalities.

Definition 8. Let τ, σ ∈ M1. If for each branch C ∈ � holds |τC | ≤ |σC |, then
we say that the cardinality of τ is less than or equal than the cardinality of σ.
We use standard notation τ ≤ σ.

The element ∅ is the least one in this ordering. Note, that if τ , η are a first
order metasets such, that η is canonical and dom(τ) = dom(η), then τ ≤ η since
τ (C) ≤ |dom(τ)| = η(C), for any branch C.
Proposition 2. The relation ≤ satisfies axioms of partial ordering: it is reflex-
ive, antisymmetric and transitive.

Proof. Reflexivity means τ ≤ τ for any τ ∈ M1 and it is satisfied since |τC | ≤ |τC |
holds for any branch C. Antisymmetry (τ ≤ σ∧σ ≤ τ → τ = σ) and transitivity
(τ ≤ σ ∧ σ ≤ η → τ ≤ η) are satisfied similarly by referring to analogous
properties for cardinalities of interpretations.

If τ ≤ σ, then – roughly speaking – it means that σ is always, under all
conditions, independently of branches, “larger” than or equal to τ . Otherwise, if
τ �≤ σ, then under some condition there is more of τ (it is “bigger”) than σ.

The ordering of metaset cardinalities is consistent with metaset inclusion.

Theorem 2. If τ, σ ∈ M1 are such, that τ ⊂∼ σ, then τ ≤ σ.

Proof. By the assumption, for any branch C holds τC ⊂ σC . Therefore, also
|τC | ≤ |σC |, what implies the thesis.

We do not define nor discuss algebraic operations for metasets here (see [9]),
however it is worth noting, that the algebraic operations are also consistent
with the definition of cardinality. In particular, since (by the definition) the
metaset union τ ∪∼ η of τ and σ coincides with their set-theoretic union τ ∪ η,
i.e., τ ∪∼ η = τ ∪ η, then the cardinality of the union makes up an upper bound
for the cardinality of operands: τ ≤ τ ∪∼ η. Similarly for the intersection τ ∩∼ η
(defined in [9]): since τ ∩∼ η ⊂∼ τ , then τ ∩∼ η ≤ τ .
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6 Cardinality in MF1

In computer applications we always deal with finite sets. For finite first order
metasets the concept of cardinality may be simplified so that it is easily rep-
resentable as a step function5 on the unit interval, valued in natural numbers.
Such representation facilitates application of metasets to real-life problems.

A branch C is a binary sequence { C(i) }i∈N which determines a real number
x ∈ [0 . . . 1] by the following formula: x = 0.C(0)C(1) . . .. There exist pairs of
branches which determine equal real numbers. For instance, if C0 = 011 . . .
and C1 = 100 . . ., then 0.011 . . . = 0.5 = 0.100 . . .. Generally, different branches
C′ �= C′′ determine different interpretations: τC′ �= τC′′ , what may imply different
cardinalities |τC′ | �= |τC′′ | even when C′ and C′′ determine the same real value x.
For finite first order metasets we may ignore this ambiguity as follows.

The lemma 1 says, that for τ ∈ MF1 and for branches C′ and C′′ that are equal
up to the deciding level lτ the interpretations are equal: τC′ = τC′′ . Therefore, also
|τC′ | = |τC′′ |. Consequently, we may assign to each p ∈ �lτ the unique cardinality
|τC | which is given by any branch C containing p.

Each p ∈ � determines an interval Ip ⊂ [0 . . . 1) of the length 2−|p| defined as
Ip =

[
lp, lp + 2−|p|), where lp ∈ [0 . . . 1) and

lp =

{∑i=|p|−1
i=0 p(i) · 2−(i+1) for p �= �,

0 for p = �.
(9)

For instance, I� = [0 . . . 1), I[0] = [0 . . . 1/2) and I[1] = [1/2 . . . 1).
Thus, to the given τ ∈ MF1 and x ∈ [0 . . . 1) we may assign a unique natural

number |τCx |, where Cx is a branch such, that x = 0.Cx(0)Cx(1) . . .. We also
know that Cx contains the unique p ∈ �lτ for which x ∈ Ip.
Definition 9. Let τ ∈ MF1 and let lτ be the deciding level for τ . We define the
cardinality spectrum for τ as the function τ : [0 . . . 1)  → � such, that τ (x) = |τC |,
where C is an arbitrary branch satisfying the condition:

i=lτ−1∑
i=0

C(i) · 2−(i+1) ≤ x < 2−lτ +

i=lτ−1∑
i=0

C(i) · 2−(i+1)

when lτ > 0 or C is an arbitrary branch when lτ = 0.

In other words, τ(x) is the unique cardinality |τC | given by any branch con-
taining p ∈ �lτ , where p is a prefix of (is contained in) C and x ∈ Ip. By the
lemma 1 the value of |τC | is constant on Ip, i.e., it is constant for all the branches
containing p.

Proposition 3. If τ ∈ MF1, then its cardinality spectrum is a step function.

Thus, for a τ ∈ MF1 we may split the unit interval [0 . . . 1) into 2lτ disjoint
subintervals of equal size 2−lτ . The cardinality spectrum for τ is constant and
it is equal to some natural number on each of these intervals.

5 A step function is a piecewise constant function having only finitely many pieces.
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Example 5. Let τ = { 〈∅, [0]〉 }. The cardinality spectrum for τ is shown on the
Figure 2. As we see, for x ∈ [0 . . . 0.5) we have τ(x) = 1, whereas for x ∈ [0.5 . . . 1)
we have τ(x) = 0.

�

�

0

1

2

3

0.25 0.5 0.75 1

Fig. 2. The cardinality spectrum for τ = { 〈∅, [0]〉 } (Ex. 5)

As a real-life application illustrating the examples 5 and 6 let us consider the
number of tiny beans or other particles in a large basket. Calculations made by
different experts give different results due to errors in calculations or changes in
content over time. We represent them all in a single metaset. Its interpretations
correspond to different results obtained by the experts.

Example 6. Let τ = { 〈μ, [0]〉 , 〈η, [00]〉 , 〈σ, [11]〉 }, where μ, η, σ are arbitrary dif-
ferent sets. The cardinality spectrum for τ is shown on the Figure 3. The metaset
τ contains 0, 1 or 2 elements depending on the interpretation.
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0.25 0.5 0.75 1

Fig. 3. The cardinality spectrum for τ = { 〈μ, [0]〉 , 〈η, [00]〉 , 〈σ, [11]〉 } (Ex. 6)

In MF1 the ordering of cardinalities is consistent with the functional ordering
of cardinality spectrums which is imposed by the ordering of natural numbers.
Namely, if τ, σ ∈ MF1, then

τ ≤ σ ↔ ∀x∈[0...1) τ (x) ≤ σ(x) . (10)

This justifies the slight abuse of notation τ for cardinality and cardinality spec-
trum.

7 Generalization and Further Results

We focused on the class of first order metasets in this paper, however the pre-
sented results hold for metasets in general. It means, that in the definitions of
cardinality (Def. 7) and cardinality spectrum (Def. 9) we may drop the assump-
tion, that the metasets in concern are first order ones.

For completeness, we cite below the general definitions of metaset and inter-
pretation (see [7,11] for a brief discussion of metasets in general).
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Definition 10. A set which is either the empty set ∅ or which has the form:

τ = { 〈σ, p〉 : σ is a metaset, p ∈ � }
is called a metaset.

Formally, this is a definition by induction on the well founded relation ∈ (see
[4, Ch. VII, §2] for justification of such type of definitions). The general definition
of interpretation for metasets is recursive too.

Definition 11. Let τ be a metaset and let C ⊂ � be a branch. The set

τC = { σC : 〈σ, p〉 ∈ τ ∧ p ∈ C }
is called the interpretation of the metaset τ given by the branch C.

The discussion of cardinality naturally leads to the idea of cardinal numbers
for metasets, i.e., objects representing cardinalities of metasets which are also
subject to some arithmetical operations. Such project is undergoing and the re-
sults will be published soon. In fact, for first order metasets the algebraic opera-
tions on “cardinal metanumbers” are natural consequence of algebraic operations
for metasets [9]. The result resembles fuzzy numbers, however the operations are
defined differently.

Cardinality is associated with the notion of equinumerosity. In classical set
theory for any two sets that have equal cardinality there exists a one-to-one
mapping between them and we say in such case that these sets are equinumer-
ous. A notion of equinumerosity similar to the classical one is also defined for
metasets. It is worth stressing that two finite first order metasets have equal
cardinality if and only if they are equinumerous – just like in the ZFC. The
method for establishing equinumerosity in such case is constructible, meaning it
is an algorithm which may be easily implemented in a programming language.
These results will be published soon.
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Abstract. This paper presents an application of fuzzy systems for the
classification of sounds coded by the selected MPEG-7 descriptors. The
model of the fuzzy classification system is based on the audio descriptors
for a few chosen species of birds: Great Spotted Woodpecker, Greylag,
Goldfinch, Chaffinch. The paper proposes two fuzzy models that def-
initely differ by the description of the input linguistic variables. The
results show, that both approaches are effective. However, second one
is more flexible in a case of future expanding of the model with next
descriptors or species of birds.

Keywords: fuzzy system, fuzzy classification, MPEG-7, audio descrip-
tors, fuzzy classification of audio signals.

1 Introduction

Birds rely on auditory processing for survival. Listening to others enables an bird
to classify them as worst enemy, neighbor or stranger, a mate or non-mate, etc.
Juvenile songbirds can listen to adult for develop a memory of a normal song that
they will use to guide their own life. Our paper presents we would like to present
a method for recognize kind of bird by feature of their sounds efficiently. In our
study we used definition of MPEG-7 descriptors and fuzzy logic for classification
of result. The potential applications for detecting and identifying bird species,
particularly automatically, are diverse but can be grouped into the following
categories.
1. Species identification.
2. Identification of individuals within a species.
3. Detection of the presence of bird.
4. Approaches to bioacoustic identification.
5. Feature extraction from time domain and frequency domain of bird song.

2 Sound Description With the MPEG-7

The solutions of searching of multimedia data basing on label technique do not
always give expecting results. It means that sending queries are not always in
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accordance with demanding of person or computer system. Correctly interpre-
tation of sound source is the main issue which occurs during recognition process
of sound signals. In this paper researching of sound come from birds: Great
Spot–ted Woodpecker, Greylag, Goldfinch, Chaffinch. Researching of sound of
bird can be useful for high level of recognizably each other. This problem can be
solved by means of MPEG-7 standard which gives a lot of descriptors describing
physical features of sound. These descriptors are defined on the base of analysis
of digital signals and index of most important their factors. The MPEG-7 Au-
dio standard comprises descriptors and description schemes that can be divided
[4–6] into two classes: generic low-level tools and application-specific tools. The
generic tools, referred to in the standard as the audio description framework
apply to any audio signal and include the scalable series, low-level descriptors
(LLDs) and the unform silence segment. The application-specific tools restrict
their application domain as a means to afford more descriptive power and in-
clude general sound recognition and indexing tools and description tools. The
low-level audio descriptors have very general applicability in describing audio.
There are seventeen temporal and spectral descriptors [6] that can be divided
into six groups. A typical LLD may be instantiated either as a single value for a
segment or a sampled series. Then two names for those descriptors are used, as
the application requires: AudioLLDScalarType and AudioLLDVectorType, the
first type is inherited for scalar values and describing a segment with a single
summary, such as power or fundamental frequency, the second one is inherited
for vector types describing a series of sampled valued, such spectra. This paper
deals with LLDs as well as application-specific tools to recognize audio signal
coming from a group of birds. In order to find a feature vector of the group of
birds the analysis has been performed in the temporal as well as in frequency
domains.

2.1 Time Domain Parameterization

For the purpose of right describing of waveform of sound it is necessary to define
descriptor. The descriptor is represented as a fraction of time of separating phases
to time of all phases. Log - time of the ending transient (TET) ltk, which is given
by:

ltk = log(tpk − tmax), (1)

where:
tmax is the time at which the maximal amplitude has been reached,
tpk is the time at which the level of 10 % of maximal value has been reached in
the decay stage.

2.2 Frequency Domain Parameterization

Since the frequency domain may contain important information concerning fea-
tures of the sound it is worthwhile to introduce its parameterization. The base
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of parameterization of sound spectrum are Fourier transform, wavelet analy-
sis, cepstrum or Wigner–Ville’a transform. The following parameters describing
frequency domain of signal were applied:

1. Brightness

Br =

n∑
i=0

A(i) · i
n∑

i=0

A(i)
, (2)

where:
A(i) is amplitude of the i-th partial (harmonic)
i - the frequency of the i-th partial

2. Irregularity of spectrum

Ir = log(20

N−1∑
i=2

| log A(i)
3
√
A(i− 1) ·A(i) · A(i+ 1)

|), (3)

where:
A(i) is amplitude of the i-th partial (harmonic)
N - number of available harmonics

3 Preparation of Audio Data

The objects of researching was sounds of the birds like Great Spotted Wood-
pecker, Greylag, Goldfinch, Chaffinch. One of the purposes of the experiments
was searching for vector of features which allow to automatic classification of
each bird. For parameterization of frequency domain state window length was
proposed [8]. It was applied for all samples in experiment. State window length
is the fragment of signal (in time domain) which was taken in the same point
of time. State window length contains constant amount of samples. The begin-
ning of this window was taken when the level of 10 % of maximal value has
been reached. The length of window is determined by resolution of spectrum,
according to the formula:

fr =
fs
n
, (4)

where:
fr is the spectrum resolution
fs – sampling frequency (44100 Hz)
n - number of samples.
In the paper fr equal to 4Hz was assumed. It means that number of samples
which are assigned to experiment is equal 11025. If testing sound is shorter then
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length of window (n = 11025) then absent values should be supplemented with
zeros to n = 11025 [7, 8]. Selecting fragment of signals in time domain were
treated DFT and this spectrum was analyzed.

4 Modeling of Fuzzy System

For the realization of classification a fuzzy system was used. The model of this
system is based on audio descriptors for the chosen species of birds: Great Spot-
ted Woodpecker, Greylag, Goldfinch, Chaffinch. Each descriptor is represented
by a separate linguistic variable. Since the data shall be classified into four cat-
egories, we also accept four output variables. Each of them corresponds to a
different species.

4.1 Basic Assumptions

All data used in defining the model were normalized to the interval [0, 1]. In
research two different fuzzy models were proposed. The main difference between
them lies in the way of definition of the input linguistic variables. However,
common for both are the output variables, defined on the interval [0, 1], where
0 means the lack of recognition of the given species, whereas 1 means the full
identification. The output variable out1 responsible for the recognition of wood-
pecker, is shown on the Fig.1. Other output variables for classifying the rest of
the birds are described in the same way. In addition, both proposals assume that
the system will use only four rules. Each rule will select one of the bird species.
In this way we obtain the four answer from the fuzzy system, which belong
to the numerical interval [0, 1]. Thanks to that, the final result of classification
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Fig. 1. Linguistic variable out1
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Table 1. Summary of the data used for modeling the fuzzy systems

Brightness TET IR
min max avg. min max avg. min max avg.

Woodpecker 0 0,21 0,13 0 0,1 0,01 0,48 0,74 0,64

Greylag 0,26 0,43 0,34 0,68 1 0,82 0 0,62 0,37

Goldfinch 0,46 1 0,62 0,03 0,79 0,31 0,3 1 0,66

Chaffinch 0,31 0,55 0,44 0,17 0,7 0,37 0,2 0,73 0,47

can be easily and clear-cut determined with use the winner takes all princi-
ple. This means that the largest output value indicates an identified species of
bird assigned to the given audio signal. Other parameters common for the both
propositions:
– method of fuzzyfication - singleton,
– method of aggregation for premise parts of rules - min,
– operator of implication - min,
– defuzzyfication - middle of maximum.

4.2 Fuzzy System - Proposition 1

The input linguistic variables are divided into two values: Small, Big (see Fig.2).
To determine the rules mean values for the input data assigned to the species of
birds were calculated. On their base fuzzy sets for the premise part of rules were
determined. For the average ≤ 0, 5 the Small set was taken, for > 0, 5 fuzzy
set Big. Tab.1 presents a summary of the minimum, average, and maximum for
each of descriptors taking into account the species of birds.

As a result we receive the following rules:

– IF Brgt is Small AND TET is Small AND IR is Big THEN out1 is Wdp AND
out2 is NotGrlg AND out3 is NotGldfch AND out4 is NotChfnch

– IF Brgt is Small AND TET is Big AND IR is Small THEN out1 is NotWdp
AND out2 is Grlg AND out3 is NotGldfch AND out4 is NotChfnch

– IF Brgt is Big AND TET is Small AND IR is Big THEN out1 is NotWdp AND
out2 is NotGrlg AND out3 is Gldfch AND out4 is NotChfnch

– IF Brgt is Small AND TET is Small AND IR is Small THEN out1 is NotWdp
AND out2 is NotGrlg AND out3 is NotGldfch AND out4 is Chfnch

where TET means linguistic variable Time of the Ending Transient, Brgt -
Brightness , IR - Irregularity of Spectrum , Wdp - fuzzy set Woodpecker, Grlg
- Greylag, Gldfch - Goldfinch and Chfnch - Chaffinch.

The results of classification are presented in the Tab.2. The 40 audio signals
was used, ten for every species of birds. First tenth lines represents woodpecker’s
signals, next ten - greylag, and next for goldfinch, and last - chaffinch. As can
be noted, the classification is quite effective. However, the results clearly di-
verging from the average values are classified incorrectly - see lines numbers
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2,21,22,24,28,32,35,39 . It’s a little alarming because the system is based on the
fuzzy model, which takes account all available data, including those diverging
from the average values.

4.3 Fuzzy System - Proposition 2

To improve the quality of the classification presented in the first proposition,
the greater granulation of input variables can be a way. In addition to the
terms Small, Big, could be introduced another fuzzy sets such as: V erySmall,
Average, etc. Note, however, that when increasing the granularity, you need to
check the uniqueness of the premise parts of the rules. If in the future we will
expand the capabilities of our classification system for another species of birds,
there is a rather complex process of updating and matching of linguistic variables
and already defined rules.

An alternative solution is split the input variables for the fuzzy sets charac-
teristic for each species. Similar solution to another problem - the classification
of flowers (irises) - was presented in [3]. In this way, instead of fuzzy sets defining
the size Small, Big, etc., we introduce sets Woodpecker, Greylag, Goldfinch,
Chaffinch. Each of them is a triangular fuzzy set (see LR fuzzy sets notation
in [1]) and is determined on the the available data. For example lets look at set
Woodpecker (Fig.3):

Woodpecker = Λ(x;xmean − 2 ·ΔL, xmean, xmean + 2ΔR), (5)

where ΔL = xmean − xmin , ΔR = xmax − xmean,
xmin/xmax/xmean – the minimum/maximum/mean value of the descriptor for
the given species.



706 K. Tyburek, P. Prokopowicz, and P. Kotlarz

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

Brightness

D
eg

re
e 

of
 m

em
be

rs
hi

p

Woodpecker Greylag GoldfinchChaffinch

Fig. 3. New fuzzy sets for input linguistic variable Brightness

With such definitions of the fuzzy sets we are sure that minimum and maxi-
mum have at least 0, 5 membership level in the set assigned to a given species.
Same way we deal with the all other input variables (see Fig.3). It is character-
istic that we do not take into account properties expected from the fuzzy model
such as the completeness or continuity (see [2]). We also do not expect that
the values of the fuzzy membership functions sum to unity within a linguistic
variable. The rule base looks as follows:

– IF Brgt is Wdp AND TET is Wdp AND IR is Wdp THEN out1 is Wdp AND
out2 is NotGrlg AND out3 is NotGldfch AND out4 is NotChfnch

– IF Brgt is Grlg AND TET is Grlg AND IR is Grlg THEN out1 is NotWdp AND
out2 is Grlg AND out3 is NotGldfch AND out4 is NotChfnch

– IF Brgt is Gldfch AND TET is Gldfch AND IR is Gldfch THEN out1 is NotWdp
AND out2 is NotGrlg AND out3 is Gldfch AND out4 is NotChfnch

– IF Brgt is Chfnch AND TET is Chfnch AND IR is Chfnch THEN out1 is
NotWdp AND out2 is NotGrlg AND out3 is NotGldfch AND out4 is Chfnch

We can see that the classification results (Tab.3) do not contain faulty de-
tections. It is primarily the result of increased granulation of input variables
comparing to the previous proposal. If we applied a similar granulation there,
we would also get a similar effectiveness. However, the second proposition has
one basic advantage over the previous one. It is related above all, to the sim-
plicity of expansion defined classifier. Adding the next species of birds does not
violate existing structure. You simply add the next fuzzy sets characteristic for
the new species. Well, of course you should add a rule that recognizes a new class
of data. Similarly, if we want to introduce another descriptor to the model, the
changes will be much simpler, more intuitive and easier than with the previous
proposition.



The Fuzzy Classification of Sounds Based on the Audio Descriptors 707

Table 2. Results of classification (proposition 1)

Woodpecker Greylag Goldfinch Chaffinch

1 0,84 0,16 0,16 0,16
2 0,24 0,24 0,24 0,76
3 0,86 0,14 0,14 0,14
4 0,88 0,13 0,13 0,13
5 0,86 0,14 0,14 0,14
6 0,82 0,19 0,19 0,19
7 0,82 0,19 0,19 0,19
8 0,82 0,19 0,19 0,19
9 0,79 0,21 0,21 0,21
10 0,81 0,19 0,19 0,19
11 0,26 0,75 0,26 0,26
12 0,25 0,75 0,25 0,25
13 0,31 0,7 0,31 0,31
14 0,18 0,82 0,18 0,18
15 0,22 0,79 0,22 0,22
16 0,2 0,81 0,2 0,2
17 0,2 0,8 0,2 0,2
18 0,25 0,76 0,25 0,25
19 0,21 0,79 0,21 0,21
20 0,25 0,75 0,25 0,25
21 0,28 0,28 0,28 0,73
22 0,5 0,5 0,5 0,5
23 0,15 0,15 0,85 0,15
24 0,27 0,27 0,27 0,73
25 0,16 0,16 0,84 0,16
26 0,26 0,26 0,74 0,26
27 0,19 0,19 0,81 0,19
28 0,5 0,4 0,5 0,4
29 0,3 0,3 0,71 0,3
30 0,2 0,2 0,81 0,2
31 0,24 0,24 0,24 0,76
32 0,32 0,68 0,32 0,32
33 0,23 0,23 0,23 0,78
34 0,23 0,23 0,23 0,78
35 0,79 0,22 0,22 0,22
36 0,23 0,23 0,23 0,78
37 0,24 0,24 0,24 0,77
38 0,24 0,24 0,24 0,76
39 0,77 0,24 0,24 0,24
40 0,27 0,27 0,27 0,73
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Table 3. Results of classification with modified fuzzy system (proposition 2)

Woodpecker Greylag Goldfinch Chaffinch

1 0,75 0,25 0,25 0,25
2 0,75 0,25 0,25 0,25
3 0,75 0,25 0,25 0,25
4 0,75 0,25 0,25 0,25
5 0,75 0,25 0,25 0,25
6 0,75 0,25 0,25 0,25
7 0,75 0,25 0,25 0,25
8 0,75 0,25 0,25 0,25
9 0,75 0,25 0,25 0,25
10 0,75 0,25 0,25 0,25
11 0,18 0,82 0,18 0,18
12 0,14 0,87 0,14 0,14
13 0,25 0,75 0,25 0,25
14 0,08 0,92 0,08 0,08
15 0,25 0,75 0,25 0,25
16 0,02 0,98 0,02 0,02
17 0,25 0,76 0,25 0,25
18 0,13 0,88 0,13 0,13
19 0,22 0,79 0,22 0,22
20 0,13 0,87 0,13 0,13
21 0,25 0,25 0,75 0,25
22 0,14 0,14 0,86 0,14
23 0,25 0,25 0,75 0,25
24 0,15 0,15 0,86 0,15
25 0,19 0,19 0,81 0,19
26 0,25 0,25 0,76 0,25
27 0,04 0,04 0,97 0,04
28 0,25 0,25 0,76 0,25
29 0,14 0,14 0,86 0,14
30 0,25 0,25 0,76 0,25
31 0,2 0,2 0,2 0,81
32 0,25 0,25 0,25 0,76
33 0,22 0,22 0,22 0,78
34 0,25 0,25 0,25 0,76
35 0,25 0,25 0,25 0,75
36 0,04 0,04 0,04 0,97
37 0,08 0,08 0,08 0,92
38 0,1 0,1 0,1 0,91
39 0,1 0,1 0,1 0,91
40 0,25 0,25 0,25 0,75
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5 Summary

Worth to emphasize again that the research presented here are a just preliminary
step to further work on the idea of using fuzzy sets in the analysis of audio signals.
It should also be noted that the set of data which is the source of the proposed
models is too small to build an explicit and definitive conclusions. Nevertheless,
the results presented here, clearly shows that the application of fuzzy systems as
the classifiers for audio data described by MPEG-7 descriptors is the direction
worth of further attention.

In the future, the authors also plan to work together on the search for new
effective audio signal descriptors, where new model of fuzzy numbers the Ordered
Fuzzy Numbers [9, 10] (developed by the second author) will be used. Good
computational properties of this model [11], which support applications, deserve
the particular attention.
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Abstract. The paper presents a generalization of self-organizing neural
networks of spanning-tree-like structures and with dynamically defined
neighborhood (SONNs with DDN, for short) for complex cluster-analysis
problems. Our approach works in a fully-unsupervised way, i.e., it oper-
ates on unlabelled data and it does not require to predefine the number
of clusters in a given data set. The generalized SONNs with DDN, in the
course of learning, are able to disconnect their neuron structures into
sub-structures and to reconnect some of them again as well as to adjust
the overall number of neurons in the system. These features enable them
to detect data clusters of virtually any shape and density including both
volumetric ones and thin, shell-like ones. Moreover, the neurons in par-
ticular sub-networks create multi-point prototypes of the corresponding
clusters. The operation of our approach has been tested using several di-
versified synthetic data sets and two benchmark data sets yielding very
good results.

Keywords: generalized self-organizing neural networks with dynami-
cally defined neighborhood, multi-point prototypes of clusters, cluster
analysis, unsupervised learning.

1 Introduction

Data clustering or cluster analysis is an unsupervised process that aims at group-
ing unlabelled data records from a given data set into an unknown in advance
number of cluster or groups. Elements of each cluster should be as ”similar” as
possible to each other and as ”dissimilar” as possible from those of other clus-
ters. Cluster analysis belongs to fundamental issues in data mining and machine
learning with wide range of applications, cf., e.g., [15], [1].

This paper presents a technique for cluster analysis based on self-organizing
neural networks (SONNs) of spanning-tree-like structures and with dynamically
defined neighborhood (henceforward referred to as SONNs with DDN) outlined
in Kohonen’s work [10]. However, we propose an essential generalization of these
networks by introducing original mechanisms that, in the course of learning:
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a) automatically adjust the number of neurons in the network, b) allow to dis-
connect the tree-like structure into sub-trees, and c) allow to reconnect some of
the sub-trees preserving the no-loop spanning-tree properties. All these features
enable them to detect data clusters of virtually any shape and density including
both volumetric clusters and thin, piece-wise linear, shell, polygonal, etc. types
of clusters. Similar, to above-listed, mechanisms have been proposed by us in [7],
[8], [9] ([5], [6] present their earlier versions) to obtain - for clustering purposes -
the so-called dynamic SONNs with one-dimensional neighborhood; they can be
treated as a special case of the presently proposed generalized SONNs with DNN.
First, their details are presented. Then, an illustration of their operation using
several synthetic data sets containing data concentrations of various shapes and
densities is given. Finally, their application to the clustering of two benchmark
data sets is presented.

An idea of evolving topological structures of self-organizing neural networks
has been addressed in the literature. However, some existing solutions do not
directly deal with data clustering, e.g. in [11] and [14] evolving neuron trees are
used to decrease the computational complexity of Winner-Takes-Most (WTM)
learning algorithm. In [16] tree structures are used to visualize the obtained
results for the purpose of comparison with conventional decision trees. Among
data clustering techniques (to some extent alternative to our approach), evolving
topological structures are proposed in [3], [13], and in [4], [2]. However, the
approaches of [3], [13] do not enable to detect, in an automatic way, the number
of clusters in data sets. In turn, the results of experiments presented in [4], [2]
do not provide an information on how effective the proposed approaches are in
terms of the automatic detection of the number of clusters in data sets.

2 Generalized SONNs with DDN for Clustering Analysis

First, we consider the conventional SONN with one-dimensional neighborhood.
Assume that the network has n inputs x1, x2, . . . , xn and consists of m neurons
arranged in a chain; their outputs are y1, y2, . . . , ym, where yj =

∑n
i=1 wjixi,

j = 1, 2, . . . ,m and wji are weights connecting the i-th input of the network
with the output of the j-th neuron. Using vector notation (x = (x1, x2, . . . , xn)

T ,
w j = (wj1, wj2, . . . , wjn)

T ), yj = wT
j x . The learning data consists of L input

vectors x l (l = 1, 2, . . . , L). The first stage of any Winner-Takes-Most (WTM)
learning algorithm that can be applied to the considered network, consists in
determining the neuron jx winning in the competition of neurons when learning
vector x l is presented to the network. Assuming the normalization of learning
vectors, the winning neuron jx is selected such that

d(x l,w jx ) = min
j=1,2,...,m

d(x l,w j), (1)

where d(x l,w j) is a distance measure between x l and w j ; throughout this paper,
the Euclidian distance measure will be applied
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dE(x l,w j) =

√√√√ n∑
i=1

(xli − wji)
2
. (2)

The WTM learning rule can be formulated as follows:

w j(k + 1) = w j(k) + ηj(k)N(j, jx , k)[x (k)−w j(k)], (3)

where k is the iteration number, ηj(k) is the learning coefficient, and N(j, jx , k)
is the neighborhood function. At this point, we have to address the problem of
a spanning-tree-like structure of the SONN with DDN. The neighborhood of a
given neuron in such a topology is defined along the arcs emanating from that
neuron as illustrated in Fig. 1. Therefore, the paths between any two neurons
in such a structure are the pieces of SONN with one-dimensional neighborhood.
The topological distance dtpl(j, jx ) between the jx -th neuron and some other
neurons is equal to 1 if those other neurons are direct neighbors of the jx -
th one as shown in Fig. 1. The distance dtpl(j, jx ) = 2 for the neurons that are
second along all paths starting at the jx -th one (see Fig. 1), etc. The topological
distance measure is the basis of the neighborhood function N(j, jx , k). In this
paper, the Gaussian-type neighborhood function is used:

N(j, jx , k) = e
− d2tpl(j,jx )

2λ2(k) (4)

where λ(k) is the radius of the neighborhood (the width of the Gaussian ”bell”).
As already mentioned, the generalization of the above-presented SONN with

DDN consists in introducing mechanisms that allow the network:

I) to automatically adjust the number of neurons in the network by removing
low-active neurons from the network and adding new neurons in the areas
of existing high-active neurons,

II) to automatically disconnect the network, as well as to reconnect some of the
sub-networks again preserving the no-loop spanning-tree properties.

jx

d j, j( ) = 1xtpl
d j, j( ) = 2xtpl
d j, j( ) = 3xtpl

Fig. 1. Examples of neighborhood of the jx -th neuron
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These two features enable the generalizedSONNwithDDN to fit in the best way
the structures that are ”encoded” in data sets to display them to the user. In partic-
ular, the number of disconnected sub-networks is equal to the number of clusters
detected in a given data set. Moreover, the neurons in a given sub-network cre-
ate a multi-point prototype of the corresponding cluster. The mechanisms I and
II are implemented by activating (under some conditions) - after each learning
epoch - five successive operations (cf. [7]):

1) the removal of single, low-active neurons,
2) the disconnection of the network (sub-network) into two sub-networks,
3) the removal of small-size sub-networks,
4) the insertion of additional neurons into the neighborhood of high-active neu-

rons in order to take over some of their activities,
5) the reconnection of two selected sub-networks.

The operations 1, 3 and 4 are the components of the mechanism I, whereas
the operations 2 and 5 govern the mechanism II. Based on experimental investi-
gations, the following conditions for activating particular operations have been
formulated.

Operation 1: The neuron no. jr is removed from the network if its activity -
measured by the number of its wins winjr - is below an assumed level winmin,
i.e., winjr < winmin. winmin is experimentally selected parameter (usually,
winmin ∈ {2, 3, ..., 7}). The removal of the jr-th neuron is followed by reconfig-
uration of the network topology as shown in Fig. 2. If the jr-th neuron has only
two neighbors (Fig. 2a), they are now topologically connected. In the case of
three or more neighbors of the jr-th unit (Fig. 2b), one of them, say j1, which
is nearest to the jr-th one in terms of their weight-vector distance, is selected.
Then, the remaining neighbors are topologically connected to the j1-th unit.

Operation 2: The structure of the network is disconnected into two sub-
networks by removing the topological connection between two neighboring neu-
rons j1 and j2 (see Fig. 3) after fulfilling the following condition: dE,j1j2 >
αdscdE,avr where dE,j1j2 = dE(x j1 , x j2) (dE is defined in (2)), dE,avr =
1
P

∑P
p=1 dE,p is the average distance between two neighboring neurons for all

pairs of such neurons in the network (dE,p is the dE distance for the p-th pair
of neighboring neurons, p = 1, 2, . . . , P ), and αdsc is experimentally selected
parameter governing the disconnection operation (usually, αdsc ∈ [2, 4]).

a) b)

Fig. 2. Removal of single, low-active neuron connected with two (a) and three (in gen-
eral, more than two) (b) neighboring neurons (illustrations of the exemplary network
structure before, during, and after the operation, respectively)
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Fig. 3. Disconnection of the network into two sub-networks (illustration of the exem-
plary network structure before, during, and after the operation, respectively)

Operation 3: A sub-network that contains ms neurons is removed from the
system if ms < ms,min, wherems,min is experimentally selected parameter (usu-
ally, ms,min ∈ {3, 4}).

The operation of the insertion of additional neurons into the neighborhood of
high-active neurons in order to take over some of their activities covers 2 cases
denoted by 4a and 4b, respectively.

Operation 4a: A new neuron, labelled as (new), is inserted between two neigh-
boring and high-active neurons j1 and j2 (see Fig. 4a) if they fulfil the following
conditions: winj1 > winmax and winj2 > winmax, where winj1 and winj2 are
the numbers of wins of particular neurons and winmax is experimentally selected
parameter (usually winmax ∈ {4, 5, ..., 9}). The weight vector w (new) of the new

neuron is calculated as follows: w (new) =
w j1+w j2

2 .
Operation 4b: A new neuron (new) is inserted in the neighborhood of high-

active neuron j1 surrounded by low-active neighbors (see Fig. 4b) if the fol-
lowing conditions are fulfilled: winj1 > winmax and winj < winmax for j
such that dtpl(j, j1) = 1, where winj1 and winmax are as in Operation 4a and
winj is the number of wins of the j-th neuron. The weight vector w (new) =
[w(new)1, w(new)2, . . . , w(new)n]

T is calculated as follows: w(new)i = wj1i(1 + ξi),
i = 1, 2, . . . , n, where ξi is a random number from the interval [−0.01, 0.01].
Therefore, particular components of high-active neuron j1, after experimentally
selected random modification in the range of [−1%, 1%], give the weight vector
w (new) of the new neuron. It is a starting point for the new neuron in its further
evolution as the learning progresses.

Operation 5: Two sub-networks S1 and S2 are reconnected by introducing
topological connection between neurons j1 and j2 (j1 ∈ S1, j2 ∈ S2) - see Fig.

5 - after fulfilling condition: dE,j1j2 < αcon

dE,avrS1
+dE,avrS2

2 . dE,j1j2 is the same

a) b)

Fig. 4. Insertion of additional neuron between two high-active neighbouring neurons
(a) and into the neighborhood of a single high-active neuron (b) (illustrations of the
exemplary network structure before, during, and after the operation, respectively)



718 M.B. Gorza�lczany, J. Piekoszewski, and F. Rudziński

Fig. 5. Reconnection of two sub-networks (illustration of the exemplary network
structure before, during, and after the operation, respectively)

as in Operation 2. dE,avrS1
and dE,avrS2

are calculated for sub-networks S1 and
S2, respectively, in the same way as dE,avr is calculated in Operation 2 for the
considered network. αcon is experimentally selected parameter that controls the
reconnection process (usually, αcon ∈ [3, 5]).

The conditions that govern Operations 1 through 5 are checked after each
learning epoch. The condition that is fulfilled activates the appropriate
operation.

In the experiments presented below, the following values of control parameters
are selected: winmin = 2, winmax = 4, ms,min = 3, αdsc = 3, and αcon = 4.
Moreover, the learning process is carried out through 10000 epochs, the learning
coefficient ηj(k) = η(k) of (3) linearly decreases over the learning horizon from
7 · 10−4 to 10−6, the neighborhood radius λ(k) = λ of (4) is equal to 2, and the
initial number of neurons in the network (at the start of the learning process) is
equal to 2.

3 Cluster Analysis in Two-Dimensional Synthetic Data
Sets

Fig. 6 shows the performance of the generalized SONN with DDN applied to the
set of uniformly distributed data (i.e., without any clusters in them). It is a hard-
to-pass test for very many clustering techniques, especially those generating a
predefined number of clusters - regardless of whether any clusters exist in data or
not. Our approach perfectly passes this test. After initial jump to 2, the number
of sub-networks (clusters) stabilizes on 1, i.e., the system detects one big cluster
in data (see Fig. 6h) and generates a multi-point prototype for it (see neurons of
Fig. 6f). Fig. 6g shows the adjustment of the number of neurons in the network
in the course of learning.

Figs. 7, 8, and 9 present further illustrations of the performance of our ap-
proach applied to various two-dimensional synthetic data sets. Fig. 7a presents
data set used in [17]; it contains two overlapped Gaussian distributions, two
concentric rings, and a sinusoidal curve with 10% noise added to data. Fig. 8a
presents data set with various types of clusters in it. Both, thin piece-wise linear
and two-ellipsoidal as well as volumetric of various shapes and densities clus-
ters are considered. Finally, Fig. 9a presents a ”classical” two-spiral data set. As
the above-listed figures show, in all of these data sets our approach detects the
correct numbers of clusters and generates multi-point prototypes for them.
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Fig. 6. Synthetic data set (a) and the evolution of the generalized SONN with DDN
in it in learning epochs: b) no. 20, c) no. 50, d) no. 100, e) no. 200, and f) no. 10 000
(end of learning), as well as plots of the number of neurons (g) and the number of
sub-networks (clusters) (h) vs. epoch number

4 Cluster Analysis in Selected Benchmark Data Sets

Our approach will now be tested using two multidimensional benchmark data
sets such as Breast Cancer Wisconsin (Diagnostic) and Congressional Voting
Records (BCWD and CVR, for short) [12]. BCWD data set has 569 records and
30 numerical attributes, whereas CVR data set - 435 records and 16 nominal at-
tributes. It is essential to note that our approach does not utilize the knowledge
on class assignments of particular records and on the number of classes (equal to 2
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Fig. 7. Synthetic data set (a) and the evolution of the generalized SONN with DDN
in it in learning epochs: b) no. 20, c) no. 50, d) no. 100, e) no. 200, and f) no. 10 000
(end of learning), as well as plots of the number of neurons (g) and the number of
sub-networks (clusters) (h) vs. epoch number

in both sets). Our approach works in a fully-unsupervised way, i.e., it operates on
unlabelled data and without any predefinition of the number of clusters (classes).

Figs. 10 and 11 as well as Tables 1 and 2 present the performance of our
approach applied to both data sets. First, Figs. 10b and 11b show that our ap-
proach detects the correct number of clusters in both data sets. Second, since
the number of classes and class assignments are known in both original data
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Fig. 8. Synthetic data set (a) and the evolution of the generalized SONN with DDN
in it in learning epochs: b) no. 20, c) no. 50, d) no. 100, e) no. 200, and f) no. 10 000
(end of learning), as well as plots of the number of neurons (g) and the number of
sub-networks (clusters) (h) vs. epoch number

sets, a direct verification of the obtained results is also possible (see Tables 1
and 2). The percentages of correct decisions, equal to 90.51% (BCWD data
set) and 94.71% (CVR data set), regarding the class assignments are very high
(especially, that they have been achieved by the unsupervised-learning systems
operating on benchmark data sets).
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Fig. 9. Synthetic data set (a) and the evolution of the generalized SONN with DDN
in it in learning epochs: b) no. 20, c) no. 50, d) no. 100, e) no. 200, and f) no. 10 000
(end of learning), as well as plots of the number of neurons (g) and the number of
sub-networks (clusters) (h) vs. epoch number

Table 1. Clustering results for BCWD data set

Class
label

Number
of records

Number of decisions for
sub-network labelled:

Number
of correct

Number
of wrong

Percentage
of correct

Malignant Benign decisions decisions decisions

Malignant 212 166 46 166 46 78.30%
Benign 357 8 349 349 8 97.76%

ALL 569 174 395 515 54 90.51%
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Table 2. Clustering results for CVR data set

Class
label

Number
of records

Number of decisions for
sub-network labelled:

Number
of correct

Number
of wrong

Percentage
of correct

Republican Democrat decisions decisions decisions

Republican 168 158 10 158 10 94.05%
Democrat 267 13 254 254 13 95.13%

ALL 435 171 264 412 23 94.71%
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Fig. 10. Plots of the number of neurons (a) and the number of sub-networks (clusters)
(b) vs. epoch number (BCWD data set)
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Fig. 11. Plots of the number of neurons (a) and the number of sub-networks (clusters)
(b) vs. epoch number (CVR data set)

5 Conclusions

The generalized SONNs with DDN that can be effectively applied in complex,
multidimensional cluster-analysis problems have been presented in this paper.
Our approach works in a fully-unsupervised way, i.e., it operates on unlabelled
data and it does not require to predefine the number of clusters in a given data
set. The proposed networks, in the course of learning, are able to disconnect
their neuron structures into sub-structures and to reconnect some of them again
as well as to adjust the overall number of neurons in the system. These fea-
tures enable them to detect data clusters of virtually any shape and density
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including both volumetric ones and thin, shell-like ones. Moreover, the neurons
in particular sub-networks create multi-point prototypes of the corresponding
clusters. The operation of our approach has been illustrated by means of several
diversified synthetic data sets and then our approach has been tested using two
benchmark data sets (Breast Cancer Wisconsin (Diagnostic) and Congressional
Voting Records) yielding very good results.
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8. Gorza�lczany, M.B., Rudziński, F.: Application of dynamic self-organizing neural
networks to WWW-document clustering. ICAISC 2006 1(1), 89–101 (2006); (also
presented at 8th Int. Conference on Artificial Intelligence and Soft Computing
ICAISC 2006). Zakopane (2006)
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Abstract. Nonnegative Matrix Factorization (NMF) is a popular di-
mension reduction technique of clustering by extracting latent features
from high-dimensional data and is widely used for text mining. Several
optimization algorithms have been developed for NMF with different cost
functions. In this paper we apply several methods of NMF that have been
developed for data analysis. These methods vary in using different cost
function for matrix factorization and different optimization algorithms
for minimizing the cost function. Reuters Document Corpus is used for
evaluating the performance of each method. The methods are compared
with respect to their accuracy, entropy, purity and computational com-
plexity and residual mean square root error. The most efficient methods
in terms of each performance measure are also recognized.

Keywords: Nonnegative Matrix Factorization, Document clustering,
optimization algorithm.

1 Introduction

Text mining refers to the detection of trends, patterns, or similarities in natural
language text. Given a collection of text documents, often the need arises to
classify the documents into groups or clusters based on similarity of content.
For a small collections, it is possible to manually perform the partitioning of
documents into specific categories. But to partition large volumes of text, the
process would be extremely time consuming. Therefore, developing a fast and
accurate clustering algorithm is crucial for processing of document data sets.

To classify the documents based on their similarity of content, they should
be represented by their features defined as words. In this way, it will generate
documents with numerous features attributed. Therefore, a dimension reduc-
tion algorithm should be used to define documents with few number of features,
which could keep the similarity of content between documents. Several methods
exist to reduce the dimensionality of data vectors such as Principal Compo-
nent Analysis (PCA), Singular Value Decomposition (SVD) and Independent
Component Analysis (ICA). Often the data to be analyzed is nonnegative, and
the low-rank data are further required to be comprised of nonnegative values

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 726–737, 2014.
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in order to avoid contradicting physical realities. However, these classical tools
cannot guarantee to maintain the nonnegativity [1]. Therefore, an approach of
finding reduced-rank nonnegative factors to approximate a given nonnegative
data matrix becomes a suitable choice. Recently developed Nonnegative Matrix
Factorization (NMF) approach allows to create a lower rank data out of original
data, while maintaining nonnegativity of matrices entries [1–3].

The NMF technique approximates a data matrix A with the product of low
rank matrices W and H , A ≈ WH such that the elements of W and H are
nonnegative [1, 2]. NMF can be applied to the statistical analysis of multivariate
data in the following manner. Given a set of m-dimensional data vectors, the
vectors are placed in the columns of an m× n matrix A where n is the number
of examples in the data set. This matrix is then approximately factorized into
an m × k matrix W and an k × n matrix H . Usually k is chosen to be smaller
than n or m, so that W and H are smaller than the original matrix A. This
results in a compressed version of the original data matrix [1, 4]. If columns of
A are data samples, then the columns of W can be interpreted as basis vectors
or parts from which data samples are formed, while the columns of H give the
contribution of each basis which when combined form the corresponding data
sample. In application of NMF to clustering, it is common to define clusters
based on basis vectors, and assigning each data sample to a cluster based on the
basis of contribution intensity contained in matrix H .

Several cost functions have been used in the literature to measure the quality
of NMF matrix factorization for various types of applications and data type. Eu-
clidean distance is the most common cost function widely used for almost all ap-
plication including text mining [1]. Kullback-Leibler divergence (KL-divergence)
[1, 2], β-divergence [5, 6] are among other methods also used for various ap-
plications. However, the main issue is to find the factor matrices (W,H) that
achieve the minimum of the chosen cost function. There are several optimization
algorithms in the literature to achieve this optimum decomposition [3, 7–11].

Several algorithms have been developed for minimizing cost functions since
the advent of NMF. Lee and Seung [1, 2] developed a multiplicative algorithm for
solving Euclidean and KL-divergence in 2001. Sparse Coding (SP) and Sparse-
ness Constraint (SC) which impose sparsity on H matrix was proposed by Hoyer
in 2002 and 2004 [3, 12]. Alternating Least Square (ALS) [10], ALS using pro-
jected gradient descent (ALSPGRAD) [13], Gradient Descent with Constrained
Least Square (GD-CLS) [4], Quasi Newton method [9], Alternating Nonnegative
Constrained Least Squares using Active Set (ANLS-AS) and Block Principal
Pivoting (ANLS-BP) [14, 15], Hierarchical Alternating Least Square (HALS)
[16] are various algorithms which were proposed for Euclidean cost function.
Fevotte et al. [5, 6] proposed several algorithms for minimizing β-divergence
cost function. In 2012, Li et al. [17] convert the general Bregman divergence
function to Euclidean distance function using Taylor expansion, and solve the
corresponding function using HALS algorithm. Du et al. [18] proposed a half-
quadratic optimization algorithm for NMF based on correntropy cost function,
where a multiplicative algorithm was developed for calculating W and H .
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This paper is organized as follows. Section 2 introduces the algorithms devel-
oped for NMF using different cost functions and optimization algorithms. Section
3 discusses the experiment designed for evaluating each NMF algorithms. Re-
sults are presented and discussed in Section 4. The discussion and conclusion
are presented in Section 5.

2 Algorithms for NMF

To find an approximate factorization, we first need to define cost function
D(A|WH) that quantifies the quality of the approximation [1]. Given a data
matrix A ∈ R

m×n and a positive integer k � (m,n), find nonnegative factoriza-
tion into matrices W ∈ R

m×k and H ∈ R
k×n as

min
W,H

D(A|WH) subject to W ≥ 0, H ≥ 0 (1)

where the notation A ≥ 0 expresses nonnegativity of the entries of A (and not
semidefinite positiveness), and where D(A|WH) as the measure for goodness of
fit, such that

D(A|WH) =
m∑
i=1

n∑
j=1

d([Aij ]|[WHij ]) (2)

where d(x|y) is a scalar cost function as known in the literature [5]. Several
cost function are defined in the literature, where most of them belongs to the
Bregman divergence family [19]. Generally, a divergence function is defined as
follows

Dα(a, b) =

{
αaα−bα

α + bα(b − a) : α ∈ (0, 1]

α(log a− log b) + (b− a) : α = 0
(3)

where α is chosen to define the type of the divergence function. Obviously,
D1(a, b) = (a − b)2 is the Euclidean distance function, and D0(a, b) defines
KL-divergence [20]. The most common functions found in literature are shown
below

DEuclidean(A|WH) =

m∑
i=1

n∑
j=1

1

2
(Aij − (WH)ij)

2 (4)

DKL−divergence(A|WH) =

m∑
i=1

n∑
j=1

(Aij log
Ai,j

(WH)ij
−Aij + (WH)ij) (5)

A key issue of NMF factorization is to minimize the cost function while keep-
ing elements of W and H matrices to be nonnegative. Another challenge is the
existence of local minima due to non-convexity of D(A|WH) in both W and
H . Moreover, a unique solution to NMF problem does not exist, since for any
invertible matrix B whose inverse is B−1, a term WBB−1H could also be non-
negative and a solution. This is most probably the main reason for non-convexity
of D(A|WH) function [20].
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2.1 Multiplicative Algorithm

The multiplicative gradient descent approach is equivalent to updating each
parameter by multiplying its value at previous iteration by the ratio of the
negative and positive parts of the gradient of the cost function with regard to
this parameter [2, 9]. The prototypical multiplicative algorithm originated with
Lee and Seung for Euclidean and KL-divergence cost functions [1]. Their update
algorithms for Euclidean and KL-divergence cost functions are shown at (6) and
(7) respectively,

Hij ←− Hij
(WTA)ij

(WTWH)ij
,Wij ←−Wij

(AHT )ij
(WHHT )ij

(6)

Hij ←− Hij

∑
iWiaAil/(WH)il∑

kWka
,Wia ←−Wia

∑
lHalAil/(WH)il∑

vHav
(7)

2.2 Sparse NMF

Sparse Coding (SP) and Sparseness Constraint (SC) which impose sparsity on
H matrix were proposed by Hoyer in 2002 and 2004 [3, 12]. Using SP method,
Euclidean cost function is penalized by the elements of H matrix,

DSP (A|WH) =

m∑
i=1

n∑
j=1

1

2
(Aij − (WH)ij)

2 + λ
∑
ij

Hij (8)

where λ ≥ 0 is the sparseness constant. In SC method, a Sparseness measure is
computed based on #1-norm and the #2-norm for a vector x,

Sparseness(x) =

√
n− (

∑ |xi|)/
√∑

x2i√
n− 1

(9)

where n is the dimensionality of x. This function evaluates to unity if and only if
x contains only a single non-zero component, and takes a value of zero if and only
if all components are equal (up to sign), interpolating smoothly between the two
extremes. Using this definition, (4) is minimized under additional constraints,

sparseness(wi) = Sw, ∀i (10)

sparseness(hi) = Sh, ∀i (11)

where wi is the i-th column of W and hi is the i-th row of H . Here, Sw and
Sh are the desired sparsenesses of W and H , respectively. These two parameters
are set by the user.
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2.3 Hybrid Algorithm

In this approach, the multiplicative method is used at each iterative step to
approximate only the basis vector matrix W . Then, H is calculated using a
Constrained Least Squares (CLS) method to penalize the non-smoothness and
non-sparsity of H . The hybrid algorithm is denoted as Gradient Descent with
Constrained Least Squares (GD-CLS) [4].

2.4 Alternating Least Square (ALS) Algorithms

In these family of algorithms, a least squares step is followed by another least
squares step in an alternating fashion, thus giving rise to the ALS name, as
shown in (12) and (13),

min
W

D(A|WH) subject to W ≥ 0 (12)

min
H

D(A|WH) subject to H ≥ 0 (13)

ALS algorithms exploit the fact that, while the optimization problem of (4)
and (5) is not convex in both W and H , it is convex in either W or H , corre-
sponding to (12) and (13) respectively. Thus, given one matrix, the other matrix
can be found with a simple least squares computation. However, the least square
problem should result in nonnegative W and H , which means least square al-
gorithm should be of class of nonnegative least square. Several algorithms have
been proposed to keep nonegativity constraint in ALS algorithm. The basic ALS
algorithm uses nonnegativity threshold on elements of W and H matrices, to re-
move the nonnegative elements [10]. ALS method based on Projected Gradient
Method (ALS-PGD) was proposed in [13], which contains nonnegativity con-
straint in its gradient based update algorithms.

Kim et al. proposed an Alternating Nonnegative Least Square method (ANLS)
based on Active Set (ANLS-AS) and Block Pivoting method (ANLS-BP) to
solve nonnegative constrained least squares problem in a fast way [14, 15]. Using
ANLS-AS, the following ANLS problem with multiple right hand side,

min
W>0

‖ HTWT −AT ‖2 (14)

min
H>0

‖WH −A ‖2 (15)

are converted to the form of (16) alternately,

min
G>0

‖ BG− Y ‖2 (16)

where B ∈ R
p×q and Y ∈ R

p×l. Then (16) is decoupled into l independent NNLS
problem each with single right-hand side as

min
G>0

‖ BG− Y ‖2= min
g1>0

‖ Bg1 − Y ‖2, . . . ,min
gl>0

‖ Bgl − Y ‖2 (17)
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where G = [g1, . . . , gl] ∈ R
q×l and Y = [y1, . . . , y1] ∈ R

p×l. Then each indepen-
dent NNLS problems is solves using Active Set algorithm proposed in [15].

Using ANLS-BP method, a single right-hand side problem is solved using
Block Principle Pivoting (BPP) algorithm proposed, and it was generalized for
multiple right-hand side problem [14]. These methods have also been developed
to include sparsity and regularity inside the NNLS problem.

2.5 NMF Based on β-divergence

The β-divergence is a family of cost functions parameterized by a single shape
parameter β. This cost function could takes the form of Euclidean distance,
Kullback-Leibler divergence, and Itakura-Saito divergence as special cases (β =
2, 1, 0 respectively).

dβ(x|y) =

⎧⎪⎨⎪⎩
1

β(β−1)(x
β + (β − 1)yβ − βxyβ−1) : β ∈ R(0, 1)

x log x
y − x+ y : β = 1

x
y − log x

y − 1 : β = 0

(18)

Fevotte et al. [5, 6] proposed algorithms, which are based on a surrogate auxil-
iary function (a local majorization of the criterion function). They developed a
majorization minimization algorithm that leads to multiplicative updates, and
a Majorization Equalization (ME) algorithm. We use ME algorithm for NMF
based on β-divergence (Beta-ME) in the experiment section.

2.6 NMF Based on Correntropy

The correntropy cost function is defined as

DCorrentropy(A|WH) = −
m∑
i=1

n∑
j=1

exp(
−(Aij − (WH)ij)

2

2σ2
) (19)

where σ is a parameter of correntropy measure [21, 22]. The optimization al-
gorithms try to minimize the correntropy, since it is a measure of similarity
instead of distance between two elements. Ensari et al. [23, 24] used the gen-
eral algorithm of Constrained Gradient Descent (CGD) method [25] for solving
the correntropy function, and compared the results with the projected gradient
descent method of Euclidean cost function. The major disadvantage of CGD is
its high sensitivity to σ value of the cost function. Du et al. [18] proposed a
half-quadratic optimization algorithm to solve NMF based on correntropy cost
function (rCIM), and developed a multiplicative algorithm to solve NMF.

3 Experiment

This section outlines the design procedure of an experiment to evaluate different
NMF algorithms. In this procedure, the performance of multiplicative algorithm
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for Euclidean distance (Euc-Mult) and KL-divergence (KL-Mult), GD-CLS, the
basic ALS, ALS-PGD, ANLS-AS, ANLS-BP, Beta-Divergence NMF (Beta-ME),
and rCIM methods are evaluated for document clustering. Several experiments
have been done for each algorithm, and the results in each experiment were very
similar. Therefore, we only show the results of one experiment for each algorithm.

Reuters Documents Corpus has been selected as dataset. It contains 21578
documents and 135 standard topics or document clusters, which are created
manually. Each document in the corpus is assigned to one or more topics based on
its content. The size of each cluster, which is the number of documents it contains
ranges from less than ten to four thousand. For our experiment, documents
associated with only one topic are used, and topics which contain less than five
documents are discarded [4]. Therefore, 8293 documents with 48 topics were
left at the end. In order to evaluate the performance of the NMF algorithms
for increasing complexity, i.e., the number of clusters to be created or equal k,
clustering results with ten different k values of [2, 4, 6, 8, 10, 15, 20, 30, 40, 48] are
computed.

After creating clusters using NMF, each cluster is assigned to a most related
document topic. For this purpose, a matrix which shows the distribution of
all documents between each created cluster and dataset topics is created. The
matrix dimension is k× l, where k is the number of clusters, and l is the number
of topics. This matrix is called Document Distribution Matrix (DDM). The
maximum value at each column of DDM is found first. Then, the corresponding
topic related to this column is assigned to the NMF cluster, corresponding to
the row number. At the end of this process, there may be some NMF clusters
which are not assigned to any topic. Some of these clusters may contain large
number of documents, and omitting them may reduce the accuracy. To assign
these NMF clusters to a topic, the maximum value found in a row of DDM,
which is related to any of these NMF clusters is used for the topic assignment.
It turns out that the related column of the value found indicates the topic to
be assigned. This method may results in assigning some NMF clusters to more
than one topic.

We evaluate the clustering performance with Accuracy, Root Mean Square
Residual (RMSR), Entropy, Purity, and computational time metrics. Accuracy
of clustering is assessed with the metric AC used by [7] defined as:

AC =
n∑

i=1

δ(di)/n (20)

where δ(di) is set to 1 if di has the same topic label for both NMF cluster and
the original topic, and otherwise set to 0, and n is the total number of documents
in the collection. The RMSR between A and W and H matrix is defined as:

RMSR =

√∑
ij(Aij − (WH)ij)2

m× n
(21)
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Total entropy for a set of clusters is calculated as the weighted mean of the
entropies of each cluster weighted by the size of each cluster [11]. Using DDM,
we compute pij for topic j, the probability that a member of cluster i belongs
to topic j as pij = nij/ni , where ni is the number of objects in cluster i and
nij is the number of documents of topic j in cluster i. Entropy of each cluster is
defined as:

ei = −
l∑

j=1

pij log2(pij) (22)

where l is the number of topics. Entropy of the full data set is the sum of the
entropies of each cluster weighted by its relative size:

Entropy =

k∑
i=1

ni
n
ei (23)

where k is the number of NMF clusters, and n is the total number of documents.
Purity measures the extent to which each NMF cluster contained documents
from primarily one topic [26]. Purity of the NMF clustering is obtained as a
weighted sum of individual NMF cluster purity values and is given by

Purity =

k∑
i=1

ni
n
P (Si) (24)

where

P (Si) �
1

ni
maxj(n

j
i ) (25)

where Si is a particular NMF cluster of size ni, n
j
i is the number of documents

of the i-th topic that were assigned to the j-th NMF cluster, k is the number
of clusters, and n is the total number of documents. In general, the larger the
Purity, the better the clustering solution is. We also compute the computational
time (in sec) taken by each NMF algorithms in terms of CPU time.

4 Results

Performance of each NMF algorithm is shown in terms of accuracyAC, RMSR,
Entropy, and Purity in Fig. 1(a), (b), (c), and (d), respectively. The results
indicate that KL-Mult yields better performance than any other methods. It
shows better AC, the lowest Entropy, and the highest Purity for different values
of k. The results in Fig. 1(b) indicates that Beta-ME is the worst algorithm in
terms of RMSR, especially when k is increased. In addition, SC is independent
of change of k, while RMSR would decrease by increasing k for other algorithms.

The computational performance of each algorithm is also evaluated in terms
of computational time in Fig. 2. Since Beta-ME results in a large values of
time (around 7000 sec), it was removed in Fig. 2 to have a better comparison
between the other algorithms. The results indicate that KL-Mult is the most
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Fig. 1. Comparison of different NMF algorithms using (a) AC, (b) RMSR, (c) Entropy,
(d) Purity
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Fig. 2. Comparison between CPU time (sec) of different NMF algorithms using Matlab

time consuming algorithm with increasing computational complexity in terms
of k. However, SC and ALS-PGD are the most efficient algorithms. The results
of each algorithm for k = 15 and k = 20 are also tabulated in Table 1 and
Table 2, respectively. The most efficient value for each performance measure
is shown in bold. The results reveal that KL-Mult has been found to be the
most efficient algorithm in terms of accuracy AC, Entropy and Purity, which are
directly related to the clustering performance. However, SC and ALS-PGD are
ranked among the fastest algorithms.

Table 1. Comparison of performance of different NMF algorithms, k = 15

Algorithm RMSR Accuracy Entropy Purity CPU time(sec)

Euc-Mult 0.0736 0.6744 1.5050 0.7217 410
KL-Mult 0.0794 0.8320 1.2338 0.7636 1854
ALS 0.0747 0.6387 1.5380 0.6931 224
SP 0.0813 0.6854 1.6532 0.6835 595
SC 0.0947 0.3867 2.4579 0.5607 12
GD-CLS 0.0888 0.6726 1.7785 0.6672 480
ALS-PGD 0.0740 0.7212 1.6549 0.6996 29
Beta-ME 0.1135 0.2886 2.4946 0.5172 7547
ANLS-AS 0.0732 0.5113 1.5846 0.6929 157
ANLS-BP 0.0732 0.5113 1.5846 0.6929 127
rCIM 0.2054 0.7803 2.8225 0.4496 2235
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Table 2. Comparison of performance of different NMF algorithms, k = 20

Algorithm RMSR Accuracy Entropy Purity CPU time(sec)

Euc-Mult 0.0694 0.6602 1.3445 0.7378 788
KL-Mult 0.0767 0.7522 1.1457 0.7562 3073
ALS 0.0687 0.7040 1.2639 0.7699 590
SP 0.0732 0.6887 1.2635 0.7622 648
SC 0.0946 0.3672 2.3718 0.5197 14
GD-CLS 0.0833 0.5745 1.4691 0.6963 924
ALS-PGD 0.0696 0.6690 1.4994 0.7163 48
Beta-ME 0.1323 0.2974 2.3553 0.5130 8547
ANLS-AS 0.0682 0.5810 1.4348 0.7280 297
ANLS-BP 0.0682 0.5810 1.4348 0.7280 117
rCIM 0.0950 0.9996 2.9266 0.4499 2214

5 Conclusion

In this paper, we evaluated the performance of the most regular algorithms of
NMF for document clustering. NMF based on Euclidean distance, KL-divergence,
β-divergence, Correntropy cost function using Multiplicative, Alternating Least
Square (ALS), GD-CLS, Alternating Least Square using Active Set (ANLS-AS),
and Alternating Least Square using Block Pivoting (ANLS-BP) algorithms were
tested. The performance of algorithms were tested on Reuters Document Cor-
pus for document clustering. The most efficient algorithms in terms of accuracy,
entropy, purity, computational time and RMSR were identified. The results indi-
cate that KL-divergence cost function with multiplicative update rule yields the
most efficient performance in terms of accuracy, entropy and purity. However,
this algorithm is time consuming especially for large k. NMF based on Sparseness
Constraint (SP) and Alternating Least Square with Projected Gradient Descent
(ALS-PGD) method were found to be the fastest algorithms.
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ICAISC 2006. LNCS (LNAI), vol. 4029, pp. 870–879. Springer, Heidelberg (2006)

10. Berry, M.W., Browne, M., Langville, A.N., Pauca, V.P., Plemmons, R.J.: Algo-
rithms and applications for approximate nonnegative matrix factorization. Com-
putational Statistics & Data Analysis 52(1), 155–173 (2007)

11. Pang-Ning, T., Steinbach, M., Kumar, V.: Introduction to Data Mining, 1st edn.
Addison-Wesley Longman Publishing Co., Inc., Boston (2005)

12. Hoyer, P.O.: Non-negative matrix factorization with sparseness constraints. J.
Mach. Learn. Res. 5, 1457–1469 (2004)

13. Lin, C.J.: Projected gradient methods for nonnegative matrix factorization. Neural
computation 19(10), 2756–2779 (2007)

14. Kim, H., Park, H.: Nonnegative matrix factorization based on alternating nonneg-
ativity constrained least squares and active set method. SIAM J. Matrix Anal.
Appl. 30(2), 713–730 (2008)

15. Kim, J., Park, H.: Fast nonnegative matrix factorization: An active-set-like method
and comparisons. SIAM J. Sci. Comput. 33(6), 3261–3281 (2011)

16. Cichocki, A., Anh-Huy, P.: Fast local algorithms for large scale nonnegative matrix
and tensor factorizations. IEICE Trans. Fundamentals 92(3), 708–721 (2009)

17. Li, L., Lebanon, G., Park, H.: Fast bregman divergence nmf using taylor expansion
and coordinate descent. In: Proceedings of the 18th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp. 307–315. ACM (2012)

18. Du, L., Li, X., Shen, Y.D.: Robust nonnegative matrix factorization via half-
quadratic minimization. In: ICDM, pp. 201–210 (2012)

19. Dhillon, I.S., Sra, S.: Generalized nonnegative matrix approximations with breg-
man divergences. In: NIPS, vol. 18 (2005)

20. Kompass, R.: A generalized divergence measure for nonnegative matrix factoriza-
tion. Neural computation 19(3), 780–791 (2007)

21. Liu, W., Pokharel, P.P., Principe, J.C.: Correntropy: properties and applications
in non-gaussian signal processing. IEEE Trans. Signal Process 55(11), 5286–5298
(2007)

22. Jeong, K.H., Principe, J.C.: Enhancing the correntropy MACE filter with random
projections. Neurocomputing 72(1), 102–111 (2008)

23. Ensari, T., Chorowski, J., Zurada, J.M.: Correntropy-based document clustering
via nonnegative matrix factorization. In: Villa, A.E.P., Duch, W., Érdi, P., Masulli,
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Abstract. We present a modified fuzzy c-medoid algorithm to find cen-
tral objects in graphs. Initial cluster centres are determined by graph
centrality measures. Cluster centres are fine-tuned by minimizing fuzzy-
weighted geodesic distances calculated by Dijkstra’s algorithm. Cluster
validity indices show significant improvement against fuzzy c-medoid
clustering.

1 Introduction

Cluster is a group of objects that are more similar to one another than to mem-
bers of other clusters. The term ”similarity” should be understood as mathemat-
ical similarity, measured in some well-defined sense. In metric spaces, similarity
is often defined by means of a distance norm. In order to develop a special algo-
rithm for graph clustering we developed a novel geodesic distance based fuzzy
clustering algorithm where the geodesic distances are defined by the application
of Dijskra algorithm on a weighed graph used to represent the high dimensional
data. In graph theory, the distance between two vertices in a weighted graph
is the sum of weights of edges in a shortest path connecting them. This is an
approximation of the geodesic distance that can be measured on the real man-
ifold the (noiseless) data lie on. The proposed approach is able to handle data
that lie on a low dimensional manifold of a high dimensional feature space since
clustering uses a distance measure which reflects the true embedded manifold.

Classical fuzzy c-means clustering uses some variant of Euclidean measure to
compute distances between cluster members and the center. The application of
geodesic distances can improve the usability of these methods, since this mea-
sure gives a better approximation of real life distances. Recent research validates
this distance’s applicability like Wu et al. in [1] where large sparse graphs are
approximated using geodesic distance based clustering. Nice clustering results
are presented by Kim et al. in [2] where a fuzzy-like solution is presented us-
ing soft geodesic kernels, while Asgharbeygi and Maleki [3] approximates the
geodesic distances from the virtual cluster centers by the law of large numbers.
Application for image segmentation can be found in [4,5], Economou et al. use
Minimal Spanning Tree algorithm to estimate geodesic distances and the image
is presented by an undirected graph. Galluccio et al. in [6] use their algorithm
for segmentation of maps, and their main contribution is the initialization of
the k-means algorithm, i.e. the proper determination of k, which is done by the

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 738–748, 2014.
c© Springer International Publishing Switzerland 2014
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identification os valleys in the 2D projection of total traveling distances in Prim’s
MST algorithm. Their algorithm is further improved in [5] where large data are
handled. Also initialization play the central role in Ren’s approach [7], where
Kruskal algorithm is used for generating the MST to improve the initial cluster
centers.

The main idea and our main contribution of this article is to develop a proce-
dure to reveal hidden, complex structure of high dimensional data, where data is
stored using a much simpler graph format, and distances are defined as geodesic
distances between vertices. The presented new algorithm is based on the concept
of fuzzy c-medoid algorithm, but uses centrality measures to identify highly cen-
tral cluster centers, operates on a weighted undirected graph and by the usage
of geodesic distances it is free of c-medoid’s shortcomings, the spherical shape of
discovered clusters. Our approach also supports initialization, like identification
of most central k points as initial cluster centers.

2 Geodesic Distance Based Fuzzy c-medoid Clustering
and Its Initialization Based on Graph Centrality
Measures

2.1 A Novel Fuzzy c-medoid Based Clustering Algorithm

The proposed method is built on the fuzzy version of the classical hard k-medoid
algorithm (c-medoid method) [8]. However, as a first step, a knn-graph is gen-
erated, using k as parameter. Then potential cluster centers are identified using
several centrality measures as the most centralM points. Distances are measured
by the geodesics and calculated by Dijkstra algorithm for each pair of points on
the graph. The objective function is almost the same as in fuzzy c-means, but
c-medoid accepts measured data points as cluster centers (and not calculated
means like in c-means). To find the minimum of the cost function, several meth-
ods can be used. The proposed algorithm works well with data sets in different
size as we will see in the next section.

1. If data is given by single points, generate knn-graph with parameter k.
2. Calculate centrality values for all data points using one of the centrality

measures (degree, betweenness, closeness, eigenvector), and sort the data
points according to these centrality values.

3. Select the firstM data points as potential cluster centers. This set is denoted
by cM .

4. Calculate the geodesic distances between each potential cluster center and
all data points, using Dijkstra algorithm on the knn-graph.

5. Use fuzzy c-medoid algorithm:

(a) Arbitrarily choose c objects as the initial medoids from the M potential
cluster centers.

(b) Use the calculated geodesic distances (Step 4) to determine how far the
data points are from the medoids.
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(c) Calculate fuzzy membership degrees as usual by fuzzy partitional clus-
tering methods:

μi,j =
1∑c

k=1

( ‖xi−cj)‖
‖xi−ck)‖

) 2
(m−1)

, 1 ≤ i ≤ N, 1 ≤ j ≤ c. (1)

(d) Calculate the objective function terms
N∑
i=1

(μi,j)
m‖xi − cj‖2, ∀i using

the determined membership degrees, for all xk as potential medoids,
and choose the data points as new medoids that minimize the objective
function.

ck =

{
xj |xj ∈ cM , j = arg min

j

N∑
i=1

(μi,j)
m‖xi − cj‖2

}
(2)

(e) If there are any changes, jump to Step 5(b).

This method can handle large data sets because in Step 5(d), only the set
of potential cluster centers are used for objective function calculation. In the
following, we will present some cluster validity indices which were used for the
evaluation of the method.

2.2 Creating a Graph of High Dimensional Data

The suggested method requires a graph structure defined over the data to be
analyzed. This network can be given a priori in accordance with the real relation-
ship between the objects (for example cities and the roads connecting them), or
it can be defined artificially between them. In the second case there are several
possibilities to build up a network among the data. For example we can connect
the neighboring objects together, or we can build up the topology representing
network [9] of the data as well.

There are two basic approaches to connect neighboring objects together: ε-
neighboring and k-neighboring. In case of ε-neighboring approach two objects xi
and xj are connected by an edge if they are lying in an ε radius environment.
The main drawback of this approach is that it does not take the density of
the objects into account. If the cloud of the objects contains dense regions and
sparse regions too, it is toughish to find a proper value for the parameter ε. In
the case of the k-neighboring approach, two objects are connected to each other
if one of them is in among the k-nearest neighbors of the other, where k is the
number of the neighbors to be taken into account. The distance of the objects
can be measured in different ways, usually the Euclidean distance is used for
this purpose. This method results in the k nearest neighbor graph (knn-graph).

In case of large data sets there is a need to reduce the computational cost.
In these cases it is a good choice to apply a vector quantization method on the
data, than cluster this reduced data set, and finally project the clustering result
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to the whole data set (e.g. by applying a k-means algorithm). The Topology
Representing Network (TRN) algorithm [9] is one of best known neural network
based vector quantization method. It not only quantizes the objects, but also
creates the networks of the quantized elements. For this purpose the TRN algo-
rithm distributes representative elements (quantized data points) between the
objects by the neural gas algorithm [10], and it creates a network among them
by applying the competitive Hebbian rule [11]. As result a graph is given which
is a compressed form of the structure of the whole data set.

2.3 Centrality Measures of the Objects

As we have mentioned before, the choice of cluster prototypes significantly influ-
ences the clustering result. k-means and k-medoid methods require initial cluster
centers as input parameters. The main problem of these methods is that they
are sensitive to the selection of the initial centers and may converge to a lo-
cal minimum of the error function if the initial cluster centers are not properly
chosen.

In general clusters are determined based on the distances of the objects or
objects and prototypes. To be able to unfold the lower dimensional manifolds
embedded nonlinearly in the higher dimensional vector space the utilization of
geodesic distance is good choice. To calculate the geodesic distances we have to
define a network on the objects (see Section 2.2). When this network is defined
central nodes of this graph can be used as initial cluster clusters.

The term centrality expresses the importance of the node in the graph.
Importance can be defined in several way so there are several types of mea-
sures to express the degree of centrality of a node within a graph. The most
widely used centrality measures are: degree centrality, betweenness, closeness
and eigenvector centrality. All four measures are based on the structure of the
graph and they calculate the measure of the centrality by taking into account
the relationships of the objects.

The simplest centrality measure is the degree centrality. The degree of a node
means the number of the edges connecting to that node. If the graph to be an-
alyzed is a directed graph, we can talk about indegree centrality and outdegree
centrality as well. Indegree centrality expresses how many directed edges are in-
cident on a node, and outdegree centrality represents how many directed edges
originate at that node. The centrality measure degree is based on that assump-
tion, that significant vertices in the graph have many connections. Formally, the
degree of a node vi can be expressed as follows:

CD(vi) = deg(vi) (3)

where deg(vi) yields the degree of the node vi. In this from the degree centrality
just counts the number of the edges of a vertex. The measure becomes more
informative if we normalize it. The normalization of the degree centrality can
be made by dividing the value given by the Equation 3 by the maximum number
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of possible edges, which is N − 1, where N is the number of the vertices, or we
can use the Freeman’s general formula as well as follows:

CDnorm(vi) =

∑N
i=1 [CD(v∗)− CD(vi)]

[(N − 1)(N − 2)]
(4)

where CD(v∗) yields the maximum value of the degree centrality in the network.
The main disadvantage of the degree locality, that it is a purely local measure.

The centrality measure betweenness [12] takes not only the local environment
of the nodes into account, but it considers the whole graph, and it is calculated
based on the shortest paths between all possible pairs of vertices. The measure
betweenness of a node expresses the number of shortest paths from all vertices to
all others that pass through that node. In this approach central nodes establish
bridges between the other vertices. Formally, the betweenness can be calculated
as:

CB(vi) =
∑
j<k

gjk(vi)/gjk (5)

where gjk is the total number of shortest paths from node vj to node vk and
gjk(vi) is the number of those paths that pass through vi. This measure is usually
normalized as well. If the graph is undirected we can calculate the normalized
values as follows:

CBnorm(vi) =
CB(vi)

[(N − 1)(N − 2)/2]
(6)

If the graph is directed the division is done by (N − 1)(N − 2).
The third centrality measure (closeness) is based on the distance of the ver-

tices. Closeness [13] expresses how far the nodes are to the other nodes. In this
approach the more central the node is, the more close is the node to the other
nodes. A node closeness is the the inverse of the sum of its distances to all other
nodes. If the graph is weighted the distance is calculated as the sum of the
weights along the shortest paths, and if the graph is unweighted it is the number
of the hops between the nodes. Therefore the closeness of a node is calculated
as follows:

CC(vi) =

⎡⎣ N∑
j

d(vi, vj)

⎤⎦−1

(7)

where d(vi, vj) yields the geodesic distance of objects vi and vj . The normalized
version of this centrality measure is:

CCnorm(vi) =
CC(vi)

N − 1
(8)

The eigenvector centrality is a more complex centrality measures. It takes not
only the structure of the network into account, but the centrality measures of
other nodes, too. In this approach the centrality of a node depends on how central
its neighbors are. The assumption is that each node’s centrality is the weighted
sum of the centrality values of the nodes that it is connected to. The weighting
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factors are arising from the weight of the edges connecting the neighborhood
nodes. More precisely, the eigenvector centrality of a node vi can be determined
as:

CE(vi) =
∑

j∈M(vi)

(wji ∗ CE(vj)) (9)

where wji is the weight of the edge connecting nodes vi and vj . If the graph
is unweighted, wji is constant (λ) in all cases. Let G = (E, V ) to be analyzed,
and A = (ai,j) the adjacency matrix of the graph G, where ai,j = 1 if vi and
vj are connected, otherwise ai,j = 0. In this form the values of the eigenvector
centralities (x) can be calculated as follows:

xi =
1

λ

∑
j∈G

(aji ∗ xj) (10)

This formula can be rewritten as eigenvector equation as:

Ax = λx (11)

Multiplying the adjacency matrix by the vector x again and again each node
”pick up” the centrality values of each vertex to which the first vertex is con-
nected and the centrality measures spread across the edges of the graph. This
process might eventually reach an equilibrium where the amount coming into a
given vertex at each node would remain stable. As result the elements of this
vector x are the eigenvector centralities of the vertices of the graph.

Since the k-nn graph is used to represent the data, the degree centrality mea-
sure cannot be used as all nodes have the same degree. According the to the type
of the problem the betweenness and the eigenvector centrality measures should
be the more informative. This hypothesis will be also tested in the experimental
evaluation of the algorithm.

3 Experimental Results

In this section two examples are shown to present the efficiency of the proposed
algorithm. A 3 dimensional synthetic data set to illustrate the distribution of
the representative elements and the ”wine” data set, which defines a well-known
clustering problem.

For comparison, the classical fuzzy c-means algorithm is also applied on these
data sets. The reason for using fuzzy c-means algorithm is twosome: on the one
hand, it will be shown that this algorithm fails if the data lie on a manifold; on
the other hand, we have calculated cluster validity indices for this method as
well and we have compared these values with cluster validity indices calculated
based on the results of geodesic distance and centrality based fuzzy c-medoid
clustering.
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3.1 Clstering an S-curve

The S-curve data set is a well known and often used data set in manifold explo-
ration. Objects presented by data points lie in the 3 dimensional vector space,
but they form a 2 dimensional nonlinear embedded manifold as can be seen in
Figure 1. In our example the S-curve data set contains 2000 data points.

There were two algorithms applied on this data set: the fuzzy c-means al-
gorithm and our suggested method presented in section 2.1. In both cases we
have tried to find 8 representative data points in the feature space to charac-
terize this data set. Result of the geodesic distance and centrality based fuzzy
c-medoid clustering can be seen in Figure 1. Figure 1 shows the original data
set and the representative elements (cluster centers) marked with diamonds. To
demonstrate how the cluster centers ”cover” the whole embedded manifold we
have applied Isomap mapping to visualize our result in a 2 dimensional vector
space (Figure 2). If the classical fuzzy c-means is applied with the same param-
eters, the algorithm will fail to explore the hidden structure of the data. Results
of the fuzzy c-means algorithm is seen in Figure 3, and it can be determined
that the centers do not lie on the manifold.

Fig. 1. S-curve data set (dots) and the representative elements (diamonds) determined
by the geodesic distance and centrality based fuzzy c-medoid algorithm

3.2 Wine Data Set

The Wine data, which is available from the University of California, Irvine,
via anonymous ftp ftp.ics.uci.edu/pub/machine-learning-databases, contains the
chemical analysis of 178 wines grown in the same region in Italy but derived
from three different cultivars. The problem is to distinguish the three differ-
ent types based on 13 continuous attributes derived from chemical analysis:



Fuzzy c-Medoid Graph Clustering 745

Fig. 2. 2 dimensional Isomap projection of the S-curve data set and the representative
elements determined by the geodesic distance and centrality based fuzzy c-medoid
algorithm

Fig. 3. The S-curve data set and cluster centers of the fuzzy c-means clustering in the
feature space

Alcohol, Malic acid, Ash, Alcalinity of ash, Magnesium, Total phenols, Fla-
vanoids, Not-flavanoids phenols, Proanthocyaninsm, Color intensity, Hue,
OD280/OD315 of dilluted wines and Proline (Figure 4).

In the following, the number of clusters is three because of the number of
the real classes, and the number of neighbors for the neighborhood graph is 8.
By this number of neighbors, there is only one component in the neighborhood
graph. It is interesting that with 2 neighbors three components were given, but
these components do not cover the original classes (the misclassification rate is
about 60%). It shows the complexity of this problem as well.

Table 1 shows the values of the validity indices by the wine data set. As
above, the recalculated and the original values by FCM show that there may
be a certain structure in the data set. However, the validity indices can not
show unambiguously which clustering result is the best, since the calculation of
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Fig. 4. Wine data set

distances are different, Euclidean distances are used for FCM, while GCM uses
geodesic distances. This is why we presented ”accuracy” in the last row, which
indicates the proportion of correctly clustered data items, i.e. items belonging
to the real clusters after applying our clustering method. It can be seen that our
algorithm outperforms FCM by 4 percent, i.e. misclassification rate is 4 percent
lower.

Table 1. Validity indices for wine data set (FCM: validity indices resulted by classi-
cal FCM; GCM: validity indices resulted by our novel algorithm named Geodesic-C-
Medoid) and the accuracy of clustering, i.e. the proportion of correctly clustered data
points

Validity Index FCM GCM

PC 0.33 0.58

CE 1.09 0.28

PI 0.22 0.06

XB 93.24 0.07

Accuracy 69.66% 73.03%

4 Conclusion

We developed an algorithm for mining central objects in graphs and high di-
mensional data. The modified fuzzy c-medoid clustering algorithm uses geodesic
distance measure and selects potential cluster centres among the set of most
central objects. Our method doesn’t suffer from high computational expenses,
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since only the set of potential cluster centres are used for objective function
calculation. We tested the method using several benchmark problems. The al-
gorithm was capable to explore the hidden structure in the S-Curve Data and
the Wine Data sets. We achieved better results applying four different cluster
validity indices than the classic Fuzzy C-Means algorithm. The FCM’s accu-
racy was also over-performed by four percent. Our detailed evaluation of the
applied initialization using different centrality measures showed unequivocally
its necessity. Choosing the centrality measure properly, we proposed a very sim-
ple but powerful initial clustering, improving the convergence of the algorithm
substantially.
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Abstract. This paper introduces the SpecLoc algorithm that performs
clustering without pre-assigning the number of clusters. This is achieved
by the use of a special property of matrix eigenvectors, called weak lo-
calization. The signless Laplacian matrix is created on the basis of a
mutual neighbor graph. A new measure, introduced in this work, allows
for selection of weakly localized eigenvectors. Experiments confirm good
performance of the proposed algorithm for weakly separated groups of
real datasets, including cancer gene expression matrices.

Keywords: spectral clustering, nearest neighbor graph, signless
Laplacian.

1 Introduction

Clustering is a common unsupervised learning technique; its aim is to divide
objects into groups, such that members of the same group are more similar each
to another (according to some similarity measure) than any two members from
two different groups. Being a powerful tool it has been applied in many research
areas, like image segmentation [17] and [26], machine learning, data mining, and
bioinformatics [23] to name a few. Although many clustering methods have been
proposed in the recent decades, see e.g. [12], there is no universal one, that
can deal with any clustering problems, since the real world clusters may be of
arbitrary complicated shapes, varied densities and unbalanced sizes.

Spectral clustering techniques [14] belong to the most popular and efficient
clustering methods. They allow to find clusters even of very irregular shapes.
Spectral techniques use eigenvalues and eigenvectors of a suitably chosen matrix
to partition the data. The matrix is the affinity matrix (or a matrix derived from
it) built on the basis of pairwise similarity of objects to be grouped. Usually one
of the key tasks in spectral clustering is the choice of similarity measure, as the
structure of the matrix plays a significant role in correct cluster separation. If it
is clearly block diagonal, its eigenvalues and eigenvectors will relate back to the
structural properties of the set [17]. In such the case the number of clusters is
usually given by the value k, that maximizes the eigengap (difference between
consecutive eigenvalues). Then the k dominant eigenvalues and the correspond-
ing eigenvectors are used for clustering the original data.
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An affinity matrix generated from real-world data is virtually never block-
diagonal [33], regardless of a chosen similarity measure. Smaller, or less compact
groups may not be identified using just the very top part of the spectrum. More
eigenvectors need to be investigated to see these clusters. On the other hand,
information included in the top few eigenvectors may also be redundant for clus-
tering, as some of these eigenvectors may represent the same group. An open
issue of key importance in spectral clustering is that of choosing the proper
number of groups and the right eigenvectors, that reveal the structure of the
data. In most spectral algorithms the cluster number is a user defined parame-
ter and the problem of eigenvector selection is overcame by k-means algorithm
application to the dominant eigenvectors [21]. Sometimes the number of groups
is determined – with varying success rate – in a heuristically motivated way, as
for example in [27] and in [16], the algorithm proposed also by the author of this
work.

In this paper we present a spectral clustering algorithm SpecLoc, that can
simultaneously address both of the above mentioned challenges for a variety
of datasets. The number of clusters and the appropriate eigenvectors are de-
termined on the basis of an eigenvector property called localization. Anderson
localization [1] refers to the situation, when most of the components of an eigen-
vector are zero or near-zero, whereas weak localization is characterized by slow
decay of the component values away from its main existence subregion [8]. Weak
localization of eigenvectors occurs for matrices describing systems with irregular
geometry. In the algorithm we find weakly localized eigenvectors, which corre-
spond to different clusters and reveal the structure of the data. To some extent
the solution works even in cases of not block-diagonal matrices. In the algorithm
we use a mutual k-nearest neighbor affinity matrix and k is the only user defined
parameter. We empirically evaluate the proposed approach using real-world test
sets, mostly gene expression matrices. The performance of the SpecLoc algo-
rithm is competitive to the other solutions, which likewise do not require the
number of clusters to be given.

In section 2 the notation and related definitions are presented, the next section
introduces the localization property and its applications. Section 4 explains the
main concepts used in the SpecLoc algorithm, which is presented in details in
section 5. Then, in section 6, we compare performance of our algorithm with
other solutions. Finally, in section 7, the main conclusions are drawn.

2 Notation and Definitions

The set of data points to be clustered will be denoted by X = (x1,x2, ...,xn). For
each pair of points i, j a similarity sij ∈< 0, 1 > is attached. The value sij > 0
implies the existence of the undirected edge i ∼ j in the graph G spanned over
the set of vertices X. The matrix S = [sij ] plays a role of an adjacency matrix
for G. Let di =

∑
sij denote the degree of node i and let D be the diagonal

matrix with di’s on its diagonal. A clustering C = (C1, C2, ..., Cl) is a partition of
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X into l nonempty and mutually disjoint subsets. In the graph-theoretic language
the clustering represents a multiway cut in G [5].

In the SpecLoc algorithm a signless Laplacian M = D + S, introduced by
Cvetkovic [4], is used. Cvetkovic proves that the spectrum (i.e. the set of eigen-
values) of M can better distinguish different graphs than spectra of other com-
monly used graph matrices.

3 Eigenvector Localization

In [8] Filoche et al. consider a complex domain with a bottleneck separating the
whole domain Ω into two subregions Ω1 and Ω2. They prove that whenever λ
(an eigenvalue of the Laplacian L in Ω) is far from any eigenvalue of L in Ω2,
the norm of its eigenfunction φ in the entire subregion Ω2 becomes near-zero.
Consequently, such an eigenfunction is expelled from Ω2 and must live in its
complement, exhibiting weak localization. Conversely, φ can only be substantial
in the subregion Ω2 when λ almost coincides with one of local eigenvalues of the
operator L in Ω2. Thus, they obtain a rigorous scheme elucidating the formation
of weak localization. In any partially separated subregion, an eigenfunction of Ω
has only two possible choices: (1) either its amplitude is very small throughout
this subregion, or (2) this eigenfunction mimics one of the subregions own eigen-
functions. Consequently, an eigenfunction can cross the boundary between two
adjacent subregions only if they possess two similar local eigenvalues. More gen-
erally, a fully delocalized eigenfunction can only emerge as a collection of local
eigenfunctions of all subdomains when they all share a common eigenvalue.

For a few dominant eigenfunctions subregions are disjoint. However, for the
next eigenfunctions, initially disjoint subdomains begin to merge to form larger
subregions. After reaching the critical point, completely new fully delocalized
modes can appear.

Also Delitsyn et al. study the behavior of Laplacian eigenfunctions in do-
mains with branches of variable cross-sectional profile [6]. If an eigenvalue is
below a threshold which is determined by the shape of the branch, the associate
eigenfunction is proved to exponentially decay inside the branch. The numerical
simulations have been used to illustrate and extend the theoretical results. It was
shown that although the approach was focused on the Dirichlet eigenfunction,
these results can be extended to other eigenfunctions.

The above described theory also pertains to the discrete Laplacian eigenprob-
lem. In practice, one can solve Laplacian eigenproblem in a bounded domain
by creating a fine mesh (or a spectral graph) that approximates the geometri-
cal structure of the domain, and then using a standard finite element method
to compute eigenvalues and eigenfunctions. For each localized eigenfunction in
the original domain, one can get an approximated Laplacian eigenvector in the
spectral graph which has similar properties of localization [22].

The Anderson localization property was already used in the analysis of gene
coexpression network by Jalan et al. [13]. To extract these system dependent
information they have performed eigenvector analysis of the nearest neighbor
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adjacency matrix. They have concentrated, however, on highly localized eigen-
vectors. Similar approach present Slanina et al. [29] studying small communities
in online social networks. They do not aim at factoring the entire network into
some number of modules, or communities, which may or may not be overlap-
ping, but in any case covering, as an ensemble, the whole network. Instead, using
Anderson localization, they want to find small parts of the network, which differ
structurally from the rest.

Inverse participation ratio (IPR) measures eigenvector localization. It is
defined as:

Ik =

N∑
l=1

[ukl ]
4 (1)

where ukl l = 1, ..., N are the components of eigenvector uk and normalization∑N
l=1[u

k
l ]

2 = 1 is assumed. The meaning of Ik is illustrated by two limiting cases:

– a vector with identical components ukl = 1/
√
N has Ik = 1/N

– a vector with one component ukl = 1 and the remainders zero has Ik = 1.

Thus, the IPR quantifies the reciprocal of the number of eigenvector components
that contribute significantly. While IPR says quantitatively to which extent an
eigenvector is localized, this information alone is not sufficient, if we want to draw
the distinction between Anderson localization, weak localization and extended
eigenvectors. For example in [13] it is assumed that Anderson localization occurs
if IPR exceeds the threshold of 0.1.

The results of the weak localization in complex domains bring the problem
close to the field of spectral theory of graphs. Shi et al. in [27] study the spectral
properties of an adjacency matrix S and its connection to the data generating
distribution P . The authors investigate the case when the distribution P is a
mixture of several dense clusters, well separated from each other. In such a case
S and L are (close to) block-diagonal matrices. They prove that each of the top
eigenvectors of S corresponds exactly to one of the groups. The eigenvectors
of each cluster decay to zero at the tail of its distribution if there is a good
separation of the groups.

The theory of weak localization sheds new light on spectral clustering meth-
ods. It could be useful for identifying not only well separated groups but also
close or overlapping clusters.

4 Preliminaries

In the SpecLoc algorithm we apply quite different approach than described in
section 4 and use weak localization for determining the eigenvectors, that in the
best way reveal a data structure. As the definition of weak localization (given
in Introduction) is quite broad, the decision concerning eigenvector localiza-
tion should be made very carefully. The IPR value seems to be irrelevant since
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eigenvectors may localize in clusters of variable sizes. We have introduced quite
different weak localization measure.

In order to explain in an intuitive manner our policy we analyze eigenvectors
of the well known Iris dataset. The set consists of three groups: the first one
can be separated very easily whereas the second and third ones are very close to
one another. The adjacency matrix is constructed on the basis of the mutual k-
nearest neighbor graph, which allows to change the number of edges between the
close clusters. The way of constructing the mutual k-nearest neighbor graph is
described in section 5. We compare eigenvectors of two different graphs obtained
on the basis of quite different numbers of nearest neighbors. Figure 1 shows parts
of the second and the third dominant eigenvectors, corresponding to the second
and third cluster. Actually they are absolute values of the vector components.
We have compared two cases: the picture on the left illustrates the situation,
when there are only a few edges between the clusters and the other picture
when clusters have many edges in common, so that they are almost inseparable.
We can see a difference in the eigenvector shapes. If the clusters share a small
number of edges, the difference of the component values between the clusters is
significant for both eigenvectors. If the clusters are quite densely connected, the
absolute values of eigenvector components show quite even distribution, what
indicates their delocalization.
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Fig. 1. Weakly localized eigenvectors (left) and delocalized eigenvectors (right)

In order to decide whether the eigenvector A is weakly localized or delocal-
ized it is compared with another eigenvector B. First we calculate the absolute
values of the vector components. All the other calculations and comparisons are
made on the basis of the absolute values. Then we divide components of A into
three subsets: the subset A+ with component values larger than values of B, the
subset A− with component values smaller than in B, and the subset A0 with
values close to zero and almost equal for A and B. If the vector A is localized
in a different cluster than the vector B, the mean value of components from
the subset A+ is much larger than of the subset A−. We have assumed that for
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localized eigenvectors, the ratio of the mean values (RMV) should be at least 5.
This parameter was chosen experimentally. For the eigenvectors A and B, shown
on the left in Figure 1, RMVs equal 12.36 and 8.32 respectively, whereas in the
case on the right 4.12 and 2.03.

If eigenvectors A and B are localized in two clusters, which are completely
disconnected, the mean value for the set A− equals zero and it is impossible to
calculate the ratio. We assume that in this situation the RMV equals 100. If the
vector A is localized in one cluster there must exist at least one vector (localized
in another cluster or delocalized), which allows division of the components into
two groups: one corresponding to the area of A localization and the other – to
the rest of the domain.

5 The SpecLoc Algorithm

Given a set of points X = x1, ..., xn in �D that we want to cluster:

The SpecLoc algorithm

1. Form the affinity matrix S built on the basis

of mutual k-nearest neighbor graph.

2. Construct the signless Laplacian matrix M=D+S.

3. Find c largest eigenvectors of M.

4. Remove strongly localized eigenvectors.

5. Find weakly localized eigenvectors comparing them pairwise.

6. Assign each point x to one weakly localized eigenvector,

which has the highest entry for x

The algorithm builds a graph, with points as vertices and similarities between
points as edges. The weights of edges are calculated according to the Euclidean
distance, using:

sij = 1− dij
dmax

(2)

where dij is the Euclidean distance between objects i and j , and dmax is the
maximum distance between any pair of objects from the dataset. On the basis
of the metric we construct the mutual k-nearest neighbor graph, connecting xi
to xj if xi is among the k-nearest neighbors of xj and vice versa. Other metrics
could be used, but we decided on this one for simplicity, similarly as in [20].

After constructing the signless Laplacian and finding its top twenty eigen-
vectors, IPR is calculated for each eigenvector. If IPR is larger than 0.1, the
eigenvector is removed as strongly localized. In order to find weakly localized
eigenvectors they are compared pairwise, as described in section 4. We have to
choose only one eigenvector localized in each cluster. Therefore we must pre-
vent a situation, when two redundant eigenvectors represent the same cluster.
In order to avoid the problem the following policy is applied for the eigenvector
set V :
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Output: set W of weakly localized eigenvectors

for each eigenvector A from V

for each eigenvector B from V, smaller than A

compare A with B and calculate for them RMVs

if RMV of A and RMV of B are larger than 5

and A does not belong to W

add A and B to W

if RMV of A is larger than 5 and RMV of B is smaller than 5

and A does not belong to W

add A to W

if RMV of A is larger than 5 and RMV of B is smaller than 5

and A belongs to W

remove B from the set V

end

end

remove all repetitions from W

If both RMVs calculated on the basis of the vector comparison are smaller
than the established threshold, the vectors are delocalized or the areas of their
localization are the same. If only the first RMV exceeds the threshold, the second
vector is delocalized. There may be cases that a few vector comparisons lead to
both RMVs larger than the threshold. We assume that only the vector from the
first comparison represents a new cluster, whereas the others are localized in the
same cluster.

Weakly localized eigenvectors are used for the final labeling of the data. Each
eigenvector represents one cluster and each point is labeled according to the
eigenvector with the highest entry for the point.

6 Experimental Results

We have compared the performance of the SpecLoc algorithm (implemented in
MATLAB) to three other methods: a spin glass-based algorithm (Spinglass) [25],
a fast greedy modularity-based algorithm (FastGreedy) [3], and a MLA-CC al-
gorithm [20]. They are all proposed for graph clustering problems and do not
require the definition of the number of clusters. The algorithms use some vali-
dation measures adopted by the authors in order to obtain the best partition-
ing. The comparison of the algorithms is based on the real classification of the
datasets with the use of the Adjusted Rand Index (ARI), proposed in [11].

In the experiment thirteen real datasets were used. Ten of them are biological
datasets and three are benchmark datasets, often used in cluster analysis. The
main aspects of these datasets are explained in Table 1. The biological data
were generated from gene expression measurement technologies and employed
for clustering cancer tissues (samples). The same benchmark datasets and three
algorithms were applied in experiments in [20]. We also use their results for the
first three algorithms.
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Table 1. Dataset description. n denotes number of samples, l – number of clusters,
Dist. Classes – distribution of classes, and D – data dimension

Dataset Tissue n l Dist. Classes D

Golub-V1 [10] Bone marrow 72 2 47, 25 1877

Golub-V2 [10] Bone marrow 72 3 38, 9, 25 1877

BreastA [31] Breast 98 3 11, 51, 36 1231

BreastB [32] Breast 49 2 25, 24 1231

DLBCLC [28] Blood 58 2 32, 26 3795

Lung [2] Lung 197 4 139, 21, 20, 17 1000

MultiA [30] Different 103 4 26, 26, 28, 23 5565

MultiB [24] Different 32 4 5, 9, 7, 11 5565

Novartis [30] Different 103 4 26, 26, 28, 23 1000

MiRNA [15] Blood 218 20 6, 15, 10, 11, 3, 9, 18, 7, 19, 10, 217

8, 5, 14, 2, 26, 28, 8, 8, 3, 8

Yeast [19] Proteins 1484 10 463, 429, 244, 163, 51, 44, 37, 30, 20, 5 8

Glass [7] na 214 6 70, 76, 17, 13, 9, 29 9

Iris [9] na 150 3 50, 50, 50 4

Simulated6 [18] na 60 6 8, 12, 10, 15, 5, 10 600

The results are shown in Table 2. They are not impressive, but we have to
remember that in all the cases the number of clusters is automatically determined
by the algorithms. Comparisons with other algorithms, that need the number of
clusters to be given as a parameter, would be not fair. Looking at Table 2 we can
see the superiority of the SpecLoc algorithm over the other tested solutions. The
presented algorithm shows the ability of discovering clusters, that are not visible
for the other methods. The number of groups, that it has found, is always the
closest to the real data distribution. The SpecLoc algorithm is also competitive
to the other cases in terms of the quality of partitioning, measured with the help
of the Adjusted Rand Index.

We have compared the performance of the SpecLoc algorithmwith our Speclum
algorithm, which is also able to determine the number of clusters. In some cases, as
for example for the Irys set, the results are the same for both solutions. However,
in most of the cases the presented algorithm outperforms the older one either in
terms of ARI or on account of the determined number of clusters.

One has to be aware of the fact, that the performance of the presented algo-
rithm, similarly as other spectral algorithms, is quite sensitive to the structure of
the graph corresponding to the data. So the use of the mutual k-nearest neighbor
graph is an important element of the method. Weak localization will not appear
for matrices representing complete graphs. On the other hand eigenvector lo-
calization or its lack can constitute an indicator of the quality of partitioning.
If all eigenvectors are delocalized, the results, obtained with a help of another
spectral algorithm, may be quite poor.



A Spectral Clustering Algorithm 757

Table 2. Comparison of MLA-CC, Spinglass, FastGreedy, and Specloc algorithms in
terms of ARI. l denotes the real number clusters and ls – number of clusters obtained
by the appropriate algorithm. The best ARI for each dataset is highlighted in bold.

Dataset l MLA-CC Spinglass FastGreedy SpecLoc

cl ARI cl ARI cl ARI cl ARI

Golub-V1 2 3 0.425 3 0.441 2 0.837 2 0.600

Golub-V2 3 3 0.395 3 0.428 2 0.645 2 0.439

BreastA 3 2 0.654 3 0.721 2 0.741 2 0.743

BreastB 4 3 0.202 2 0.269 2 0.269 4 0.293

DLBCLC 2 2 -0.017 2 -0.018 2 -0.018 2 0.335

Glass 6 6 0.189 3 0.170 2 0.261 5 0,2654

Iris 3 4 0.638 3 0.513 2 0.523 3 0.818

Lung 4 6 0.303 3 0.151 2 0.117 4 0.461

MultiA 4 5 0.702 3 0.664 3 0.633 4 0.757

MultiB 4 2 0.027 2 0.027 2 0.027 3 0.350

Novartis 4 4 0.946 4 0.946 3 0.612 4 0.764

Simulated6 6 5 0.871 3 0.326 3 0.326 5 0.906

MiRNA 20 8 0.315 2 0.097 2 0.098 9 0.355

Yeast 10 3 0.156 8 0.084 2 0.082 4 0.156

7 Conclusions

In this paper we have described a novel clustering algorithm, that uses weak
localization of the Laplacian eigenvectors, to overcome many of the challenges,
that traditionally plague clustering algorithms, e.g., finding clusters in the pres-
ence of noise and outliers and finding clusters in real data of high dimensionality,
where the concepts of distance and density are often ill-defined. The algorithm
automatically determines the number of clusters. In particular it can find groups
that are relatively weakly distinguished. We have presented an example of this
in the context of microarray datasets, where the Specloc algorithm was able to
simultaneously find clusters of high dimensional data.

The presented algorithm has only one parameter, the number of neighbors,
that is quite easy to establish. First of all, because the degree of eigenvector
weak localization (RMV) indicates an appropriate value of the parameter. In
the future this local parameter can be determined automatically on the basis of
statistic calculation.

Thus, we believe that the Specloc algorithm provides a robust alternative to
many other clustering approaches, which are more limited in the types of data
and clusters that they can handle.
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Abstract. The article presents the new algorithm for hierarchical bi-
clustering: HiBi. It is dedicated to the analysis of the discrete data. The
algorithm uses the set of exact biclusters as the input. In this approach
results of exact biclustering algorithm eBi are used as the input. As a
result of combining biclusters into the more general one, HiBi gives the
set of inexact biclusters. The algorithm is hierarchical so the final result
can be chosen after the algorithm performance. All experiments were
performed on artificial datasets.

Keywords: biclustering, hierarchical clustering, binary data, discrete
data.

1 Introduction

Clustering is a commonly known branch of data mining which can be described
as putting vectors of data into some packages. It is an unsupervised process
because the pattern that describes the dependence in the data is unknown. In
this paper the problem of grouping cells from matrix is taken into consideration.
It may be treated as the special case of clustering when grouping rows and cells
due to values of cells is performed at the same time. This problem is described
in literature as biclustering. It was suggested in 70’s of the last century by
Hartigan [4]. Other names of this problem that can be found in the literature
are: co-clustering, two-dimensional clustering or two-mode clustering.

In this paper the new algorithm of biclustering binary or discrete value matrix
is presented. It is derived from the Ward’s idea of hierarchical clustering [16] and
previous approach of rough biclustering [8,7]. It is based on the assumption that
the set of exact biclusters that cover all of the considered data is given and then
its generalisation takes place. This approach is named HiBi (from “Hierarchical
Biclustering”).

This paper is organised as follows: it starts from some basic notions which
are very close to the description of the biclustering problem. Then some related
and previous works are presented. Afterwards the new idea of biclustering is
presented with the backgrounds of Ward’s idea. For better understanding of HiBi
a simple case of biclustering is analysed and then some results of experiments
on artificial data are shown. The paper ends with the analysis of the results and
the description of several aspects of further works.

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 760–771, 2014.
c© Springer International Publishing Switzerland 2014
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2 Basic Notions

Let’s start from short description of some useful notions, which will be helpful in
the further reading. Also some basics of bicluster evaluation will be presented.

2.1 Features and Co-features

As every matrix is built up of rows and columns it is very important to precise
whether an algorithm distinguishes rows from columns or not. In the case when
the matrix transposition does not influence final results notions of row and col-
umn should be replaced with the new one. In previous research we introduced
notions feature and co-feature. If rows are considered as features then columns
are considered as co-features. If columns are features then rows are co-features.

A feature is denoted as f and is the element of the set F . A co-feature is
denoted as f∗, the element of F∗. The example of this generalisation is presented
on the Fig. 1.

c1 c2 c3
r1 1 2 3
r2 4 5 6

f∗
1 f∗

2 f∗
3

f1 1 2 3
f2 4 5 6

f1 f2 f3
f∗
1 1 2 3

f∗
2 4 5 6

Original table Rows as features Rows as co-features

Fig. 1. Illustration of features and co-features

The matrix M is now defined as M = [F ,F∗] with a set of features and a
set of co-features. The bicluster B = [G,G∗] will be called the subset of M iff
G ⊆ F and G∗ ⊆ F∗. This relation is called binclusion (from the “biclustering
inclusion”).

2.2 Biclusters Evaluation

From this point on, if it is not clearly stated, only the problem of biclustering the
binary valued matrices is being considered and only biclusters describing ones
are built – zeros are considered as the background. If the discrete valued matrix
is mentioned it is assumed that every non-background value is biclustered in
such a way that any values different that the considered one are treated as the
background (zero) and the considered value is treated as the value one.

In order to give some quality measures to evaluate biclusters, few parameters
were introduced in our previous work [14]. Accuracy and coverage are well known
measures, used very often in decision rule evaluation, which can also be used to
evaluate binary biclustering results. In case of rough biclusters generated with
HRoBi another measure called roughness was introduced [8]. This measure will
be presented further with the description of this algorithm.

Bicluster B ⊆M can be described with two variables:

– area – the number of cells in the bicluster B,
– weight – the number of ones in the bicluster w(B).



762 M. Michalak, M. Lachor, and A. Polański

Accuracy of a bicluster can be defined as the ratio of a bicluster weight and the

area: acc(B) = w(B)/B while coverage is a ratio of B and M weights: cov(B) =
w(B)/w(M).

3 Related and Previous Works

Biclustering is one of the data mining methods, of unsupervised data analysis.
The simplest definition of biclustering can be formulated as finding a similar sub-
set of columns (rows), under a similar subset of rows (columns). It is very widely
used in bioinformatics [12,6] and text mining [2,17]. Each detected bicluster is
expected to meet some predefined homogeneity criterion [9]. In bioinformatics bi-
clustering is applied to microarray data analysis (continuous data) and to binary
data for finding groups of genes regulated by the same factors (microRNA [11],
transcription factors [15]) and thus involved in the same biological processes. Up
to date several different methods of binary biclustering were proposed in litera-
ture [13,5,3]. A part of them is dedicated to find exact biclusters, which consist
of all ones and another part of them allows to have some zeros in the bicluster.
In the real data analysis it seems to be important to allow for some inaccuracy
in bicluster, because bioinformatics data often contain some noise.

In previous works the algorithm of exact biclustering (eBi - exact Biclu-
stering) was developed. It finds biclusters in binary matrices and in discrete
values matrices. It starts from finding two sets of half-biclusters: the first one that
is based on rows (or columns) and the second that is based on column (or rows).
These steps can be performed in both orders. It is proved that every half-bicluster
from the first set has one and only one corresponding half-bicluster from the
second set and vice versa. Upon this feature of halfbiclusters, the final bicluster
is defined as the pair of corresponding half-biclusters. Results of this algorithm
require some postprocessing. The obtained set of biclusters contains very big
number of redundant (overlapping) biclusters. The redundancy is eliminated
with the “from coverage” strategy. It is very important feature of this algorithm
that its results cover all considered data and covers only the considered data –
all biclusters have the accuracy equal to 1.

Other algorithm was developed on the basis of eBi and is the hierarchi-
cal approach to biclustering. HRoBi – the algorithm for Hierarchical Rough
Biclustering – is the first approach for rough and hierarchical biclustering. It
also represents the idea of the rough definition of the bicluster. This idea comes
directly from the Pawlak definition of the rough set [10]. In his representation of
the set it is defined with two other sets called upper and lower approximation.
The simplest interpretation of rough set and its approximations says that if the
element belongs to the lower approximation of the set it surely belongs to the
set and if the element does not belong to the upper approximation of the set it
surely does not belong to the set. In case when both of approximations are equal
we say that the set is exact (is not rough). The border of the rough set is the
relative complement of lower approximation in the upper.
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HRoBi starts with exact biclusters and joins them to rough biclusters itera-
tively. In each iteration two different biclusters (or rough biclusters) whose lower
approximations have nonempty intersection and give the rough bicluster with
the highest inroughness are merged and substituted with the result of merging
in the set of biclusters. The algorithm stops when there are no biclusters having
nonempty intersection of their lower approximations or the smallest inroughness
of biclusters is lower than the level set by the user. This condition helps to as-
sure a compromise between the level of generalisation (smaller number of rough
biclusters) and quality of results (smaller inroughness).

Due to the fact that the algorithm is hierarchical the number of rough biclus-
ters in the result set can be set by the user arbitrarily.

The evaluation of the rough bicluster B, defined with its lower B and upper
B approximations, is done with the roughness measure (or its complement to
one – inroughness). The roughness is defined as the fraction of the number of
elements in the border and the upper approximation of the bicluster:

ρ(B) = |b(B)|/|B| = 1− |B|/|B| = 1− w(B)/|B|

where b(B) means the border of the bicluster B.
It is the measure that says how rough is the bicluster and is the fraction of

the bicluster border and upper approximation capacities.

4 HiBi - Hierarchical Biclustering

The new presented algorithm belongs to the group of hierarchical methods. In
this section also the short description of Ward’s algorithm [16] will be presented
– the algorithm that was the inspiration for us.

4.1 Hierarchical Clustering - Ward’s Approach

Ward’s approach starts with the simple assumption that says that each object is
a single cluster. Then in each iteration joining of two closest clusters is performed
and the new cluster replaces two original ones. The aggregation stops when there
is only one cluster containing all objects. It is important to notice that the real
result of clustering is not the last cluster but the hierarchical structure describing
the order of the clusters joining and the condition of clusters aggregation. The
structure is commonly named as the dendrogram.

Results of the Ward’s clustering can be also presented as the change of the
criterion of joining biclusters in the following iterations. This form does not
contain the information about the particular cluster. On the X axis there is
the number of the iteration and on the Y axis there is the distance between two
merged clusters. This kind of chart is commonly known as the “linkage distance”
chart. This kind of chart for the data shown on the Fig. 2a is shown on the Fig.
2b (the X axis is the logarithmic one).
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Fig. 2. Grouping of synthetic data in Statistica�

4.2 Hierarchical Biclustering – HiBi

HiBi (Hierarchical Biclustering) is the new algorithm of finding biclusters in
the binary (or discrete valued) matrix. It partially refers to the approach started
with the HRoBi algorithm: it also requires an initial set of biclusters and then
joins them iteratively. However, in this case the condition for joining is different
and obtained results are not rough biclusters but just inexact biclusters.

As it was said, HiBi starts with the initial set of exact biclusters (we generated
them with eBi) and starts joining two of them in each iteration. Joint of two
biclusters is defined as the new bicluster which set of rows (columns) is the union
of sets of rows (columns) of origin two biclusters. Two biclusters are joined when
two conditions are satisfied: a) their joining has the highest accuracy from all
possible pairs to be joined, b) their joining accuracy is not smaller than the
assumed level.

When the second condition can not be fulfilled by any pair of biclusters the
algorithm stops. It means that the end of the algorithm is not equivalent with
obtaining the one final bicluster. In every iteration the newly created bicluster
has lower accuracy but its coverage is higher than the coverage of each original
bicluster. Now we can see how important is the role of the assumed level of
accuracy which can be easily interpreted as the minimal accuracy of bicluster.
This level is the compromise between the generalisation and the accuracy of
results. Assuming the minimal accuracy equal to 0 we can obtain the merging
of all biclusters. The performance of the algorithm can be also shown with the
“linking distance” chart.

4.3 Interpretation of the HiBi “Linking Distance”

The main result of the Ward’s clustering is the hierarchical structure describing
the order and conditions of joining clusters in each iteration. The results of the
HiBi can be also shown on the chart called the “linking distance”. The minimal
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bicluster accuracy is presented as the X axis. Then, the number of biclusters is
the function of the X . Now from the chart we can read how the minimal assumed
bicluster accuracy influences the obtained number of biclusters.

5 HiBi – The Case Study

To understand the idea of HiBi let’s analyse a small synthetic, binary dataset
(Tab.1a). The algorithm starts the generalisation of biclusters from the set of
exact biclusters obtained with eBi (Tab.1b) and the assumed minimal bicluster
accuracy is set to 0 (all biclusters will be joined).

Table 1. Case study matrix M and its biclusters from eBi

f∗
1 f∗

2 f∗
3 f∗

4 f∗
5

f1 0 0 0 0 0

f2 0 1 1 1 0

f3 0 0 1 1 0

f4 1 1 1 1 0

f5 0 0 0 0 1

(a) Matrix M

f f∗ acc

B1 f2, f4 f∗
2 , f

∗
3 , f

∗
4 1

B2 f4 f∗
1 , f

∗
2 , f

∗
3 , f

∗
4 1

B3 f5 f∗
5 1

B4 f2, f3, f4 f∗
3 , f

∗
4 1

(b) eBi results for M

During each iteration HiBi calculates accuracy for each pair of different bi-
clusters in the set. In the next step two biclusters which joining gives the highest
value of the considered parameter are joined into one inexact bicluster (Table 2).
We use the accuracy of bicluster as the quality measure.

In this caseB1 and B4 are biclusters joined in the first order. BiclustersB1 and
B4 are removed from the set of biclusters and they are replaced by the new biclus-
ter B14. The output of previous iteration is an input of the next iteration. In the
following iterations the joining of biclusterB14 withB2 andB124 withB4 are done.

The algorithm stops, none pair of remaining biclusters fulfils the assumed cri-
terion: the new bicluster accuracy can not be lower then the assumed level (only
one bicluster remained). It is important to note that, if we assume threshold lower
than the accuracy of the bicluster that is the projection of “ones” to the rows and
columns, then whole dataset will be always generalised into one bicluster.

Table 2. Set of biclusters in the following iterations

iter. f f∗ acc

1 B14 f2, f3, f4 f∗
2 , f

∗
3 , f

∗
4 0.8889

1 B2 f4 f∗
1 , f

∗
2 , f

∗
3 , f

∗
4 1

1 B3 f5 f∗
5 1

2 B124 f2, f3, f4 f∗
1 , f

∗
2 , f

∗
3 , f

∗
4 0.75

2 B3 f5 f∗
5 1

3 B1234 f2, f3, f4, f5 f∗
1 , f

∗
2 , f

∗
3 , f

∗
4 , f

∗
5 0.5
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6 Experiments

Experiments were performed on three discrete datasets. Five algorithms were
taken into the comparison: eBi [14], HRoBi [8], HiBi, BicBin [15] and BiMax
[12]. Description of BicBin and BiMax will be presented in the next part of
the paper. Each obtained set of biclusters was evaluated with the accuracy
and the coverage. The results of comparison are presented in the Table 3a.
Each of the mentioned algorithms covers whole dataset (all ones in the bi-
nary matrix). Computations for eBi, HiBi, HRoBi and BicBin were performed
in Matlab� environment. The BiCat tool was used to obtain results by the
algorithm BiMax [1].

The mentioned group of methods generates three types of biclusters – exact,
inexact and rough. The exact bicluster is defined as submatrix which only consist
of ones (its accuracy is 1), inexact one contains at least one zero while rough
bicluster is described by upper and lower approximations.

6.1 Compared Algorithms

Three algorithms – the new one and two previous ones – were compared with
two algorithms of binary biclustering. A short description of them is presented
below.

The algorithm BiMax finds all exact biclusters among binary dataset for the
given minimal number of rows and columns. The idea of finding biclusters is to
partake dataset into three submatrices. One of them contains only zeros, so it
is not considered in the further analysis. In the next steps the algorithm divide
remaining submatrices in an recursive way until the current matrix represents a
bicluster, it means that it contains only ones [12].

This algorithm works well on sparse binary datasets. It consists of three main
components. The score function which evaluates submatrix, the search algorithm
to restrict the search space of all possible submatrices and an algorithm to extract
all biclusters in an ordered way from a dataset. The algorithm requires two input
parameters called α and β in order to emphasise the importance of rows or
columns in biclusters. If α and β are not equal than rows or columns are rated
higher when score is calculated for a submatrix. The algorithm stops when all
ones in dataset are covered by at least one bicluster. Each run of this algorithm
gives different results, because its starting point is a random number of rows or
columns [15].

6.2 Datasets

To compare our results with other methods three discrete datasets of size 100 x
100 cells were used. The first one (Fig.3a) is similar to the matrix proposed in
[12] and consists of several overlapping squares. The second dataset (Fig.3b) was
obtained by removing several ones in random places from presented on Fig. 3a.
The third dataset (Fig.3c) is the artificial set proposed by authors in [14] and
consists of four discrete values. One of them is considered as the background
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and is not analysed. The matrix contains black cells (#0 – 1415 cells), grey
cells (#77 – 1327 cells, three areas) and light grey cells (#237 – 2148 cells,
banana shape). Level areas do not have sharp edges and some regions of both
grey colours may be considered as overlapping. Numbers correspond to the grey
levels on the image.

(a) Exact data (b) Inexact data (c) “banana matrix”

Fig. 3. Synthetic datasets

Three algorithms (eBi, BicBin and BiMax ) require only the binary matrix
as the input. Two other algorithms (HRoBi and the new one: HiBi) start with
the given matrix and the set of exact biclusters. For this purpose the output of
eBi was used. It also should be mentioned that as in the case of the eBi the
postprocessed results are considered.

As the BicBin requires the setting of α and β parameters (from the range
[0.5; 1.0]) all values from this range with the step 0.1 were considered. It means
that 36 (6 × 6) experiments were performed for each dataset. In the general
comparison only the best results (from the number of biclusters and the maximal
average bicluster accuracy) were shown.

The BiMax algorithm has two parameters: the minimal number of rows (mnr)
and the minimal number of columns (mnc). To assure the coverage of all of the
data we assumed each of them equal to 1.

6.3 Results

The results for each dataset are presented separately (every discrete value from
the “banana matrix” is considered as the separate dataset). Each table contains
calculated value of mean accuracy AvgAcc, its standard deviation StdAcc and
mean coverage AvgAcc. SumCov is the summary coverage, which is a sum of
coverage of all biclusters belonging to the output set. This measure should be
analysed in pair with total coverage, which is proportion of ones in dataset
covered by at least one bicluster. The total coverage TotalCov has been omitted
in presented tables, because all of compared algorithms cover whole dataset. If
total coverage of output set is complete 1 (what means the 100 %), than SumCov
should be understood as level of biclusters overlapping.
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Table 3. Results for biclustering datasets with different algorithms

Algorithm no. of Avg Std Avg Sum
bicl. Acc Acc Cov Cov

BiMax 96 1.00 0.00 0.14 13.19

BicBin α=0.5
β=0.5 13 0.94 0.13 0.08 1.06

BicBin α=0.8
β=0.5 17 0.99 0.00 0.06 1.00

BicBin α=1.0
β=0.5 23 1.00 0.00 0.04 1.00

eBi 15 1.00 0.00 0.16 2.38

HRoBi ρ≥0.95 6 0.77 0.14 0.29 1.72

HiBi acc=0.95 14 1.00 0.00 0.16 2.18

(a) Exact data

Algorithm no. of Avg Std Avg Sum
bicl. Acc Acc Cov Cov

BiMax 2850 1.00 0.00 0.17 481.05

BicBin α=0.5
β=0.5 12 0.90 0.15 0.09 1.06

BicBin α=0.6
β=0.5 16 0.90 0.17 0.06 1.00

BicBin α=1.0
β=0.5 45 0.99 0.05 0.02 1.00

eBi 55 1.00 0.00 0.13 7.31

HRoBi ρ≥0.8 17 0.94 0.06 0.18 3.10

HiBi acc≥0.95 26 0.99 0.01 0.15 3.87

HiBi acc≥0.8 11 0,90 0.08 0.23 2.51

(b) Inexact data

Algorithm no. of Avg Std Avg Sum
bicl. Acc Acc Cov Cov

BiMax 5463 1.00 0.00 0.08 454.81

BicBin α=0.5
β=0.5 11 0.67 0.20 0.10 1.13

BicBin α=0.9
β=0.8 68 0.97 0.10 0.01 1.02

BicBin α=1.0
β=0.8 86 0.99 0.07 0.01 1.01

eBi 103 1.00 0.00 0.10 10.61

HRoBi ρ≥0.95 30 0.92 0.06 0.12 3.64

HiBi acc≥0.95 66 0.99 0.02 0.09 5.77

HiBi acc≥0.8 13 0.85 0.03 0.25 3.21

(c) “banana matrix” v=0

Algorithm no. of Avg Std Avg Sum
bicl. Acc Acc Cov Cov

BiMax 503 1.00 0.00 0.07 35.80

BicBin α=0.5
β=0.5 13 0.60 0.25 0.08 1.07

BicBin α=0.6
β=0.5 16 0.70 0.26 0.06 1.01

BicBin α=0.5
β=1.0 69 0.97 0.18 0.01 1.01

eBi 75 1.00 0.00 0.08 5.93

HRoBi ρ≥0.95 19 0.90 0.08 0.11 2.05

HiBi acc≥0.95 45 0.99 0.02 0.08 3.55

HiBi acc≥0.8 14 0.86 0.04 0.16 2.23

(d) “banana matrix” v=77

Algorithm no. of Avg Std Avg Sum
bicl. Acc Acc Cov Cov

BiMax 30194 1.00 0.00 0.11 3247.28
BicBin α=0.5

β=0.5 11 0.67 0.20 0.10 1.13

BicBin α=0.9
β=0.8 68 0.97 0.10 0.01 1.02

BicBin α=1.0
β=0.8 86 0.99 0.07 0.01 1.01

eBi 118 1.00 0.00 0.07 8.66

HRoBi ρ≥0.5 98 1.00 0.01 0.07 7.18

HRoBi ρ≥0.3 108 1.00 0.00 0.07 7.95

HiBi acc≥0.95 71 0.98 0.02 0.09 6.06

HiBi acc≥0.8 15 0.85 0.03 0.21 3.14

(e) “banana matrix” v=237
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7 Conclusions

7.1 Brief Analysis

In all cases it can be observed that for the assumed total coverage of the data for
the BiMax algorithm it generates a vast number of small biclusters (with small
coverage). Their only advantage is that they are exact and cover the whole
dataset (all considered discrete values). The same effect can be obtained with
the eBi. Performances of HiBi show that it can give comparable and even better
results then BicBin. More advanced analysis will be performed in the next part
of the article on the basis of “linking distance” charts.

7.2 Analysis of the “Linking Distance” Chart

For each dataset we can find the best result of BicBin from the both points
of view: the minimal number of biclusters and the highest average bicluster
accuracy. Figures 4a-4e show the “linking distance” chart generated by HiBi.

We can compare average accuracies and minimal accuracies of both algorithms
in the following way: for the given result of BicBin with the smallest number
of biclusters we compare the average accuracies of BicBin results and the HiBi
results (with the same number of biclusters).

We can also compare numbers of biclusters in the analogous way: for the best
average of accuracy from the BicBin we are looking how many HiBi biclusters
are needed to assure the same (or better) level of the average bicluster accuracy.

Table 4. “linking distance” charts for all datasets
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Table 5. Direct comparison ofBicBin andHiBi (a-e) and final competition summary (f)

criterion algorithm acc #bicl winner

accuracy BicBin 1.00 23
HiBi 1.00 15 1

no. of BicBin 0.94 13
bicl. HiBi 0.95 13 1

(a) Dataset1

criterion algorithm acc #bicl winner

accuracy BicBin 0.99 45
HiBi 0.99 30 1

no. of BicBin 0.90 12 1
bicl. HiBi 0.83 12

(b) Dataset2

criterion algorithm acc #bicl winner

accuracy BicBin 0.99 86 1
HiBi 0.99 90

no. of BicBin 0.67 11
bicl. HiBi 0.78 11 1

(c) v0

criterion algorithm acc #bicl winner

accuracy BicBin 0.97 69
HiBi 0.97 54 1

no. of BicBin 0.60 13
bicl. HiBi 0.78 13 1

(d) v77

criterion algorithm acc #bicl winner

accuracy BicBin 0.99 86 1
HiBi 0.99 108

no. of BicBin 0.67 11
bicl. HiBi 0.73 11 1

(e) v237

dataset criterion
accuracy no. of bicl.

exact HiBi HiBi
inexact HiBi BicBin
#0 BicBin HiBi
#77 HiBi HiBi
#237 BicBin HiBi

(f)

First five tables (5a - 5e) shows the direct comparison of best results generated
with two algorithms. Criterion points the considered quality index and winner
equal to 1 points the better algorithm.

The last “competition” table (Table 5f) summarises results for every dataset
directly. In the following rows there are names of winning algorithms due to the
considered criterion.

8 Further Works

The promising results of generalisation exact biclusters with the HiBi algorithm
on the synthetic data allow us to expect similar behaviour of the algorithm on
the real data. Apart from this our next goal will be to provide the methodology
of finding the optimal value of the minimal bicluster accuracy.

Acknowledgements. This work was supported by the European Union from
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Hennig, L., Thiele, L., Zitzler, E.: A systematic comparison and evaluation of
biclustering methods for gene expression data. Bioinformatics 22(9), 1122–1129
(2006)

13. Rodriguez-Baena, D., Perez-Pulido, A., Aguilar, J.: A biclustering algorithm for ex-
tracting bit-patterns from binary datasets. Bionformatics 27(19), 2738–2745 (2011)

14. Stawarz, M., Michalak, M.: eBi - The Algorithm for Exact Biclustering. In:
Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R., Zadeh, L.A., Zu-
rada, J.M. (eds.) ICAISC 2012, Part II. LNCS, vol. 7268, pp. 327–334. Springer,
Heidelberg (2012)

15. Uitert, M., Meuleman, W., Wessels, L.: Biclustering sparse binary genomic data.
Journal of Computational Biology 15(10), 1329–1345 (2008)

16. Ward, J.: Hierarchical Grouping to Optimize an Objective Function. Journal of
the American Statistical Association 58(301), 236–244 (1963)

17. Wren, J., Garner, H.: Shared relationship analysis: ranking set cohesion and com-
monalities within a literature-derived relationship network. Bioinformatics 20(2),
191–198 (2004)



Asymmetric k-means Clustering
of the Asymmetric Self-Organizing Map

Dominik Olszewski1, Janusz Kacprzyk2, and Sławomir Zadrożny2

1 Faculty of Electrical Engineering,
Warsaw University of Technology, Poland

dominik.olszewski@ee.pw.edu.pl
2 Systems Research Institute,

Polish Academy of Sciences, Poland
{janusz.kacprzyk,slawomir.zadrozny}@ibspan.waw.pl

Abstract. In this paper, an asymmetric approach to clustering of the
asymmetric Self-Organizing Map (SOM) is proposed. The clustering is
performed using an improved asymmetric version of the well-known k-
means algorithm. The improved asymmetric k-means algorithm is the
second proposal of this paper. As a result, we obtain the two-stage fully-
asymmetric data analysis technique. In this way, we maintain the struc-
tural consistency of the both utilized methods, because they are both
formulated in asymmetric version, and consequently, they both properly
adjust to asymmetric relationships in analyzed data. The results of our
experiments confirm the effectiveness of the proposed approach.

Keywords: Self-Organizing Map, Asymmetric Self-Organizing Map,
Clustering, k-means algorithm, Asymmetric k-means algorithm.

1 Introduction

The Self-Organizing Map (SOM) [1] is an example of the artificial neural network
architecture. This approach can be also interpreted as a visualization technique,
since the algorithm may perform a non-linear projection from a multidimensional
space to a 2-dimensional space, this way creating a map structure. The location
of points in 2-dimensional grid aims to reflect the similarities between the corre-
sponding objects in multidimensional space. Therefore, the SOM algorithm al-
lows for visualization of relationships between objects in multidimensional space.
The asymmetric version of the SOM algorithm was introduced in [2], and the
justification of the asymmetric approach was extended in [3].

The visualization provided by SOM may be further analyzed, and conse-
quently, two-stage data processing methods can be developed. An example of
such a two-phase technique may be the SOM clustering leading to forming of
the clusters on the SOM grid. The approach, proposed in this paper, belongs
to such a class of data analysis methods. The SOM clustering, itself, has been
extensively studied, and a variety of solutions has been developed [4–7].

L. Rutkowski et al. (Eds.): ICAISC 2014, Part II, LNAI 8468, pp. 772–783, 2014.
c© Springer International Publishing Switzerland 2014
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The k-means clustering algorithm [8, 9] is a well-known statistical data analy-
sis tool used in order to form arbitrary settled number of clusters in an analyzed
dataset. The algorithm aims to separate clusters of possibly most similar objects.
Object represented as a vector of d features can be interpreted as a point in d-
dimensional space. Hence, the k-means algorithm can be formulated as follows:
given n points in d-dimensional space, and the number k of desired clusters, the
algorithm seeks a set of k clusters so as to minimize the sum of squared dissim-
ilarities between each point and its cluster centroid. The name “k-means” was
introduced in [8], however, the algorithm, itself, was formulated by H. Steinhaus
in [9].

The asymmetric version of the k-means clustering algorithm was introduced
in [10]. However, the asymmetry in the algorithm in [10] arises caused by use of
dissimilarities, which are defined as asymmetric (e.g., the Kullback-Leibler diver-
gence). On the other hand, the paper [11] proposes the asymmetric k-means al-
gorithm using the symmetric similarities, which are asymmetrized by employing
the asymmetric coefficients. This kind of approach provides a proper adjustment
to the asymmetric relationships in analyzed data. Therefore, in this paper, we
utilize the asymmetric version of the k-means algorithm introduced in [11], we
improve it, and employ it for cluster analysis on the asymmetric SOM.

1.1 Our Proposal

The improvement of the asymmetric k-means algorithm, introduced in this pa-
per, consists in utilizing the number of objects in clusters in the computation of
the asymmetric similarities. In this way, the algorithm more accurately reflects
the asymmetric nature of analyzed data. In order to achieve this purpose, we in-
troduce the cluster coefficients, which convey the information about the number
of objects in clusters. The novel improved version of the asymmetric k-means
algorithm uses both coefficients – the asymmetric coefficients, like it was done
in [11], and cluster coefficients, which is the novel proposal of this paper.

Finally, we combine the asymmetric SOM visualization technique and the
improved asymmetric k-means algorithm in order to perform the two-stage asym-
metric cluster analysis. The SOM visualization method provides only a projec-
tion from an input high-dimensional space to an output 2-dimensional space.
Any further data analysis should be performed using certain additional appro-
priate tools. In our research, we continue the data processing using the clustering
technique, i.e., the enhanced asymmetric k-means clustering algorithm, and con-
sequently, we obtain clusters of points in 2-dimensional space corresponding to
objects in the input high-dimensional space.

The general order of the data analysis in our work is following: First, the asym-
metric SOM is generated, and then, the prototypes in the grid of the asymmetric
SOM are clustered using the asymmetric k-means algorithm. In other words, the
clustering process is carried out on the output data of the asymmetric SOM, i.e.,
in 2-dimensional space.

In this way, we maintain the structural consistency between the asymmetric
SOM and the asymmetric k-means, i.e., both employed methods are asymmetry-
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sensitive, and therefore, both can effectively operate on the asymmetric data. As
a result, we obtain a fully-asymmetric two-stage data analysis approach.

Recapitulating, this paper proposes:

– the improvement of the asymmetric k-means algorithm,
– the asymmetric k-means clustering of the asymmetric SOM.

2 Asymmetry in Data

The problem of asymmetry in data analysis was relatively rarely studied in the
literature. The research of Okada and Imaizumi [12–14] is focused on using the
dominance point governing asymmetry in the proximity relationships among
objects, represented as points in the multidimensional Euclidean space. They
claim that ignoring or neglecting the asymmetry in proximity analysis discards
potentially valuable information. On the other hand, Zielman and Heiser in [15]
consider the models for asymmetric proximities as a combination of a symmetric
similarity component and an asymmetric dominance component. The authors
of [2] propose the asymmetric version of the Self-Organizing Map, which is ex-
tended in [3]. Finally, the paper [10] introduces the asymmetric version of the
k-means clustering algorithm using the dissimilarities, which are defined as asym-
metric (e.g., the Kullback-Leibler divergence), and the paper [11] proposes the
asymmetric k-means algorithm using the asymmetric coefficients.

When an analyzed dataset appears to have asymmetric properties, the sym-
metric measures of similarity or dissimilarity (e.g., the most popular Euclidean
distance) does not apply properly to this phenomenon, and for most pairs of
data points, they produce small values (in case of similarities). Consequently,
they do not reflect accurately the relationships between objects. The asymmetry
in dataset arises, e.g., in case, when the data associations have a hierarchical
nature. The hierarchical connections in data are closely related to the asymme-
try. This relation has been noticed in [16]. In case of the dissimilarity, when it is
computed in the direction – from a more general entity to a more specific one –
it should be greater than in the opposite direction. As stated in [2], asymmetry
can be interpreted as a particular type of hierarchy.

An idea to overcome this problem is to employ the asymmetric similarities and
dissimilarities. They should be applied in algorithms in such a way, so that they
would properly reflect the hierarchical asymmetric relationships between objects
in analyzed dataset. Therefore, it should be guaranteed that their application is
consistent with the hierarchical associations in data. This can be achieved by use
of the asymmetric coefficients and cluster coefficients, inserted in the formulae
of symmetric measures. In this way, we can obtain the asymmetric measures
on the basis of the symmetric ones. The asymmetric coefficients and cluster
coefficients should assure the consistency with the hierarchy. Hence, in case of
the similarities, they should assure greater values in the direction – from more
specific concept to more general one.
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2.1 Asymmetric Coefficients

Asymmetric coefficients convey the information provided by asymmetry. Two
coefficients were introduced in [17]. The first one is derived from fuzzy-logic-
based index, and the second one is formulated on the basis of the Kullback-
Leibler divergence. Both of these quantities are widely used in statistics and
probability theory. In our experimental study, we have used the first of these
coefficients.

Hence, the fuzzy-logic-based asymmetric coefficient is formulated as follows:

ai =
|xi|

maxj (|xj |) , (1)

where xi, i = 1, . . . , n is the ith object in analyzed dataset, n is the total number
of objects, and |·| is the L1-norm.

This coefficient takes values in the 〈0, 1〉 interval, and it will become large for
objects with large L1-norm.

The asymmetric coefficient is assigned to each object in an analyzed dataset.

2.2 Cluster Coefficients

Cluster coefficients allow to utilize the information about the cluster member-
ships. In other words, they convey the information about the cardinality of clus-
ters. Cluster centroids are computed on the basis of objects belonging to a given
cluster. Consequently, a centroid of a cluster reflects the properties of all objects
in that cluster. Therefore, cluster centroids are the entities of a very high level of
generality, and consequently, they strongly generate the hierarchy in data analy-
sis. Considering that the hierarchical associations result in asymmetric character
of data, the cluster centroids essentially affect the asymmetric relationships be-
tween objects in an analyzed dataset, and this fact should be taken into account,
when the similarities are computed.

In this paper, we introduce the following cluster coefficient:

ηj =

{
nj

maxi(|xi|) for the direction from object to centroid
1

maxi(|xi|) for the direction from centroid to object
, (2)

where nj , j = 1, . . . , k is the number of objects in the jth cluster, k is the number
of clusters, i = 1, . . . , n, n is the total number of objects, and |·| is the L1-norm.

This coefficient takes values in the 〈0, 1〉 interval. It becomes larger for clusters
with a larger number of objects (when the direction from object to centroid is
considered).

The cluster coefficient is assigned to each cluster in an analyzed dataset.
The values of the cluster coefficients need to be updated each time, when

the cardinality of a cluster changes. Hence, in case of the k-means clustering
algorithm, the values of the cluster coefficients should be updated each time a
new object is assigned to a cluster.
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3 Asymmetric Self-Organizing Map

The traditional symmetric SOM algorithm provides a non-linear mapping be-
tween a high-dimensional original data space and a 2-dimensional map of neu-
rons. The neurons are arranged according to a regular grid, in such a way that
the similar vectors in input space are represented by the neurons close in the
grid. Therefore, the SOM technique visualize the data associations in the input
high-dimensional space.

According to [2], the results obtained by the SOM method are equivalent to
the results obtained by minimizing the following error function with respect to
the prototypes wr and ws:

e (W) =
∑
r

∑
xi∈Vr

∑
s

hrsd
2 (xi, ws) (3)

≈
∑
r

∑
xi∈Vr

d2 (xi, wr) + K
∑
r

∑
s�=r

hrsd
2 (wr, ws) , (4)

where xi, i = 1, . . . , n is the ith object in high-dimensional space, n is the total
number of objects; wr , r = 1, . . . ,m and ws, s = 1, . . . ,m are the prototypes
of objects in the grid; m is the total number of prototypes/neurons in the grid;
hrs is a neighborhood function (e.g., the Gaussian kernel) that transforms non-
linearly the neuron distances (see [1] for other choices of neighborhood functions);
d (·, ·) is the Euclidean distance; and Vr is the Voronoi region corresponding to
prototype wr. The number of prototypes is assumed to be sufficiently large so
that d2 (xi, ws) ≈ d2 (xi, wr) + d2 (wr, ws).

In order to formulate the asymmetric version of the SOM algorithm, we will
refer to the error function (4).

The asymmetric SOM algorithm is derived in three steps:

Step 1. Transform a symmetric dissimilarity (e.g., the Euclidean distance) into
a similarity:

sSYM
is = C − d2 (xi, ws) , (5)

where d (·, ·) is the Euclidean distance, the constant C is the upper
boundary of the squared Euclidean distance over the entire dataset, and
the rest of notation is described in (4).

Step 2. Transform the symmetric similarity into the asymmetric similarity:

sASYM
is = ai

(
C − d2 (xi, ws)

)
, (6)

where ai is the asymmetric coefficient defined in Subsection 2.1, in (1),
and the rest of notation is described in (5). The asymmetric similarity
defined in this way using the asymmetric coefficient, guarantees the con-
sistency with the asymmetric hierarchical associations among objects in
the dataset.
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Step 3. Insert the asymmetric similarity in the error function (4), in order to
obtain the energy function, which needs to maximized:

E (W) =
∑
r

∑
xi∈Vr

∑
s

hrsai
(
C − d2 (xi, ws)

)
, (7)

where the notation is explained in (4), (5), and (6). The energy func-
tion (7) can be optimized in the similar way as the error function (4).
For detailed information, see [18] or [3].

An important property of the asymmetric SOM algorithm is that
it maintains the simplicity of the traditional symmetric approach, and
does not increase the computational complexity.

4 Asymmetric Clustering of Asymmetric Self-Organizing
Map

In order to obtain a structural consistency in data analysis, the asymmetric
SOM, discussed in Section 3, is clustered by means of the asymmetric cluster-
ing approach. We have chosen the improved version of the asymmetric k-means
algorithm for this purpose. This choice was motivated by the fact that the tra-
ditional version of the k-means method is well-known as a very effective and
efficient clustering technique, and the asymmetric form of this algorithm assures
the consistency with the asymmetric version of the Self-Organizing Map.

The neurons in the grid of the asymmetric SOM are used as input for the
asymmetric k-means algorithm. In other words, the clustering process is carried
out in the output space of the asymmetric SOM.

The improved asymmetric k-means clustering algorithm consists of two alter-
nating steps:

Step 1. Forming of the clusters: The algorithm iterates over the entire set of
neurons (each neuron being represented by the vector of weights de-
termined during the process of the SOM training), and allocates each
neuron to the cluster represented by the centroid – nearest to this neu-
ron. The nearest centroid is determined using a chosen similarity mea-
sure. Hence, for each neuron νr, r = 1, . . . ,m in an analyzed SOM, the
following maximal squared similarity has to be found:

max
j

arηjs
2 (νr, cj) , (8)

where s (·, ·) is a chosen similarity measure; ar, r = 1, . . . ,m is the
asymmetric coefficient defined in Subsection 2.1, in (1); ηj , j = 1, . . . , k
is the cluster coefficient defined in Subsection 2.2, in (2); cj , j = 1, . . . , k
is the centroid of the jth cluster; m is the total number of neurons in
the grid; and k is the number of clusters.



778 D. Olszewski, J. Kacprzyk, and S. Zadrożny

Step 2. Finding centroids for the clusters: For each cluster, a centroid is deter-
mined on the basis of neurons belonging to this cluster. The algorithm
calculates centroids of the clusters so as to maximize the given energy
function:

E (Υj) =

nj∑
r=1

arηjs
2 (νr, cj) , (9)

where Υj , j = 1, . . . , k is the jth cluster; nj , j = 1, . . . , k is the number
of neurons in the jth cluster; and the rest of notation is described in (8).

Both these steps must be carried out with the same dissimilarity measure, in
order to guarantee the monotonicity property of the k-centroids algorithm.

Steps 1 and 2 have to be repeated until the termination condition is met.
The termination condition might be either reaching convergence of the iterative
application of the function (10), or reaching the pre-defined number of cycles.

After each cycle (Step 1 and 2), the value of the energy function (10) needs
to be computed for the entire analyzed set of neurons, in order to track the
convergence of the whole clustering process:

E (Υ ) =

k∑
j=1

nj∑
r=1

arηjs
2 (νr, cj) , (10)

where Υ is the whole set of SOM neurons, and the rest of the notation is described
in (8).

The proposed asymmetric version of the k-means clustering algorithm main-
tains the computational simplicity and efficiency of the classical symmetric
approach, and therefore, the entire proposed asymmetric combination of asym-
metric SOM and asymmetric k-means is characterized by the significant advan-
tage of low computational complexity.

Unfortunately, also the well-known drawback of the standard symmetric k-
means algorithm regarding the uncertainty of its convergence process still holds.
Likewise the traditional technique, the proposed method does not assure the
convergence to globally optimal solution. Random initialization of the considered
method is another major issue. The algorithm needs to be multistarted with
random starts in order to return a reasonable solution.

5 Experiments

Our experimental study aims to confirm that clustering of asymmetric SOM by
means of the asymmetric k-means algorithm is superior over clustering of the
traditional symmetric SOM using the traditional symmetric k-means method,
and over clustering of asymmetric SOM using the classical symmetric k-means
algorithm. The experiments have been carried out on real data in the three
different research fields: in the field of words clustering, in the field of sound
signals clustering, and in the field of human heart rhythm signals clustering.
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The first part of the experimental study was conducted on the large dataset
of high-dimensionality (Subsection 5.3), while the remaining two experimental
parts were carried out on smaller datasets, but also of high-dimensionality (Sub-
section 5.4 and Subsection 5.5). In this way, one can assess the performance of
the investigated methods operating on datasets of different size and nature, and
consequently, one can better evaluate the effectiveness of the proposed approach.

The words clustering experiment was conducted on the “Bag of Words” dataset
from the UCI Machine Learning Repository [19].

The sound signals clustering was carried out on the piano music recordings,
and the human heart rhythm signals clustering was conducted using the ECG
recordings derived from the MIT-BIH ECG Databases [20].

5.1 Evaluation Criterion

In case of all three parts of our experiments, we have compared the clustering
results obtained using the investigated methods. As the basis of the comparisons,
i.e., as the clustering evaluation criteria, we have used the accuracy rate [3, 10].

– Accuracy rate. This evaluation criterion determines the number of cor-
rectly assigned objects divided by the total number of objects.

Hence, for the ith cluster, the accuracy rate is determined as follows:

qi =
mi

ni
, (11)

where mi, i = 1, . . . , k is the number of objects correctly assigned to the ith
cluster by the compared algorithms; ni, i = 1, . . . , k is the number of objects
known to belong to the ith cluster (“gold standard”); and k is the number of
clusters.

And, for the entire dataset, the total accuracy rate is determined as
follows:

qtotal =
m

n
, (12)

where m is the total number of correctly assigned objects, and n is the total
number of objects in the entire dataset.

The accuracy rates qi and the total accuracy rate qtotal assume values in
the interval 〈0, 1〉, and naturally, greater values are preferred.

The total accuracy rate qtotal was used in our experimental study as the
main basis of the clustering accuracy comparison of the three investigated
approaches.

Because of the non-deterministic nature of all the examined methods (ini-
tializations), each of them was run 50 times, and the average accuracies and
uncertainty degrees were calculated in order to obtain reliable results.
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5.2 Feature Extraction

Features of the time series considered in Subsection 5.4 and Subsection 5.5 have
been extracted using a method based on the discrete Fourier transform (DFT).
For the details of the DFT-based feature extraction method the reader is referred
to, e.g., [21].

5.3 Words Clustering

In the first part of our experimental study, we have utilized excerpts from the
“Bag of Words” dataset from the UCI Machine Learning Repository [19]. It is a
high-dimensional dataset of strongly asymmetric nature, especially useful in case
of the asymmetric data relationships analysis. It is so, because of the significant
differences in frequencies of occurrences of different words in the entire dataset,
and because of the natural hierarchical structure of the word, which may be
organized along the relation broader/narrower term. Therefore, the experimental
investigation on the “Bag of Words” dataset clearly shows the superiority of the
proposed asymmetric approach over its traditional symmetric counterpart.

The “Bag of Words” dataset consists of five text collections: Enron e-mail
collection, Neural Information Processing Systems (NIPS) full papers, daily KOS
blog entries, New York Times news articles, and PubMed abstracts. The total
number of analyzed words was approximately 10,868,000.

The investigated methods were forming five clusters representing those five
text collections in the “Bag of Words” dataset.

Text Feature Extraction. Feature extraction of the textual data investigated
in this part of our experimental study was carried out using the term frequency
– inverse document frequency (tf-idf ) approach. The Vector Space Model (VSM)
constructed in this way is particularly useful in our research, because it implicitly
captures the terms frequency (both: local – document-dependent and global –
collection-dependent), which are the source of the hierarchy-based asymmetric
relationships in analyzed data (i.e., in this case, between words).

Experimental Results. The results of this part of our experiments are re-
ported in Table 1, where the total accuracy rates obtained for each investigated
approach are presented.

The average (arithmetic average) numbers of words assigned to correct clus-
ters reported in Table 1 (in numerators of the ratio fractions) were rounded to
the nearest integer values.

The results of this part of our experimental study show that clustering of the
asymmetric SOM using the asymmetric k-means algorithm outperforms cluster-
ing of the symmetric SOM using the symmetric k-means, and clustering of the
asymmetric SOM using the symmetric k-means. The proposed approach leads
to the higher clustering accuracy measured on the basis of the total accuracy
rate.
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Table 1. Accuracy rates of the words clustering

Investigated approach qtotal
Symmetric SOM & symmetric k-means 8,389,009/10,868,000 = 0.7719
Asymmetric SOM & symmetric k-means 8,945,451/10,868,000 = 0.8231
Asymmetric SOM & asymmetric k-means 9,817,064/10,868,000 = 0.9033

5.4 Piano Music Composer Clustering

In this part of our experiments, the investigated methods were forming three clus-
ters representing three piano music composers: Johann Sebastian Bach, Ludwig
van Beethoven, and Fryderyk Chopin.

Each music piece was represented by a 30-seconds sound signal sampled with
the 44100 Hz frequency. The entire dataset consisted of 32 sound signals.

Experimental Results. The results of this part of our experiments are re-
ported in Table 2, which presents the accuracy rates corresponding to each of
the examined approaches.

The average (arithmetic average) numbers of signals assigned to correct clus-
ters reported in Table 2 (in numerators of the ratio fractions) were rounded to
the nearest integer values.

The size of the constructed SOM was 11x9 neurons. The number of clusters
in the k-means clustering was set to 3.

Table 2. Accuracy rates of the piano music composer clustering

Investigated approach qtotal
Symmetric SOM & symmetric k-means 27/32 = 0.8438
Asymmetric SOM & symmetric k-means 30/32 = 0.9375
Asymmetric SOM & asymmetric k-means 32/32 = 1.0000

Also in this part of our experiments, the proposed combination of the asym-
metric SOM and the asymmetric k-means clustering appeared to be superior
over the other two investigated data analysis approaches.

5.5 Human Heart Rhythms Clustering

The human heart rhythm signals clustering experiment was carried out on the
dataset of ECG recordings derived from the MIT-BIH ECG Databases [20].

In this part of our experiments, the investigated methods were forming three
clusters representing three types of human heart rhythms: normal sinus rhythm,
atrial arrhythmia, and ventricular arrhythmia. This kind of clustering can be
interpreted as the cardiac arrhythmia detection and recognition based on the
ECG recordings.
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We analyzed 20-minutes ECG holter recordings sampled with the 250 Hz
frequency. The entire dataset consisted of 63 ECG signals.

Experimental Results. The results of this part of our experiments are pre-
sented in Table 3, which is constructed in the same way as in Subsection 5.4.

The size of the constructed SOM was 21x7 neurons. The number of clusters
in the k-means clustering was set to 3.

Table 3. Accuracy rates of the human heart rhythms clustering

Investigated approach qtotal
Symmetric SOM & symmetric k-means 45/63 = 0.7143
Asymmetric SOM & symmetric k-means 49/63 = 0.7778
Asymmetric SOM & asymmetric k-means 56/63 = 0.8889

Finally, in the last part of our empirical study, the proposed marriage of
the asymmetric SOM and the asymmetric k-means clustering produced results
superior over the results returned by the two reference methods, confirming the
usefulness and effectiveness of the proposed solution.

6 Summary

In this paper, the two-stage data analysis approach was proposed. The first
step consisted in data visualization by means of the asymmetric SOM, while
in the second step, the asymmetric SOM was clustered using the asymmetric
k-means algorithm. This kind of combination assures that in both these steps,
the asymmetric relationships in data will be taken into account and properly
handled by both methods. In this way, the introduced approach maintains the
structural consistency of the entire analysis.
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Abstract. In this paper we present a clustering technique called Den-
Clust that produces high quality initial seeds through a deterministic
process without requiring an user input on the number of clusters k and
the radius of the clusters r. The high quality seeds are given input to
K-Means as the set of initial seeds to produce the final clusters. DenClust
uses a density based approach for initial seed selection. It calculates the
density of each record, where the density of a record is the number of
records that have the minimum distances with the record. This approach
is expected to produce high quality initial seeds for K-Means resulting
in high quality clusters from a dataset. The performance of DenClust is
compared with five (5) existing techniques namely CRUDAW, AGCUK,
Simple K-means (SK), Basic Farthest Point Heuristic (BFPH) and New
Farthest Point Heuristic (NFPH) in terms of three (3) external cluster
evaluation criteria namely F-Measure, Entropy, Purity and two (2) in-
ternal cluster evaluation criteria namely Xie-Beni Index (XB) and Sum
of Square Error (SSE). We use three (3) natural datasets that we obtain
from the UCI machine learning repository. DenClust performs better
than all five existing techniques in terms of all five evaluation criteria for
all three datasets used in this study.

Keywords: Clustering, Cluster Evaluation, K-Means, Data Mining.

1 Introduction

Clustering groups similar records in a cluster and dissimilar records in different
clusters. It extracts hidden patterns, from enormous amount of data, that help
in various decision making processes. Therefore, it is crucial to produce good
quality clusters from a dataset.

K-Means is a widely used clustering technique, where the number of clusters
(k) needs to be provided by a user even before the clustering process starts [1]
[2] [3] [4]. Based on a user defined number of clusters, K-Means first randomly
selects k number of records as the initial seeds. It then goes through the clustering
processes and finally identifies k cluster centers, where each center represents a
set of records that belong to the cluster.
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An drawback of K-Means is its requirement of the user input on k. It can
be difficult for a user (data miner) to estimate the correct value for k [5] [6].
Another drawback is the possibility of selecting poor quality initial seeds due to
the random seed selection criteria of K-Means. A set of poor quality initial seeds
may lead to a poor quality clustering result [1] [7] [8].

An existing clustering technique called CRUDAW [9] obtains the initial seeds
and the number of clusters automatically through a deterministic process. The
deterministic process of CRUDAW requires a user defined radius r (of a cluster),
which is then used for producing the number of clusters and the initial seeds.
However, it can be difficult for a user to guess a useful value of r especially when
the user does not have good understanding on the dataset.

In this study, we propose a novel clustering technique called DenClust, which
produces the number of clusters k and the high quality initial seeds through a
deterministic process without requiring a user input on any parameters such as k
and r. For the selection of initial seeds from a dataset, DenClust first calculates
the density (score) of each record. The score of a record Ri the number of records
for which Ri is the nearest neighbor. The record Rj that has the highest score
is considered as the first seed S1. The first seed S1 and all records for which
S1 is the closest neighbor are then removed from the dataset in order to select
the other seeds. For the remaining records of the dataset, DenClust repeats the
same process to select the subsequent seeds. The seed selection process continues
while the number of the remaining records is greater than a threshold (T ) that
has a default value. The value of T can be adjusted if necessary.

Since the initial seeds selected by DenClust are the centers of a dense region
they are expected to represent the natural clusters. Therefore, the initial seeds
are expected to be of high quality. Our empirical analysis to evaluate the quality
of initial seeds (presented in Section 4) also supports this expectation. The initial
seeds are then given input to K-Means to produce the final clusters of a dataset.
High quality initial seeds are expected to produce high quality clusters. Our
experimental results also indicate the superiority of DenClust.

To evaluate the performance of DenClust, we implement DenClust and a few
other existing clustering techniques namely CRUDAW [9], AGCUK [10], Sim-
ple K-Means (SK) [2] [3], Basic Farthest Point Heuristic (BFPH) [11], and New
Farthest Point Heuristic (NFPH) [11]. Three external cluster evaluation criteria
(F-measure, Entropy and Purity) and two internal cluster evaluation criteria
(Xie-Beni Index (XB) and Sum of Square Error (SSE)) [2] [9] [12] are used. We
use three natural datasets that we obtain from the UCI Machine learning repos-
itory [13]. Our experimental results indicate that the performance of DenClust
is better than the existing techniques in terms of all the evaluation criteria. We
also compare the computational time of the techniques.

The structure of the paper is as follows. In Section 2, we present some ex-
isting clustering techniques. Our proposed clustering technique is presented in
Section 3. An analysis of the quality of the initial seeds is presented in Section 4.
The experimental results and discussions are presented in Section 5. Finally we
give some concluding remarks in Section 6.
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2 Background Study

We consider a dataset D having n records D={R1,R2,. . . ,Rn}, and m attributes
A={A1,A2,. . . ,Am}. The attributes of a dataset can be categorical and/or nu-
merical. We present a toy dataset in Table 1. The dataset has 10 records and
4 attributes (Age, Marital-Status, Qualification, and Occupation), where Age
is a numerical attribute and others are categorical attributes. The domain of
Age is [30, 65]. The domain values of Marital-Status, Qualification and Occupa-
tion are {Single, Married}, {PhD, Master, Bachelor} and {Academic, Engineer,
Physician}, respectively.

Table 1. A toy dataset

Record Age Marital-Status Qualification Occupation

R1 65 Married PhD Academic
R2 30 Single Master Engineer
R3 45 Married Master Engineer
R4 30 Single Bachelor Physician
R5 55 Married PhD Academic
R6 35 Single Bachelor Physician
R7 60 Married PhD Academic
R8 45 Single Bachelor Physician
R9 35 Single Master Engineer
R10 42 Married Master Engineer

Simple K-Means requires a user to input the number of clusters k. It then ran-
domly selects k records as the initial seeds from a data set [2] [3]. All other records
are assigned to the nearest seeds to form the initial set of clusters. Based on the
records in each cluster, Simple K-Means re-calculates the seed of each cluster [2]
[14]. All records of the dataset are assigned again to different clusters in such a
way that a record is assigned to the cluster, the seed of which has the minimum
distance with the record. The process continues until one of the termination con-
ditions (user defined number of iterations and a minimum difference between the
values of the objective function in two consecutive iterations) are satisfied.

Basic Farthest Point Heuristic (BFPH) [11] also requires the number of clus-
ters/seeds as a user input. It then randomly selects a record as the first initial
seed. However, unlike Simple K-Means, the other seeds are selected determinis-
tically. The record having the maximum distance with the first seed is selected
as the second seed. For the selection of the third seed, the distance between a
record and its nearest seed is used. The record having the maximum distance
(with its nearest seed) is considered as the third seed. The seed selection process
continues until BFPH produces the user defined number of initial seeds or runs
out of records. The initial seeds are given to Simple K-means to produce the
final clusters.

New Farthest Point Heuristic (NFPH) [11] also requires the number of clusters
as an input. However, it selects all seeds (including the first seed) deterministically.
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It first calculates the score of each record based on the frequency of each attribute
value of the record. The frequencies of the attribute values appearing in a record
are added together to obtain the score of the record. The record having the highest
score is considered as the first seed. The other seeds are selected by using the same
approach of BFPH, where the record having the maximum distance with the first
seed is selected as the second seed and so on.

NFPH works on a dataset that has only categorical attributes. In this paper
for the experiment of NFPH, if a dataset has a numerical attribute we then
categorize values of the numerical attribute to calculate score for each record.
The number of categories of a numerical attribute is computed by the square
root of the domain size of the numerical attribute.

3 DenClust: A Novel Cluestering Technique

In this study we propose a clustering technique called DenClust, which auto-
matically computes the number of initial seeds without requiring a user input
on the parameters such as the number of clusters k and the radius r. It uses
a deterministic process to produce the initial seeds that represent the densest
regions of a dataset. The initial seeds are then fed into K-Means to produce the
final clusters of the dataset. The initial seeds are conceptually similar to the
cluster centers since each seed represents a dense region and no duplicate seeds
are chosen from the same region. Therefore, the initial seeds selected by Den-
Clust are expected to be of high quality and good clustering results are expected
when the high quality initial seeds are given input to K-Means. The main steps
of DenClust are as follows (see Algorithm 1).

Step 1: Automatic selection of high quality initial seeds.
Step 2: Initial Seeds are fed into K-Means to produce final clusters.

Step 1: Automatic selection of high quality initial seeds.

We consider that out of all attributes A = {A1, A2, . . . Am} of a dataset
some can be numerical while the others can be categorical. Let us assume that
there are p numerical attributes An = {A1, A2, . . . Ap} and (m − p) categorical
attributes Ac = {Ap+1, Ap+2, . . . Am}. DenClust first normalizes each numerical
attribute in the range between 0 to 1 in order to give equal emphasis to each
numerical attribute while calculating the distance between two records. If the
ath numerical attribute Aa has the domain [l, u], where l is the lower and u is the
upper limit of the domain and Ri,a is the ath attribute value of the ith record,

then the normalized value of Ri,a is n(Ri,a) =
Ri,a−l
u−l .

Let, a categorical attribute Ap+b = {ab1, ab2 . . . abq} has q domain values. Den-
Clust computes the similarity of each pair of values (abi, abj), sim(abi, abj); ∀i, j
using an existing technique [15]. However, DenClust is not limited to the tech-
nique [15] and any other suitable technique can be used. The similarity of a
value pair varies between 0 and 1, where 0 means no similarity and 1 means a
complete similarity. The distance between two values of an attribute σ(abi, abj)



788 M.A. Rahman, M.Z. Islam, and T. Bossomaier

is calculated as σ(abi, abj) = 1 − sim(abi, abj). Therefore, σ(abi, abj) also varies
between 0 and 1, where a lower value means a smaller distance. While many
existing techniques [3] [16] consider the distance between two categorical values
to be either 0 or 1 (and nothing in between), Denclust considers them to be any-
thing between 0 and 1 - based on the similarity between the values. DenClust
then calculates distance between all pair of records using Equation 1 as follows.

δ(Ri, Rj) =

|Ap|∑
a=1

|n(Ri,a)− n(Rj,a)|+
m∑

b=|Ap|+1

σ(Ri,b, Rj,b) (1)

Algorithm 1. DenClust

Input : A dataset D, a threshold T (default 0.5%), the number of
iterations N for K-Means and a threshold ε for K-Means

Output: A set of clusters C

Set S ← φ /*S is a set of initial seeds. Initially S is set to null*/
/*Step 1: Automatic selection of initial seeds*/
D′ ← Normalize(D) /*Numerical attributes of D are normalized*/
count = 0
while |D′| ≥ T do

Score ← CalculateScore(D′)/*Score contains density of each record*/
R ← FindMax(Score)/*the record R has the maximum density*/
count = count + 1
if Score(R) ≥ T OR count ≤ 2 then

d ← Neighbor(D′, R)/*d is the set of neighbors of R */
S ← S ∪ R/*add R in the set S */
D′ ← D′ − d

else
break

/*Step 2: Feed the Initial Seeds to K-Means to produce the final clusters*/
Set Ocur ←0, Oprev ←0
for t ← 1 to N do

C ← PartitionRecord(D′, S)/*Partitions the records into clusters */
S ← CalculateSeed(C)/*Seed calculation */
Ocur ← SSE(D′, S)/* SSE is the K-Means objective function */
if ( t > 1 and | Ocur-Oprev | ≤ ε ) then

Break;

Oprev ← Ocur

C ← PartitionRecord(D′, S) /*Produce the final clusters*/
C ← Denormalize(C, D) /*The records in C are denormalized*/
return C

Based on the record to record distances, DenClust calculates the density
(score) of each record. The score of a record Ri is the number of records that
have the minimum distances with Ri. The record Ri having the highest score is
selected as the first seed. From the dataset, DenClust next removes the first seed
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Ri and all other records for which Ri is the nearest neighbor. From the remain-
ing records of the dataset, the record having the highest score is considered as
the second seed. The second seed and all records having their minimum distance
with the second seed are removed. DenClust continues the seed selection process
while the number of remaining records in the dataset is greater than or equal
to T , where we use the default value of T to be 0.5% of the total number of
records. Additionally, it only accepts a seed if the seed has at least T records for
whom it is the nearest neighbor (See Algorithm 1). However, DenClust choses
at least two seeds even if they do not have at least T records associated with
them. A justification of the default value of T is provided in Section 4. DenClust
also allows a user to input any other value for T if he/she wants to do so.

CRUDAW [9] requires a user defined radius r since it selects the record Ri

as a seed, where Ri has the maximum number of records within its r radius.
However, DenClust does not require an input on r since it selects a record Ri

as a seed, where Ri has the maximum number of records for whom Ri is the
nearest neighbor. To identify the nearest neighbor of a record we do not need r.

Step 2: Initial Seeds are fed into K-Means to produce final clusters.

The initial seeds are input to K-Means to produce the final clusters. With high
quality initial seeds K-Means is expected to produce high quality clusters [9] [14].
The DenClust algorithm is presented in Algorithm 1.

4 An Analysis of the Quality of the Initial Seeds and the
Default T Value

Before we present our experimental results in Section 5, we now perform an
empirical analysis for the following two purposes; 1. in order to evaluate the
quality of the initial seeds that are chosen by the approach taken by DenClust
and 2. in order to explore a suitable value for T . For the first purpose, we
compare the DenClust seeds with the seeds that are randomly selected according
to the approach of Simple K-Means [2]. Two natural datasets called PID and
CMC (avaialble from the UCI machine learning repository [13]) are used in this
empirical analysis.

Additionally, for the second purpose we use different T values (2%, 1%, 0.5%
and 0.05%) and thereby produce different sets of DenClust seeds from a dataset.
The records of the dataset are divided among the seeds (that are selected for a
T value) where each record is assigned to its nearest seed. The records assigned
to the same seed are considered a cluster. We then evaluate the quality of the
clusters by XB index [12] and SSE [2] as presented in Table 2.

For each T value, we also select n seeds randomly where n is the number of
seeds that are selected by the DenClust approach for a particular T value. That
is, if we get 5 DenClust seeds for T=2% then we consider n=5 and randomly
select 5 seeds. The records are assigned in the same way to the seeds and thereby
clusters are formed. The quality of the clusters is again evaluated. For each n
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Table 2. The quality of the initial seeds

Dataset T k XB(lower the better) SSE(lower the better)
DenClust’s Random DenClust’s Random

Seed Seed Seed Seed

PID
2% 5 0.7687 0.8960 72.7507 73.4431
1% 5 0.7687 0.8960 72.7507 73.4431
0.5% 7 0.4899 0.8048 69.8585 70.4048
0.05% 7 0.4899 0.8048 69.8585 70.4048

CMC
2% 5 0.9066 1.0942 42.4171 45.0816
1% 5 0.9066 1.0942 42.4171 45.0816
0.5% 7 0.2590 0.5947 37.3593 39.8319
0.05% 8 0.4938 1.6867 36.5858 40.5535

value, we select the seeds 10 times to minimize the randomness effect in the
results. Table 2 presents the average cluster quality of the 10 runs.

The results shown in Table 2 clearly indicate that DenClust seeds are of
higher quality than the seeds that are chosen randomly. Moreover, the results
also indicate that T =0.5% gives the best result for the PID and CMC datasets.
Therefore, in this study we consider 0.5% as the default value of T . In future
we will run extensive experiments using a big number of datasets (of different
types) in order to get a better understanding on the best default value for T .
Since a drawback of DenClust is its sensitivity to a suitable T value, in Fig 1 we
show the impact of two different T values (T=1.5% and T=1.0%) on an example
dataset (synthetic) having 200 records and 2 attributes x and y.

Fig. 1. A two dimensional dataset and its clusters for T=1.5% and T=1%

5 Experimental Results and Discussion

We evaluate DenClust by comparing it with five (5) existing (high quality) clus-
tering techniques namely CRUDAW [9], AGCUK [10], Simple K-Means (SK)
[2] [3], Basic Farthest Point Heuristic (BFPH) [11] and New Farthest Point
Heuristic (NFPH) [11]. We compare the performance of the techniques in terms
of three external cluster evaluation criteria namely F-measure, Entropy and Pu-
rity; and two internal evaluation criteria namely Xie-Beni Index (XB) and Sum of
Square Error (SSE) [2] [9]. Note that higher F-measure and Purity values indicate
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better clustering results, whereas lower Entropy, XB and SSE values indicate
the better results.

We use three natural datasets namely Contraceptive Method Choice (CMC),
Image Segmentation (IS) and Pima Indian Diabetes (PID) that we obtain from
the UCI machine learning repository [13]. We provide a brief introduction to the
datasets in Table 3. The CMC dataset has 1473 records and 9 attributes (where
2 of them are numerical and 7 of them are categorical attributes) excluding the
class attribute. The class size of the CMC dataset is 3 meaning that the domain
size of the class attribute is 3.

Table 3. A brief introduction to the datasets

Dataset Records No. of No. of Class
categorical numerical size
attributes attributes

Contraceptive Method Choice (CMC) 1473 7 2 3
Image Segmentation (IS) 2310 0 18 7

Pima Indian Diabetes (PID) 768 0 8 2

Note that we remove the class attribute from a dataset before applying any
clustering technique on it, since typically the datasets on which clustering tech-
niques are applied do not have the class attribute i.e. labels for the records.
The class attribute values are again used for cluster evaluation purposes using
different evaluation criteria such as F-measure, Entropy and Purity [2].

In the experiments, the number of iterations for DenClust, CRUDAW, SK,
BFPH and NFPH are considered to be 50 and the threshold T=0.5% and ε =
0.005. In the experiments on SK, BFPH, and NFPH we consider the distance be-
tween to categorical values of an attribute to be either 0 (if two values are same)
or 1(if two values are not same) as suggested by some existing techniques [3] [14].
The original SK, BFPH and NFPH papers only consider numerical values and
are unable to handle categorical values.

In the experiments on AGCUK, the number of chromosomes in the initial
population and the number of generations are considered 20 and 50, respectively
as suggested in the study [10]. The values of rmax and rmin are considered 1
and 0, respectively based on recommendation of the study [10]. For CRUDAW,
the value of T is 1% of all records of a dataset and fuzzy coefficient β=2.2 as
recommended in the paper [9].

As mentioned above in the experiments we consider the maximum number of
iterations of K-Means (Imax) to be 50 as a termination condition. We perform an
empirical analysis to justify the selection of Imax= 50. We run K-Means on the
PID dataset 50 times with just one termination condition ε = 0.005. From the 50
runs we aim to find out the number of iterations required by K-Means. We find
that typically K-Means terminates in less than 50 iterations when it only uses ε as
the termination condition.We consider ε as the natural termination condition and
therefore prefer to choose an Imax value that will let the K-Means to terminate
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based on the value of ε, but will take care of unusual situations where ε fails to
terminate even for a large number of iterations. In Fig 2 we present the number of
times (i.e. the frequency) K-Means terminates in a particular number of iterations,
out of the 50 runs of K-Means. K-Means terminates 7 times in the 20th iteration.
The maximum number of iterations required by K-Means is 45. Therefore, we find
that Imax = 50 is a suitable option.

Fig. 2. The frequency versus iteration of K-Means to the PID dataset

We now evaluate DenClust by comparing its clustering results with the results
of the five existing techniques as shown in Table 4. For T= 0.5% of the total
number of records, DenClust produces 7 clusters from the PID dataset. The ini-
tial number of records associated with the 7 best seeds are 362, 177, 65, 51, 46,
30 and 20, respectively. We also produce 7 clusters by SK, BFPH and NFPH to
facilitate a fair comparison of the techniques. Additionally, for CRUDAW and
AGCUK we use the results where the techniques also produce 7 clusters from
the PID dataset. The clustering result obtained by a technique is then evaluated
using the evaluation criteria as shown in Table 4.

Table 4. The evaluation of the clusters on the PID dataset

Number of Cluster (k)=7; T=0.5%

Evaluation Criteria DenClust CRUDAW AGCUK SK BFPH NFPH

F-measure(higher the better) 0.7612 0.7059 0.6855 0.7008 0.7143 0.6752
Entropy(lower the better) 0.7612 0.8098 0.8601 0.8203 0.8338 0.7807
Purity (higher the better) 0.7135 0.6953 0.6849 0.6823 0.6698 0.6810

XB(lower the better) 0.3259 1.1486 5.8921 2.0707 2.4154 2.4694
SSE(lower the better) 63.1986 63.3682 73.6601 68.4794 71.6003 70.4184

Due to the random selection of initial seeds, SK and BFPH may produce
different clustering results in different runs. Therefore, in this study we run SK
and BFPH 10 times. For every run we compute the evaluation criteria values for
the set of clusters obtained in the run. Finally, we present the average value of an
evaluation criterion over the 10 runs. The results presented in Table 4 indicate
that DenClust performs the best on the PID dataset for all evaluation criteria.

We also run similar experiments on the IS and CMC datasets (see Table 5
and Table 6). For both datasets, DenClust produces 7 clusters and therefore
we produce 7 clusters by SK, BFPH and NFPH. We run Sk and BFPH 10
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Table 5. The evaluation of the clusters on the IS dataset

Number of Cluster (k)=7; T=0.5%

Evaluation Criteria DenClust CRUDAW AGCUK SK BFPH NFPH

F-measure(higher the better) 0.6006 0.5699 0.3878 0.5743 0.2504 0.2504
Entropy(lower the better) 1.5890 1.7694 2.2157 1.6265 2.7893 2.7900
Purity (higher the better) 0.4879 0.4268 0.2857 0.4602 0.1496 0.1494
XBeni(lower the better) 0.3384 0.3627 0.4242 0.7370 0.9369 0.9871
SSE(lower the better) 173.3157 192.8314 245.5020 180.8747 327.7292 327.8184

times and present the average results of the 10 runs. For the CMC dataset
CRDAW also produces 7 clusters, however for the IS dataset CRUDAW and
AGCUk produce 4 and 9 clusters, respectively. Since CMC has both numerical
and categorical attributes and AGCUK is unable to handle a dataset that has
categorical attribute/s AGCUK is not applied on the CMC dataset (see Table 6).
It is clear from the tables that DenClust performs better than the five (5) existing
techniques in terms of all five evaluation criteria used in this study for all three
datasets. That is a very strong result in favor of DenClust in terms of the quality
of clusters that it produces.

We now present the execution time required by a technique in Table 7. The
configuration of the machine used for the experiments is Intel (R) Core (TM) i5
CPU M430 @ 2.27GHZ and 4 GB of RAM. AGCUK requires the highest execu-
tion time, whereas SK requires the least execution time. DenClust requires less
execution time than AGCUK, but higher than the other techniques. However,
DenClust also achieves better clustering results than all techniques in terms of
all evaluation criteria for all datasets used in this study. The complexity of Den-
Clust and CRUDAW is O(n2), whereas the complexity of AGCUK, SK, BFPH
and NFPH is O(n) [10], [11].

Table 6. The evaluation of the clusters on the CMC dataset

Number of Cluster (k)=7; T=0.5%

Evaluation Criteria DenClust CRUDAW SK BFPH NFPH

F-measure(higher the better) 0.4666 0.4652 0.4637 0.4581 0.4515
Entropy(lower the better) 1.4469 1.451 1.4782 1.4778 1.4755
Purity(higher the better) 0.4691 0.4645 0.4587 0.4549 0.4576
XB(lower the better) 0.2919 0.4156 0.5825 0.4720 0.4358
SSE(lower the better) 33.2266 33.3159 34.505 34.1787 34.0617

Table 7. The execution time (in seconds) of the techniques

Datasets DenClust CRUDAW AGCUK SK BFPH NFPH

PID 38.243 8.464 507.5302 1.613 3.535 4.688
IS 926.977 78.0258 962.768 21.2165 52.625 57.891

CMC 243.632 10.575 NA 1.899 2.9184 4.373
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6 Conclusion

In this paper we propose a clustering technique called DenClust that uses a deter-
ministic process for the selection of initial seeds automatically without requiring
any user input on the number of clusters and/or the radius of the cluster seeds.
DenClust is expected to get high quality initial seeds. An early empirical analy-
sis also indicates the high quality of the seeds selected by DenClust. High quality
seeds are then fed into K-Means as the set of initial seeds with an expectation of
high quality final clusters. Our experimental results also support the expectation
as we find that DenClust performs better than all five existing techniques used in
this study in terms of all five evaluation criteria for all three datasets.

In this study we also carry out some early empirical analysis on default values
for T and Imax. We plan to carry out extensive experiments on them using many
datasets in order to find suitable default values for them. The time complexity of
DenClust is currently higher than other techniques except AGCUK. Therefore,
DenClust is suitable for the applications where a better quality of clustering
result is appreciated even if it takes a longer time. For example, a scenario
where medical research is carried out on patient datasets in order to discover
treatment/prevention strategies and disease pattern. A better clustering result
can be appreciated as it is more likely to get better decision/conclusion even if
it takes more time.

However, our future research plans include further improvement of the time
complexity for DenClust. Out of the three main tasks (1. record to record dis-
tance calculation, 2. initial seed selection, and 3. K-Means) of DenClust, Task 2
requires the maximum time. For example, the execution times required by Task
1, Task 2 and Task 3 in the PID dataset are 5.805 sec, 29.894 sec and 2.558 sec,
respectively. The trend is similar in the other two datasets as well. We can reduce
the time complexity of Task 2 by using some existing techniques. For example,
we plan to explore existing techniques [17], [18], [19] for finding the nearest
neighbors with the O(nlogn) time complexity. Additionally, we also plan to use
the existing techniques [20], [21] for sorting the records in terms of their scores
(i.e. densities) where the techniques have the time complexity of O(nlogn). This
way we aim to reduce the execution time of the propsed technique. However,
the main goal of this paper is to analyse the ability of DenClust to get better
quality clustering results. The experimental results clearly support this goal.
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Abstract. In recent years, the active learning algorithms have focused
on combining correlation criterion and uncertainty criterion for evalu-
ating instances. Although these criteria might be useful, applying these
measures on whole input space globally may lead to inefficient selected
instances for active learning. The proposed method takes advantage of
clustering to partition input space to subspaces. Then it exploits both
labeled and unlabeled data locally for selection of instances by using a
graph-based active learning. We define a novel utility score for selecting
clusters by combining uncertainty criterion, local entropy of clusters and
the factor of contribution of each cluster in queries. Experimental results
reveal an elevated performance as compared to several state of the art
and widely used active learning strategies.

Keywords: Active Learning, Clustering, Uncertainty Criterion, Corre-
lation Criterion.

1 Introduction

The goal of active learning is to propose the most valuable and informative
instances from unlabeled data for labeling, such that active learner achieves
high accuracy with minimum cost of labeling. Active learning is well applicable in
machine learning problems which there is a huge amount of unlabeled data while
labeled data is scare or labeling of the data is expensive and time consuming.
Most active learning algorithms use either uncertainty criterion or correlation
criterion for evaluating instances, however several active learning algorithms have
been proposed which use both criteria[1].

Uncertainty based strategies select instances for which the current statistical
model has most uncertainty[2–6]. Another group of query strategies use correla-
tion criterion to select instances with the most density in their neighbourhood.
In other words, instances that are most representative of underlying data distri-
bution are selected. Moreover, these strategies favor instances that are far from
labeled data[7, 8].

Query strategies that use only uncertainty to assess instances might confront
sampling bias problem that adversely affect the performance of active learner.
One approach to avoid this problem is exploring the whole input space [9]. An-
other problem of these strategies is that they tend to select the outliers[10]. Al-
though the model might be uncertain about the outliers, they can’t have valuable
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information for classification since they are far from other data points. In order
to overcome this problem several active learning algorithms have been proposed
that combine correlation and uncertainty criteria in evaluating instances.[10–13].
Huang et al., [14] introduced an approach (QUIRE) based on min-max view of
margin-based active learning [15] that systematically combines two criteria. This
method has long execution time on huge datasets as it uses all data in evaluating
instances.

The problem with the most abovementioned approaches is their global view to
input space. In this paper, we proposed a two step algorithm for active learning.
In brief, we use clustering to partition input space to smaller subspaces and then
explore these clusters space based on correlation between clusters, uncertainty of
clusters and available label information of clusters. When a cluster is selected an
instance will be queried by combining both uncertainty and correlation criterion.
Indeed, we have local perspective to exploit both labeled and unlabeled data.
Experimental results on several benchmark datasets show that the proposed
method achieves better accuracy rather than other algorithms. In addition, in
contrast with QUIRE algorithm has an acceptable execution time.

The remainder of this paper is organized as follows: in the next section we
review the related work on combining two criteria in active learning. Section 3
describes proposed method. In section 4 we present the experimental results and
our observations. It’s followed by conclusion and future work in section 5.

2 Related Work

Uncertainty based methods are the most common used active learning strate-
gies. Since they only use labeled data, they usually confront sampling bias and
outlier selection problems. In recent years, several active learning algorithms
have tried to exploit labeled and unlabeled data in selecting instances. They
usually combine uncertainty metric with density or diversity or both of them to
evaluate instances[9–13]. To deal with sampling bias problem, Sanjoy Dasgupta
and Daniel Hsu present a method that uses hierarchical clustering to explore
whole input space [9]. In this approach, quality of hierarchical clustering can
heavily affect its performance.The algorithm proposed by Z.Xu et al. [13], uses
clustering to select the most representative instances in margin of trained clas-
sifier. The main weakness of this strategy is neglecting unlabeled data outside
of the margin. Negyun and Slumder [12] suggested another approach in which
it is assumed that higher density instances that are close to decision boundary
are the most informative instances. Their method reduced error quickly at the
first stages of learning, but standard uncertainty sampling outperforms it by
additional sampling. With extending this strategy, Donmez et al. [11], proposed
a method that dynamically combines it with standard uncertainty sampling.

All mentioned methods are ad-hoc in combining uncertainty and correla-
tion criteria. Therefore, they usually have suboptimal performances[14]. Huang
et al. [14], introduced an approach that systematically combined two criteria. It
measures utility of instances with exploiting both labeled and unlabeled data in



798 M. Shadloo, H. Beigy, and S. Haghiri

the whole input space. Using whole unlabeled data is the main advantage of this
method but it slows down the run time speed so that if there is a huge amount
of unlabeled data, the algorithm will perform inefficiently.

In this work, we address this issue with clustering data. The proposed method
takes advantage of clustering to explore the whole input space and exploits
both labeled and unlabeled data for selecting instances locally in each cluster.
Therefore, it addresses sampling bias and other problems related to ignoring
correlation criterion and exploring input space.

3 Proposed Method

In this paper, we propose a two step algorithm for selecting valuable instances. In
first step, we have a global view to input space and explore whole data space via
clustering. In second step we have local view to use both labeled and unlabeled
data for querying instances from the selected cluster.

LetD = {(x1, y1), (x2, y2)..., (xnl
, ynl

)}∪{xl+1, ..., xN=nl+nu} be training data
set consists of nl ≥ 0 labeled data and nu + nl unlabeled data, where yi = ±1 is
the label of xi. In initial stage of the algorithm, training data is partitioned to nc
clusters. Let p = {C1, C2, ..., Cnc} be a partition on training data.

Active query strategy selects one cluster Csc from partition p and then selects
one instance xs from the selected cluster.

3.1 Clustering

Rahimi and Recht [16] showed that normalized spectral clustering similar to
SVM classifier with RBF kernel lifts dataset to an infinite dimension feature
space and separates data with hyper-plan that maximizes gap between data
points. Owning to this assumption that separating hyper-plan of data without
considering label of them can be closed to separating hyper-plan of SVM classi-
fier, we use spectral clustering. We denote the similarity matrix of training data
corresponding to normalized spectral clustering by W = (wi,j)i, j = 1, 2, N . Us-
ing normalized spectral clustering, we partition the whole input space into two
parts. We continue clustering larger parts until the size of all parts become less
than a fixed value. These parts will be our final clusters.

When a cluster is selected, only data points of that cluster is considered in evalu-
ation process of instances. To incorporate data points of other clusters in assessing
instances, we use them in measuring paired affinity of clusters and paired entropy
of clusters, which are applied in evaluating clusters. Entropy of each cluster and
paired entropy of two clusters are defined as the entropy of labeled data within a
cluster, and the entropy of labeled data within union of two clusters respectively.
Let H(.) indicates the entropy of a labeled data set[17].

Hk = H(Dk
L) (1)

Hk,l = H(Dk
L ∪Dl

L) (2)
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To calculate paired affinity of clusters, we use overlapping community detection
[18]. This algorithm discovers overlapping community in complex networks. It
extends disjoint communities with defining and calculating soft partition matrix
Û = (û(i, k))i=1,2,,N,k=1,2,...nc that shows degree of membership of data i to the
community k. If this value becomes greater than given threshold, the commu-
nity k will include node i. Using this algorithm, we find overlapping clusters
correspond to disjoint clusters. Let C̃k, C̃l be overlapping clusters correspond to
disjoint clusters Ck and Cl. We define data points of cluster Ck which is adjacent
to cluster k as Ck,l = Ck ∩ C̃l and compute affinity matrix A = (ak,l)k,l=1,2,...nc

as below.
ak,l =W (Ck,l, Cl) =

∑
wi,j i∈Ck,l,j∈Cl

(3)

3.2 Selecting Cluster

We define a utility score for evaluating clusters that balances exploration of
whole clusters and exploitation of labeled data. The labeled data is used to
measure utility of clusters in two ways: Firstly, SVM classifier which is trained
by the whole labeled data, is used to measure classification confidence of clusters.
Distance from decision boundary can be considered as classification confidence
of each instance. Let f∗ be decision function of SVM classifier.

f∗ = arg minf∈Hκ

λ

2
|f |Hκ

2 +

nl∑
i=1

max(0, 1− yif(xi)) (4)

WhereHκ is the Hilbert space reproduced with kernel function κ(., .) : Rh×R
h →

R. We measure the classification confidence of clusters as following.

Λk =

∑Nk

i=nlk
+1 |f∗(xi)|
nuk

(5)

Secondly, labeled data of each cluster can be used to measure the utility of it.
Non-pure clusters with an entropy greater than zero could be informative. In
addition, pure clusters which have non-zero paired entropy with at least one
adjacent cluster could have valuable instances for classification. Therefore, we
define the local entropy of a cluster by considering the entropy of cluster and
paired entropy of it with all its adjacent clusters.

Γk =
(1 + μ)[Hk] + (1 − μ)[

∑nc
l=1 ak,l×Hk,l∑nc

l=1 ak,l
]

2
(6)

where ak,l is affinity of cluster k to cluster l and μ = nl

nu
shows sampling rate.

Equation (6) has two main terms representing the entropy of current cluster
and weighted average of all its paired entropy respectively. In Equation (6), μ
is used to adjust the importance of two aforementioned terms. As the sampling
continues, μ increases the importance of the first term in equation and simulta-
neously, decreases the importance of the second term. While the sampling rate



800 M. Shadloo, H. Beigy, and S. Haghiri

increases, we should have less attention to pure clusters. Since these clusters are
less likely to contain valuable information. The uncertainty metric is measured
by aggregating the classification confidence and local entropy of clusters.

Ψk =
Γk + γ

Λ
(7)

To give a chance of selection to clusters with zero local entropy we add the γ
parameter. We empirically fixed this parameter to value 0.25 by cross-validation
for all datasets. To explore the whole input space, we use another metric that it
is called the indefiniteness of cluster, and measured as following formula.

Φk =
nuk

nlk
2 + ε

(8)

If the value of this metric for a cluster would be large it indicates that the clus-
ter has relatively small contribution in queries, so more data must be selected of
it.The ε is an arbitrarily small quantity. In denominator we squared the number
of labeled instances to increase its importance against number of unlabeled data.
Finally, we define a utility metric to evaluate clusters by combining the uncer-
tainty and the indefiniteness criteria. The algorithm select a cluster with the
highest utility value.

fk = [Φk]
(1−μ) × [Ψk]

(1+μ)
(9)

sc = argmax1≤k≤ncfk (10)

Where μ = nl

nu
. In equation, the indefiniteness metric conducts active learning to

explore the whole input space, while uncertainty metric favors the exploitation of
labeled data. We make a balance between these two metrics via the μ parameter.
At the early stages of sampling, to discover regions with more information, the
exploration is more essential. Gradually, with additional sampling, the trained
model and local entropy of clusters become more reliable. Therefore, as the
number of queries increases, the power of indefiniteness should be decreased and
simultaneously, the power of uncertainty should be increased.

3.3 Selecting Instance

The selected cluster is whether pure or non-pure. In pure clusters we can use cor-
relation criterion such as density and diversity in evaluating instances.
Besides correlation criterion, in non pure clusters we can exploit uncertainty
criterion. In order to use correlation criterion in pure clusters and both uncer-
tainty and correlation criteria in non-pure clusters, we utilize QUIRE method
as graph-based active learning.The selected cluster comprises a labeled data
set Dlsc =

{
(x1, y1), (x2, y2)..., (xnlsc

, ynlsc
)
}

and unlabeled data set Dusc ={
xnlsc+1, ..., xNsc=nlsc+nusc

}
.

Let K = [k(xi, xj)]|Csc|×|Csc| be the kernel matrix of the selected cluster and
Δ = (K + I)−1. Using QUIRE method we select an instance that minimizes the
following evaluation function[14].
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Êl(Dlsc , Dusc , xi) = maxyi=±1 min Ŷ
�ΔŶ (11)

Where with considering Ŷlsc = Ylsc , Ŷi = yi and u
i
sc = usc/i the solution to min

Ŷ �ΔŶ is given by

Ŷusc
i = −Δ−1

usc
i,usc

i(Δusc
i,lscYlsc +Δusc

i,iyi) (12)

By approximating Equation(11), representativeness and informativeness terms
can be revealed[14]. These two terms are equal respectively by correlation crite-
rion and uncertainty criterion in our literature.

4 Experimental Setup and Results

To evaluate the performance of proposed method we compare it with several
widely used active learning algorithms on some benchmark datasets: a1a, aus-
tralian and letter which are UCI datasets [19] and digit1 and g241n which are
semi-supervised learning benchmarks. The letter isn’t a binary dataset, there-
fore we picked two pairs (MvsN,UvsV) from it as binary datasets. In the exper-
iments we compare our approach with the following three baseline active query
strategies.

i Random active learning: It is one strategy to explore the whole input space
which samples instances randomly.

ii Margin-based or SVM active learning: It is the query strategy which exploits
labeled data and queries instances closest to decision boundary.

iii QUIRE: It is one of the state of the art active learning algorithms that
combine uncertainty and correlation criteria in evaluating instances.

In beginning of active learning that there is no model, we use random method
instead of margin-based active learning. To evaluate all approaches, we use re-
peated holdout and we repeat it 15 times. In each time, we divide the dataset
to two parts with equal size as training set and test set. We use two evaluation
metrics to assess the performance of all active learning algorithms: trained Clas-
sifier accuracy and execution time of algorithm. We use SVM classifier with RBF
kernel to evaluate active learning process of each algorithm. In each iteration of
individual active learning algorithm, one instance is selected. After querying la-
bel of the instance, it is added to labeled data set. Then the SVM classifier is
retrained by updated labeled data. We use LIBSVM [20] with default param-
eters for all datasets except digit1. In the case of digit1 dataset, performances
aren’t stable owning to default gamma parameter. Thus, we set gamma to 0.5
for digit1. This value is determined via 5-fold-cross validation.

The introduced method consists of two parameters that must be tuned re-
garding to the dataset: (1) The standard deviation of RBF kernel matrix used in
selection of instances from clusters;(2) The threshold on degree of membership of
data used in overlapping community detection algorithm. We apply 5-fold cross
validation to evaluate different values of these parameters on diverse datasets.
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We empirically conclude that the standard deviation should be set to a value
that the mean over paired Gaussian similarity of data becomes approximately
0.0012. The threshold on degree of membership of data affects number of ad-
jacent clusters of each cluster.The results of cross-validation reveals that this
parameter should be set to a value such that each cluster have at least one ad-
jacent cluster, but it should not be adjacent to all clusters. The values of these
parameters for different datasets are listed in table 1.

Table 1. Values assigned to parameters on various datasets

Data set a1a australian digit1 g241n MvsN UvsV

Standard deviation of RBF kernel 0.9 0.23 0.64 5.9 0.14 0.14
Threshold on membership degree 0.25 0.05 0.15 0.3 0.005 0.005

4.1 Results

Figure 1 shows learning curves of all active query strategies on mentioned
datasets. The learning curves present number of labeled data on x-axis and
classifier accuracy on y-axis. The classifier accuracy is averaged over 15 times.
Table 2 lists mean and standard deviation of the AUC (Area Under Curve) val-
ues when different percentages of unlabeled data are queried. We also use t-test
to evaluate the AUC of our algorithm in comparison to the other algorithms. The
results of t-test are represented in table 3. In addition, we compare all algorithms
in terms of execution time. The time performance of all algorithms is averaged
over 15 runs and shown in table 4. The t-test shows on australian dataset, all
algorithms have closed performances. However the learning curves indicate that
our algorithm outperforms others, and it finds desired decision boundary with
least queries. On g241n dataset, the t-test shows that our method approximately
has similar performance to QUIRE and margin-based strategy, but the learning
curves show that proposed method and QUIRE algorithm achieve mean of accu-
racy superior to random and margin-based algorithms. The difference between
results of learning curves and t-test indicates the effectiveness of margin-based
active learning depends on correctness of trained model. If the initial trained
model is not correct, it will affect performance of margin-based active learning
adversely. In terms of time performance, proposed method has better perfor-
mance rather than QUIRE method. So, our method basically outperforms its
competitor.

Our observation on digit1 dataset indicates that our method achieves bet-
ter accuracy than QUIRE and random strategies but its behavior is closed to
margin-based strategy. It implies that in this dataset, The uncertainty crite-
rion is more important than the correlation criterion and our algorithm tends
to this criterion better than QUIRE method.a1a dataset has opposite trait to
digit1 dataset. On this dataset margin-based active learning performs poorly. At
the beginning stages of sampling process the margin-based strategy perform well
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Table 2. Comparison on AUC values(mean±std)

Data The Algorithms percentage of queries
5 10 20 30 50 80

a1a Random 0.748± 0.763± 0.776± 0.786± 0.798± 0.807±
0.028 0.016 0.014 0.014 0.012 0.01

Margin 0.757± 0.772± 0.784± 0.791± 0.797± 0.801±
0.022 0.019 0.022 0.025 0.028 0.031

QUIRE 0.767± 0.786±0.802±0.809±0.815±0.819±
0.022 0.012 0.009 0.008 0.008 0.008

Proposed Method 0.77± 0.785± 0.799± 0.807± 0.813± 0.818±
0.018 0.013 0.01 0.008 0.006 0.007

australian Random 0.677± 0.779± 0.822± 0.834± 0.843± 0.847±
0.066 0.038 0.017 0.012 0.01 0.01

Margin 0.689± 0.784± 0.823± 0.834± 0.842± 0.847±
0.058 0.034 0.015 0.011 0.009 0.009

QUIRE 0.735± 0.803± 0.831± 0.839± 0.845± 0.849±
0.046 0.019 0.009 0.008 0.008 0.009

Proposed Method 0.75± 0.806±0.834±0.842±0.847±0.85±
0.102 0.056 0.027 0.02 0.015 0.012

digit1 Random 0.628± 0.763± 0.853± 0.893± 0.925± 0.945±
0.0840 0.056 0.029 0.019 0.012 0.008

Margin 0.776±0.877±0.927±0.947±0.961±0.969±
0.024 0.012 0.006 0.005 0.004 0.004

QUIRE 0.67± 0.824± 0.901± 0.93± 0.951± 0.963±
0.076 0.04 0.019 0.012 0.007 0.004

Proposed Method 0.755± 0.865± 0.922± 0.944± 0.96± 0.968±
0.051 0.03 0.017 0.012 0.008 0.006

g241n Random 0.508± 0.554± 0.628± 0.688± 0.749± 0.793±
0.02 0.046 0.054 0.04 0.028 0.021

Margin 0.56± 0.613± 0.67± 0.708± 0.749± 0.78±
0.033 0.055 0.072 0.087 0.102 0.114

QUIRE 0.551± 0.616±0.69± 0.738± 0.787± 0.822±
0.019 0.022 0.015 0.012 0.008 0.005

Proposed Method 0.547± 0.615± 0.697±0.745±0.791±0.824±
0.012 0.018 0.015 0.012 0.009 0.008

letter(MvsN) Random 0.622± 0.757± 0.86± 0.895± 0.924± 0.941±
0.057 0.038 0.022 0.015 0.011 0.009

Margin 0.72± 0.843±0.912±0.934±0.95± 0.959±
0.051 0.028 0.013 0.01 0.008 0.007

QUIRE 0.664± 0.802± 0.886± 0.916± 0.94± 0.953±
0.042 0.045 0.023 0.015 0.009 0.006

Proposed Method 0.714± 0.833± 0.910± 0.931± 0.948± 0.959±
0.058 0.028 0.015 0.01 0.007 0.006

letter(UvsV) Random 0.55± 0.735± 0.853± 0.889± 0.918± 0.935±
0.05 0.054 0.025 0.017 0.011 0.009

Margin 0.697±0.837±0.908±0.929±0.943±0.952±
0.053 0.027 0.014 0.012 0.009 0.008

QUIRE 0.526± 0.555± 0.703± 0.794± 0.865± 0.903±
0.029 0.032 0.035 0.024 0.015 0.011

Proposed Method 0.643± 0.831± 0.899± 0.925± 0.939± 0.95±
0.041 0.023 0.011 0.008 0.006 0.006
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Fig. 1. Comparison of classification accuracy on six datasets

but as the queries increases, amazingly it perform weakly. This phenomenon
illustrates sampling bias problem of margin-based active learning. Therefore, the
correlation criterion in this dataset should be considered. While our strategy and
QUIRE strategy have similar performance in terms of accuracy metric, QUIRE
strategy has inefficient time performance and can’t satisfy the goal of active
learning.

On two letter data subsets, the margin-based strategy outperforms others.
Over these data subsets variance coefficient of paired similarity of data is small
so there is no outlier. Consequently the correlation criterion is not important



Exploiting Structural Information of Data in Active Learning 805

Table 3. The Proposed Method versus the other algorithms based on t-test at 0.95
significance level, Win=1, Tie=0, Loss=-1

Data Competitor Algorithms percentage Of queries
5 10 20 30 50 80

a1a Random 1 1 1 1 1 1
Margin 1 1 1 1 1 1
QUIRE 0 0 0 0 0 0

australian Random 0 0 0 0 0 0
Margin 1 0 0 0 0 0
QUIRE 0 0 0 0 0 0

digit1 Random 1 1 1 1 1 1
Margin 0 0 0 0 0 0
QUIRE 1 1 1 1 1 1

g241n Random 0 1 1 1 1 1
Margin 0 0 0 0 0 0
QUIRE 0 0 0 0 0 0

letter(MvsN) Random 1 1 1 1 1 1
Margin 0 0 0 0 0 0
QUIRE 0 1 1 1 1 1

letter(UvsV) Random 1 1 1 1 1 1
Margin -1 0 0 0 0 0
QUIRE 1 1 1 1 1 1

In ALL
(Win/tie/loss) Random 4/2/0 5/1/0 5/1/0 5/1/0 5/1/0 5/1/0

Margin 2/3/1 1/5/0 1/5/0 1/5/0 1/5/0 1/5/0
QUIRE 2/4/0 3/3/0 3/3/0 3/3/0 3/3/0 3/3/0

as the uncertainty. The results show the margin based strategy does not confront
sampling bias problem, therefore the exploration of whole input space is not
required. At the early stages of active query process, the proposed method tends
to exploration more, so it is not as effective as margin-based method. But with
continuation of sampling, our method yields better performance than margin
based active learning. Since the default standard deviation of RBF kernel used
in QUIRE strategy is large, on letter UvsV data subset, QUIRE strategy loses
its efficiency and falls behind others.

To sum up, our observations demonstrate proposed method can make a bal-
ance between two criteria more effectively than QUIRE method and in terms of
time performance it is not comparable with QUIRE strategy and outperforms it.
It also addresses severe dependency to initial model and sampling bias problems
of margin-based strategy.
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Table 4. Execution time of the algorithms

Data The Algorithms percentage Of queries
5 10 20 30 50 80

a1a Random 0.002 0.004 0.007 0.01 0.015 0.022
Margin 0.287 1.096 3.853 9.14 25.605 59.458
QUIRE 422.8 854.83 1478.7 2031.9 2609.1 2872.8
Proposed Method 1.807 4.826 11.33 19.82 40.08 81.44

australian Random 0.001 0.002 0.004 0.005 0.007 0.009
Margin 0.015 0.057 0.196 0.378 0.741 1.48
QUIRE 11.028 23.59 43.36 56.74 69.06 74.25
Proposed Method 0.343 0.814 1.589 2.251 3.04 4.185

digit1 Random 0.002 0.003 0.006 0.012 0.017 0.021
Margin 0.486 1.993 7.125 17.23 49.67 134.4
QUIRE 330.7 667.4 1135.9 1493.7 1830.8 1998.8
Proposed Method 1.731 4.886 12.24 24.11 57.56 135.9

g241n Random 0.003 0.005 0.007 0.013 0.017 0.022
Margin 0.44 1.76 6.28 15.16 43.79 119.4
QUIRE 338.6 688.6 1162 1521 1879 2061
Proposed Method 1.606 4.411 10.87 22.01 56.03 141.6

letter(MvsN) Random 0.0007 0.001 0.001 0.002 0.003 0.005
Margin 0.0108 0.022 0.054 0.11 0.251 0.519
QUIRE 51.31 73.53 116.3 176.7 270.1 388
Proposed Method 0.378 0.571 0.955 1.539 2.522 3.915

letter(UvsV) Random 0.0025 0.0042 0.0075 0.010 0.014 0.02
Margin 0.069 0.2628 0.876 1.675 3.674 7.1
QUIRE 134 267.6 481.9 664 821.9 889.3
Proposed Method 0.996 2.366 4.814 6.684 9.578 13.96

5 Conclusion

We introduce a novel active learning algorithm that addresses sampling bias
and outlier selection of margin-based strategy by incorporating correlation cri-
terion and exploiting both labeled and unlabeled data in evaluating instances.
To solve sampling bias problem of margin-based strategy, the proposed method
uses clustering to partition input space into some subspaces. The cluster space is
explored based on novel utility metric combining prediction confident of clusters,
local entropy of clusters and indefiniteness criteria. We figure out a solution to
outlier selection problem by involving correlation criterion and pattern of un-
labeled data in active selection of queries. Finally, as result of exploiting both
labeled data and unlabeled data locally in each selected cluster, the algorithm
performs well in terms of time performance. We aim to extend this method to
multi-class learning and also we plan to propose a method that systematically
balances between exploration of whole input space and exploitation of labeled
data in evaluating clusters. Another future work could be attempting to use
other clustering approaches that work well on this task.
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Abstract. The mean shift clustering algorithm is a useful tool for clustering 
numeric data. Recently, Chang-Chien et al. [1] proposed a mean shift clustering 
algorithm for circular data that are directional data on a plane. In this paper, we 
extend the mean shift clustering for directional data on a hypersphere. The three 
types of mean shift procedures are considered. With the proposed mean shift 
clustering for the data on a hypersphere it is not necessary to give the number  
of clusters since it can automatically find a final cluster number with good 
clustering centers. Several numerical examples are used to demonstrate its 
effectiveness and superiority of the proposed method. 

Keywords: Clustering, Mean shift, Directional data on a hypersphere.  

1 Introduction 

In 1918, von Mises [13] first introduced a distribution of circular data. Following 
Watson and Williams [14] investigation of inference problems for the von Mises 
distribution with the construction of statistical methods on circular data, there has 
been increasing research on directional data and it has been applied in biology, 
geology, medicine, meteorology, oceanography [3,6,10,11,12]. 

Clustering is a useful tool for finding clusters of a data set, grouped with most 
similarity in the same cluster and most dissimilarity between different clusters [8,16]. 
Clustering methods can generally be divided into two categories, the probability 
model-based approach and the nonparametric approach. The nonparametric approach 
includes partitional and kernel-based methods, while the kernel-based approach 
includes supervised and unsupervised learning methods. The support vector machine 
is a well-known supervised kernel-based method [2] and mean shift clustering is a 
popular unsupervised kernel-based method [5,15]. However, the mean shift clustering 
is generally used for clustering numeric data. 

Recently, Chang-Chien et al. [1] proposed a mean shift clustering algorithm for 
circular data. In this paper, we extend the mean shift clustering for directional data on 
a hypersphere. The three types of mean shift procedures are considered. The proposed 
mean shift clustering for the data on a hypersphere can automatically find a final 
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cluster number with good clustering centers. Several numerical examples are used to 
demonstrate the effectiveness and superiority of the proposed method.  

2 Mean Shift Clustering for the Data on a Hypersphere 

In this section, we extend Chang-Chien et al. [1] to the directional data on a 
hypersphere. Since Chang-Chien et al. [1] used the distance measure for angles to 
modify the mean shift based clustering algorithm to two dimensional directional data 
(i.e. circular data), we need to extend the distance measure used in Chang-Chien et al. 
[1] to high-dimensional directional data. For any two circular (angle) observations 

1θ  

and 
2θ  (

2 1θ θ> ), Chang-Chien et al. [1] considered the distance between 
1θ  and 

2θ with 2 11 cos( )θ θ− − . For extending two dimensions to high dimensions, we 

consider high dimensional directional data as points on the unit hypersphere. Thus, 
the distance measure 

1 21 Tx x− can be used for high dimensional directional data 
1x  

and 
2x . Now, we use this distance measure to define a kernel on high dimension 

directional data. Let 1 2{ , ,.., }nX x x x=  be a data set on the unit hypersphere and let 

: [0,1]H X →  be a kernel function with ( ) (1 )T
jH x h x x= − . The kernel density 

estimate using the kernel H  is given by  

1
ˆ ( ) ( ) ( )

n

H jj
f x h x w x

=
=  

where ( )jw x  is a weight function. By maximizing ˆ ( )Hf x  with the constraint 

1Tx x = , we obtain a general formula for the mode a  as follows: 

1

1

(1 ) ( )

|| (1 ) ( ) ||

n T
jj

n T
jj

j j

j j

h x x x w x
a x

h x x x w x

=

=

′ −
= =

′ −



                             (1) 

where ( )jw x is a weight function and h′  is the derivative of h . Throughout this 

paper, we have all data points with equal weights. Now, we choose a suitable kernel 
for equation (1). In general, the performance of the kernel density estimate depends 
on the bandwidth selection. However, Wu and Yang [15] gave another method to 
obtain good kernel density estimation where it is different from the bandwidth 
selection. This technique is to normalize the distance measure and then estimate the 
stabilization parameters. In the high dimensional directional data case, we define the 
kernel function : [0,1]pK X →  as follows: 

1 -(1 )
,   11

( )
,   1

0                                            

p pT T
Tj j

jp
T

j

x x x x
if x x

K x
if x x

β β
β β β

   − −
 − ≤− =      =     − >
             

(2) 

where the parameters β  and p  are called the normalization and stabilization, 

respectively. We use the sample standard deviation of the directional data set to 
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estimate β . The parameter β  is defined as = 2(1 )Rβ − , where 
1

/
n

jj
R x n

=
=   is 

the length of mass vector. The parameter p  is used to control the shape of kernel 
density estimates. Figure 1(a) shows a 3-cluster data set on a unit sphere. In Fig. 1(b)-
(d), we show the estimated density shape for the data set as shown in Fig. 1(a) with 

different values of p . The estimated density shape function using the kernel pK  is 

given by 
1

ˆ ( ) ( ), 1,2,..,p

n
p

i iK
j

f x K x i n
=

= =  where ˆ{ ( ),  1,2,.., }p jK
f x j n=  denotes the 

values of the estimated density shape on the data set. Figures 1(b)-(d) shows that the 
estimated density shape has only one peak, two peaks, and three peaks with 1p = , 5, 
and 13. Intuitively, the number of peaks and cluster number of data set should be 
identical. Therefore, p has a great influence on finding the cluster number. 
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Fig. 1. (a) 3-clusters data set; (b)~(d) Estimated density shapes with 1p = , 5, and 13 

The performance of the proposed mean shift clustering (MSC) depends on the 
stabilization p , and the estimated density shapes are changed with p . Wu and Yang 

[15] proposed the graphical plot of correlation comparisons in three steps. The first step 
is to calculate the correlation value of ˆ{ ( ),  1,2,.., }p jK

f x j n= with the 

pair ( 2 1, 2 1), 1,2,.., 25p i p i i= − = + = . The suitable operating range for p is between 

1 and 50. The reason is that we normalize the kernel function by dividing parameter β . 

The increasing shift of p depends on the data set. For high-dimensional directional data, 

we suggest taking 2 for the increasing shift of p . The second step is to plot the points 

( , the correlation value with ( 2 1, 2 1)), 1, 2,.., 25i p i p i i= − = + = and connect them 
with lines. Then, we obtain the graph of correlation comparisons. The final step is to 
find a suitable estimate for p from the graph. If the correlation value for the thj  point is 

closed to 1, then the value 2 1j −  is a suitable estimate for p . We demonstrate the 
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graphical plot of correlation comparisons on the data set shown in Fig. 1(a) and the 
result is shown in Fig. 2. From Fig. 2, we can see that 13p = is a suitable estimate since 

the estimate 13p = provides a good estimated density shape as shown in Fig. 1(d). 
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Fig. 2. The graph of correlation comparisons 

After we obtain a suitable estimate for p , the next step is to find modes (cluster 

centers) of the density estimate on X  using the mean shift procedure. Substituting 
the derivative of the proposed kernel pK  in equation (1), we obtain the updated 
equation for the mode a  as follows: 

1

1

1

1

[max{ (1 ),0}/ ] ( )

|| [max{ (1 ),0}/ ] ( ) ||

n

j

n

j

T p
j j j

T p
j j j

a x x w x

a
a x x w x

=

=

−

−

β − − β
=

β − − β





        (3) 

The MSC has three kinds of implementation procedures, which are nonblurring, 
blurring and general mean shifts. We describe them as follows: 

(a) The nonblurring mean shift is to set all data points as initial cluster centers and 
then update each cluster center using equation (3). Therefore, equation (3) using 
the nonblurring mean shift can be written as follows: 

( )

1( 1)

( )

1

1

1

[max{ (1 ),0} / ] ( )

, 1, 2,...,
|| [max{ (1 ),0} / ] ( ) ||

n
t

i
jt

i n
t

i
j

T p
j j j

T p
j j j

a x x w x

a i n
a x x w x

β β

β β

=+

=

−

−

− −
= =

− −





 

(b) The blurring mean shift is to set all data points as initial cluster centers and 

update each data point jx  with ja  (i.e. 
j jx a← ), 1, 2,..,j n= . Therefore, 

equation (3) using the blurring mean shift can be written as follows: 

( ) ( ) ( ) ( )

1( 1)

( ) ( ) ( ) ( )

1

1

1

[max{ (1 ),0} / ] ( )

, 1,2,...,
|| [max{ (1 ),0} / ] ( ) ||

n
t t t t

i j j j
jt

i n
t t t t

i j j j
j

T p

T p

a a a w a

a i n
a a a w a

β β

β β

=+

=

−

−

− −
= =

− −





 

(c) The general mean shift is to choose c  initial cluster centers randomly, where c  

is smaller than n . In general, we take c n=  and c  initial cluster centers come 
from the data set. Therefore, equation (3) using general mean shift can be written 
as follows: 
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( )

1( 1)

( )

1

1

1

[max{ (1 ),0} / ] ( )

, 1,2,...,
|| [max{ (1 ),0} / ] ( ) ||

n
t

i
jt

i n
t

i
j

T p
j j j

T p
j j j

a x x w x

a i c
a x x w x

β β

β β

=+

=

−

−

− −
= =

− −





 

Note that t  denotes the iteration number in (a), (b), and (c). 
After the final state of the cluster centers is obtained, we can determine the cluster 

number and identify clusters by processing the Agglomerative Hierarchical Clustering 
(AHC) with these cluster centers. There are many linkage methods to process AHC, 
and in general, we can process AHC simply with the single linkage. According to 
above illustration, the proposed MSC algorithm for directional data on a hypersphere 
can be summarized as follows: 

MSC for Directional Data on a Hypersphere 

Step 1. Choose the kernel function pK using equation (2). 
Step 2. Estimate the stabilization parameter p  using the graphical method of 

correlation comparisons. 

Step 3. Choose one of the three mean shift procedures to find the mean shift ( 1)t
ia + .  

Step 4. Use AHC algorithm with merging cluster centers to identify clusters. 
 

For clustering on the unit hypersphere, Kobayashi and Otsu [9] proposed another 
mean shift-based algorithm, called the von Mises-Fisher (vMF) mean shift. They 
employed the kernel from the generalized vMF distribution to construct the kernel 
density estimate and then processed the nonblurring mean shift to find modes of the 
kernel density estimate. Therefore, the vMF mean shift can be operated without an a 
priori cluster number. The probability density function of the generalized vMF 
distribution is given by ( ; , ) ( ) ( ; )T

FF x a C f a xκ κ κ= , where a  is the mean 

direction and κ is the concentration parameter and ( )FC κ  is the normalization 

constant. The function f  is a monotonically increasing convex function based on 

inner product Ta x  and the parameter κ . Utilizing the function f  as a kernel, the 

kernel density estimate ( )p x  is constructed as 
1

( ) ( ( ) ) ( ; )
n T

F jj
p x C n f x xκ κ

=
=  . To 

maximize ( )p x  with the constraint || || 1x = , Kobayashi and Otsu [7] derived the 

mode estimate a  as 

1

1

( ; )

|| ( ; ) ||

n
T

j j
j

n
T

j j
j

x f a x

a x
x f a x

=

=

′ κ
= =

′ κ





    (4) 

where f ′ is the derivative of f . Equation (4) is similar to equation (1), but with 

different views. The kernel in equation (1) is based on the distance measure 1 T
ja x−  

(dissimilarity), but the krenel in equation (4) is based on the inner product (similarity) 
T

ja x  and the parameter κ . The vMF mean shift uses the parameter κ  to control 

the concentration of the vMF distribution where the role for the parameter κ  is 
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equivalent to a bandwidth. Thus the performance of the vMF mean shift depends on 
parameter κ . Kobayashi and Otsu [9] emphasized that the parameter value greatly 
affects the clustering results, so that bad estimates may lead to incorrect results. Our 
proposed approach is different from Kobayashi and Otsu [9] in that it is independent 
of the parameter κ . We employ the power parameter stabilization p  to control the 

smoothing of the kernel density estimate. In practice, it is difficult to find a suitable 
estimate of κ , but it is easy to find the estimate of p by using the graphical plot of 

the correlation comparisons. Our proposed approach has the advantage of finding 
better clustering results for high-dimensional directional data. 

3 Examples and Numerical Comparisons 

Since the vMF mean shift algorithm processes the nonblurring mean shift to find 
modes of the kernel density estimate, we make comparisons between the MSC with 
the nonblurring mean shift and the vMF mean shift on numerical and real data sets. 
The kernel function f

 

and the estimate for κ  in Kobayashi and Otsu’s method [9] 

were set as follows: 
0                     0

( ; ) 1
( )       1

2

x
f x

x x

κ
κ

κ κ

≤ ≤
=  − ≤ ≤

 

and 

,
cos{ (the angle between  and ) / 2}.i j

i j
mean x xκ =   

Here, we also use the same equations in our comparisons. 

Example 1. In Fig. 3(a), there is a 10-cluster data set, where each cluster has the same 
proportion. We implement the vMF mean shift algorithm for the data set in Fig. 3(a). 
The final states of the cluster centers are shown in Fig. 3(b). We can see that all 
cluster centers are centralized in 7 locations. This means that the vMF mean shift 
cannot find the correct cluster number. Based on Fig. 3(b), we obtain incorrect 
clustering results, as shown in Fig. 3(c). We find that there are five clusters to be 
identified correctly, but the other five clusters are classified into two clusters along 
with clusters 4 and 5. If we classify the data set into 10 clusters, then the 10 clusters 
are obtained as shown in Fig. 3(d). In Fig. 3(d), we can see that the clusters 4 and 5 in 
Fig. 3(c) still cannot be separated in the correct five clusters. We implement the MSC 
algorithm for data set in Fig. 3(a). Figure 4(a) is the graphical plot of the correlation 
comparisons. In Fig. 4(a), the last point is close to 1, that is, 49p = will be a good 

estimate. The final states of the cluster centers are shown in Fig. 4(b). We observe that 
all cluster centers can be centralized in 10 distinct locations. The AHC results are 
shown in Fig. 4(c). The hierarchical tree shows that the suitable cluster number is 10. 
Fig. 4(d) shows these 10 identified clusters. Compare Fig. 3(a) with Fig. 4(d), we can 
see that the MSC has good clustering results. 
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Fig. 3. (a) 10-clusters data set; (b) Final states of cluster centers for the vMF mean shift;  
(c) Seven identified clusters; (d) Ten identified clusters 
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Fig. 4. (a) Graph of correlation with 49p = ; (b) Final states of cluster centers for the MSC; 
(c) Hierarchical tree; (d) Ten identified clusters 

Example 2. In Fig. 5(a), there is a 6-cluster data set in which we randomly add some 
noisy points. We implement the vMF mean shift algorithm for the data set. The final 
states of cluster centers are shown in Fig. 5(b). The results in Fig. 5(b) show that the 
observed cluster number is 3 for the vMF mean shift. Three identified clusters based 
on final cluster centers in Fig. 5(b) are shown in Fig. 5(c). In Fig. 5(c), cluster 3 
consists of four clusters. If we assign the cluster number of 6 for the vMF mean shift 
algorithm, then the 6 identified clusters are shown in Fig. 5(d). Figure 5(d) shows that 
the vMF mean shift algorithm produces bad clustering results. We also implement the 
MSC algorithm for the data set. The graphical plot of the correlation comparisons is 
shown in Fig. 6(a). Figure 6(a) shows that 31p =  is a suitable estimate. The final 

states of the cluster centers are shown in Fig. 6(b), which indicates that the cluster 
centers are centralized to six locations. We process AHC with the final states of 
cluster centers. The AHC result is shown in Fig. 6(c), which shows that the six 
clusters match the data structure of the data set. Six identified clusters are shown in 
Fig. 6(d), which demonstrates that the MSC is not influenced by these noisy points 
and can produce good clustering results.  
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Fig. 5. (a) 6-clusters data set; (b) Final states of cluster centers for the vMF mean shift;  
(c) Three identified clusters; (d) Six identified clusters 
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Fig. 6. (a) Graph of correlation with 31p = ; (b) Final states of cluster centers for the MSBC; 
(c) Hierarchical tree; (d) Identified clusters 

Example 3. In this example, we consider real data that are sourced from Holguin [7]. 
These data represent measurements of occupational judgments (each response being 
transformed to a spherical unit vector) according to 4 different criteria (Earnings, Social 
Status, Reward, Social Usefulness). The objective of this study is to determine whether 
the occupational judgments differ according to the criterion used. Fisher et al. [4] 
pointed out that the data of Social Status and Reward have similar shapes and similar 
medians, whereas the other two sets are rather different in shape and there are 
significant differences between the median directions. Therefore, we use only the data 
for Earnings and Social Usefulness, and Fig. 7(a) shows the data set with 48 
observations from Earnings and 48 observations from Social Usefulness. We implement 
the vMF mean shift for this data set. The final states of cluster centers are shown in Fig. 
7(b), indicating that cluster centers cannot be centralized in two locations. Therefore, the 
vMF mean shift algorithm cannot find the correct cluster number for the data set in Fig. 
7(a). We classify this data into two clusters as shown in Fig. 7(c). In Fig. 7(c), the first 
cluster consists of only one point, which is perceived as an outlier. The vMF mean shift 
algorithm thus produces incorrect clustering results because the estimate for κ  is not 
suitable. We then replace the vMF mean shift algorithm with the proposed MSC 
algorithm for the data set. The graphical plot of correlation comparisons for the data set 
is shown in Fig. 8(a) with 9p =  being a good estimate. The final states of the cluster 

centers are shown in Fig. 8(b) with the two different merged locations, and the 
hierarchical tree is shown in Fig. 8(c). It is clear that the cluster number is 2, as shown in 
Fig. 8(c). The identified clusters are shown in Fig. 8(d). Comparing the data set in Fig. 
7(a) with the identified clusters in Fig. 8(d), we find that only four points are classified 
into incorrect clusters for the MSC. 
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Fig. 7. (a) Data set (Earnings and Social Usefulness); (b) Final states of cluster centers for the 
vMF mean shift; (c) Two identified clusters 
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Fig. 8. (a) Graph of correlation with 9p = ; (b) Final states of cluster centers for the MSC; (c) 
Hierarchical tree; (d) Two identified clusters 

4 Conclusions 

In this paper we proposed a mean shift clustering (MSC) algorithm for directional 
data on a hypersphere where the MSC can automatically find a cluster number with 
good cluster centers without giving an a priori cluster number. The proposed 
clustering algorithm presents a new method for the analysis of grouped directional 
data on a hypersphere. It can also give a good estimated cluster number. For 
evaluation of the proposed method, we used the numerical and real data to compare 
the proposed method with the existing method. The results show the accuracy and 
superiority of the proposed algorithm. Overall, the proposed MSC clustering 
algorithm gives a new means to analyze grouped directional data on a hypersphere. 
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Żabiński, Tomasz I-622
Z ↪abkowski, Tomasz II-570
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