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Abstract. We present a characterization of Z-convex polyominoes in
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rithm which generates all Z-convex polyominoes of size m in constant
amortized time.
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1 Introduction

A polyomino P [17] is a finite connected set of edge-to-edge adjacent square
unit cells in the Cartesian two-dimensional plane, defined up to translations. We
call size of the polyomino the number of cells that compose it. Several classes
of polyominoes have been considered and extensively studied in enumerative
or bijective combinatorics [7,15,3,1]. They have been studied in two-dimensional
language theory where tiling systems for various classes of polyominoes have been
provided [10,9]. In [2,19] the problem of reconstructing polyominoes from partial
information has been addressed. Polyominoes have also received a particular
attention in tiling theory see [5,25,8,23], for example.

Due to the difficulty of solving problems for the whole class of polyominoes,
many subclasses have been studied, in particular by introducing some convexity
constraints on the cells. The most studied polyominoes are convex polyominoes,
i.e., polyominoes whose rows and columns are connected sets of cells (there
are no holes between the lower cell and the upper cell of a column, and also
between the leftmost cell and the rightmost cell of a row, respectively). They
have been enumerated with respect to the semi-perimeter (one half the length
of the boundary) but only asymptotic results are known with respect to the size
[6,18]. In [14] the authors observed that convex polyominoes have the property
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that every pair of cells is connected by a monotone path (made of steps in only
two directions: North and East, North and West, South and East or South and
West) inside the polyomino itself. In this way, one can associate with each convex
polyomino P the minimal number k& of changes of direction which are necessary
to ensure the existence of a monotone path between any two cells of P.

More precisely, a convex polyomino is called k-convez if, for every pair of its
cells, there is at least one monotone path with at most k£ changes of direction
that connects them. Very recently, an asymptotic estimate of a lower bound for
the number of k-convex polyominoes with perimeter p, for any k, has been given
[24]. Such a hierarchical approach provides a way to handle the general class of
convex polyominoes. When the value of k£ is 1 we have the so-called L-convex
polyominoes, where this terminology is motivated by the L-shape of the paths
that connect any two cells which are not in the same column or in the same row.
L-convex polyominoes have been studied from a combinatorial point of view: in
[11,13] the authors enumerate them with respect to the semiperimeter and size;
furthermore in [12] a reconstruction algorithm from partial information is given.

Here we are interested in the second level of such a hierarchy, that is, the
class of Z-convex polyominoes (or, equivalently, 2-convex polyominoes). They
have been enumerated with respect to semiperimeter in [16] and studied in [26]
from the tomographic point of view, but many problems are still open. Our main
motivation is to give a methodology and a characterization that allow to handle
Z-convex polyominoes and at the same time represent an idea that could be gen-
eralized to k-convex polyominoes, for each k. In fact, we show a characterization
of Z-convex polyominoes of size n in terms of pairs of suitable integer vectors,
and we see that such a characterization directly leads to a CAT (constant amor-
tized time) algorithm for the exhaustive generation of Z-convex polyominoes of
size n. We recall that CAT algorithms for the exhaustive generation (with re-
spect to the size) of parallelogram polyominoes [20], L-convex polyominoes [21]
and for the whole class of convex polyominoes [22], have been recently proposed.

2 Preliminaries

A polyomino P is called convez if the intersection of P with an infinite row or
column of connected cells is always connected. We indicate by CPol(n) the set
of convex polyominoes of size n. The size and the width of P are the number
s(P) of its cells and the number w(P) of its columns, respectively. A path in P
is a sequence cy, Ca, ..., c, of cells of P such that for all 7, with 1 < i < k, ¢;
shares one edge with ¢;41.

Three classical families of convex polyominoes are Ferrer diagrams (see Fig.
1(a)), stack polyominoes (see Fig. 1(b)) and parallelogram polyominoes (see
Fig. 1(c)). These particular convex polyominoes are characterized with respect
to the number of vertices of the minimal bounding rectangle of the polyomino
which belong to the polyomino itself: three for Ferrer diagrams, two (adjacent)
for stacks polyominoes and two (opposite) for parallelogram polyominoes. A
polyomino is h-centered [4] if it contains at least one row touching both the left
and the right side of the minimal bounding rectangle (see Fig. 1(d)).
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Fig.1. (a) A Ferrer diagram; (b) a stack polyomino; (c) a parallelogram polyomino
and (d) an h-centered convex polyomino

We denote by (7,7) a cell in column ¢ and row j. Without loss of generality,
we suppose that for any polyomino P one has min{é|3j (i,5) € P} = 1 and
min{j|(1,5) € P} =0.

The wvertical projection of P is the integer vector 7n(P) = [p1,...,pi] where
I = w(P) and for all ¢, with 1 < i < [, p; is the number of cells of column i,
p; = 8{j|(i,j) € P}. Moreover, the position vector of P is defined as the integer
vector o(P) = [s1,..., 8] where for all ¢, with 1 < ¢ <, s; is the y-coordinate
of the bottom cell of column 4, s; = min{j|(¢,j) € P}.

Given a class of polyominoes A C CPol(n), notice that any P € A is univocally
described by the pair of integer vectors (p, s) where p = w(P) and s = o(P).
The following notations are useful when dealing with integer vectors. Let

t = [t1,...,t]. We denote by ¥l the vector [z, ..., z], by - the catenation product
- ~ rd
k
of vectors and we let t<; = [t1, ..., ti—1] (t<i = [t1,...,t:]) and ts; = [tit1, ..., 1]

(tZi = [tia cee atlD'

We say that t is unimodal if it can be written as t = t<; - t;, 1 < i <[, with
t; <tjy1 foreach 1 < j <4, t; >t and t; > tj4q for each i < 7 < I. We say
that ¢ is concave if it can be written as ¢t = t<; -t;, 1 <4 <[, with ¢; > ¢4, for
each 1 <j <4, t; <tipq and t; <tjyq for each i < j <.

If P is a convex polyomino one can easily observe that the vector of y-
coordinates of the top cells of the columns of P is concave and the vector of
y-coordinates of the bottom cells of the columns is unimodal, or vice versa.
Note that a constant vector (for example, when P is a stack polyomino) can be,
equivalently, considered both unimodal and concave.

+h mum
| -

(a) (b)

Fig. 2. (a) A Z-convex polyomino, (b) a 3-convex polyomino
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(a) (b) ()

Fig. 3. (a) Columns with a horizontal intersection, (b) horizontally disjoint columns,
(¢) column horizontally included

3 Z-Convex Polyominoes

A convex polyomino P is said Z-convez if any two cells of P are connected by
a path in P with at most two changes of direction. Figure 2 shows a Z-convex
polyomino together with a polyomino which is 3-convex but not Z-convex (every
path between the highlighted cells has at least three changes of direction).

We denote by ZPol(n) the set of Z-convex polyominoes of size n. In this
section we give a characterization of Z-convex polyominoes in terms of position
vectors and vertical projections and we give some basic properties which are
fundamental for the generation of ZPol(n). Firstly, we give a basic definition.

Definition 1. Let P be a convez polyomino with o(P) = [s1,...,s] and w(P) =
[p1,...,p]. Let 1 <i,j <1, we say that

- columns i and j of P have a horizontal intersection (see Fig. 3(a)) iff s; <
$; <sj+pj—1<s;+pi—1lors;<s;<si+pi—1<s;+p;—1;

- columns i and j of P are horizontally disjoint (see Fig. 3(b)) iff s; > s;+p;—1
ors; >s;+p;—1;

- column i horizontally includes column j of P (see Fig. 3(c)) iff s; < s; and
Si+pi—128j+pj—1.

The previous definition can be used to characterize Z-convex polyominoes, as
stated in the following theorem.

Theorem 1. Let P be a convexr polyomino. Then P is Z-convex if and only if
for all i,j, with 1 <i < j <, if columns i and j are horizontally disjoint then
there exists k, with i« < k < j, such that column k horizontally includes both
columns i and j.

Proof. Le P be a Z-convex polyomino and i and j two horizontally disjoint
columns of P. Let us consider the top cell x = (i,s; + p; — 1) of column ¢ and
the bottom cell y = (j,s;) of column j. If s; > s; + p; — 1 (see Fig. 3(b)) the
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only way to connect x to y by a path with at most two changes of direction
is a path that starts with a horizontal right step and changes direction in cells
(k,si +pi— 1) and (k,s;), for a certain k. Then there exists in P a column k
with s < s; and px > p; + p;, and so column k includes both columns ¢ and j.
Vice versa, for any pair of cells x = (i, h) and y = (j, g) if columns ¢ and j have
a horizontal intersection with s; < s; +p; — 1 (see Fig. 3(a)) then there exists a
row in P, formed by the cells (i,m), (i + 1,m), ..., (4, m), with h < m < g, that
crosses both columns ¢ and j. Then, there is a path which connects = to y and
has exactly two changes of direction, in cells (¢, m) and (j, m). Otherwise, if ¢ and
j are horizontally disjoint, by hypothesis we can consider the path that starts
with an horizontal right step and changes direction in cells (k, k) and (k,g). O

Let o(P) = [s1,...,s] and define TOP(P) = [s1 +p1 — 1,...,s1 + pr — 1].
As observed in the previous section, if P is a convex polyomino then o(P) is
concave and TOP(P) unimodal, or vice versa. Without loss of generality, from
here on we consider convex polyominoes of the first kind, i.e. o(P) is concave
and TOP(P) is unimodal; we call descending this kind of polyominoes.

Thus, let h be the first index such that sj_1 < s, or column A is horizontally
disjoint from one of the first A — 1 columns and let k£ be the smallest index such
that column k£ is not included in column k + 1. Trivially, one has k < h.

We write 0(P) = s<p, - s> and TOP(P) = t<y - t>. It follows a decomposition
of a Z-convex polyomino as stated in the following proposition.

Proposition 1. Let P be a Z-conver polyomino with o(P) = s<p - S>p and
TOP(P) = t<y - t>g. Then P can be decomposed into three (possibly null) parts:
a left stack polyomino L (the first k columns) and a right stack polyomino R
(the last w(P) — h + 1 columns) joined by a central parallelogram polyomino C
(from column k + 1 to column h — 1) with the following properties:

C' is an h-centered convex polyomino (see Fig. 4(a)).

L and C form an h-centered polyomino (see Fig. 4(b)).

C and R form an h-centered polyomino (see Fig. 4(c)).

if there exist in P two horizontally disjoint columns then they belong to L and
to R, respectively (see the highlighted columns in Fig. 4(d)).

Proof. Consider the fourth property. Let ¢, j be two horizontally disjoint columns,
with ¢ < j, and suppose that s; > s;+p;—1. By Theorem 1 there exists a column
k, with i < k < j, that includes both columns ¢ and j. Moreover, for convexity
reasons the y-coordinate of the top cell of a column A to the right of column j
must satisfy the relation TOP[h| < TOP[j]. So, columns h and 4 are horizontally
disjoint and then there is g, with ¢ < g < j < h, such that column g includes
both columns 7 and h. If one had s, < s; then it would be impossible to have
sq < sp, due to the convexity constraint. Therefore, any column h to the right
of column j is horizontally included in column j, and column j belongs to the
right stack R. In the same way one can prove that column i belongs to the left
stack L. The others properties are proved as a consequence. a
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Fig. 4. Properties of the decomposition of a Z-convex polyomino

Let P be a Z-convex polyomino with decomposition P = L - C' - R provided
by Proposition 1. Note that the left stack L is never null and consists of the first
k columns of P, k > 1. Then we can give the following definition.

Definition 2. Let s = o(P) = [s1,...,51] and s<j, = 0Vl ~x[2j2] : ~~x£js], with
0> x9--- > xs. We define the integer vector BOTTOMCELL as BOTTOMCELL[e] =
Zigeji: with 1 <e < s.

In other words, if B = {0, x2,...,2,} then the eth entry of BOTTOMCELL is
the index of the rightmost column of the left stack L such that the y-coordinate
of its bottom cell is the eth value in B.

Furthermore if C # () we can give the following definition.

Definition 3. Let m be an integer, with k < m < h, such that the first m
columns of P form an h-centered polyomino with horizontal intersection given by
a rectangle of height p1 (the height of the first column of L). We set DOM[m] = e,
if column m horizontally includes column BOTTOMCELL[e] but does not horizon-
tally include column BOTTOMCELL[e+1]. We define also the integer vector ISDOM
such that 1SDOM[e] = m, with 1 < e < s, if column DOM[m] = e In such a case
we say that column m dominates column BOTTOMCELLe].

Example 1 illustrates the vectors BOTTOMCELL and ISDOM associated with the
polyomino of Fig. 4. The importance of dominating columns is pointed out by
the following lemma.

Lemma 1. If two columns i,j of a Z-convexr polyomino, with i < k and j > h,
are horizontally disjoint then column j is horizontally included in the column
that dominates column 1.

Proof. Recall that if columns ¢ and j are horizontally disjoint then there exists
a column that includes them. The column m which dominates column ¢ is the
rightmost that includes ¢ and so it is the column with the lowest bottom cell
among the columns which include column 4. Thus m includes also column j. O
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Ezample 1. Let us consider the Z-convex polyomino P in Fig. 4(d). We have

o(P)=10,-1,-1,-2,-2,-3,-6,-8,-9,-10, -8, -5, —4, —4]

and
TOP(P) = [2,3,4,4,5,7,6,4,4,1,—1, -2, -3, -3].

Furthermore, the left stack has width & = 6, with BOTTOMCELL = [1, 3,5, 6].
Moreover, one has 1ISDoM = [9,9, 7, 6].

Let us observe that column 12 and column BOTTOMCELL[2] (highlighted in
Fig. 4(d)) are horizontally disjoint and that column 1SDOM[2] (pointed by the
arrow) dominates column BOTTOMCELL[2], i.e. column 9 dominates column 3
and horizontally includes column 12.

4 The Exhaustive Generation of ZPol(n)

In this section we give an outline of an algorithm which works column by column
and generates all Z-convex polyominoes of size n. The algorithm is based on an
inductive approach: at step 4 it assumes that a Z-convex polyomino P;_; with
1 —1 columus, vertical projection [p1,...,p;—1], position vector [s1,..., s;—1] and
size n—r has been generated and it determines all and only those ith columns (of
size at most r) that can extend it. More precisely, it computes all the integer pairs
(a,b) such that [p1,...,p;—1,a] and [s1,. .., s;—1, b] denote a Z-convex polyomino.
Obviously, by convexity reasons, the values a, b must satisfy the relations

b<si_1+pi-1—1, bt+a—-1>s_1.

Let us call H-CENTERED(i, 1, d) a recursive procedure that, given a Z-convex
polyomino P;_; with size n —r and horizontal intersection of height d, generates
all Z-convex polyominoes with prefix P;_; by computing all the possible ith
columns (identified by the size a and the position b) and making a recursive call
for each of them. The crucial points of the algorithm are described below, where
all the cases which may arise when adding column i, of size a and position b, are
considered (recall the decomposition P =L - C - R).

1. Column ¢ horizontally contains all the previous columns. In this case P; is a
prefix of the left stack L and d = p;. So, the procedure updates the vector
BOTTOMCELL and makes a recursive call H-CENTERED (i + 1,7 — a, p1);

2. P;_q is a prefix of L, P; is h-centered (b + a > 0) and column ¢ does not
horizontally includes column ¢ — 1. In this case column 7 is the first column of
C and the vectors DOM and ISDOM are possibly updated before the recursive
call H-CENTERED(i + 1,7 — a, min(d, b + a));

3. P,_1is a prefix of L and b > s;_1 or b = s;,_1 and P; is not h-centered
(b+a < 0). In this case C' is null and column i is the first column of R. We
then proceed by calling a simple procedure R(i 4+ 1,7 — a,a) to generate all
right stacks of height at most a and size r — a;
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4. P;_1 is not a prefix of L, is h-centered (d > 0) and b + a > 0. In this
case column 4 belongs either to C' (if b < s,_1 — the vectors DOM and Is-
DOM are possibly updated) or to R (if b > s;,_1), and the recursive call
H-CENTERED (i 4+ 1,7 — a, min(d, b + a)) occurs;

5. P,y is not a prefix of L, is h-centered (d > 0) and b+ a < 0. In this case
column 7 is the first column of R (there must be a column j < ¢ including ¢
and any column h horizontally disjoint from ), the vectors DOM and 1ISDOM
are not updated and the recursive call H-CENTERED(i + 1,7 — a,0) occurs.

6. P;_1 is not h-centered (d = 0), that is, at least one column of R has been
already generated. In this case we have to generate a suffix of R. The position
b of column ¢ has to be determined by exploiting the vectors ISDOM and DOM
and the recursive call H-CENTERED(¢ + 1,7 — a,0) occurs.

The previous description provides us with the high level behaviour of the al-
gorithm. Nevertheless, a detailed analysis of the steps associated with Case 2
(the generation of the first column of C) is needed to point out the special role
played by the vectors ISDOM and DOM, in particular how they can be updated
in time O(1). So, let us see how H-CENTERED(k + 1,7,p1) works when P is a
(left) stack.

First, we point out that procedure H-CENTERED examines the integer pairs
(column-size, bottomcell-position) according to the following order:

(a,b) < (a',b") ff a<da'Va=d Ab>V.

This corresponds to two nested loops, the outer associated with the size a (in-
creasing form 1 to r) and the inner associated with the position b (decreasing
from pr + sk —a to sp —a+1).

So, the first column that can belong to C' corresponds to the pair (—si+1, si)
(a column associated with a pair (a’,b") < (—sx+1, si) is necessarily the first col-
umn of R). Such a column may possibly dominate only column BOTTOMCELL[1]:
this happens if p; = 1 with j = BOTTOMCELL[1], that is, if 1) is a prefix of
p<k. In this case we set DOM[k + 1] = 1 and 1SDOM[1] = k + 1. More generally,
an inductive approach is used to determine which column is dominated by the
(k + 1)-th column associated with (a,b): it is sufficient to remember the entries
e’ = DoM[k+1] and ¢” = DOM[k+ 1] associated with the pair (a’,d") which imme-
diately precedes (a, b) and with the pair (a—1, px+ s —a+1) (the column of size
a — 1 in the highest position), respectively. Indeed, if b+a — 1 < si + by, a simple
check let us to see whether to set either DOM[k+1] = ¢/ or DOM[k+1] =€’ +1 or
DOM[k+1] = ¢’ — 1, whereas if b+ a—1 = sy + by, one has either DOM[k + 1] = €”
or DOM[k + 1] = ¢” + 1 (the vector 1SDOM is updated accordingly).

By the same method we can operate in Case 4, when all the subsequent
columns j which belong to the parallelogram C, with j > k + 1, are placed at a
position for which P; is h-centered.

Lastly, we illustrate how the call H-CENTERED (4, 7, d) works in Case 5. First,
since b+a < 0, the size a of the first column of R is at most —s;_1 (the pairs (a, b)
are still generated according to the order < previously defined). By Theorem 1,
the highest position for a column i of size a and such that P; is not h-centered
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(but still Z-Convex) is the value b which satisfies b4+ a = 0, provided that there
is j < i such that column j horizontally includes both column BOTTOMCELI[1]
and column 4. This can be checked by accessing column j, where j = 1SDOM][1]
and testing whether s; < —a. If s) > —a then the position —a + 1 (analysed
in the previous iteration over b) is the lowest admissible for a column of size
a. Thus, b = —a can be considered as the basis of our inductive approach for
generating valid positions. More generally, in order to check whether —a — ¢
can be a valid position for a column of size a we need only to remember the
index e’ such that at the previous iteration (the position —a — ¢ + 1) column
BOTTOMCELL[e'] was the rightmost column horizontally disjoint from column 3.
If column BOTTOMCELL[e’ + 1] is now the rightmost column horizontally disjoint
from column ¢ then we read 1SDOM[e’ + 1] to get the index j and make the test
sj < —a — q. Otherwise the index j = BOTTOMCELL[¢/] is used also for testing
the current position.
We point out that procedure H-CENTERED works similarly also in Case 6.

T
I

[
HEEEN
EEEEEE
HEEEEEE

[
Cd

[
I

Fig. 5. Some iterations of H-CENTERED(S, 13, 3)

Example 2. In Fig. 5 we show the first 6 iterations for b when a = 13 of the
call H-CENTERED(8, 13, 3). In (a), since pg = pr and sg = sy one has DOM[8] =
DOM[7] = e = 3 and the current value (7) of 1SDOM[3] is replaced by 8. Nothing
changes at the 2nd iteration (b). In (c) since TOP[8] < TOP[BOTTOMCELL]e]]
then e = e—1 =3—-1 = 2, poM[8] = 2 and 1SDOM[2] = 8 and the old
value ISDOM[3] = 7 is restored. In (d) since TOP[8] < TOP[BOTTOMCELL[e]] then
e=e—1=2-1=1, poM[8] = 1 and 1SDOM[1] = 8, Nothing changes at
the 5th iteration (e). At the 6th iteration (f) column 8 reduces the horizontal
intersection then it does not dominate any column of the left stack L.

5 Complexity

We provide in this section some remarks that let us understand why the proposed
algorithm is CAT. The algorithm has a recursive structure. Its execution can
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be described by a tree where each node at level i corresponds to a call of a
procedure which works on column ¢ + 1 (the root is associated with the call
H-CENTERED(1,n,n)). Moreover, the outdegree of each internal node is at least
2. This implies that the number of internal nodes is O(N) where N is the number
of leaves, that is, the numbers of polyominoes in ZPol(n).

Hence, it follows that the algorithm is CAT if we show that each call (working
on a given column, say ¢) has a running time O(K), where

K = t{(a,b)|P; identified by [p1,...,pi-1,al,[s1,...,8i—1,b] is Z-convex}.

Indeed, the strategy that procedure H-CENTERED adopts for determining all the
admissible pairs (a,b) (representing the size and the position of the column to
be generated, respectively) guarantees that.

As shown in the previous section the structure of the procedure consists of two
nested cycles, the outer one associated with the size a of the column, the inner one
associated with the position b of the bottom cell. For each size a (analysed in in-
creasing order) the admissible positions are generated downwards, with a constant
number of operations associated with each value. As soon as a value V' is reached
such that the two integer vectors [p1,...,pi—1,a] and [s1, ..., s;—1,b'] do not de-
note a Z-convex polyomino, a break in the inner loop occurs and a new iteration
of the outer loop starts (for the size a + 1). The key observation is that if b’ is not
a valid position for the current size then, for any integer ¢ > 0, also b’ — ¢ is not
valid. Note also that if we can not find a valid position for a column of size a, then a
valid position for a column of size a + j, for all j > 0, does not exist. So Procedure
H-CENTERED has to return the control to the caller as soon as such a size is reached.

6 Conclusions

In this paper we have shown that, by representing Z-convex polyominoes as pairs
of suitable integer vectors, we can easily obtain a CAT algorithm for the exhaus-
tive generation of ZPol(n). It is also straightforward to see that our approach
can be exploited for solving the membership problem for ZPol(n). More pre-
cisely, having as input a convex polyomino P € CPol(n) individuated by 7 (P)
and o(P), we test whether P € ZPol(n) in time O(l) where | = w(P). It is also
natural to ask whether such an approach can be used to test k-convexity for
a generic k, and more generally to design a CAT generation algorithm for k-
convex polyominoes. So, a first step in this direction is to find a characterization
of k-convex polyominoes in terms of vertical projections and position vectors.
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