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Abstract. This paper presents a novel probabilistic framework for broadening 
the notion of context in web search query recommendation systems. In the rele-
vant literature, query suggestion is typically conducted based on past user ac-
tions of the current session, mostly related to query submission. Our proposed 
framework regards user context in a broader way, consisting of a series of fur-
ther parameters that express it more thoroughly, such as spatial and temporal 
ones. Therefore, query recommendation is performed herein by considering the 
appropriateness of each candidate query suggestion, given this broadened con-
text. Experimental evaluation showed that our proposed framework, utilizing 
spatiotemporal contextual features, is capable to increase query recommenda-
tion performance, compared to state-of-art methods such as co-occurence, adja-
cency and Variable-length Markov Models (VMM). Due to its generic nature, 
our framework can operate on the basis of further features expressing the user 
context than the ones studied in the present work, e.g. affect-related, toward fur-
ther advancing web search query recommendation.  

Keywords: context-aware, web search, query recommendation, spatiotemporal 
features, probabilistic framework.  

1 Introduction 

Automatic query recommendation is essential for modern web search systems. Typi-
cally, such systems (e.g. Google) take as input keywords expressing the user’s search 
intent. However, user queries are often extremely concise, consisting of few (1-2) 
words [1], and are significantly prone to ambiguity [2]. As a result, it is common for 
the initial query to be refined several times by the user [3], until a “proper” query is 
submitted, that is, a query expressing user intent in a way enabling the search engine 
(SE) to provide results optimally matching that intent, satisfying the user. The capa-
bility of the SE interface to assist the user in this process, through query recommenda-
tions, is highly significant [3]; in essence, by inferring the user’s search intent, the SE 
can provide query recommendations so as to assist the user to find easier and earlier 
what s/he is looking for. It has been reported that a reduction of only 1% in the time 
spent from a user searching in Google could lead to saving more than 187.000 person-
hours (21 years) each month [4]. Automatic query recommendation has thus become 
one of the most fundamental features of modern web search engines [5].  
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To this end, a plethora of automatic query recommendation systems have been 
proposed in the past (e.g. [2],[3],[6-9]). This line of research typically focuses on 
providing recommendations by comparing the queries that have been issued so far in 
the present user session, to queries of search sessions that have been recorded in the 
search engine’s query logs. For instance, in [6], query recommendations were pro-
vided on the basis of the user input query’s co-occurrence with other queries within 
sessions of the server’s log. In [7], instead of taking into account all queries that co-
occurred in logged sessions with the user’s query, query substitution/expansion was 
performed on the basis of the queries that were found in the server’s log to imme-
diately follow the user input query (adjacency method). Extending this approach and 
building upon a Markovian Prediction Suffix Tree (PST) [15], the authors of [3] pre-
sented a query recommendation method based on Variable-length Markov Models 
(VMM), where the user input query, as well as the queries preceding it within the 
present user session were taken into account. In [17], a similar approach, based on 
variable length HMMs was proposed. Further recent query suggestion studies include 
[18], which focused on frequency of occurrence, keyword similarity measures and mod-
ification patterns of queries, and [19], where the focus was on the identification of concep-
tually related queries through click-through graphs. In general, methods like the above 
provide suggestions by calculating the probability of each candidate suggestion to be 
issued next by the user, given the user context in terms of the so far issued queries, 
under the model defined through the server’s query logs [3]. Moreover, user actions 
related to clicks on URLs provided as search results have also been utilized [9],[19].  

As sometimes denoted within the above approaches, their aim is to infer query rec-
ommendations on the basis of the “user context” [3],[9]; however, they operate on 
only a limited view of context, which regards only queries and clickthrough data. 
These methods will be referred in the rest of the paper as SoA (State-of-Art) methods. 
Their limited view of context results to recommendations that are same for a given 
query (or query sequence, clickthrough actions), regardless for e.g. the temporal or 
spatial context of different user sessions. Focusing on the early provision of helpful 
recommendations (e.g. optimally provided right after the first query submission), the 
issue of same recommendations regardless the spatiotemporal user context becomes 
of even higher importance. The same query may be used to express different informa-
tion needs in the morning than in the evening, during weekdays or weekends [10], in 
the summer or winter, in different locations [11]. By not taking into account such 
information, a query recommender will always provide the same recommendation for 
a given input query or query sequence. Thus, although this limited view of user con-
text can lead to recommenders that are effective up to an extent, it may as well lead to 
sub-optimal results in practical application scenarios.  

As such a scenario, let us suppose the case of a tourist, using a web search system 
through his smartphone during midday, so as to find information regarding nearby 
restaurants in a town he is visiting (e.g. Thessaloniki), while being at a museum lo-
cated at a suburb of that city. While wandering in that suburb, prior to visiting the 
museum, he has noticed that a number of fine-dining restaurants exist therein. Unfor-
tunately, he recalls neither the names of those restaurants, nor the name of the suburb. 
Therefore, he provides “Thessaloniki restaurants” as a query to the search engine. The 
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SE web interface provides a large number of results, along with recommendations 
assisting the user in refining the query, so as to easier find what s/he is looking for. 

However, if the above recommendations are based only on the query-oriented con-
text of the user’s web search session, they would be the same, regardless the time (e.g. 
midday, night) or specific location (e.g. city centre, a city suburb) of the user. Thus, 
since the “Thessaloniki restaurant” searches recorded in the SE log typically focus on 
taverns located at the city center, the recommendations will be rather irrelevant to the 
present user’s actual needs. Suppose now that the above recommender system operat-
ed on the basis of a broadened view of context, taking into account, apart from the 
queries submitted in the present session, also the time of day, as well as the location 
of the user, boosting in the recommendations list, queries that have been provided to 
the SE from similar location and time as the one of the user. In this case, the name of 
the suburb would be highly probable to appear in the recommendations, along with 
terms such as “fine-dining restaurants”, significantly reducing the time and effort 
needed from the user to find what he is looking for. 

In the latter case of the above example, the recommender system, by operating on a 
broadened notion of the user context, would have been enabled to provide more per-
sonalized results, better suited to the present user’s needs. Web search is highly im-
portant for tourists, whereas more personalized search, better adapted to their needs at 
the time of search engine usage are essential, given that relevant use cases typically 
regard searching information about places that the SE user visits for the first time. The 
above may as well hold in more generic use cases, where, by utilizing spatial, tempor-
al and even further characteristics of the user context, a query recommender system 
could provide results better tailored to the user needs.  

To this end, although context-aware recommender systems is a highly active re-
search field [13], only few past works have studied a broadened notion of context in 
web search query recommendation, focusing for instance on location metadata [11] or 
temporal information [20]. However, the significance of broadening the context in 
query recommendation calls for novel methods that would allow incorporating spatial, 
temporal, as well as further types (e.g. affect-related) of contextual features. 

1.1 Contribution 

Following the above, the present work introduces a novel framework that allows spa-
tiotemporal and potentially further (e.g. affect-related) features describing the user 
context to be included in the process of automatic query suggestion. To this end, it 
utilizes as a basis SoA query recommendation approaches that predict user search 
intent from past queries of the present search session, refining their results by taking 
into account a broader view of the user context. At its current implementation, our 
framework has been experimentally tested using spatial and temporal contextual fea-
tures, so as to augment SoA query suggestion approaches such as co-occurrence, adja-
cency and VMM. Through experimental evaluation, our framework was found capable 
to increase the initial performance of the SoA methods. Due to its generic nature, our 
proposed framework can be potentially used in conjunction with practically any SoA  
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query suggestion method that is based solely on session query terms or clickthrough 
data. Moreover, it can be extended toward incorporating further spatial, temporal or 
other contextual features, describing the user’s context in a more thorough way. 

1.2 Paper Outline 

In the rest of the paper, Section 2 describes our probabilistic framework for broaden-
ing the context in query suggestion and Section 3 describes the process that was fol-
lowed for experimental evaluation, along with the obtained results. Conclusions are 
drawn in Section 4. 

2 The Query Recommendation Context Broadening 
Framework 

If viewed as a black box, our proposed framework (Fig. 1) receives as input past  
queries of the present user session, as well as parameters that describe the session’s 
spatiotemporal context. As shown in Fig. 1, by incorporating a SoA query recommen-
dation method, it obtains candidate suggestions (SoA query suggestions), along with 
the probability that they would stand for the user’s next submitted query. Thereafter, 
prior to providing the candidate suggestions to the user, ranking them via their proba-
bility score (as would have been typically done at this point in SoA query suggestion), 
our framework fuses for each candidate its current probability with the probability 
that the specific query would have been submitted to the search engine given the 
present spatiotemporal context (SoA query suggestions refinement). This final joint 
probability is eventually used so as to rank candidate suggestions and provide them to 
the search engine user (Final Query Suggestions).    

 

Fig. 1. Conceptual Architecture of the proposed context-broadening framework 
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For describing our approach in more detail, let us suppose a currently active user 
session in a web search system, which consists of N queries submitted so far. Let SN = 
{q1, q2,…,qN} be this submitted query sequence and a probabilistic query suggestion 
method (e.g. co-occurrence), which recommends M candidate queries qi, 1<i<M, on 
the basis of SN. At this, typically concluding point of SoA query recommendation 
methods, the result is a list of the candidate queries, ordered by the probability that 
they will be issued next by the user given SN, that is P(qi)=p(qi|SN). 

Taking now a step forward from SoA, instead of providing query recommendations 
on the basis of the conditional probability p(qi|SN), our framework takes into account 
SN and also further features describing the user context. Therefore, if K is the number 
of the utilized contextual features Ck, the probability of qi to be issued next is esti-
mated within our framework as:  

 ),...,,,|( 21 KNi CCCSqp  (1) 

Equation 1 calculates the probability that qi will be issued next by the user, on the 
basis of her/his past queries and also a series of further parameters that could poten-
tially describe user context in a thorough way. For instance, Ck’s can be parameters 
related to the spatial, temporal, or even the affective context of the user. They could 
also be used to encode user actions during search engine usage, i.e. clickthrough re-
sults selection data.  

Using the Bayes theorem and assuming conditional independence between SN, 
C1,…,CK for a given qi, from Equation 1 it holds: 
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In Equation 3, p(qi|SN) describes the conditional probability that qi will be issued next, 
given the so far user submitted queries SN, which, as explained above, can be obtained 
through any probabilistic state-of-art query suggestion method, such as co-occurrence, 
adjacency etc. The terms p(C1|qi),… p(CK|qi) describe the conditional probabilities 
that the current value of each contextual parameter C1,…CK (describing the present 
session’s context) is expected to hold, given that query qi is submitted by the user to 
the search engine. For each candidate query qi, the p(Ck|qi) terms, can derive from 
histograms expressing the distribution of qi occurrences within the server’s log, in 
respect of the possible values of each Ck parameter.  

As mentioned above, Equations 2 and 3 are formed following Equation 1, under 
the assumption of conditional independence between the parameters for a given qi. In 
essence, this means that optimally, knowledge over one’s parameter value for a given 
query should have absolutely no effect over the probability distribution of the other 
parameters. This assumption calls for careful selection of the contextual parameters to 
be used in our framework. However, cases of suboptimal conditional independence 
between the parameters can as well be tolerated as an approximation [16], keeping in 
mind that they might induce negative effects on our framework’s performance. 

In the present study, the contextual parameters shown in Table 1 were considered, 
expressing aspects of the spatiotemporal context of the user during the web search 
session. The prior probabilities of queries, regarding the specific parameters, were 
estimated herein as described in the following.   

Table 1. Contextual parameters used in the present study 

Parameter Name Description 
TD Time of Day [0-23] 
DW Day of Week [1-7] 
DM Day of Month [1-28] 
MY Month of Year [1-12] 
LOC (CI, CO) Location (City, Country) 

2.1 Contextual Parameter Priors for Candidate Query Suggestions 

Focusing first on temporal features of the user context, in the present study we consi-
dered the contextual parameters “time-of-day” (TD), “day-of-week” (DW), “day-of-
month” (DM) and “month-of-year” (MY). For each temporal context parameter, we 
first calculated for each query (qi) existing in the database, the histogram of query 
occurrences in respect of the different possible parameter values. From each histo-
gram, we then estimated the pdf of the specific parameter, as a mixture of Gaussians, 
fitted to the priors through Expectation-Maximization (EM). In the present implemen-
tation, six GMM components were used for modeling the TD parameter, three for the 
DW, seven for the DM and three for the MY. An example of a query’s histogram, 
related to the TD (time of day) temporal context parameter, as well as the respective 
resulted pdf are shown in Fig. 2. Fig. 2b shows the six GMM components of the TD 
parameter, which have been fitted through EM to the histogram of Fig. 2a. Fig. 3c 
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shows the cumulative pdf of the Fig. 2b GMM components, which is the result of the 
components summation.   

The amount of GMM components, as well as their initial distribution, was selected 
so as to provide EM with initial clusters that covered the entire span of the given pa-
rameter’s values. It should be noted at this point that, as shown in Table 1, the DM 
parameter was defined to have its allowed values in the span [1, 28], by normalizing 
the actual month-dependent span of this parameter (e.g. 1-31 for January, 1-30 for 
April) in this, common for all months span, so as to consider day-of-month values 
over a common, month-independent reference.  

 

Fig. 2. (a) Example of query histogram from AOL dataset for the time-of-day (TD) parameter, 
(b) GMM components after EM, (c) cumulative pdf 

In the context of query recommendation, data sparseness in the server query logs is 
a typical problem; the same query may have only a few (e.g. less than ten) occur-
rences. In our case, this issue can affect the afore-described pdf estimation process. 
The generation of smoother pdfs for queries of low occurrence, is achieved in the 
present study by employing Laplacian (add-one) smoothing. This leads, in cases of 
queries with low amount of occurrences, to pdfs which in fact describe a tendency of 
a query to appear more in specific times-of-day, days-of-month etc., without being 
over-fitted to the specific time-of-day etc. of the limited occurrences that have ap-
peared in the logs. Of course, as the amount of query occurrences becomes higher, the 
role of this smoothing is suppressed, allowing the resulting pdf to depict the occur-
rence tendencies of queries in a more precise way. At this point, it should be noted 
that Laplacian smoothing can be considered as a rather simple approach to deal with 
data sparseness in probability density estimation. However, it was used herein so as to 
compare our framework to SoA methods, without boosting its performance with more 
sophisticated smoothing approaches. Nevertheless, more sophisticated smoothing 
approaches could as well be employed in the future within our proposed framework.  

From the resulting pdfs, the conditional probabilities of Eq. 3 related to our  
temporal contextual features are estimated for any given query that is provided as 
suggestion from the utilized SoA method, expressing the probability of the current 
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contextual parameter’s value to hold, given the specific query. Therefore, for each 
candidate query qi, the probabilities p(CTD|qi), p(CDW|qi), p(CDM|qi), p(CMY|qi) are 
calculated in respect of the TD, DW, DM and MY context parameters, so as to  
provide input to Eq. 3, toward determining the final, context-aware probability of 
each query suggestion. 

In respect of spatial context parameters, the present study focused on the location 
(LOC) of the user during the web search session, in terms of her/his city (CI) and 
country (CO). To this end, the “MaxMind Geolite” country and city IP geolocation 
database1 was utilized, enabling the detection of the user’s country and city from 
her/his IP. Through this information, the geographical distribution of each query’s 
occurrences was obtained, providing the prior probability that the city of the currently 
logged-in user could be the source of the given query; this enabled the calculation of 
the p(LOC|qi) term used in Eq. 3, as p(CI|qi), or as p(CO|qi) in cases where only the 
country of the user could be inferred from the IP. Laplacian smoothing was again 
applied, enabling the calculation of query probabilities for locations inexistent in the 
train set. 

3 Experimental Evaluation 

Our framework’s effectiveness in enhancing automatic query suggestion was eva-
luated over two datasets, one of limited size, collected through a custom built web 
search engine interface, and the publicly available, anonymized version of the AOL 
query logs dataset [14]. Our aim was to compare our framework against baseline 
query suggestion methods, i.e. co-occurrence [1], adjacency [7] and VMM [15],[3], so 
as to examine whether the use of spatiotemporal contextual features would increase 
query suggestion performance. The datasets, experimental evaluation and the results 
obtained are explained in the following of the present section.  

3.1 Datasets and Evaluation Process 

CUBRIK Dataset. The “CUBRIK dataset” was collected through a custom built web 
search engine interface (Fig. 3), which had as purpose to provide users with fashion-
oriented web images related to the user query. This interface allowed recording time-
stamped user actions (submitted queries) along with their IPs during search engine 
usage. The dataset consisted of more than 1300 queries provided by 50 different users 
from 11 cities of 6 countries. Through this dataset, we were capable to evaluate both 
SoA query suggestion methods, as well as our framework, in a case of a small-size 
dataset. Moreover, by recording user IPs, we were capable to evaluate, apart from 
temporal, also spatial contextual features, over their capability to enhance automatic 
query suggestion through our proposed framework. 

                                                           
1 http://dev.maxmind.com/geoip/legacy/geolite/ 
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Fig. 3. The “CUBRIK fashion dataset” search engine interface 

AOL Dataset. The publicly available, anonymized version of the AOL dataset [14] 
that was used in the present work, consists of web search query logs that were col-
lected in 2006; it contains a sum of over 36 million queries, where the user IP has 
been replaced by an anonymous user ID. 

Evaluation Process. In order to evaluate our method, we used it in order to re-rank, 
on the basis of several contextual features, the suggestion results of three state-of-art 
query suggestion methods, namely the co-occurrence, the adjacency and the VMM. In 
this context, our aim was to compare the effectiveness of our method, to the one  
of the SoA methods that were used to provide in each case the p(qi|SN) term of our 
method’s Eq. 3. 

To this end, the first step was to split the queries of both our datasets into sessions. 
Sessions were identified based on changes on the username and by utilizing a tempor-
al distance threshold between queries of the same user; herein, a five-minute threshold 
was used for splitting sessions, following [1] and [12], leading to over 2 million and 
350 sessions for the AOL and CUBRIK datasets respectively.  

In our experiments, following past works such as [11], we used the Mean Reci-
procal Rank (MRR) as evaluation metric of query suggestion performance. The MRR 
expresses the inverse of the rank of the relevant query suggestion provided to the user, 
calculated as MRR=1/rank(qi), where, supposing that qi-1 is the last query submitted 
from the user in the present session (after which, a suggestion will be provided), qi is 
the next query that is known (through the database log) to have been submitted from 
the user, serving as the ground truth of the test case and rank(qi) is the rank of qi with-
in the suggestions list provided from the query suggestion algorithm.  

Since our framework operates on the basis of a SoA method, in essence re-ranking 
its results through contextual features, we omitted from the evaluation of both the 
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SoA methods and our proposed one, the cases for which the SoA method failed to 
provide a result relevant to the ground truth (qi+1) within its suggestions list, as in 
[11]. The AOL dataset results presented below were obtained after randomly splitting 
the whole database into two equally sized parts, one used as the training set and the 
other for evaluation. Due to the limited size of the CUBRIK dataset, the respective 
results presented below were obtained through leave-one-out cross validation over the 
dataset’s sessions. In order to reduce the noise that is introduced in the datasets from 
significantly rare queries and sessions, we followed the rationale of [3] and kept in the 
train and test sets respectively only those sessions that had more than one occurrence. 

3.2 Experimental Results 

CUBRIK Dataset. Table 2 presents the results that were obtained for the CUBRIK 
dataset through the co-occurrence (coOcc) and adjacency (Adj) methods, along with 
the results from using coOcc or Adj as the SoA method of our framework, for differ-
ent combinations of utilized features of the temporal context. In particular, for a more 
thorough overview of the contextual features effect, Table 4 (as well as the rest of this 
section’s tables) shows, apart from the results obtained by using all the spatiotemporal 
features (TD, DW, DM, MY and LOC) together and each one alone, also the best 
results taken by trying all different combinations of these features in pairs, triples or 
quadruples.   

Table 2. Results (MRR) of the co-occurrence (coOcc) and adjacency (Adj) methods on the 
CUBRIK dataset, used alone and in conjunction with spatiotemporal features through our 
proposed framework  

Method MRR Method MRR 
CoOcc 16,56% Adj 20,24% 
CoOcc {TD, DW, DM, MY, LOC} 16,16% Adj {TD, DW, DM, MY, LOC} 16,24% 
CoOcc {TD, DM, MY, LOC} 16,54% Adj {TD, DM, MY, LOC} 18,49% 
CoOcc {TD, MY, LOC} 16,96% Adj {TD, MY, LOC} 21,31% 
CoOcc {TD, LOC} 17,08% Adj {MY, LOC} 21,34% 
CoOcc {TD} 17,96% Adj {TD} 23,42% 
CoOcc {DW} 17,34% Adj {DW} 15,81% 
CoOcc {DM} 15,50% Adj {DM} 19,54% 
CoOcc {MY} 16,48% Adj {MY} 21,13% 
CoOcc {LOC} 16,50% Adj {LOC} 17,05% 

 
As shown inTable 2, by using a triplet of spatiotemporal contextual features, con-

sisting of TD, MY and LOC, our framework provided an increase in MRR perfor-
mance, for both the CoOcc and Adj methods. The best performance in both the coOcc 
and Adj cases was obtained by using our framework, so as to enhance query sugges-
tion with information over the time-of-day context of the user (TD); the initial per-
formance of coOcc and Adj was increased through our framework by 1.4% and 
3.18% respectively.  
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Table 3 shows the respective results obtained over the CUBRIK dataset for the 
VMM method. By comparing the first row of Table 4 and Table 3, it is clear that in 
accordance to the results of [3], the VMM method outperformed both the Adj and 
coOcc in terms of MRR over our limited-sized CUBRIK dataset. Moreover, by aug-
menting through our framework the VMM-based query suggestion with the TD, DM, 
MY and LOC contextual features, an increase in MRR of 1.46% was obtained. The 
use of less contextual features further increased performance, whereas, the best result 
was again obtained by using our framework so as to augment VMM with information 
regarding the session’s time-of-day. 

Table 3. Results (MRR) of the VMM method on the CUBRIK dataset, used alone and in 
conjunction with temporal features through our proposed framework  

Method MRR 
VMM 22,76% 
VMM {TD, DW, DM, MY, LOC} 22,69% 
VMM {TD, DM, MY, LOC} 24,22% 
VMM {TD, DM, MY} 24,49% 
VMM {TD, MY} 24,50% 
VMM {TD} 27,13% 
VMM {DW} 20,55% 
VMM {DM} 21,81% 
VMM {MY} 24,78% 
VMM {LOC} 22,14% 

 
As shown from the above results, due to the limited size of this dataset, all MRR 

results obtained were relatively low. However, in all the coOcc, Adj and VMM cases, 
significant increase in query suggestion performance was introduced by augmenting 
through our framework, their query suggestion process with spatiotemporal contex-
tual features. 

AOL Dataset. Table 4 presents the results that were obtained for the AOL dataset 
through the co-occurrence an the adjacency methods, along with the results obtained 
by using coOcc or the Adj as the SoA method of our framework, for different combi-
nations of utilized features of the temporal context.  

As shown in Table 4, by using all features of the temporal context within our 
framework, the average MRR for CoOcc was increased from 47.94% to 48.23%. By 
trying different combinations of features, the best result was obtained from using the 
time-of-day (TD) alone, which was 48.52%. In the adjacency method case, by using 
all features of the temporal context, a slight decrease in performance was obtained, at 
the level of 0.02%, however by omitting the DW parameter an increase of 0.09% was 
noticed and omitting also DM lead to further increase in performance. Again, the TD 
parameter alone led to the best MRR, which was 51.55%.  

 



600 D. Giakoumis and D. Tzovaras 

Table 4. Results (MRR) of the co-occurrence and adjacency methods on the AOL dataset, 
used alone and in conjunction with temporal features through our proposed framework  

Method MRR Method MRR 
CoOcc 47,94% Adj 51,32% 
CoOcc {TD, DW, DM, MY} 48,23% Adj {TD, DW, DM, MY} 51,30% 
CoOcc {TD, DM, MY} 48,37% Adj {TD, DM, MY} 51,41% 
CoOcc {DM, MY} 48,42% Adj {DM, MY} 51,49% 
CoOcc {TD} 48,52% Adj {TD} 51,55% 
CoOcc {DW} 48,36% Adj {DW} 51,40% 
CoOcc {DM} 48,04% Adj {DM} 51,27% 
CoOcc {MY} 48,10% Adj {MY} 51,23% 

 
Finally, Table 5 shows the respective results obtained by using the VMM method as 

basis. Similarly to the above, by using all features of the temporal context, a slight  
decrease in performance was obtained, at the level of 0.01%, however by omitting the 
DW parameter an increase of 0.11% was noticed and omitting also DM lead to further 
increase (of 0.18%) in performance. Again, the TD parameter alone led to the best result 
for the VMM case, which was 51.72%. This was the best result that was obtained for 
this study’s AOL dataset –based evaluation of automatic query suggestion. 

Table 5. Results (MRR) of the VMM method on the AOL dataset, used alone and in 
conjunction with temporal features through our proposed framework 

Method MRR 
VMM 51,50% 
VMM {TD, DW, DM, MY} 51,49% 
VMM {TD, DM, MY} 51,61% 
VMM {DM, MY} 51,68% 
VMM {TD} 51,72% 
VMM {DW} 51,57% 
VMM {DM} 51,44% 
VMM {MY} 51,41% 

Discussion. The above results, first of all confirm, in line with [3], the increased per-
formance that can be obtained in query suggestion through the VMM method, com-
pared to adjacency and co-occurrence. In both our datasets, the limited-sized one and 
the AOL, VMM outperformed the other SoA methods examined. Thereafter, through 
our proposed context-broadening framework, query suggestion performance, in terms 
of MRR, was found to further improve. 

In the limited-size (CUBRIK) dataset, an increase of 4.37% in MRR was found by 
incorporating information regarding the session’s time-of-day in query suggestion, 
compared to the VMM. In relative measures, the initial MRR of VMM (22,76%) was 
increased by a maximum of 19,20%. In the large dataset (AOL), an increase of 0.22% 
was obtained by incorporating this time only temporal contextual features in the 
VMM-based query suggestion process.  
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From the above analysis, the most important of our examined contextual features 
was found to be the TD, since its integration in the query suggestion process constant-
ly led to the best MRR performance. This indicates that since the interests of web 
search engine users vary among different hours of the day [10], it is essential for 
query recommendation systems to augment their operating context with such informa-
tion. Moreover, as shown from the CUBRIK dataset results, in accordance to [11], the 
user location parameter (LOC) was found also capable to enhance query suggestion 
performance in a number of cases, being used along with features of the temporal 
context. Unfortunately, the anonymized nature of the AOL dataset did not allow for 
features of the spatial context to be evaluated over it, however, the CUBRIK dataset 
results demonstrate a strong query suggestion enhancement potential for such features. 
Finally, focusing again on the AOL dataset results and the individual performance of 
temporal contextual features, the potential of the DW (day-of-week) parameter to  
enhance query suggestion performance is also evident, in accordance to differences  
that have been reported in search engine user interests between weekdays and  
weekends [10]. 

4 Conclusions 

The present study introduced a novel probabilistic framework for broadening the con-
text in automatic query suggestion. Our proposed framework takes a step forward 
from SoA methods that regard user context only in terms of queries that are submitted 
to the search engine, providing recommendations dependant also on spatiotemporal 
user context parameters. By evaluating our approach against the co-occurrence, the 
adjacency and VMM methods, we found increase in query recommendation perfor-
mance, in terms of MRR. These results first of all demonstrate that our proposed 
framework, by broadening the context of query recommendation systems, has poten-
tial to increase their performance in future practical applications. In line with past 
works [10][11], the results of the present study further highlight the importance of 
incorporating spatiotemporal features in the query suggestion process. Moreover, due 
to its generic nature, our framework can incorporate in the future further contextual 
parameters than only spatiotemporal ones, e.g. affect-related, toward query recom-
mendation systems that will operate in an even more broadened notion of the user 
context. 
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