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Preface

This volume contains the papers presented at the 8th Hellenic Conference on
Artificial Intelligence (SETN 2014), the official meeting of the Hellenic Artificial
Intelligence Society (EETN). The SETN 2014 conference took place in Ioannina,
Greece, during May 15–17, 2014, and was organized by the Department of Com-
puter Science and Engineering, University of Ioannina, Greece, in collaboration
with the Hellenic Artificial Intelligence Society.

SETN was first held in 1996 (University of Piraeus) and then in 2002 (Aris-
totle University of Thessaloniki). Since then it has occurred biannually: at the
University of the Aegean (2004, 2008), the University of Crete (2006), the NCSR
Demokritos (2010), and the University of Central Greece (2012). Over the years,
SETN has become one of the premier events for the discussion and dissemina-
tion of research results in the field of AI, produced mainly by Greek scientists
from institutes both in Greece and around the world. The two major goals of the
conference are (a) to promote research in AI, one of the most exciting and active
research areas in computer science and engineering and (b) to bring together
scientists and engineers from academia and industry to discuss the challeng-
ing problems encountered and the solutions that could be adopted. In addition,
SETN conferences aim at increasing international participation. This year we
had submissions from all over the world: USA, Australia, UK, Germany, Italy,
France, Austria, Denmark, Norway, Czech Republic, China, and Tunisia among
others.

The technical program of SETN 2014 included three plenary talks from dis-
tinguished keynote speakers:

– Planning for Complex Physical Systems, Lydia E. Kavraki, Rice University,
USA.

– Making Educational Software more Reactive to Users: How AI Can Help,
George D. Magoulas, University of London, UK.

– Multisensory Data-Driven Systems to Promote Safe Exercising in Chronic
Conditions, Fillia Makedon, University of Texas at Arlington, USA.

The conference attracted paper submissions by 229 authors from 21 countries (11
European). The decision for each submitted paper was based on the evaluation of
at least two reviewers. The reviews were performed by an international Program
Committee consisting of 107 members as well as from 11 additional reviewers.
The review process was very selective and, as a result, 34 out of 60 papers
submitted as regular (10-14 pages) were accepted. In addition, five submissions
were accepted as short papers (6 pages). Finally, another 15 papers were accepted
and presented in the following four special sessions:

– Action Languages: Theory & Practice, organized by Alexander Artikis, Marco
Montali, Theodore Patkos, and Stavros Vassos.
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– Computational Intelligence Techniques for Biosignal Analysis and Evalua-
tion, organized by Chrysostomos Stylios and Lenka Lhotska.

– Game Artificial Intelligence, organized by Antonios Liapis, Spyridon Samoth-
rakis, Georgios N. Yannakakis, and Stavros Vassos.

– Multimodal Recommendation Systems and Their Application to Tourism,
organized by Constantine Kotropoulos and Pavlos Efraimidis.

All the 54 papers presented at the conference are included in this proceedings
volume. An indication of the scientific quality is that the International Journal
of Artificial Intelligence Tools (IJAIT) agreed to publish a special issue with
extended versions of selected papers presented at the conference.

The SETN 2014 program also included the following four tutorials:

– Accessing 3D Object Collections (Instructor: Ioannis Pratikakis).
– Community Detection and Evaluation in Real Graphs, (Instructors: Christos

Giatsidis, Fragkiskos D. Malliaros, and Michalis Vazirgiannis).
– Engineering Competitive Multi-Agent Systems (Instructors: Alexander Ar-

tikis and Jeremy Pitt).
– Game Artificial Intelligence, (Instructors:Antonios Liapis and Georgios N.

Yannakakis).

The editors would like to thank all those who contributed to the implementation
of SETN 2014. In particular, we would like to express our gratitude to the Orga-
nizing Committee (and especially to Nikolaos Tziortziotis) for implementing the
conference schedule in a timely and flawless manner, the Steering Committee for
its assistance and support, the Program Committee and the additional reviewers
who did valuable work under a tight time schedule, and the three distinguished
keynote speakers for their kind participation.

We would also like to thank our financial sponsors: the University of Ioannina,
Greece, the Hellenic Open University, Greece, and Klidarithmos Publications.
We owe special thanks to Springer as well as to the Springer team and, especially,
to Alfred Hofmann, Anna Kramer, and Frank Holzwarth for their continuous
help and support in preparing and publishing this volume of LNCS/LNAI. Last
but not least, we are indebted to all authors who considered this conference as
a forum for presenting and disseminating their research work, as well as to all
conference participants for their active engagement and their contribution to the
success of SETN 2014.

May 2014 Aristidis Likas
Konstantinos Blekas

Dimitris Kalles
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Abstract. In a typical supervised data analysis task, one needs to perform the 
following two tasks: (a) select the best combination of learning methods (e.g., 
for variable selection and classifier) and tune their hyper-parameters (e.g., K in 
K-NN), also called model selection, and (b) provide an estimate of the perfor-
mance of the final, reported model. Combining the two tasks is not trivial be-
cause when one selects the set of hyper-parameters that seem to provide the best 
estimated performance, this estimation is optimistic (biased / overfitted) due to 
performing multiple statistical comparisons. In this paper, we confirm that the 
simple Cross-Validation with model selection is indeed optimistic (overesti-
mates) in small sample scenarios. In comparison the Nested Cross Validation 
and the method by Tibshirani and Tibshirani provide conservative estimations, 
with the later protocol being more computationally efficient. The role of strati-
fication of samples is examined and it is shown that stratification is beneficial. 

1 Introduction 

A typical supervised analysis (e.g., classification or regression) consists of several 
steps that result in a final, single prediction, or diagnostic model. For example, the 
analyst may need to impute missing values, perform variable selection or general 
dimensionality reduction, discretize variables, try several different representations of 
the data, and finally, apply a learning algorithm for classification or regression. Each 
of these steps requires a selection of algorithms out of hundreds or even thousands of 
possible choices, as well as the tuning of their hyper-parameters1. Hyper-parameter 
optimization is also called the model selection problem since each combination of 

                                                           
1  We use the term “hyper-parameters” to denote the algorithm parameters that can be set by 

the user and are not estimated directly from the data, e.g., the parameter K in the K-NN algo-
rithm. In contrast, the term “parameters” in the statistical literature typically refers to the 
model quantities that are estimated directly by the data, e.g., the weight vector w in a linear 
regression model y = w• x + b. See [2] for a definition and discussion too. 
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hyper-parameters tried leads to a possible classification or regression model out of 
which the best is to be selected. 

There are several alternatives in the literature about how to identify a good  
combination of methods and their hyper-parameters (e.g., [1][2]) and they all involve 
implicitly or explicitly searching the space of hyper-parameters and trying different 
combinations. Unfortunately, trying multiple combinations, estimating their perfor-
mance, and reporting the performance of the best model found leads to overestimating 
the performance (i.e., underestimate the error / loss), sometimes also referred to as 
overfitting2. This phenomenon is called the problem of multiple comparisons in in-
duction algorithms and has been analyzed in detail in [3] and is related to the multiple 
testing or multiple comparisons in statistical hypothesis testing. Intuitively, when one 
selects among several models whose estimations vary around their true mean value, it 
becomes likely that what seems to be the best model has been “lucky” in the specific 
test set and its performance has been overestimated. Extensive discussions and expe-
riments on the subject can be found in [2].  

The bias should increase with the number of models tried and decrease with the 
size of the test set. Notice that, when using Cross Validation-based protocols to esti-
mate performance each sample serves once and only once as a test case. Thus, one 
can consider the total data-set sample size as the size of the test set. Typical high-
dimensional datasets in biology often contain less than 100 samples and thus, one 
should be careful with the estimation protocols employed for their analysis.  

What about the number of different models tried in an analysis? Is it realistic to 
expect an analyst to generate thousands of different models? Obviously, it is very rare 
that any analyst will employ thousands of different algorithms; however, most learn-
ing algorithms are parameterized by several different hyper-parameters. For example, 
the standard 1-norm, polynomial Support Vector Machine algorithm takes as hyper-
parameters the cost C of misclassifications and the degree of the polynomial d. Simi-
larly, most variable selection methods take as input a statistical significance threshold 
or the number of variables to return. If an analyst tries several different methods for 
imputation, discretization, variable selection, and classification, each with several 
different hyper-parameter values, the number of combinations explodes and can easily 
reach into the thousands. 

Notice that, model selection and optimistic estimation of performance may also 
happen unintentionally and implicitly in many other settings. More specifically, con-
sider a typical publication where a new algorithm is introduced and its performance 
(after tuning the hyper-parameters) is compared against numerous other alternatives 
from the literature (again, after tuning their hyper-parameters), on several datasets. 
The comparison aims to comparatively evaluate the methods. However, the reported 
performances of the best method on each dataset suffer from the same problem of 
multiple inductions and are on average optimistically estimated.  

In the remainder of the paper, we revisit the Cross-Validation (CV) protocol. We cor-
roborate [2][4] that CV overestimates performance when it is used with hyper-parameter  
 

                                                           
2  The term “overfitting” is a more general term and we prefer the term “overestimating” to 

characterize this phenomenon. 



 Performance-Estimation Properties of Cross-Validation-Based Protocols 3 

 

 
 
optimization. As expected overestimation of performance increases with decreasing sam-
ple sizes. We present two other performance estimation methods in the literature. The 
method by Tibshirani and Tibshirani (hereafter TT) [5] tries to estimate the bias and 
remove it from the estimation. The Nested Cross Validation (NCV) method [6] cross-
validates the whole hyper-parameter optimization procedure (which includes an inner 
cross-validation, hence the name). NCV is a generalization of the technique where 
data is partitioned in train-validation-test sets. We show that both of them are con-
servative (underestimate) performance, while TT is computationally more efficient. 
To our knowledge, this is the first time the three methods are compared against each 
other on real datasets. The excellent behavior of TT in these preliminary results makes 
it a promising alternative to NCV. 

The effect of stratification is also empirically examined. Stratification is a tech-
nique that during partitioning of the data into folds for cross-validation forces the 
same distribution of the outcome classes to each fold. When data are split randomly, 
on average, the distribution of the outcome in each fold will be the same as in the 
whole dataset. However, in small sample sizes or imbalanced data it could happen 
that a fold gets no samples that belong in one of the classes (or in general, the class 
distribution in a fold is very different from the original). Stratification ensures that 
this doesn’t occur. We show that stratification decreases the variance of the estimation 
and thus should always be applied. 

2 Cross-Validation without Hyper-Parameter Optimization (CV) 

K-fold Cross Validation is perhaps the most common method for estimating perfor-
mance of a learning method for small and medium sample sizes. Despite its popularity, 
its theoretical properties are arguably not well known especially outside the machine 
learning community, particularly when it is employed with simultaneous hyper-
parameter optimization, as evidenced by the following common machine learning 
books: Duda ([7], p. 484) presents CV without discussing it in the context of model 
selection and only hints that it may underestimate (when used without model selection): 
“The jackknife [i.e., leave-one-out CV] in particular, generally gives good estimates  
 

Algorithm 1: K-Fold Cross-Validation CV(D) 
Input: A dataset D = { xi , yi, i=1, …, N} 
Output: A model M 
    An estimation of performance (loss) of M 
 
Randomly Partition D to K folds Fi  
Model M = f(•, D) // the model learned on all data D  
Estimation : ∑ ( , , \ ) , ∑  

Return M,  



4 I. Tsamardinos, A. Rakhshani, and V. Lagani 

 

because each of the n classifiers is quite similar to the classifier being tested …”.  
Similarly, Mitchell [8](pp. 112, 147, 150) mentions CV but in the context of  
hyper-parameter optimization. Bishop [9] does not deal at all with issues of performance 
estimation and model selection. A notable exception is the Hastie and co-authors [10] 
book that offers the best treatment of the subject, upon which the following sections are 
based. Yet, CV is still not discussed in the context of model selection.  

Let’s assume a dataset D = { xi , yi, i=1, …, N}, of identically and independently 
distributed (i.i.d.) predictor vectors xi and corresponding outcomes yi . Let us also 
assume that we have a single method for learning from such data and producing a 
single prediction model. We will denote with f(xi , D) the output of the model pro-
duced by the learner f when trained on data D and applied on input xi . The actual 
model produced by f on dataset D is denoted with f(•, D). We will denote with L(y, y’) 
the loss (error) measure of prediction y’ when the true output is y. One common loss 
function is the zero-one loss function: L(y, y’) = 1, if y≠y’ and L(y, y’) = 0, otherwise. 

Thus, the average zero-one loss of a classifier equals 1-accuracy, i.e., it is the prob-
ability of making an incorrect classification. K-fold CV partitions the data D into K 
subsets called folds F1 , …, Fk . We denote with D\i the data excluding fold Fi and Ni 
the sample size of each fold. The K-fold CV algorithm is shown in Algorithm 1.  

First, notice that CV returns the model learned from all data D, f(•, D). This is the 
model to be employed operationally for classification. It then tries to estimate the 
performance of the returned model by constructing K other models from datasets D\i , 
each time excluding one fold from the training set. Each of these models is then ap-
plied on each fold Fi serving as test and the loss is averaged over all samples. 

Is  an unbiased estimate of the loss of f(•, D)? First, notice that each sample xi is 
used once and only once as a test case. Thus, effectively there are as many i.i.d. test 
cases as samples in the dataset. Perhaps, this characteristic is what makes the CV so 
popular versus other protocols such as repeatedly partitioning the dataset to train-test 
subsets. The test size being as large as possible could facilitate the estimation of the 
loss and its variance (although, theoretical results show that there is no unbiased esti-
mator of the variance for the CV! [11]). However, test cases are predicted with differ-
ent models! If these models were trained on independent train sets of size equal to the 
original data D, then CV would indeed estimate the average loss of the models  
produced by the specific learning method on the specific task when trained with the 
specific sample size. As it stands though, since the models are correlated and have 
smaller size than the original:  

K-Fold CV estimates the average loss of models returned by the specific learning me-
thod f on the specific classification task when trained with subsets of D of size |D\i| 

Since |D\i| = (K-1)/K • |D| <  |D| (e.g., for 5-fold, we are using 80% of the total sample 
size for training each time) and assuming that the learning method improves on aver-
age with larger sample sizes we expect  to be conservative (i.e., the true  
performance be underestimated). How conservative it will be depends on where the 
classifier is operating on its learning curve for this specific task. It also depends on the 
number of folds K: the larger the K, the more (K-1)/K approaches 100% and the bias 
disappears, i.e., leave-one-out CV should be the least biased (however, there may be 
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still be significant estimation problems, see [12], p. 151, and [4] for an extreme failure 
of leave-one-out CV). When sample sizes are small or distributions are imbalanced 
(i.e., some classes are quite rare in the data), we expect most classifiers to quickly 
benefit from increased sample size, and thus  to be more conservative.  

3 Cross-Validation with Hyper-Parameter Optimization (CVM) 

A typical data analysis involves several steps (representing the data, imputation, dis-
cretization, variable selection or dimensionality reduction, learning a classifier) each 
 

 

  ( ) 

  ( )   

Algorithm 2: K-Fold Cross-Validation with Hyper-
Parameter Optimization (Model Selection) CVM(D, ) 
Input:  A dataset D = { xi , yi, i=1, …, N} 
    A set of hyper-parameter value combinations  
Output: A model M 
    An estimation of performance (loss) of M 
 
Partition D to K folds Fi  
Estimate ( ) for each : ( ) ∑ ( , ( , \ , )  , ( ) ∑ ( ) 
Find minimizer  of ( ) // “best hyper-parameters” 
M = f(•, D, ) // the model from all data D with the 
best hyper-parameters 

Return M,  
 
Algorithm 3: TT( D, ) 
Input:  A dataset D = { xi , yi, i=1, …, N} 
    A set of hyper-parameter value combinations  
Output: A model M 
    An estimation of performance (loss) of M 
 
Partition D to K folds Fi  
Estimate ( ) for each : ( ) ∑ ( , ( , \ , )  , ( ) ∑ ( ) 
Find minimizer  of ( ) // “best hyper-parameters” 
Find minimizers  of ( ) // the minimizers for each 
fold 
Estimate  ∑ ( ( )  ( )) 
M = f(•, D, ), i.e,. the model learned on all data D 
with the best hyper-parameters 

Return M, ̂   
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with hundreds of available choices of algorithms in the literature. In addition, each 
algorithm takes several hyper-parameter values that should be tuned by the user. A 
general method for tuning the hyper-parameters is to try a set of predefined combina-
tions of methods and corresponding values and select the best. We will represent this 
set with a set a containing hyper-parameter values, e.g, a = { no variable selection, 
K-NN, K=5, Lasso, λ = 2, linear SVM, C=10 } when the intent is to try K-NN with 
no variable selection, and a linear SVM using the Lasso algorithm for variable selec-
tion. The pseudo-code is shown in Algorithm 2. The symbol f(x, D, ) now denotes 
the output of the model learned when using hyper-parameters a on dataset D and ap-
plied on input x. Correspondingly, the symbol f(•, D, ) denotes the model produced 
by applying hyper-parameters a on D. The quantity ( ) is now parameterized by 
the specific values a and the minimizer of the loss (maximizer of performance) a* is 
found. The final model returned is f(•, D, ), i.e. , the models produced by values a* 
on all data D. On one hand, we expect CV with model selection (hereafter, CVM) to 
underestimate performance because estimations are computed using models trained 
on only a subset of the dataset. On the other hand, we expect CVM to overestimate 
performance because it returns the maximum performance found after trying several 
hyper-parameter values. In Section 7 we examine this behavior empirically and de-
termine (in concordance with [2],[4]) that indeed when sample size is relatively small 
and the number of models in the hundreds CVM overestimates performance. Thus, in 
these cases other types of estimation protocols are required. 

4 The Tibshirani and Tibshirani (TT) Method 

The TT method [5] attempts to heuristically and approximately estimate the bias of 
the CV error estimation due to model selection and add it to the final estimate. For 
each fold, the bias due to model selection is estimated as  ( )  ( ) where, as 
before, ek  is the average loss in fold k, ak is the hyper-parameter values that minimizes 
the loss for fold k, and a* the global minimizer over all folds. Notice that, if in all 
folds the same values ak provide the best performance, then these will also be selected 
globally and hence ak = a* for k=1, …, K. In this case, the bias estimate will be zero. 
The justification of this estimate for the bias is in [5]. Notice that CVM and TT return 
the same model (assuming data are partitioned into the same folds), the one returned 
by f on all data D using the minimizer a* of the CV error; however, the two methods 
return a different estimate of the performance of this model. It is also quite important 
to notice that TT does not require any additional model training and has minimum 
computational overhead. 

5 The Nested Cross-Validation Method (NCV) 

We could not trace who introduced or coined up first the name Nested Cross-
Validation (NCV) method but the authors have independently discovered it and using 
it since 2005 [6],[13],[14]; one early comment hinting of the method is in [15].  
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A similar method in a bioinformatics analysis was used as early as 2003 [16]. The 
main idea is to consider the model selection as part of the learning procedure f. Thus, f 
tests several hyper-parameter values, selects the best using CV, and returns a single 
model. NCV cross-validates f to estimate the performance of the average model re-
turned by f just as normal CV would do with any other learning method taking no 
hyper-parameters; it’s just that f now contains an internal CV trying to select the best 
model. NCV is a generalization of the Train-Validation-Test protocol where one 
trains on the Train set for all hyper-parameter values, selects the ones that provide the 
best performance on Validation, trains on Train+Validation a single model using the 
best-found values and estimates its performance on Test. Since Test is used only once 
by a single model, performance estimation has no bias due to the model selection 
process. The final model is trained on all data using the best found values for a. NCV 
generalizes the above protocol to cross-validate every step of this procedure: for each 
Test, all folds serve as Validation, and this process is repeated for each fold serving as  
Test. The pseudo-code is shown in Algorithm 4. The pseudo-code is similar to CV 
(Algorithm 1) with CVM (Cross-Validation with Model Selection, Algorithm 2) serv-
ing as the learning function f. Notice, that NCV returns the same final, single model as 
CV and TT (assuming the same partition of the data to folds). Again, the difference 
regards only the estimation of the performance of this model. NCV requires a qua-
dratic number of models to be trained to the number of folds K (one model is trained 
for every possible pair of two folds serving as test and validation respectively) and 
thus it is the most computationally expensive protocol out of the three. 

6 Stratification of Folds 

In CV folds are partitioned randomly which should maintain on average the same 
class distribution in each fold. However, in small sample size sizes or highly imba-
lanced class distributions it may happen that some folds contain no samples from one 
of the classes (or in general, the class distribution is very different from the original). 

Algorithm 4: K-Fold Nested Cross-Validation NCV(D, ) 
Input:  A dataset D = { xi , yi, i=1, …, N} 
    A set of hyper-parameter value combinations  
Output: A model M 
    An estimation of performance (loss) of M 
 
Partition D to K folds Fi  
M, ~  = CVM(D, ) 
Estimation : ∑ ( , , \ )  , ∑  

Return M,  



8 I. Tsamardinos, A. Rakhshani, and V. Lagani 

 

In that case, the estimation of performance for that fold will exclude that class. To 
avoid this case, “in stratified cross-validation, the folds are stratified so that they con-
tain approximately the same proportions of labels as the original dataset” [4]. Notice 
that leave-one-out CV guarantees that each fold will be unstratified since it contains 
only one sample which can cause serious estimation problems ([12], p. 151, [4]). 

7 Empirical Comparison of Different Protocols 

We performed an empirical comparison in order to assess the characteristics of each 
data-analysis protocol. Particularly, we focus on three specific aspects of the protocol 
performances: bias, variance of the estimation and the effect of stratification. 

7.1 The Experimental Set-Up 

Original Datasets: Five datasets from different scientific fields were employed for 
the experimentations. The computational task for each dataset consists in predicting a 
binary outcome on the basis of a set of numerical predictors (binary classification). In 
more detail the SPECT [17] dataset contains data from Single Photon Emission 
Computed Tomography images collected in both healthy and cardiac patients. Data in 
Gamma [18] consist of simulated registrations of high energy gamma particles in an 
atmospheric Cherenkov telescope, where each gamma particle can be originated from 
the upper atmosphere (background noise) or being a primary gamma particle (signal). 
Discriminating biodegradable vs. non-biodegradable molecules on the basis of their 
chemical characteristics is the aim of the Biodeg [19] dataset. The Bank [20] dataset 
was gathered by direct marketing campaigns (phone calls) of a Portuguese banking 
institution for discriminating customers who want to subscribe a term deposit and 
those who don’t. Last, CD4vsCD8 [21] contains the phosphorylation levels of 18 
intra-cellular proteins as predictors to discriminate naïve CD4+ and CD8+ human 
immune system cells. Table 1 summarizes datasets’ characteristics. 

Sub-Datasets and Hold-out Datasets: Each original dataset D is partitioned into two 
separate, stratified parts: Dpool, containing 30% of the total samples, and the hold-out 
set Dhold-out, consisting of the remaining samples. Subsequently, for each Dpool 50 sub-
datasets are randomly sampled with replacement for each sample size in the set {20, 
40, 60, 80, 100, 500 and 1500}, for a total of 5  × 7 × 50 sub-datasets Di, j, k (where i 
indexes the original dataset, j the sample size, and k the sub-sampling). For sample 
sizes less than 100 we enforce an equal percentage among the two classes, in order to 
avoid problems of imbalanced data. Most of the original datasets have been selected 
with a relatively large sample size so that each Dhold-out is large enough to allow a very 
accurate (low variance) estimation of performance. In addition, the size of Dpool is 
also relatively large so that each sub-sampled dataset to be approximately considered 
a dataset independently sampled from the data population of the problem. Neverthe-
less, we also include a couple of datasets with smaller sample size. 
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Table 1. Datasets‘ characteristics. Dpool is a 30% partition from which sub-sampled datasets 
are produced. Dhold-out is the remaining 70% of samples from which an estimation of the true 
performance is computed. 

Dataset Name # Samples # Attributes 
Classes 

ratio 
|Dpoo1| |Dhold-out| Ref. 

SPECT 267 22 3.85 81 186 [17] 

Biodeg 1055 41 1.96 317 738 [19] 
Gamma 19020 11 1.84 5706 13314 [18] 

CD4vsCD8 24126 18 1.13 7238 16888 [21] 
Bank 45211 17 7.54 13564 31647 [20] 

 
Bias and Variance of each Protocol: For each of the data analysis protocols CVM, 
TT, and NCV both the stratified and the non-stratified versions are applied to each 
sub-dataset, in order to select the “best model/hyper-parameter values” and estimate 
its performance . For each sub-dataset, the same split in 10  folds was em-
ployed for the stratified versions of CVM, TT and NCV, so that the three data-analysis 
protocols always select exactly the same model, and differ only in the estimation of 
performance. For the NCV, the internal CV loop uses K=9. The bias is computed as 
Lhold-out  - . Thus, a positive bias indicates a higher “true” error (i.e., as estimated on 
the hold-out set) than the one estimated by the corresponding analysis protocol and 
implies the estimation protocol is optimistic. For each protocol, original dataset, and 
sample size the mean bias, its variance and its standard deviation over the 50 sub-
samplings are computed and reported in the results’ Tables and Figures below. 
Performance Metric: All algorithms are presented using a loss function L computed 
for each sample and averaged out for each fold and then over all folds. The zero-one 
loss function is typically assumed corresponding to 1-accuracy of the classifier. How-
ever, we prefer to use the Area Under the Receiver’s Operating Characteristic Curve 
(AUC) [22] as the metric of choice for binary classification problems. One advantage 
is that the AUC does not depend on the prior class distribution. This is necessary in 
order to pool together estimations stemming from different datasets. In contrast, the 
zero-one loss depends on the class distribution: for a problem with class distribution 
of 50-50%, a classifier with accuracy 85% has greatly improved over the baseline of a 
trivial classifier predicting the majority class; for a problem of 84-16% class distribu-
tion, a classifier with 85% accuracy has not improved much over the baseline. Unfor-
tunately, the AUC cannot be expressed as a loss function L(y, y’) where y’ is a single 
prediction. Nevertheless, all Algorithms 1-4 remain the same if we substitute 1 , \ , , i.e., the error in fold i is 1 minus the AUC of the model 
learned by f on all data except fold Fi, as estimated on Fi as the test set.  
Model Selection: For generating the hyper-parameter vectors in a we employed three 
different modelers: the Logistic Regression classifier ([9], p. 205), as implemented in 
Matlab 2013b, that takes no hyper-parameters; the Decision Tree [23], as imple-
mented also in Matlab 2013b with hyper-parameters MinLeaf and MinParents both 
within {1, 2, …, 10, 20, 30, 40, 50}; Support Vector Machines as implemented in the 
libsvm software [24] with linear, Gaussian ( 0.01, 0.1, 1, 10, 100 ) and poly-
nomial (degree 2,3,4 , 0.01, 0.1, 1, 10, 100 ) kernels, and cost parameter  
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Fig. 1. Average loss bias for estimation protocols stratified CVM, TT, and NCV that include 
model selection. CVM is clearly optimistic and systematically overestimates performance for 
sample sizes less or equal to 100. TT and NCV do not substantially and systematically overes-
timate on average, although results vary with dataset. 

 

Fig. 2. Standard deviation of bias over the 50 sub-samplings. CVM has the smallest variance 
but it overestimates performance. TT and NCV exhibit similar stds. 0.01, 0.1, 1, 10, 100 . When a classifier takes multiple hyper-parameters, all 
combinations of choices are tried. Overall, 271 hyper-parameter value combinations 
and corresponding models are produced each time to select the best.  

7.2 Experimental Results 

Fig. 1 shows the average loss bias of CVM, TT, and NCV showing that indeed CVM 
overestimates performance for small sample sizes (underestimates error) corroborat-
ing the results in [2],[4]. TT and NCV do not substantially and systematically overes-
timate, although results vary with dataset. Table 2 shows the bias averaged over all 
datasets, where it is shown that CVM often overestimates the AUC by more than 5 
points for small sample sizes. TT seems quite robust with the bias being confined to 
less than plus or minus 1,7 AUC points for sample sizes more than 20. We perform a 
t-test for the null hypothesis that the bias is zero, which is typically rejected: all me-
thods usually exhibit some bias whether positive or negative. Nevertheless, in our 
opinion the bias for TT and NCV is in general acceptable. The non-stratified versions 
of the protocols have more bias in general. Fig. 2 shows the standard deviation (std) 
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of CVM, TT, and NCV. CVM exhibits the smallest std (and thus variance) but in our 
opinion it should be avoided since it overestimates performance. Table 3 shows the 
averaged std of the bias over all datasets. We apply the O'Brien's modification of 
Levene's statistical test [25] with the null hypothesis that the variance of a method is 
the same as the corresponding variance for the same sample size as the NCV. NCV 
and TT show almost statistically indistinguishable variances. Thus, within the scope 
of our experiments and based on the combined analysis of average bias, average 
variance, and computational complexity the TT protocol seems to be the method of 
choice. The non-stratified versions also exhibit slightly larger variance and again, 
stratification seems to have only beneficial effects. 

8 Related Work, Discussion and Conclusions 

Estimating performance of the final reported model while simultaneously selecting 
the best pipeline of algorithms and turning their hyper-parameters is a fundamental 
task for any data analyst. Yet, arguably these issues have not been examined in full 
depth in the literature. The origins of cross-validation in statistics can be traced back 
to the “jackknife” technique of Quenouille [26] in the statistical community.  

In machine learning, [4] studied the cross-validation without model selection (the 
title of the paper may be confusing) comparing it against the bootstrap and reaching 
the important conclusion that (a) CV is preferable to the bootstrap, (b) a value of 
K=10 is preferable for the number of folds versus a leave-one-out, and (c) stratifica-
tion is also always preferable. In terms of theory, Bengio [11] showed that there exist 
no unbiased estimator for the variance of the CV performance estimation, which im-
pact hypothesis testing of performance using the CV. 

To the extent of our knowledge the first to study the problem of bias in the context 
of model selection in machine learning is [3]. Varma [27] demonstrated the optimism 
of the CVM protocol and instead suggests the use of the NCV protocol. Unfortunate-
ly, all their experiments are performed on simulated data only. Tibshirani and Tibshi-
rani [5] introduced the TT protocol but unfortunately they do not compare it against 
alternatives and they include only a proof-of-concept experiment on a single dataset. 
Thus, the present paper is the first work that compares all three protocols (CVM, 
NCV, and TT) on multiple real datasets. 

Based on our experiments we found evidence that the TT method is unbiased 
(slightly conservative) for sample sizes above 20, has about the same variance as the 
NCV (the other conservative alternative), and does not introduce additional computa-
tional overhead. Within the scope of our experiments, we would thus suggest analysts 
to employ the TT estimation protocol. In addition, we corroborate the results in  [4] 
that stratification exhibits smaller estimation variance and we encourage its use. 

We would also like to acknowledge the limited scope of our experiments in terms 
of the number and type of datasets, the inclusion of other steps into the analysis (such 
as variable selection), the inclusion of other procedures for hyper-parameter optimiza-
tion that dynamically decide to consider value combinations, varying the number  
of folds K in the protocols, using other performance metrics, experimentation with  
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Table 2. Average Bias over Datasets. P-values produced by a t-test with null hypothesis the 
mean bias is zero (P<0,05* , P<0,01**). NS stands for Non-Stratified. CVM systematically 
overestimates performance. TT and NCV slightly underestimate performance for larger sample 
sizes.  

 CVM NS-CVM TT NS-TT NCV NS-NCV 
20 0,1551** 0,1892** 0,0525** 0,1142** -0,0007 -0,032* 
40 0,0891** 0,0993** 0,0085 0,0172* -0,054** -0,1102** 
60 0,0749** 0,0825** 0,0045 0,0136* 0,0083 0,0111 
80 0,0507** 0,0563** -0,0176** -0,0097 -0,0228** -0,0338** 

100 0,0681** 0,0731** -0,0036 0,0079 0,0131* 0,0183** 
500 0,0072** 0,0073** -0,025** -0,0261** -0,0054* -0,0055* 
1500 -0,0005 0,0002 -0,0139** -0,0136** -0,0034** -0,003* 

Table 3. Average bias STDs over Datasets. P-values produced by a test with null hypothesis 
that the variances are the same as the corresponding variance of the NCV protocol (P<0,05* , 
P<0,01**). NS stands for Non-Stratified. NCV and TT have indinstinguishable variances and 
are conservative. CVM has smaller variance but overestimates performance. 

 CVM NS-CVM TT NS-TT NCV NS-NCV 
20 0,1134** 0,119** 0,1826 0,1989** 0,1616 0,2055** 
40 0,0751** 0,0808** 0,1194** 0,1298* 0,1571 0,1784 
60 0,0659* 0,0727 0,0916 0,1017 0,0828 0,0936 
80 0,0497** 0,0526** 0,0757 0,0804 0,0731 0,0871* 

100 0,0651* 0,0697 0,0917 0,0903 0,0826 0,0845 
500 0,028 0,0237 0,0341 0,0351 0,0285 0,0308 
1500 0,0119 0,014 0,018** 0,0192** 0,0125 0,0143 

 
regression methods and o`thers which form our future work on the subject in order to 
obtain definite answers to these research questions.  

We also note the concerning issue that the variance of estimation for small sample 
sizes is large, again in concordance with the experiments in [2]. The authors in the 
latter advocate methods that may be biased but exhibit reduced variance. However, 
we believe that CVM is too biased no matter its variance; implicitly the authors in [2] 
agree when they declare that model selection should be integrated in the performance 
estimation procedure in such a way that test samples are never employed for selecting 
the best model. Instead, they suggest as alternatives limiting the extent of the search 
of the hyper-parameters or performing model averaging. In our opinion, neither op-
tion is satisfactory for all analysis purposes and more research is required. 

References 

1. Anguita, D., Ghio, A., Oneto, L., Ridella, S.: In-Sample and Out-of-Sample Model Selec-
tion and Error Estimation for Support Vector Machines. IEEE Trans. Neural Networks 
Learn. Syst. 23, 1390–1406 (2012) 

2. Cawley, G.C., Talbot, N.L.C.: On Over-fitting in Model Selection and Subsequent Selec-
tion Bias in Performance Evaluation. J. Mach. Learn. Res. 11, 2079–2107 (2010) 

3. Jensen, D.D., Cohen, P.R.: Multiple comparisons in induction algorithms. Mach. 
Learn. 38, 309–338 (2000) 



 Performance-Estimation Properties of Cross-Validation-Based Protocols 13 

 

4. Kohavi, R.: A Study of Cross-Validation and Bootstrap for Accuracy Estimation and 
Model Selection. In: International Joint Conference on Artificial Intelligence, pp. 1137–
1143 (1995) 

5. Tibshirani, R.J., Tibshirani, R.: A bias correction for the minimum error rate in cross-
validation. Ann. Appl. Stat. 3, 822–829 (2009) 

6. Statnikov, A., Aliferis, C.F., Tsamardinos, I., Hardin, D., Levy, S.: A comprehensive  
evaluation of multicategory classification methods for microarray gene expression cancer 
diagnosis. Bioinformatics 21, 631–643 (2005) 

7. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification, 2nd edn. (2000) 
8. Mitchell, T.M.: Machine Learning (1997) 
9. Bishop, C.M.: Pattern Recognition and Machine Learning (Information Science and Statis-

tics) (2006) 
10. Hastie, T., Tibshirani, R., Friedman, J.: The Elements of Statistical Learning. Elements 1, 

337–387 (2009) 
11. Bengio, Y., Grandvalet, Y.: Bias in Estimating the Variance of K-Fold Cross-Validation. 

Statistical Modeling and Analysis for Complex Data Problem, 75–95 (2005) 
12. Witten, I.H., Frank, E.: Data Mining: Practical Machine Learning Tools and Techniques, 

2nd edn. Morgan Kaufmann Series in Data Management Systems (2005) 
13. Lagani, V., Tsamardinos, I.: Structure-based variable selection for survival data. Bioin-

formatics 26, 1887–1894 (2010) 
14. Statnikov, A., Tsamardinos, I., Dosbayev, Y., Aliferis, C.F.: GEMS: A system for auto-

mated cancer diagnosis and biomarker discovery from microarray gene expression data. 
Int. J. Med. Inform. 74, 491–503 (2005) 

15. Salzberg, S.: On Comparing Classifiers: Pitfalls to Avoid and a Recommended Approach. 
Data Min. Knowl. Discov. 328, 317–328 (1997) 

16. Iizuka, N., Oka, M., Yamada-Okabe, H., Nishida, M., Maeda, Y., Mori, N., Takao, T., 
Tamesa, T., Tangoku, A., Tabuchi, H., Hamada, K., Nakayama, H., Ishitsuka, H., Miya-
moto, T., Hirabayashi, A., Uchimura, S., Hamamoto, Y.: Oligonucleotide microarray for 
prediction of early intrahepatic recurrence of hepatocellular carcinoma after curative resec-
tion. Lancet 361, 923–929 (2003) 

17. Kurgan, L.A., Cios, K.J., Tadeusiewicz, R., Ogiela, M., Goodenday, L.S.: Knowledge dis-
covery approach to automated cardiac SPECT diagnosis. Artif. Intell. Med. 23, 149–169 
(2001) 

18. Bock, R.K., Chilingarian, A., Gaug, M., Hakl, F., Hengstebeck, T., Jiřina, M., Klaschka, J., 
Kotrč, E., Savický, P., Towers, S., Vaiciulis, A., Wittek, W.: Methods for multidimension-
al event classification: a case study using images from a Cherenkov gamma-ray telescope. 
Nucl. Instruments Methods Phys. Res. Sect. A Accel. Spectrometers, Detect. Assoc. 
Equip. 516, 511–528 (2004) 

19. Mansouri, K., Ringsted, T., Ballabio, D., Todeschini, R., Consonni, V.: Quantitative struc-
ture-activity relationship models for ready biodegradability of chemicals. J. Chem. Inf. 
Model. 53, 867–878 (2013) 

20. Moro, S., Laureano, R.M.S.: Using Data Mining for Bank Direct Marketing: An applica-
tion of the CRISP-DM methodology. In: Eur. Simul. Model. Conf., pp. 117–121 (2011) 

21. Bendall, S.C., Simonds, E.F., Qiu, P., Amir, E.D., Krutzik, P.O., Finck, R., Bruggner, 
R.V., Melamed, R., Trejo, A., Ornatsky, O.I., Balderas, R.S., Plevritis, S.K., Sachs, K., 
Pe’er, D., Tanner, S.D., Nolan, G.P.: Single-cell mass cytometry of differential immune 
and drug responses across a human hematopoietic continuum. Science 332, 687–696 
(2011) 

22. Fawcett, T.: An introduction to ROC analysis (2006) 



14 I. Tsamardinos, A. Rakhshani, and V. Lagani 

 

23. Coppersmith, D., Hong, S.J., Hosking, J.R.M.: Partitioning Nominal Attributes in Decision 
Trees. Data Min. Knowl. Discov. 3, 197–217 (1999) 

24. Chang, C.-C., Lin, C.-J.: LIBSVM: A library for support vector machines. ACM Trans.  
Intell. Syst..... 2, 1–39 (2011) 

25. O’brien, R.G.: A General ANOVA Method for Robust Tests of Additive Models for  
Variances. J. Am. Stat. Assoc. 74, 877–880 (1979) 

26. Quenouille, M.H.: Approximate tests of correlation in time-series 3 (1949) 
27. Varma, S., Simon, R.: Bias in error estimation when using cross-validation for model  

selection. BMC Bioinformatics 7, 91 (2006) 



A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 15–28, 2014. 
© Springer International Publishing Switzerland 2014 

An Incremental Classifier from Data Streams  

Mahardhika Pratama1,*, Sreenatha G. Anavatti1, and Edwin Lughofer2 

1 School of Engineering and Information Technology, The University of New South Wales, 
Canberra, Australia 

pratama@ieee.org, s.anavatti@adfa.edu.au 
2 Department of Knowledge-Based Mathematical Systems, Johannes Kepler University,  

Linz, Austria 
edwin.lughofer@jku.at 

Abstract. A novel evolving fuzzy rule-based classifier, namely parsimonious 
classifier (pClass), is proposed in this paper. pClass can set off its learning 
process either from scratch with an empty rule base or from an initially trained 
fuzzy model. Importantly, pClass not only adopts the open structure concept, 
where an automatic knowledge building process can be cultivated during the 
training process, which is well-known as a main pillar to learn from streaming 
examples, but also incorporates the so-called plug-and-play principle, where all 
learning modules are coupled in the training process, in order to diminish the 
requirement of pre- or post-processing steps, undermining the firm logic of the 
online classifier. In what follows, pClass is equipped with the rule growing, 
pruning, recall and input weighting techniques, which are fully performed on 
the fly in the training process. The viability of pClass has been tested exploiting 
real-world and synthetic data streams containing some sorts of concept drifts, 
and compared with state-of-the-art classifiers, where pClass can deliver the 
most encouraging numerical results in terms of the classification rate, number 
of fuzzy rule, number of rule base parameters and the runtime. 

Keywords: pClass, Parsimonious Classifier, Evolving Fuzzy Classifier, Fuzzy 
System, Neural Network. 

1 Introduction  

Classification problems constitute a centric constituent of most real-life applications, 
in which this field has drawn many research efforts at least since several decades ago. 
Arguably, many classifiers have been devised in [1]-[3], where most of them are ma-
ture in the offline environment, which does not necessitate swift model updates. Nev-
ertheless, these classifier encompass a computationally prohibitive training phase, as 
the iterative learning scenario or the multi-pass learning step ought to be committed, 
where a retraining step benefiting from an up-to-date dataset, whenever a new know-
ledge is observed, should be enforced. Apart from a considerable computational cost, 
these classifiers impose the so-called catastrophic forgetting of previously valid 

                                                           
* Corresponding Author. 



16 M. Pratama, S.G. Anavatti, and E. Lughofer 

knowledge due to its fixed learning capacity, where the previously sound rules are 
omitted with a set of totally new rules. These classifiers are also less flexible or adap-
tive to cope with regime shifting and drifting properties of the system being solved as 
the number of fuzzy rules or nodes is pre-fixed. Moreover, the knowledge building 
process is not automated, so that the classifiers cannot reflect the degree of nonlineari-
ty and deal with the possible non stationary of learning environments.      

Evolving system, which emphasizes an evolvable architecture according to the 
knowledge being injected and affirms a low computational power and memory de-
mand, has traversed uncharted territories of contemporary classifiers. This field has 
transformed to be a zealous research field, which has produced several cutting-edge 
research works notably in confronting non-stationary data streams and time-critical 
applications. The underlying construct of the evolving system was pioneered with 
several works in the scope of fuzzy systems to regression problems in [4]-[9]. Hence-
forth, these works were amended to conform with the classification problems [11]-
[15] and the evolving system concept was extended to other machine learning variants 
[16]-[20]. Notwithstanding rich literatures of the evolving system, this area deserves 
more thorough investigations to deliver more reliable evolving systems. The major 
deficiency of existing evolving systems is rudimentary where several noteworthy 
learning constituents are absent in the learning module, i.e., rule pruning, rule recall, 
dimensionality reduction, etc, to which all of them play a precarious role to boost the 
classifier’s performances.  

This paper presents a novel evolving fuzzy rule-based classifier, termed Parsimo-
nious Classifier, which can be perceived as a substantial extension of GENEFIS-class 
of [21], [22]. pClass address technical flaws of GENEFIS-class, which are detailed in 
the sequel as follows: 
• GENEFIS-class endures a rule growing demerit, where the novelty of streaming 

data is extracted with an unrealistic assumption of uniformly distributed streaming 
data of DS method and excludes spatial and temporal proximities of the datum 
with other data points. Consequently, it is incompetent to posit the rule focal-
points in the strategic zone of the input space, while being vulnerable with noisy 
streaming data and imbalanced training samples. To remedy this bottleneck, 
another rule growing adornment, namely Extended Recursive Density Estimation 
(ERDE) method, is put forward, where it is inspired by the notion of data potential 
of Angelov et al [4]. Nonetheless, this construct is enhanced in such a way to be in 
line with the generalized fuzzy rule type of pClass, whereby the original version is 
solely fit to accommodate the conservative spherical clusters.  

• The rule pruning module of GENEFIS-class, namely Extended Rule Significance 
(ERS) method, stems from the statistical contributions of fuzzy rules, akin to DS 
method in pinpointing the paramount training samples to be deemed as extraneous 
fuzzy rules. Accordingly, the ERS method is solely effective in pointing out the 
superfluous fuzzy rules, without being able to capture obsolete or outdated fuzzy 
rules due to the change of data distribution. To get rid of this shortcoming, a sup-
plementary rule pruning strategy is amalgamated termed Potential + (P+) method, 
in order to seize obsolete fuzzy rules. The P+ method is derived from the so-called 
potential concept of [4]. Even so, the original version of [4] is revamped as the 
rule pruning cursor and is refurbished in such a way to be commensurate with the 
working framework of pClass. 
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• The drawback of GENEFIS-class and other evolving classifiers is unappealing to 
sort out the cyclic drift phenomenon, wherein the past data distribution re-appears 
in the current learning context. A completely new fuzzy rule is usually generated 
to conquer this data distribution, which does not coincide with the strict sense of 
flexible and adaptive system as the fuzzy rules scrapped in the earlier training ob-
servations due to signifying obsolete trait cannot be revived. This can evoke a de-
trimental loss of the adaptation history conferred to these fuzzy rules. To this end, 
the rule recall mechanism is assembled herein, which enables to resurrect the 
pruned fuzzy rules in the past training episodes as their significances substantiate 
with the current trend of data distribution. 

• The curse of dimensionality problem is usually obviated with the input pruning 
mechanism in the existing evolving classifiers, which can induce instability owing 
to a changing structure of input attributes. Furthermore, the input attributes can 
prevail in the future, so as to cover some parts of the feature space in the future. 
Unfortunately, these input features cannot be resumed due to permanent forgetting 
of these input attributes. As a causal relationship, pClass makes use of the soft in-
put feature reduction approach by means of the input weighting method. In what 
follows, the significance of input features is monitored by the Fisher Separability 
Criterion (FSC) method in the empirical feature space to which the input weights 
are allocated. The idea of the feature weighting mechanism using the FSC method 
was synergized in the evolving system context by [10], [11]. Yet, the FSC method 
is scrutinized in the feature space. In this paper, we exacerbate the work of [23] 
delving the FSC method in the empirical feature space to be workable in the on-
line learning situation.  

The materials of this paper are organized as follows: Section 2 outlines the network 
architectures of pClass, Section 3 details algorithmic development of pClass, Section 
4 elaborates numerical examples in various real-world and synthetic datasets, encom-
passing discussions to performances of benchmarked algorithms. Section 5 delibe-
rates the contributions and the research gap, conceived in this paper. Conclusions and 
future works are presented in the last section. 

2 Architecture of pClass 

pClass can be contrasted with omnipresent evolving classifiers in term of the fuzzy 
rule variant, wherein the premise part is constructed by a multivariate Gaussian func-
tion spurring non axis-parallel ellipsoidal cluster. As such, pClass can reap some me-
rits which can handle data with different operating regions per input variables or can 
demonstrate a scale-invariant property, while forming an ellipsoidal cluster arbitrarily 
revolved in any direction, which is in turn convenient to be utilized, when the training 
samples are not scattered in main input variable axis. In principle, this fuzzy rule type 
characterizes a fruitful property, precluding the loss of input variable interactions 
owing to t-norm operator in charge in the inference scheme [5],[12]. In essence, the 
fuzzy rule of pClass can be formally expressed as follow: 

iR : IF X is Close to iϕ Then ie
i xy Ω=  
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Note that iΩ is a weight vector, which can be formed as Multi-Input-

SingleOutput(MISO) 
1)1(

10 ],...,,[ ×+ℜ∈=Ω pT
ipiii www or as Multi-Input-Multi-

Output(MIMO) structure, expressed as follows: 

 























=Ω

K
ip

k
ipipip

K
i

k
iii

K
i

k
iii

i

wwww

wwww

wwww

,..,,..,,

........................................

,..,,..,,

,.,,..,,

21

11
2

1
1

1

00
2

0
1

0

 (1) 

where K is the number of classes, whereas 
)1(1

21 ],...,,,1[ +×ℜ∈= p
pe xxxx

is an ex-
tended input vector to include the intercept of the consequent hyper-planes with the 
number of input dimensions p.  

The fuzzy rule expression can evoke the rule transparency to slump, given the fact 
that the input attributes cannot be directly associated with particular linguistic labels 
(fuzzy sets), which constitutes a paramount feature to render tangible rule semantics. 
Nonetheless, this issue was overcome in our previous works of [6], [21], [22], where 
two avenues to dig up the fuzzy set representations of a non axis-parallel ellipsoidal 
clusters are offered. The first mode is undertaken with the help of eigen-values and 
eigen-vector of a non diagonal covariance matrix subject to the maximal cosine of the 
angles spanned between the rule’s eigenvector and all axes, which can land on an 
exact fuzzy set representation of the ellipsoidal rule. Unfortunately, the first approach 
draws a costly computational complexity, which is not suitable for an instantaneous 
model update requirement as a reciprocal relationship of probing the eigen-values and 
eigen-vector in every training episode. Hence, the second method is composed to 
explore the plausible expression of the Gaussian membership function via the axis-
parallel intersection of the ellipsoids. The later can pry the fuzzy sets in a fast manner, 
albeit inaccurate in the case of large coverage span of the ellipsoid rotated around 45 
degree. We do not elaborate these two methods in details for the sake of simplicity. 
As such, pClass fuzzy rule is capable of synchronizing highly flexible clusters and 
interpretability of rule semantics. The decision making process is formulated in the 
high dimensional space in tandem as follows: 
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where stands for a local sub-model or consequent parameter of i-th rule to k-th class 

and 
p

pxxxX ×ℜ∈= 1
21 ],...,,[

denotes an input vector. Meanwhile, 
p

iC ×ℜ∈ 1
labels 

a center of i-th multivariate Gaussian function and 
pp

i
×− ℜ∈ 1

 epitomizes an in-
verse covariance matrix of i-th rule. R signifies the number of fuzzy rules.       

 pClass algorithm can be consummated in any classifier’s architectures, including 
Multi-Input-Multi-Output (MIMO), Multi-Model (MM) and Round Robin (RR)  
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architectures [13], [14]. Nevertheless, we just take into account the MIMO architec-
ture for the sake of a fair comparison with other classifiers as the MIMO architecture 
is more ubiquitous than those of other two in the machine learning literatures. By 
extension, the MIMO architecture is presumed to deal with the class overlapping 
problem more satisfactorily than the MM architecture as it is invigorated by an inde-
pendent rule consequent per a class label. In a nutshell, the final classification deci-
sion in form of class O is composed by: 
 )(maxarg

,..,1

k

Kk
OO

=
=  (3) 

A more accurate classification boundary can be concocted in comparison with the 
MM architecture in the region in which the classes overlap, as the standalone decision 
boundary per class can be crafted, thus leading to more reliable classification results. 
In this paper, we exclude to exploit the zero-order classifier’s architecture, which does 
not likely work out to incur dependable classification results in many cases, as it fore-
sees the class label rather than the classification surface. 

3 Algorithmic Development of pClass 

3.1 Automatic Fuzzy Rule Generation  

gClass makes use of three cursors, termed datum significance (DS) method [21], [22], 
extended recursive density estimation (ERDE) method and generalized adaptive re-
sonance+ (GART+) theory, to fathom the quality of the datum. The DS method is 
bluepriented to pry the datum statistical contribution, in turn supplies a contribution of 
a hypothetical fuzzy rule in the future. The ERDE method [15] is used to figure out 
the position of the focalpoint in the input space, whether or not it lies on a strategic 
position in the input space with respect to the all training samples. Meanwhile, 
GART+ [25],[26] deters the so-called cluster delamination phenomenon [24]. That is,  
one cluster contains two or more data clouds, inevitably worsening the logic of the 
inpur space parition and rule semantic. In a nutshell, three rule growing criteria are 
expressed as follows: 
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where 1+PV indicates the volume  of a hypothetical new rule (the R+1st) and iV de-

notes the volume of the i-th rule, whereas 1+PERDE stands for the ERDE of the new-

est datum [8]. 1ρ labels a predefined constant, whose value is stipulated in the range of 

[0.1,0.5] [27]. More specifically, the density of the datum can be recursively elicited 
as follow: 
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One can perceive that ERDE method, mounted in gClass, is tantamount with the 
one in eClass of [4]. Nevertheless, we dissent with this argument as three differences 
are at hand. We apply the different fuzzy rule exemplar with eClass and utilize the 
inverse multi-quadratic function in lieu of the Cauchy function. Apart from that, we 
reinforce the ERDE method with a weighting factor, to hamper a large pair-wise dis-
tance problem due to outliers [34]. The volume of the non axis-parallel ellipsoidal 
cluster can be concocted by the determinant operator. Nevertheless, it is a heuristic 
approach, so that it is less accurate. A volume of hyper-ellipsoidal cluster arbitrarily 
rotated in any positions can be quantified more accurately as follow: 
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where ir the Mahalanobis distance radius of the i-th fuzzy rule, which defines its 

(inner) contour (with default setting of 1) , ijλ is the j-th eigenvalue of the i-th fuzzy 

rule and Γ  is the gamma function. To expedite the execution of (9), a look up table 
can be a priori generated and used during the training process. Conversely, the Baye-
sian concept is explored to accord the winning category, which is effective to grasp 
the winning rule owing to the prior probability, when two or more rules dwell an in-
put zone, which is in the similar proximity to the datum. The posterior, prior probabil-
ities as well as the likelihood function are mathematically illustrated respectively as 
follows:    
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where oiN , stands for the number of samples covered by i-th  cluster falling in the o-

th class. Note that, equation (12) is a refurbished version of prior probability formula 
of [26], in order to allow the newly born cluster to win the competition and to evolve 
its shape as such clusters are usually populated with a lower number of samples than 
the older clusters.       



 An Incremental Classifier from Data Streams 21 

3.2 Initialization of A Newly Born Fuzzy Rule and Premise Part Adaptation 

The parameters of a new fuzzy rule should be organized, after encountering all crite-
ria of evolving a new fuzzy rule. This step should be performed carefully, in order to 
warrant a favorable input space partition especially to land on a firm conclusion of Ɛ-
completeness [28]. On the one hand, the premise parameters of the extraneous fuzzy 
rule can be enacted as follows: 

 NR XC =+1  (13) 

 distdistcxdist T
Rjij

pi
j =−= += 1,

,..,1
),(min  (14) 

Note that this setting is contrast with our previous work in GENEFIS of [21], [22], 
wherein the initial contour and shape of the ellipsoidal cluster is the axis-parallel el-
lipsoidal cluster. In what follows, we initialize the rule premise as the ellipsoidal clus-
ter arbitrarily rotated in accordance with the inter-relations among input variables. On 
the other hand, the output parameters of the new fuzzy rule are enacted as follows: 
 winnerR WW =+1  (15) 
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1

+×+
+ ℜ∈Ψ PP

R stands for the inverse covariance matrix of the output 

fuzzy rule and the constantϖ is set up as a positive big value. The setting of the cova-
riance matrix of rule consequent is desirable, as it can mimic the true solution via the 
batch learning scheme, mainly when it is managed as a positive definite big constant.  
This was articulated and proven mathematically in [28]. On the contrary, the new 
weight vector is designated as the rule consequent of the winning rule. The rule con-
sequent of the winning rule can be expected to delineate an identical trend of the new 
rule, thus being able to attain the convergence more promptly.  

If the training observation cannot concur with the rule generation conditions, or  
the new knowledge conveys a marginal conflict with the existing ones, the rule pre-
mise adaptation is activated to refine the position and coverage of the existing rules as 
follows: 
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where )1(1 1 += −N
winNα . Equation (18) is appealing to cater in the truly online 

learning scenario, as it is capable of boiling down the training time, as the inverse 
covariance matrix is updated directly (no need for an eventual unstable inversion 
operation). Equation (17) represents the update of winning rule center in accordance 
with the incremental mean. 
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3.3 Rule Pruning Procedure 

pClass is mounted by two rule pruning cursor, discovering the superfluous or outdated 
fuzzy rules. The first method is on a par with GENEFIS [21], [22], which emanates 
from the Extended Rule Significance (ERS) method.  The subject of investigation of 
this method is inactive fuzzy rules, owning marginal leverages to the overall system 
output. More specifically, the ERS method can be mathematically expressed as  
follow: 
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where iV stands for the volume of i-th rule obtained by equation (8), thus 

representing the contribution of input part of the i-th rule, whereas ipy constitutes a 

hyperplane of i-th fuzzy rule and in the case of MIMO architecture 
=

=
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pointing out the total contribution of output part of i-th fuzzy rule. iβ denotes the 

statistical contribution of fuzzy rules. 

If σβββ −< ˆ
i , where σββ ,ˆ are the average and standard deviation of fuzzy rule 

statistical contributions, the fuzzy rule looms to the classifier’s output during its lifes-
pan, it can be pruned without an adverse loss of accuracy. Clearly, the ERS method is 
expedient as the fuzzy rules holding a tiny zone of influence and a minor local sub-
model do not affect substantially to the overall system outputs. The second approach 
is obtained by the enhanced version of the potential theory of [4], [29], termed Poten-
tial + (P+) method. The primary goal of the P+ method is to seize the obsolete or out-
dated fuzzy rules, which are no longer valid to delineate the up-to-date data trend. The 
P+ method is mathematically formulated as follow: 
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where iχ labels the potential of the i-th fuzzy rule whereas 
n

id  epitomizes the Mala-

nobis distance between i-th rule to the newest datum. If σχχχ −< ˆi  , where σχχ ,ˆ

stand for the average and standard deviation of fuzzy rule contributions, the fuzzy 
rules can be subsumed as obsolete fuzzy rules. Hence, the fuzzy rule can be tempora-
rily deactivated without catastrophic effect of classification accuracy, but can be re-
generated in the future subject to the rule recall mechanism condition, deliberated in 
the next sub-section. Note that our contribution in P+ method is in which the potential 
method is exacerbated in such a way to serve the generalized fuzzy rule. Another 
pivotal facet is where the P+ method is advocated by the inverse multi-quadratic func-
tion rather than the Cauchy function. It is worth-stressing as well that the P+ method 
is revamped to act as the rule pruning module.  
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3.4 Rule Recall Mechanism 

The fuzzy rules, which are written off owing to the obsolete trait, can be possibly 
invoked in the future, as they are deemed convenient to portray the current data trend. 
Intrinsically, this phenomenon can ensue in the presence of the cyclic drift, for in-
stance: weather data streams, etc, where the old data distribution in particular reacti-
vates in the current training episode. In what follows, the classifier should be endued 
by the rule recall mechanism, in which the fuzzy rules pruned in the earlier training 
episodes, can be regenerated in the future, given that their validity is confirmed with 
the current data trend. The trivial analogy of this learning module can be found in the 
human learning principles, where human being can retrospect the obsolete knowledge 
whenever it is pertinent with the current knowledge [30]. It is worth-mentioning that 
it will be counterproductive, if this issue is impaired with the use of a completely new 
fuzzy rule, as adaptations given to the pruned fuzzy rules in the past training episodes 
are catastrophically eroded. 

To deal with this issue, the rules pruned by (21) are firstly impounded with a con-
tingency to be revived in the future, when the following condition is satisfied. 
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This condition asserts that the already pruned fuzzy rule is more compatible than that 
of the current datum as it incurs a higher density. The pruned fuzzy rule should be 
reactivated, rather than evolving the datum as an supplementary fuzzy rule, which is 
resolved as follow: 
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It is worth-stressing that the rules pruned in the past training episodes are solely  
exploited to enumerate their density. Even so, they are eradicated in any learning 
mechanisms or inference mechanisms, thereby still being able to guarantee the ab-
atement of the computational complexity.   

3.5 Fuzzily Weighted Generalized Recursive Least Square (FWGRLS) 
Procedure  

The weight vectors of pClass are polished up with the so-called Fuzzily Weighted 
Generalized Recursive Least Square (FWGRLS) method, which poses a local learning 
version of Generalized Recursive Least Square (GRLS) method of [31]. The merit of 
FWGRLS method over the standard Recursive Least Square (RLS) method is capable 
of maintaining the weight vectors to hover around a small bounded range, thus subs-
tantiating the model’s generalization and the compactness and parsimony of the rule 
base. 

On the one side, as the rule consequents fluctuate in the small finite range, a like-
lihood of the unstable adaptations can be alleviated, thus aggravating the model’s 
generalization. On the other side, the compactness and parsimony of the rule base can 
be fostered, as it is easier for the inconsequential fuzzy rules to be apprehended by  
the ERS method (20).  Formally speaking, the FWGRLS method can be written as 
follows: 
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where )1()1()( ××+ℜ∈Λ PP
i n stands for a diagonal matrix, whose diagonal element con-

sists of the firing strength of fuzzy rule iϕ  and the covariance matrix of the modeling 

error is shown by )(nR  which is managed as an identity matrix for the sake of sim-

plicity. Meanwhile, ϖ is a predefined constant specified as 1510−≈ϖ and 
))1(( −Ω∇ niξ stands for the gradient of the weight decay function. The weight decay 

function can be any non-linear function to which the exact solution of the gradient is 
unavailable. In consequence, it is expanded to the n-1 time step, whenever the gra-
dient information is inconvenient to be elicited. For our case, we make use of the 

quadratic weight decay function 2))1((
2

1
))1(( −Ω=− nny iiξ  as it is capable of 

shrinking the weight vector proportionally to its current values.   

3.6 Online Feature Weighting Algorithm 

An online feature weighting mechanism is assembled in the pClass, in order to 
smoothly rule out the curse of dimensionality or combinatorial rule explosion short-
coming in dealing with a system with a massive number of the input features. This 
approach has been exemplified by [10], [11], where the input weights are obtained by 
the FSC in the feature space. As vindicated by [23], the FSC is more convenient to be 
inquired in the empirical feature space with the kernel trick approach. This is mainly 
attributed by which the within class scatter matrix and the between class scatter ma-
trix do not attract a continuous adjustment in the every training episode. Importantly, 
the construct of FSC in the empirical feature space is amended in such a way to be 
appropriate with the online learning demand of the evolving system. The point of 
departure is the introduction of the within class scatter matrix and between class scat-
ter matrix wb SS , as follows: 
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Note that the symbol WΣ means the sum of matrix W in every dimension
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where K represents a kernel-Gram-matrix. One may comprehend, that 11
11

NNK ×ℜ∈
demonstrates a kernel-Gram-sub-matrix, emanating from data in class 1, whereas

21
12

NNK ×ℜ∈ constitutes a kernel-Gram-sub-matrix, originating from data in class 1 

and 2 and so on. The kernel class separability is then gauged as follows: 
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The key to render the FSC in the empirical feature space usable in the environment 
is to construct the kernel-Gram matrix recursively via the use of Cauchy kernel as 
follows: 
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p Nx )(  is the p-th element of the N-th training sample falling into class k. 0θ  and 

0ν can be initialized as zero before the process runs. One can apply another kernel 

type in lieu of the Cauchy function. However, the Cauchy function is desirable as it 
constitutes a Taylor series approximation of Gaussian kernel, thus resembling Gaus-
sian function, but sustaining a recursive operation. We can work out the input weight 
vector with the use of Leave-One-Feature-Out (LOFO) approach of [10], in which the 
FSC in (32) is quantified P times ],...,,[ 21 PJJJJ = . More specifically, the input 

weight of a particular input attribute is elicited, when this input attributes is masked. 
This adds up to conceive the discrimination power of each input attribute, where the 
input weights are assigned as follow: 
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3.7 Experimentation 

pClass is numerically validated with the use of 4 data streams, where all of which con-
tain various concept drifts. Two data streams, namely sin and circle are picked from 
the so-called Diversity for Dealing with Drift (DDD) of [32], whereas we explore the 



26 M. Pratama, S.G. Anavatti, and E. Lughofer 

data streams developed by [33] termed SEA dataset. The last data streams are spurred 
with the use of weather dataset.  The efficacy of pClass is benchmarked with eClass 
of [13], GENEFIS-class of [22] and OS-ELM of [33], in terms of classification rate, 
number of fuzzy rules and rule base parameters and runtime. All classifiers are em-
bedded by the Multi-Input-Multi-Output (MIMO) classifier’s architecture to build the 
classification boundary as lodged in [13], in order to support fair comparisons.  The 
so-called 10-fold periodic hold-out process is employed as the experimental proce-
dure, in which the final experimental results are relinquished from the average results 
of the 10-fold process. This experimental procedure is partitioned into 10 standalone 
sub-processes, in which each sub-process comprises the training and testing phases. 
The data proportion is commensurate for both phases and the empirical study is 
capped off when all sub-processes have been consumed. Generally speaking, the 10-
fold periodic hold-out procedure is appealing to be vetted, as it simulates the training 
and testing processes in the real time.   

Table 1. Consolidated results of benchmarked system in three datasets 

algorithm  sin line SEA Weather   

 
pClass 
 

classification rate 0.82±0.2 0.91±0.07 0.88±0.02 0.8±0.01 

Rule 3.3±1.2 2.5±0.71 2.1±0.74 3.8±2.5 
Time  0.15±0.01 0.15±0.0009 2.97±0.5 1.27±0.18 
Rule base 39.6 30 42 342 

 
eClass 

classification rate 0.81±0.5 0.89±0.06 0.87±0.03 0.8±0.05 

Rule  4±1.14 4.4±0.51 9.2±2.2 5.6±1.72 
Time 0.1±0.02 0.1±0.009 6.1±1.5 1.13±0.3 
Rule base 44 39.6 104.2 151.2 

 
GENEFIS-

class 

classification rate 0.81±0.2 0.9±0.07 0.87±0.001 0.8±0.02 

Rule 5.4±2.2 3.6±0.7 2.9±1 4.4±1.64 
Time 0.32±0.3 0.14±0.01 3.02±0.26 1.13±0.14 
Rule base 58.8 43.2 58 396 

 
OS-ELM 

classification rate 0.8±0.2 0.91±0.08 0.61±0.001 0.74±0.06 

Rule 50 25 100 80 
Time 0.25±0.02 0.04±0.02 0.006±0.01 0.56±0.7 
Rule base 500 250 600 2160 

 
 
Referring to Table 1, pClass can on the one hand outperform other benchmarked 

classifiers, where it can dispatch the most reliable classification rates, while retaining 
the most compact and parsimonious rule base, verified by the number of rule base 
parameters and fuzzy rules. On the other hand, OS-ELM can beat pClass in the realm 
of the execution time. It is conceivable as OS-ELM is a semi random algorithm, 
where no rule premise adaptations are solicited. This leverage can in turn expedite the 
training process significantly. Nonetheless, pClass can indemnify this downside with 
other three aspects, which can approbate the learning potency of pClass over that of 
OS-ELM.  
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3.8 Conclusion 

A novel evolving classifier, namely Evolving Classifier (eClass), is proposed. pClass 
adopts a holistic concept of evolving system and even extends it to the plug and play 
process. pClass is fitted out by the open structure aptitude, where the network topolo-
gy is dynamic and the soft feature reduction algorithm is coupled, enabling to handle 
the curse of dimensionality issue on the fly. pClass has been numerically validated 
with a series of streaming data benefiting from 4 data streams and comparisons with 
state-of-the-art classifiers. In what follows, pClass can land on the most encouraging 
numerical results, where it can excel other algorithms in terms of the classification 
rate, number of fuzzy rule and rule base parameters, whereas its runtime is compara-
ble with its counterparts. The subject of investigation in the future is the integration of 
meta-cognitive and scaffolding theories popular in the cognitive psychology litera-
tures, in order to boost the adaptive nature of pClass.  
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Abstract. Possibilistic clustering algorithms have attracted consider-
able attention, during the last two decades. A major issue affecting the
performance of these algorithms is that they involve certain parameters
that need to be estimated accurately beforehand and remain fixed during
their execution. Recently, a possibilistic clustering scheme has been pro-
posed that allows the adaptation of these parameters and imposes spar-
sity in the sense that it forces the data points to “belong” to only a few
(or even none) clusters. The algorithm does not require prior knowledge
of the exact number of clusters but, rather, only a crude overestimate
of it. However, it requires the estimation of two additional parameters.
In this paper, a sequential version of this scheme is proposed, which
possesses all the advantages of its ancestor and in addition, it requires
the (crude) estimation of just a single parameter. Simulation results are
provided that show the effectiveness of the proposed algorithm.

Keywords: possibilistic clustering, parameter adaptivity, sparsity, se-
quential processing, k-means, fuzzy c-means.

1 Introduction

Clustering is a well-established data analysis method, where the aim is to locate
the physical groups involved in the problem at hand (clusters) formed by a
number of entities (usually each entity is represented by a set of measurements
that constitute the corresponding feature vector). Various clustering philosophies
have been proposed during the last five decades. Among them are the hard
clustering philosophy, where each entity belongs exclusively to a single cluster,
the fuzzy clustering philosophy, where each entity is allowed to be shared among
more than one clusters and the possibilistic clustering philosophy, where what
matters is the “degree of compatibility” of an entity with a given cluster.

Several clustering algorithms that follow one of these philosophies have been
previously reported. The most celebrated among them are the k-means (hard
case), e.g. [12], the fuzzy c-means, FCM (fuzzy case), e.g. [1], [2], and several
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possibilistic c-means algorithms, PCM (possibilistic case), e.g. [7], [8], [10], [16],
[11]. These algorithms are suitable for recovering compact and hyperellipsoidally
shaped clusters and they represent each cluster by a single vector, called cluster
representative, which lies in the space of the feature vectors. The determination
of the cluster representatives is carried out via the minimization of suitable cost
functions. Also, all of them require knowledge of the number of clusters underly-
ing in the data set (which, of course, is rarely known in practice). However, the
k-means and the FCM differ from PCM algorithms in that the former two impose
a clustering structure on the data set (that is they split the data set into the
given number of clusters, independently of the fact that the data set may contain
more or less physical clusters than that number), while the latter, in principle,
leads the cluster representatives to regions that are “dense in data points”. Thus,
in this case, the scenario where two or more cluster representatives are led to
the same “dense in data” region in space, may arise.

Focusing on PCM algorithms, they have attracted considerable attention in
the recent years. Optimization of different cost functions gives rise to different
PCMs (e.g. [7], [8]). A significant issue with these cost functions is that they
involve a set of parameters (one for each cluster), usually denoted by η, which
need to be accurately estimated before the algorithm starts and they are kept
fixed during its execution. Poor estimation of these parameters (often) leads to
poor clustering performance (especially in more demanding data sets). Usually,
these parameters are estimated by utilizing the results of the FCM that needs to
be executed first. However, the resulted estimates are not always accurate. For
example, if FCM is not fed with the correct number of clusters, the resulting
estimates for η’s are expected to be poor.

Recently, in [14] a novel PCM algorithm, termed adaptive PCM (APCM),
has been proposed, where the parameters η are adapted during its execution.
In addition, APCM has, in principle, the ability to automatically detect the
true number of clusters, provided that it is fed with an overestimated value of
this number. A further extension of APCM, called sparse APCM (SAPCM), is
introduced in [15], where sparsity is imposed on the degrees of compatibilities of
the data vectors with the clusters, in the sense that each data vector is forced to
be compatible with only a few (or even none) of the clusters. SAPCM inherits
the characteristics of APCM and, in addition, it has the ability to locate the
clusters more accurately, since points that lie “away” from a given cluster are
prevented from contributing to the adjustment of its associate parameters.

Both APCM and SAPCM require (a) a certain parameter, denoted by β,
that is used in the initialization of the parameters η, (b) an overestimation of
the number of clusters and (c) (only for SAPCM) a certain parameter, λ, that
controls sparsity. Although these algorithms exhibit, in principle, some degree
of robustness in the choice of the previous parameters, parameter fine tuning
is unavoidable. To deal with this issue, a sequential version of SAPCM, termed
SeqSAPCM, is proposed here, which requires neither an overestimated value of
the number of clusters, nor the definition of any parameter like β. The only
paramater that needs to be defined is the one that controls the sparsity, i.e. λ.
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The paper is organized as follows. In section 2, the SAPCM is described, while
in section 3, the proposed SeqSAPCM algorithm is presented in detail. Section 4
contains simulation results that allow the assessment of the performance of the
proposed algorithm. Finally, section 5 concludes the paper.

2 The Sparse Adaptive Possibilistic c-Means (SAPCM)
Algorithm

Let
X = {xi ∈ ��, i = 1, ..., N}

be a set of N , l-dimensional data vectors that are to be clustered. Let also

Θ = {θj ∈ ��, j = 1, ...,m}

be a set of m vectors that will be used for the representation of the clusters
formed in X . In what follows, || · || denotes the Euclidean norm. Let U = [uij ]
be an N × m matrix whose (i, j) element stands for the so called degree of
compatibility of xi to the jth cluster, denoted by Cj , and represented by the
vector θj . Let also uT

i = [ui1, ..., uim] be the vector containing the elements of
the ith row of U .

According to [7] the uij ’s in the classical (non-sparse) PCM algorithms should
satisfy the conditions, (a) uij ∈ [0, 1], (b) maxj=1,...,m uij > 0 and (c) 0 <∑N

i=1 uij < N . However, in SAPCM, the last two conditions are removed, since
a point may not be compatible with anyone of the clusters (removal of condition

(b)). A consequence of the removal of condition (b) is that the case
∑N

i=1 uij = 0
for a cluster Cj becomes possible in the extreme scenario where the degrees of
compatibility of all points with Cj are zero. Thus, condition (c) is also removed.

SAPCM results from the minimization of the following cost function

J(Θ,U) =

N∑
i=1

[

m∑
j=1

uij‖xi − θj‖2 +
m∑
j=1

ηj(uij lnuij − uij) + λ‖ui‖pp] (uij > 0) 1

(1)
where ‖ui‖p is the p-norm of the vector ui and p ∈ (0, 1). The first two terms
constitute the classical possibilistic cost function proposed and explained in [8],
while ηj is a measure of how much the influence of a cluster is spread around its
representative. The last term is the sparsity inducing term.

Minimization of J(Θ,U) with respect to θj leads to the following updating
equation

θj =

∑N
i=1 uijxi∑N
i=1 uij

(2)

On the other hand, taking the derivative of J(Θ,U) with respect to uij , we
obtain

∂J(Θ,U)

∂uij
≡ ηjf(uij) = ηj(

dij
ηj

+ lnuij +
λ

ηj
pup−1

ij ), (3)

1 The positivity of uij is a prerequisite in order for the ln uij to be well-defined.
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where dij = ‖xi − θj‖2. Obviously, ∂J(Θ,U)
∂uij

= 0 is equivalent to f(uij) = 0. For

the latter, the following propositions hold.

Proposition 1: f(uij) may become zero only for uij ∈ (0, 1].2

This happens since only in this case the second term in the right-hand side of
eq. (3) is negative (the other two are always positive).

Proposition 2: Theuniqueminimumoff(uij) is ûij =
[

λ
ηj
p(1− p)

] 1
1−p

(∈ (0, 1]).

This results from the direct minimization of f(uij) with respect to uij .
Taking into account the previous two propositions and provided that there

exists at least one point u0
ij ∈ (0, 1] (e.g., u0

ij = exp (−dij/ηj)) for which f(u0
ij) >

0, it can be deduced that f(uij) = 0 has two solutions, if f(ûij) < 0 and one
solution, if f(ûij) = 0. In any other case, f(uij) = 0 has no solutions. In any case
all solutions (if they exist) lie in (0, 1]. Also, the following proposition holds.

Proposition 3: If f(uij) = 0 has two solutions, the largest of them is the one
that minimzes J(Θ,U).

This results by proving that f(uij) is positive (negative) on the left (right) of
the largest solution.

Based on the above propositions, we proceed to the solution of f(uij)= 0 as
follows. First, we check whether f(ûij) > 0. If this is the case, then f(uij) > 0,
for all uij> 0, thus J is increasing with respect to uij . Therefore, setting uij = 0
(i.e., imposing sparsity), J is minimized with respect to uij . If f(ûij)= 0, we set
uij = ûij . If f(ûij) < 0, f(uij)=0 has two solutions in (0, 1]. In order to determine
the largest of the solutions of f(uij)= 0, we apply the bisection method (e.g. [3])
in the range [ûij , 1], which is known to converge very rapidly to the optimum
uij , that is, in our case, to the largest of the two solutions of f(uij)= 0.

After the above analysis, the SAPCM algorithm can be stated as follows.

The SAPCM algorithm

– t = 0
– Initialization of θj ’s: θj ≡ θj(0), j = 1, ...,m, using the Max-Min alg. ([9])

– Initialization of ηj ’s: Set ηj =
minθs �=θj

‖θj−θs‖2/2

− log β , β ∈ (0, 1), j = 1, ...,m
– Repeat:

• t = t+ 1

• Update U : As described in the text

• Update Θ: θj(t) =
N∑
i=1

uij(t− 1)xi

/
N∑
i=1

uij(t− 1) , j = 1, ...,m

• Possible cluster elimination part:

∗ Determine: uir = maxj=1,...,m uij , i = 1, ..., N

∗ If uir �= 0 then Set label(i) = r else Set label(i) = 0 end

∗ Check for j = 1, ...,m: If j /∈ label then Remove Cj end

2 Due to space limitations the proof of this and the following propositions are omitted.



Sequential Sparse Adaptive Possibilistic Clustering 33

• Adaptationofηj ’s:ηj(t) =
1

nj(t)

∑
xi:uij(t)=maxr=1,...,m uir(t)

‖xi−μj(t)‖,
with μj(t) =

1
nj(t)

∑
xi:uij(t)=maxr=1,...,m uir(t)

xi, j = 1, ...,m

– Until: the change in θj ’s between two successive iterations gets very small

Some comments on the algorithm are now in order.

– Initialization: In SAPCM, the initialization of θj ’s for an overestimated num-
ber of clusters is carried out using a fast approximate variation of the Max-
Min algorithm proposed in [9] (see also [14]). This is done in order to increase
the probability of each θj to be placed initially close to a “dense in data”
region3. Denoting by Xre the set of the initial cluster representatives, ηj ’s
are initialized as follows. First, the distance of each θj ∈ Xre from its closest
θs ∈ Xre − {θj}, denoted by dmin(θj), is determined and then ηj is set to

ηj =
dmin(θj)/2

− log β , where β ∈ (0, 1) is an appropriately chosen parameter (see

Initialization of ηj’s part in the description of the SAPCM algorithm). As
it has been verified experimentally, typical values for β that lead to good
initializations are in the range [0.1, 0.5]. The experiments showed also that
β depends on how densely the natural clusters are located; smaller values of
β are more appropriate for sparsely located clusters, while larger values of
β are more appropriate for more densely located clusters.

– Adaptation: In SAPCM, this part refers to (a) the adjustment of the num-
ber of clusters and (b) the adaptation of ηj ’s, which are two interrelated
processes. Here, let label be a N -dimensional vector, whose ith component
is the index of the cluster that xi is most compatible with, i.e., the cluster
Cj for which uij = maxr=1,...,m uir. Let also nj denote the number of the
data points xi, that are most compatible with the jth cluster and μj be
the mean vector of these data points. The adjustment (reduction) of the
number of clusters is achieved by examining if the index j of a cluster Cj

appears in the vector label. If this is the case, Cj is preserved. Otherwise,
Cj is eliminated (see Possible cluster elimination part in the SAPCM algo-
rithm). Moreover, the parameter ηj of a cluster Cj is estimated as the mean
value of the distances of the most compatible to Cj data vectors from their
mean vector μj and not from the representative θj, as in previous works (e.g.
[7], [17]) (see Adaptation of ηj’s part in the SAPCM algorithm). It is also
noted that, in the case where there are two or more clusters, that are equally
compatible with a specific xi, then xi will contribute to the determination
of the parameter η of only one of them, which is chosen arbitrarily.

– Sparsity: Taking into account that dij/ηj ≥ 0 and utilizing proposition 2, for

ln ûij +
λ
ηj
pûp−1

ij > 0, i.e., λ > max
i,j

(
− ln(ûij)û

1−p
ij ηj

p ), no point is allowed to be

compatible with any one of the clusters. On the other hand, for λ 	 0 almost
no sparsity is imposed, that is, almost all points will be compatible with all
clusters up to a non-zero degree of compatibility. Therefore, λ is required

3 In contrast, random initialization may lead several representatives to the same phys-
ical cluster, leaving other clusters without a representative.
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to be chosen carefully between these two extremes. In addition, for p → 0
or p → 1 no sparsity is imposed, since eq. (3) has always a single solution
in both cases. A requirement for sparsity to enter into the scene is to have
p ∈ (0, 1), but with p away from both 0 and 1.

3 The Sequential SAPCM (SeqSAPCM)

We proceed now with the description of the sequential SAPCM, which involves
in its heart the SAPCM. Note that in the framework of SeqSAPCM, the SAPCM
algorithm does not initialize by itself the parameters θ and η. It rather takes
as input the initial estimates of these parameters. To denote this explicitly we
write

[Θ,H ] = SAPCM(X,Θini, Hini, λ) (4)

In words, the algorithm takes as input, initial estimates of the cluster repre-
sentatives (included in Θini) and their corresponding parameters η (included in
Hini) and returns the updated set of (a) representatives (Θ) and (b) their cor-
responding parameters η (H). Also, recall that λ is the parameter that controls
sparsity.

Unlike SAPCM, in SeqSAPCM the number of clusters increases by one at a
time, until the true number of clusters is (hopefully) reached. From this point
of view, if SAPCM, as described in Section 2, can be considered as a top-down
technique in the sense that it starts with an overestimated number of clusters
and gradually reduces it, SeqSAPCM can be considered as a bottom-up approach
in the sense that it starts with two clusters and gradually increases them up to
the true number of clusters.

The algorithm works as follows. Initially, the two most distant points of X ,
say xs and xt, are determined and serve as initial estimates of the first two
cluster representatives, θ1 and θ2, denoted by θini

1 and θini
2 . Thus, at this time

it is m = 2 and Θini = {θini
1 , θini

2 }. The initial estimation of each one of the
parameters η1 and η2 (ηini1 , ηini2 ) that correspond to the first two clusters, is
computed as the maximum of the following two quantities:

– dmax, which is the maximum among the distances between each data vector
xi ∈ X and its nearest neighbor xnei

i ∈ X , i.e.,

dmax = max
i=1,...,N

d(xi,x
nei
i )

– djslope, which is determined as follows: The distances of θini
j from its q nearest

neighbors in X 4, djs, s = 1, . . . , q, are computed and plotted in increasing
order. The neighboring point of θini

j where the resulting curve exhibits the

maximum slope, say the rth one, is identified and djslope is set equal to djr
(the distance between θini

j and its rth neighbor).

4 Typically, q is set to a value around 10.
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Thus ηinij = max{dmax, d
j
slope} andHini = {ηini1 , ηini2 }. Then, we run the SAPCM

algorithm (4) and after its convergence, θ1 and θ2 are placed to the centers
of dense regions, while η1 and η2 take values that characterize the spreads of
these regions around θ1 and θ2, respectively. We have now Θ = {θ1, θ2} and
H = {η1, η2}.

We proceed next by identifying the point in X that will be used as initial
estimate of the next representative as follows. For each xi ∈ X we compute its
distances from the points of Θ and we select the minimum one. Then, among all
N minimum distances we select the maximum one and the corresponding point,
say xr is the initial estimate of the next representative (θ3), that is θini

3 ≡
xr. In mathematical terms, xr is the point that corresponds to the distance
maxi=1,...,N(minj=1,...,m d(xi, θj)). Also, η

ini
3 is computed as the previous ones.

Next, the SAPCM algorithm is employed with Hini = {η1, η2, ηini3 } and Θini =
{θ1, θ2, θ

ini
3 } and executed for three clusters now. After its convergence, all θj ’s

are found to the centers of “dense in data” regions and we have Θ = {θ1, θ2, θ3}
and H = {η1, η2, η3}. The algorithm terminates when no new cluster is detected
between two successive iterations.

The algorithm can be stated as follows:

The SeqSAPCM algorithm

– Normalize the data set X to the [0, 10]l space5.

– Set λ to an appropriate value.

– Determine the two most distant points in X , say xs and xt and use them
as initial estimates of the first two representatives θ1 and θ2 (i.e., θini

1 ≡ xs,
θini
2 ≡ xt)

6.

– Initialize η1 and η2 (ηini1 , ηini2 ) as described in the text.

– [Θ,H ] = SAPCM(X, {θini
1 , θini

2 }, {ηini1 , ηini2 }, λ}
– Repeat

• (A) Use as initial estimate of the next cluster the point xr ∈ X that
corresponds to the distance maxi=1,...,N (minj=1,...,m d(xi, θj)) and set
θini
new = xr.

• Compute the ηininew as described in the text

• [Θ,H ] = SAPCM(X,Θ ∪ {θini
new}, H ∪ {ηininew}, λ}

– Until no new cluster is detected

Some comments on the proposed SeqSAPCM are in order now.

– The initialization of the representatives is carried out so that to increase the
probability to select a point from each one of the underlying clusters. It is

5 This is a prerequisite that stems from the fact that uij decreases rapidly as the
distance between xi and θj increases. However, it should be noted that things work
also for any value around 10.

6 In order to avoid high computational burden, this step is carried out approximately
using the method described in [4].
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noted that, in contrast to SAPCM where the initialization of the represen-
tatives is carried out via the Max-Min algorithm, in SeqSAPCM a single
step of the Max-Min (step (A) in the SeqSAPCM algorithm) is executed
each time a new representative is to be initialized.

– The initialization of the parameters η for each new cluster may seem a bit
tricky. Its rationale is the following. For data sets whose points form well
separated clusters, dmax is, in general, a good estimate for ηininew of each new
cluster. In this case, since the initial estimates of the representatives are
clusters points7, dmax is a reasonable value for controlling the influence of a
cluster around its representative. Note also, that in this case djslope is close to
dmax. On the other hand, when there are points in the data set that lie away
from the clusters (e.g. outliers), the algorithm is likely to choose some of
them as initial estimates of cluster representatives. However, a small initial
value of η for these representatives will make difficult their movement to
dense in data regions. In this case η is set initially equal to djslope which, in
this case, turns out to be significantly larger than dmax. Experiments show
that dmax is a small value for η in this case, while djslope leads to better
cluster estimations.

– It is worth mentioning that previously determined ηj ’s (and θj ’s) may be
adjusted in subsequent iterations, as new clusters are formed.

– The SeqSAPCM algorithm, actually requires fine tuning only for the sparsity
promoting parameter λ. On the other hand, SAPCM requires additional fine
tuning for the initial number of clusters as well as for the parameter β that
is used for the initialization of η’s.

– A generalization of the proposed scheme may follow if, instead of adding a
single representative at each time, we seek for more than one of them at each
iteration. In principle, this may reduce the required computational time.

4 Experimental Results

In this section, we assess the performance of the proposed method in several
experimental synthetic and real data settings. More specifically, we compare the
clustering performance of SeqSAPCM with that of the k-means, the FCM, the
PCM, the APCM and the SAPCM algorithms8. To this end, we need to evaluate
a clustering outcome, that is to compare it with the true data label information.
This is carried out via three different measures. The first is the so-called Rand
Measure (RM), described in [12], which can cope with clusterings whose number
of clusters may differ from the true number of clusters. A generalization of RM is
the Generalized Rand Measure (GRM) described in [6], which further takes into
account the degrees of compatibility of all data points to clusters. Note that in
k-means algorithm, the RM does not differ from GRM, since each vector belongs
exclusively to a single cluster. Thus, the GRM is not considered in the k-means
case. Finally, the classical Success Rate (SR) is employed, which measures the
percentage of the points that have been correctly labeled by each algorithm.

7 Ususally, they are “peripheral” points of the clusters.
8 In order to make a fair comparison, all algorithms are initialized as SeqSAPCM.
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(a) k-means with mini = 3
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(b) k-means with mini = 5

−1 0 1 2 3 4 5 6 7 8

0

1

2

3

4

5

6

7 1
2
3

(c) FCM with mini = 3
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(d) FCM with mini = 5
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(e) PCM with mini = 20
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(f) APCM with mini = 5
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(g) SAPCM with mini = 5
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(h) SeqSAPCM

Fig. 1. Clustering results for Experiment 1. Bolded dots represent the final cluster
representatives. Note that in PCM only the truly “different” clusters are taken into
account.
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Table 1. The results of the Experiment 1 synthetic data set

λ β mini mfinal RM(%) GRM(%) SR(%)
k-means - - 3 3 93.62 - 95.36

- - 5 5 80.82 - 62.00
- - 12 12 71.97 - 28.27

FCM - - 3 3 93.62 79.10 95.36
- - 5 5 81.36 67.81 63.00
- - 12 12 71.72 59.51 29.00

PCM - - 5 1 35.48 35.48 45.45
- - 20 2 74.32 51.67 72.09

APCM - 0.1 3 2 74.32 73.81 72.09
- 0.1 to 0.5 5 to 12 2 74.32 73.81 72.09

SAPCM 0.3 0.1 3 2 74.32 73.94 72.09
0.3 0.1 5 3 93.39 90.27 95.18
0.3 0.5 5 2 74.32 74.16 72.09
0.3 0.1 12 2 74.32 74.16 72.09

SeqSAPCM 0.28 - - 3 93.51 90.03 95.27

Experiment 1: Let us consider a synthetic two-dimensional data set con-
sisting of N = 1100 points, where three clusters C1, C2, C3 are formed. Each
cluster is modelled by a normal distribution. The means of the distributions are
c1 = [4.1, 3.7]T , c2 = [2.8, 0.8]T and c3 = [3.5, 5.7]T , respectively, while their
(common) covariance matrix is set to 0.4·I2, where I2 is the 2×2 identity matrix.
A number of 500 points are generated by the first distribution and 300 points
are generated by each one of the other two distributions. Note that clusters C1

and C3 differ significantly in their density (since both share the same covariance
matrix but C3 has significantly less points than C1) and since they are closely
located to each other, a clustering algorithm could consider them as a single
cluster. Figs. 1 (a), (b) show the clustering outcome obtained using the k-means
algorithm with mini = 3 and mini = 5, respectively. Similarly, in Figs. 1 (c), (d)
we present the corresponding results for FCM. Fig. 1 (e) depicts the performance
of PCM for mini = 20, while, in addition, it shows the circled regions, centered
at each θj and having radius equal to ηj , in which Cj has increased influence.
Fig. 1 (f) shows the results of APCM with mini = 5 and β = 0.1 and Fig. 1 (g)
shows the results of SAPCM with mini = 5, β = 0.1 and λ = 0.3. Finally, Fig. 1
(h) shows the results of SeqSAPCM with λ = 0.28. Moreover, Table 1 shows
RM, GRM, SR for the previously mentioned algorithms, where mini and mfinal

denote the initial and the final number of clusters, respectively.
As it is deduced from Fig. 1 and Table 1, when k-means and FCM are ini-

tialized with the (rarely known in practice) true number of clusters (m = 3),
their clustering performance is very satisfactory. However, any deviation from
this value causes a significant degradation to the obtained clustering quality.
On the other hand, the classical PCM fails to unravel the underying clustering
structure, due to the fact that two clusters are close enough to each other and
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the algorithm does not have the ability to adapt ηj ’s in order to cope with this
situation. In this data set, the APCM algorithm also fails to detect all natu-
rally formed clusters and unites clusters C1 and C3 thus leading to a two-cluster
clustering result for several values of β. On the other hand, for a large enough
value of λ (λ = 0.3) and a proper overestimation of the initial number of clusters
(mini), SAPCM heavily imposes sparsity so that the remotely located from the
mean of the C3 cluster points are not taken into account to the estimation of the
parameters of cluster C3 (θ3 and η3), thus leading to smaller values for η3. As
a consequence, the unification of C3 with its neighboring (denser) C1 cluster is
prevented. However, as it is deduced from Table 1, the parameters (λ, β,mini)
of SAPCM have to be fine tuned, in order for SAPCM to be successful. This is
not the case for SeqSAPCM, which produces very accurate results after cross
validating just a single parameter (λ).

Experiment 2: Let us consider a synthetic two-dimensional data set consist-
ing of N = 5000 points, where fifteen clusters are formed (data set S2 in [5]), as
shown in Fig. 2. All clusters are modelled by normal distributions with differ-
ent covariance matrices. As it is deduced from Table 2, k-means fails to unravel
the underlying clustering structure, even when it is initialized with the actual
number of natural clusters (mini = 15). On the other hand, FCM works well
when it is initialized with the true number of clusters (mini = 15), providing
very satisfactory results. However, any deviation from this value causes, again,
a significant degradation to the obtained clustering quality. The classical PCM
fails independently of the initial number of clusters. In this data set, the APCM
and the SAPCM algorithms work well after fine-tuning their parameters and
properly selecting mini. Finally, by simply selecting λ = 0.1, SeqSAPCM is able
to capture the underlying clustering structure very accurately.
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Fig. 2. The data set in Experiment 2. Colors indicate the true label information.

Experiment 3: Let us consider the real Iris data set ([13]) consisting of
N = 150, 4-dimensional data points that form three classes, each one having 50
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Table 2. The results of the Experiment 2 synthetic data set

λ β mini mfinal RM(%) GRM(%) SR(%)
k-means - - 15 15 97.24 - 81.68

- - 20 20 98.23 - 84.84
- - 25 25 97.61 - 78.48

FCM - - 15 15 99.23 80.09 97.00
- - 20 20 98.40 75.36 87.50
- - 25 25 97.46 71.30 75.02

PCM - - 15 3 62.05 20.43 20.40
- - 25 6 78.67 22.02 39.22

APCM - 0.1 10 10 93.28 90.98 67.16
- 0.1 20 14 98.38 95.71 91.18
- 0.1 25 15 99.23 96.88 97.00

SAPCM 0.1 0.1 10 10 93.28 91.07 67.22
0.1 0.1 20 14 98.39 95.84 91.18
0.1 0.1 25 15 99.24 96.94 97.04

SeqSAPCM 0.1 - - 15 99.23 96.94 97.02

points. In Iris data set, two classes are overlapped, thus one can argue whether
the true number of clusters m is 2 or 3. As it is shown in Table 3, k-means and
FCM provide satisfactory results, only if they are initialized with the true number
of clusters (mini = 3). The classical PCM fails to end up with mfinal = 3 clusters
independently of the initial number of clusters. On the contrary, the APCM and
the SAPCM algorithms, after appropriate cross validation of their parameters
and a proper overestimated initial number of clusters, produce very accurate
results. Finally, SeqSAPCM detects the actual number of clusters, providing
constantly very accurate results.

Experiment 4: Let us now consider the Wine real data set ([13]) consisting of
N = 178, 13-dimensional data points that stem from three classes, the first with
59 points, the second with 71 and the third one with 48 points. The results of
the previously mentioned algorithms are summarized in Table 4. Again the same
conclusions can be drawn as far as the clustering performance of the algorithms is
concerned, with SeqSAPCM providing the best overall clustering quality results.

5 Conclusions

In this paper a novel iterative bottom-up possibilistic clustering algorithm,
termed SeqSAPCM, is proposed. At each iteration, SeqSAPCM determines a
single new cluster by employing the SAPCM algorithm ([15]). Being a possi-
bilistic scheme, SeqSAPCM does not impose a clustering structure on the data
set but, rather, unravels sequentially the underlying clustering structure. The
proposed algorithm does not require knowledge of the number of clusters (not
even a crude estimate, as SAPCM and APCM do), but only fine tuning of a sin-
gle parameter λ that controls sparsity (which is data dependent). SeqSAPCM
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Table 3. The results of the Iris (Experiment 3) real data set

λ β mini mfinal RM(%) GRM(%) SR(%)
k-means - - 2 2 77.63 - 66.67

- - 3 3 83.22 - 83.33
- - 10 10 72.84 - 36.00

FCM - - 2 2 77.63 69.15 66.67
- - 3 3 83.68 71.56 84.00
- - 10 10 75.97 59.96 37.33

PCM - - 2 1 32.89 32.89 33.33
- - 3 2 77.63 50.45 66.67
- - 10 2 77.63 51.99 66.67

APCM - 0.2 2 2 77.63 77.63 66.67
- 0.2 5 3 78.20 77.66 72.00
- 0.3 5 3 89.23 87.78 90.67
- 0.3 10 5 83.02 78.06 68.00

SAPCM 0.1 0.1 2 2 77.63 77.63 66.67
0.1 0.1 5 4 83.57 82.70 78.67
0.1 0.2 5 3 88.59 88.69 90.00
0.1 0.2 10 4 83.57 82.72 78.67

SeqSAPCM 0.15 - - 3 88.59 88.73 90.00

Table 4. The results of the Wine (Experiment 4) real data set

λ β mini mfinal RM(%) GRM(%) SR(%)
k-means - - 3 3 68.55 - 51.69

- - 5 5 69.66 - 56.74
- - 8 8 69.56 - 40.45

FCM - - 3 3 71.05 64.91 68.54
- - 5 5 71.68 65.37 54.49
- - 8 8 70.15 63.40 35.96

PCM - - 3 1 33.80 33.80 39.89
- - 15 1 33.80 33.80 39.89

APCM - 0.2 2 2 68.33 68.42 60.11
- 0.2 5 2 68.33 68.42 60.11
- 0.1 5 3 92.42 91.61 94.38
- 0.1 8 4 89.94 87.72 87.08

SAPCM 0.01 0.1 2 2 67.72 67.91 60.11
0.01 0.1 5 3 67.70 65.01 60.11
0.01 0.05 5 3 93.18 92.75 94.94
0.01 0.05 8 4 89.27 87.77 86.52

SeqSAPCM 0.08 - - 3 93.31 91.25 94.94
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outperforms the classical k-means and FCM when the latter are not fed with the
actual number of clusters. In addition, it has almost the same clustering perfor-
mance with SAPCM, when the latter is equipped with the optimal values for its
parameters, which are three (initial estimate of the number of representatives,
the parameter β for the initialization of η’s and the paramater λ that controls
sparsity) against one in SeqSAPCM (λ).

The automatic selection of the sparsity inducing parameter λ and a conver-
gence analysis of the proposed SeqSAPCM are subjects of current research.
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Abstract. The Dendritic Cell Algorithm (DCA) is an immune inspired
classification algorithm based on the behavior of Dendritic Cells (DCs).
The performance of DCA depends on the extracted features and their
categorization to their specific signal types. These two tasks are per-
formed during the DCA data pre-processing phase and are both based
on the use of the Principal Component Analysis (PCA) information ex-
traction technique. However, using PCA presents a limitation as it de-
stroys the underlying semantics of the features after reduction. On the
other hand, DCA uses a crisp separation between the two DCs contexts;
semi-mature and mature. Thus, the aim of this paper is to develop a
novel DCA version based on a two-leveled hybrid model handling the
imprecision occurring within the DCA. In the top-level, our proposed al-
gorithm applies a more adequate information extraction technique based
on Rough Set Theory (RST) to build a solid data pre-processing phase.
At the bottom level, our proposed algorithm applies Fuzzy Set Theory to
smooth the crisp separation between the two DCs contexts. The exper-
imental results show that our proposed algorithm succeeds in obtaining
significantly improved classification accuracy.

Keywords: Dendritic Cell Algorithm, Information Extraction, Impre-
cise Reasoning, Classification.

1 Introduction

The Dendritic Cell Algorithm (DCA) [1] is a recent immune inspired algorithm
derived from behavioral models of natural Dendritic Cells (DCs). Lately, DCA
has caught the attention of researchers due to the worthy characteristics ex-
pressed by the algorithm as it exhibits several interesting and potentially benefi-
cial features for binary classification problems [2]. However, as the DCA is still a
new foundation, it is necessary to conduct further investigations to address and
resolve the DCA limitations by proposing new models of the standard algorithm.
This will be the main goal of the current research paper. Back to literature, DCA
has been successfully applied to various real world binary classification domains.
However, it was noticed that DCA is sensitive to the input class data order [3].
It was shown that the DCA misclassifications occur exclusively at the transition
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boundaries. Hence, DCA makes more mistakes when the context changes multi-
ple times in a quick succession unlike when the data are ordered between classes;
class 1 and class 2. Thus, to obtain high and satisfactory classification results,
the DCA was only applied to ordered data sets where all class 1 are followed by
all class 2. Such a drawback is the result of an environment characterized by a
crisp separation between the DC semi-mature context and the DC mature con-
text. However, the reality is connected to uncertainty and imprecision by nature.
Such imperfection may affect the classification performance of the DCA leading
the algorithm being sensitive to the input class data order. Therefore, one idea
was to combine theories managing imprecision, mainly Fuzzy Set Theory (FST),
with the DCA to deal with imprecise contexts. In this sense, in [4], a first work
named the Fuzzy Dendritic Cell Method (FDCM) was developed to solve the
DCA issue as being sensitive to the input class data order. FDCM is based on
the fact of smoothing the mentioned crisp separation between the DCs’ contexts
since we can neither identify a clear boundary between them nor quantify exactly
what is meant by “semi-mature” or “mature”. This was handled by the use of
FST. Yet, FDCM was a user-dependent algorithm as its parameters have to be
set by the user. Thus, in [5] a modified version of FDCM was developed named
the Modified Fuzzy Dendritic Cell Method (MFDCM), where the parameters
of the system were automatically generated using a fuzzy clustering technique.
This can avoid false and uncertain values given by the ordinary user.

While investigating MFDCM and more precisely its crucial first algorithmic
step, the data pre-processing phase, we have noticed that this phase which is
divided into feature selection and signal categorization is based on the use of the
Principal Component Analysis (PCA) technique. Formally, MFDCM uses PCA
to automatically select features and to categorize them to their specific sig-
nal types; as danger signals (DS), as safe signals (SS) or as pathogen-associated
molecular patterns (PAMP). MFDCM combines these signals with location mark-
ers in the form of antigens to perform antigens classification. Investigating the
algorithm data pre-processing phase is important as it represents the main step
of any knowledge discovery process (KDD). Back to MFDCM, we notice that
using PCA for the MFDCM feature reduction step presents a drawback as it
is not necessarily true that the first selected components will be the adequate
features to retain. Furthermore, applying PCA destroys the underling meaning
(the semantics) behind the features present in the used data set which contra-
dicts the characteristic of the DCA and MFDCM as it is important to know
the source (feature) of each signal category. Adding to these issues, an informed
guess has to be made as to how many variables should be kept for the PCA
data reduction process. This may introduce a potential source of error. As for
the signal categorization phase, it refers to the process of appropriately map-
ping the selected features into each signal category of the algorithm; either as
DS, as SS or as a PAMP signal. In the MFDCM data pre-processing phase,
the categorization process is based on the PCA attributes ranking in terms on
variability. However, this categorization process could not be considered as a
coherent and a reliable categorization procedure. Many KDD techniques were
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proposed in literature to achieve the task of data pre-processing. However, most
of them tend to destroy the underlying semantics of the features after reduction
or require additional information about the given data set for thresholding [6].
Thus, it seems necessary and clearly desirable to think about a more adequate
information extraction technique, for the MFDCM data pre-processing phase,
which can in one hand extract features using information contained within the
data set and in other hand capable of preserving the meaning of the features.
Rough Set Theory (RST) [6] can be used as such a tool to discover data depen-
dencies and to reduce the number of attributes contained in a data set using the
data alone, requiring no additional information. In this sense, in [7], a new DCA
model based on a rough data pre-processing technique has been developed. The
work, named RC-DCA, is based on the Reduct and the Core RST main concepts
for feature selection and signal categorization. It was shown that using RST, in-
stead of PCA, for the DCA data pre-processing phase yields better performance
in terms of classification accuracy. However, it is important to note that RST
was only applied to the standard DCA which is sensitive to the input class data
order. Thus, in this paper, we propose to hybridize the works of [5] and [7] in
order to obtain a robust dendritic cell stable classifier within imprecise circum-
stances. Our hybrid model, named RC-MFDCM, is built as a two-leveled hybrid
immune model. In the top-level, RC-MFDCM uses RST as a robust information
extraction technique to ensure a more rigorous data pre-processing phase. In the
second level, RC-MFDCM uses fuzzy set theory to ensure a non-sensitivity to the
input class data order. This is achieved by handling the imprecision occurring
within the definition of the DCs contexts.

2 The Dendritic Cell Algorithm

The initial step of the DCA is the automatic data pre-processing phase where
feature selection and signal categorization are achieved. More precisely, DCA
selects the most important features, from the initial input database, and assigns
each selected attribute its specific signal category (SS, DS or PAMP). To do
so, the DCA applies PCA as explained in the previous section. The DCA ad-
heres these signals and antigens to fix the context of each object (DC) which
is the step of signal processing. The algorithm processes its input signals in or-
der to get three output signals: costimulation signal (Csm), semi-mature signal
(Semi) and mature signal (Mat). A migration threshold is incorporated into
the DCA in order to determine the lifespan of a DC. As soon as the Csm ex-
ceeds the migration threshold; the DC ceases to sample signals and antigens.
The migration state of a DC to the semi-mature state or to the mature state is
determined by the comparison between cumulative Semi and cumulative Mat.
If the cumulative Semi is greater than the cumulative Mat then the DC goes
to the semi-mature context which implies that the antigen data was collected
under normal conditions. Otherwise, the DC goes to the mature context, signi-
fying a potentially anomalous data item. This step is known to be the context
assessment phase. The nature of the response is determined by measuring the
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number of DCs that are fully mature and is represented by the Mature Con-
text Antigen Value (MCAV). MCAV is applied in the DCA final step which is
the classification procedure and used to assess the degree of anomaly of a given
antigen. The closer the MCAV is to 1, the greater the probability that the
antigen is anomalous. By applying thresholds at various levels, analysis can be
performed to assess the anomaly detection capabilities of the algorithm. Those
antigens whose MCAV are greater than the anomalous threshold are classified
as anomalous while the others are classified as normal. For the DCA pseudocode,
we kindly invite the reader to refer to [1].

3 Rough Set Theory for Information Extraction

1)Preliminaries of Rough Set Theory: In rough set theory, an information
table is defined as a tuple T = (U,A) where U and A are two finite, non-empty
sets, U the universe of primitive objects and A the set of attributes. Each at-
tribute or feature a ∈ A is associated with a set Va of its value, called the
domain of a. We may partition the attribute set A into two subsets C and D,
called condition and decision attributes, respectively. Let P ⊂ A be a subset of
attributes. The indiscernibility relation, denoted by IND(P ), is an equivalence
relation defined as: IND(P ) = {(x, y) ∈ U × U : ∀a ∈ P, a(x) = a(y)}, where
a(x) denotes the value of feature a of object x. If (x, y) ∈ IND(P ), x and y
are said to be indiscernible with respect to P . The family of all equivalence
classes of IND(P ) (Partition of U determined by P ) is denoted by U/IND(P ).
Each element in U/IND(P ) is a set of indiscernible objects with respect to P .
Equivalence classes U/IND(C) and U/IND(D) are called condition and deci-
sion classes. For any concept X ⊆ U and attribute subset R ⊆ A, X could be
approximated by the R-lower approximation and R-upper approximation using
the knowledge of R. The lower approximation of X is the set of objects of U
that are surely in X , defined as: R(X) =

⋃
{E ∈ U/IND(R) : E ⊆ X}. The

upper approximation of X is the set of objects of U that are possibly in X ,
defined as: R(X) =

⋃
{E ∈ U/IND(R) : E ∩ X �= ∅} The boundary region is

defined as: BNDR(X) = R(X)−R(X). If the boundary region is empty, that is,
R(X) = R(X), concept X is said to be R-definable. Otherwise X is a rough set
with respect to R. The positive region of decision classes U/IND(D) with respect
to condition attributes C is denoted by POSc(D) where: POSc(D) =

⋃
R(X).

The positive region POSc(D) is a set of objects of U that can be classified with
certainty to classes U/IND(D) employing attributes of C. In other words, the
positive region POSc(D) indicates the union of all the equivalence classes de-
fined by IND(P ) that each for sure can induce the decision class D.
2)Reduct and Core for Feature Selection: Rough set theory defines two
important concepts that can be used for information extraction which are the
CORE and the REDUCT. The CORE is equivalent to the set of strong rel-
evant features which are indispensable attributes in the sense that they can-
not be removed without loss of prediction accuracy of the original database.
The REDUCT is a combination of all strong relevant features and some weak
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relevant features that can sometimes contribute to prediction accuracy. These
concepts provide a good foundation upon which we can define our basics for
defining the importance of each attribute. In RST, a subset R ⊆ C is said to
be a D-reduct of C if POSR(D) = POSC(D) and there is no R′ ⊂ R such
that POSR′ (D) = POSC(D). In other words, the REDUCT is the minimal set
of attributes preserving the positive region. There may exist many reducts (a
family of reducts) in a information table which can be denoted by REDF

D(C).
The CORE is the set of attributes that are contained by all reducts, defined as:
CORED(C) =

⋂
REDD(C); where REDD(C) is the D-reduct of C. In other

words, the CORE is the set of attributes that cannot be removed without chang-
ing the positive region meaning that these attributes cannot be removed from the
information system without causing collapse of the equivalence-class structure.
This means that all attributes present in the CORE are indispensable.

4 RC-MFDCM: The Two-Leveled Hybrid Approach

In this section, we present our newly proposed fuzzy rough DCA version within
imprecise framework. Our two-leveled hybrid model incorporates, firstly, the
theory of rough sets to ensure a robust data pre-processing phase. This task is
performed in the RC-MFDCM top-level. RC-MFDCM incorporates, secondly,
the theory of fuzzy sets to generate a stable classifier dealing with imprecise
contexts. This task is performed at the RC-MFDCM bottom level.

4.1 Top-Level : Data Pre-processing Phase

The data pre-processing phase of our RC-MFDCM includes two sub-steps which
are feature selection and signal categorization; both based on the RST concepts.

RC-MFDCM Information Extraction Process. For antigen classification,
our learning problem has to select high discriminating features from the orig-
inal input database which corresponds to the antigen information data set.
We may formalize this problem as an information table, where universe U =
{x1, x2, . . . , xN} is a set of antigen identifiers, the conditional attribute set
C = {c1, c2, . . . , cN} contains the different features of the information table
to select and the decision attribute D of our learning problem corresponds to
the class label of each sample. As RC-MFDCM is an extension of DCA and
since DCA is applied to binary classification problems, then our RC-MFDCM
is also seen as a binary classifier and thus, the input database has a single
binary decision attribute. The decision attribute D, which corresponds to the
class label, has binary values dk: either the antigen is collected under safe cir-
cumstances reflecting a normal behavior (classified as normal) or the antigen is
collected under dangerous circumstances reflecting an anomalous behavior (clas-
sified as anomalous). The condition attribute feature D is defined as follows:
D = {normal, anomalous}.
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For information extraction, RC-MFDCM computes, first of all, the positive
region for the whole attribute set C for both label classes of D: POSC({dk}).
Based on the RST computations, RC-MFDCM computes the positive region of
each feature c and the positive region of all the composed features C−{c} (when
discarding each time one feature c from C) defined respectively as POSc({dk})
and POSC−{c}({dk}), until finding the minimal subset of attributes R from C
that preserves the positive region as the whole attribute set C does. In fact, RC-
MFDCM removes in each computation level the unnecessary features that may
affect negatively the accuracy of the RC-MFDCM. The result of these computa-
tions is either one reduct R = REDD(C) or a family of reducts REDF

D(C). Any
reduct of REDF

D(C) can be used to replace the original antigen information ta-
ble. Consequently, if the RC-MFDCM generates only one reduct R = REDD(C)
then for the feature selection process, RC-MFDCM chooses this specific R which
represents the most informative features that preserve nearly the same classi-
fication power of the original data set. If the RC-MFDCM generates a family
of reducts REDF

D(C) then RC-MFDCM chooses randomly one reduct R among
REDF

D(C) to represent the original input antigen information table. This ran-
dom choice is argued by the same priority of all the reducts in REDF

D(C). In
other words, any reduct R from REDF

D(C) can be used to replace the original
information table.

These attributes which constitute the reduct will describe all concepts in
the original training data set. Using the REDUCT concept, our method can
guarantee that attributes of extracted feature patterns will be the most relevant
for its classification task. An illustrative example related to the REDUCT and
the CORE generation can be found in [6]. Once the reduct is generated, our
proposed solution moves to its second data pre-processing sub-step which is
signal categorization.

RC-MFDCM Signal Categorization Process. All along this sub-step, our
method has to assign for each selected attribute, produced by the previous step
and which is included in the generated REDUCT, its definite and specific signal
category. The general guidelines for signal categorization are presented in the
list below [1]:

• Safe signals: Their presence certainly indicates that no anomalies are
present. High values of SS can cancel out the effects of both PAMPs and
DSs.

• PAMPs: The presence of PAMPs usually means that there is an anomalous
situation.

• Danger signals: Their presence may or may not show an anomalous situ-
ation, however the probability of an anomaly is higher than under normal
circumstances.

From the previous definitions, both of the PAMP and safe signals are positive
indicators of an anomalous and normal behavior while the DS is measuring
situations where the risk of anomalousness is high, but there is no signature of a
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specific cause. In other words, PAMP and SS have a certain final context (either
an anomalous or a normal behavior) while the DS cannot specify exactly the
final context to assign to the collected antigen. This is because the information
returned by the DS is not certain as the collected antigen may or may not
indicate an anomalous situation. This problem can be formulated as follows:
Both PAMP and SS are more informative than DS which means that both of
these signals can be seen as indispensable attributes. To represent this level of
importance, our method uses the CORE RST concept. On the other hand, DS
is less informative than PAMP and SS. Therefore, our method applies the rest
of the REDUCT attributes, discarding the attributes of the CORE chosen to
represent the SS and the PAMP signals, to represent the DS.

As stated in the previous sub-step, our method may either produce only one
reduct R or a family of reducts REDF

D(C). The process of signal categorization
for both cases are described in what follows.

The Process of One REDUCT: In case where our model generates only one
reduct; it means that CORED(C) = REDD(C). In other words, all the features
that represent the produced reduct R are indispensable. For signal categorization
and with respect to the ranking of signal categories that implies the significance
of each signal category to the signal transformation of the DCA which is in
the order Safe, PAMP, and Danger, our method processes as follows: First of
all, RC-MFDCM calculates the positive region POSC({dk}) of the whole core
CORED(C). Then, our method calculates the positive regions POSC−{c}({dk})
that correspond to the positive regions of the core when removing each time
one attribute c from it. Our method calculates the difference values between
POSC({dk}) and each POSC−{c}({dk}) already calculated. The removed at-
tribute c causing the highest difference value POSC({dk}) − POSC−{c}({dk})
is considered as the most important attribute in the CORE. In other words,
when removing that attribute c from the CORE then the effectiveness and the
reliability of the core will be strongly affected. Therefore, our method selects
that attribute c to form the Safe signal. The second attribute cr having the next
highest difference value POSC({dk}) − POSC−{cr}({dk}) is used to form the
PAMP signal. And finally, the rest of the CORE attributes are combined and
affected to represent the DS as it is less than certain to be anomalous.

The Process of a Family of REDUCTs: In case where our model produces more
than one reduct R, a family of reducts REDF

D(C), our method uses both con-
cepts: the core CORED(C) and the reducts REDF

D(C). Let us remind that
CORED(C) =

⋂
REDD(C); which means that on one hand we have the min-

imal set of attributes preserving the positive region (reducts) and on the other
hand we have the set of attributes that are contained in all reducts (CORE)
which cannot be removed without changing the positive region. This means that
all the attributes present in the CORE are indispensable. For signal assignment
and based on the positive regions calculation, our method assigns the convenient
attributes from the CORE to determine the SS and PAMP following the same
reasoning as our method produces only one reduct. As for the DS signal type
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categorization, our solution chooses first of all, randomly, a reduct REDD(C)
among REDF

D(C). Then, our method combines all the REDD(C) features ex-
cept the first and the second attributes already chosen for the SS and PAMP
and assigns the resulting value to the DS.

Once the selected features are assigned to their suitable signal types, our
method calculates the values of each signal category using the same process as
the standard DCA [1]. The output is, thus, a new information table which reflects
the signal database. In fact, the universe U of the induced signal data set is U =
{x′

1, x
′
2, . . . , x

′
N} a set of antigen identifiers and the conditional attribute set C =

{SS, PAMP,DS} contains the three signal types; i.e., SSs, DSs and PAMPs.
The induced signal database which is the input data for the next proposed model
steps contains the values of each signal type for each antigen identifier.

4.2 Bottom-Level : Fuzzy Classification Phase

The second level of our RC-MFDCM hybrid model is composed of five main
sub-steps and is based on the basics of fuzzy set theory.
1)Fuzzy System Inputs-Output Variables: Once the signal database is
ready, our RC-MFDCM processes these signals to get the semi-mature and the
mature signal values same as DCA and as previously explained in section 2. To
do so and in order to describe each of these two object contexts, we use lin-
guistic variables. Two inputs (one for each context) and one output are defined.
The semi-mature context and the mature context, denoted respectively Cs and
Cm, are considered as the input variables to the fuzzy system. The final state
“maturity” of a DC, Smat, is chosen as the output variable. They are defined as:

Cs = {μCs(csj )/csj ∈ XCs}

Cm = {μCm(cmj )/cmj ∈ XCm}

Smat = {Smat(smatj )/smatj ∈ XSmat}

where csj , cmj and smatj are, respectively, the elements of the discrete universe
of discourse XCs , XCm and XSmat . μCs , μCm and μSmat are, respectively, the
corresponding membership functions.
2)Defining the Term Sets: The term set T (Smat) interpreting Smat which
is a linguistic variable that constitutes the final state of maturity of a DC, can
be defined as: T (Smat) = {Semi −mature,Mature}. Each term in T (Smat) is
characterized by a fuzzy subset in a universe of discourse XSmat . Semi-mature
might be interpreted as an object (data instance) collected under safe circum-
stances, reflecting a normal behavior and Mature as an object collected under
dangerous circumstances, reflecting an anomalous behavior. Similarly, the input
variables Cs and Cm are interpreted as linguistic variables with:
T (Q) = {Low,Medium,High}, where Q = Cs and Cm respectively.
3)Membership Function Construction: In order to specify the range of each
linguistic variable, we have run the RC-MFDCM and we have recorded both
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semi-mature and mature values which reflect the (Semi) and (Mat) outputs gen-
erated by the algorithm. Then, we picked up the minimum and maximum values
of each of the two generated values to fix the borders of the range which are:

min(range(Smat)) = min(min(range[Cm]),min(range[Cs]))

max(range(Smat)) = max(max(range[Cm]),max(range[Cs]))

The parameters of our RC-MFDCM fuzzy process, the extents and midpoints
of each membership function, are generated automatically from data by ap-
plying the fuzzy Gustafson-Kessel clustering algorithm. Each cluster reflects a
membership function. The number of clusters is relative to the number of the
membership functions of each variable (inputs and output).
4)The Rule Base Description: A knowledge base, comprising rules, is built
to support the fuzzy inference. The different rules of the fuzzy system are ex-
tracted from the information reflecting the effect of each input signal on the
state of a dendritic cell. This was previously pointed in the itemized list in the
RC-MFDCM signal categorization phase section. The generated rule base is the
following:

1. If (Cm is Low) and (Cs is Low) then (Smat is Mature)
2. If (Cm is Low) and (Cs is Medium) then (Smat is Semi-mature)
3. If (Cm is Low) and (Cs is High) then (Smat is Semi-mature)
4. If (Cm is Medium) and (Cs is Low) then (Smat is Mature)
5. If (Cm is Medium) and (Cs is Medium) then (Smat is Semi-mature)
6. If (Cm is Medium) and (Cs is High) then (Smat is Semi-mature)
7. If (Cm is High) and (Cs is Low) then (Smat is Mature)
8. If (Cm is High) and (Cs is Medium) then (Smat is Mature)
9. If (Cm is High) and (Cs is High) then (Smat is Mature)

5)The Fuzzy Context Assessment: RC-MFDCM is based on the “Mamdani”
composition method and the “centroid” defuzzification mechanism [8]. Once the
inputs are fuzzified and the output (centroid value) is generated, the cell context
has to be fixed by comparing the output value to the middle of the Smat range. In
fact, if the centroid value generated is greater than the middle of the output range
then the final context of the object is “Mature” indicating that the collected
antigen may be anomalous; else the antigen collected is classified as normal.

5 Experimental Setup

To test the validity of our RC-MFDCMmodel, our experiments are performed on
two-class databases from [9]. The used databases are described in Table 1. We try
to show that using the RST information extraction technique, instead of PCA, is
more adequate for our proposed RC-MFDCM data pre-processing phase. Thus,
we will compare the results obtained from RC-MFDCM to the ones obtained
from the PCA-MFDCM version where the latter algorithm applies PCA for
information retrieval. We will, also, compare our RC-MFDCM algorithm to our



52 Z. Chelly and Z. Elouedi

first work proposed in [10], named RST-MFDCM, which is also based on the
use of RST for information extraction. First of all, let us remind that both RC-
MFDCM and PCA-MFDCM assign different features for different signal types; a
specific feature is assigned to be either as SS or as DS or as a PAMP signal. Now,
the work of [10], RST-MFDCM, differs from our newly proposed RC-MFDCM
algorithm and from PCA-MFDCM in the manner on how it categorizes features
to their signal types (SS, DS and PAMP). More precisely, the main difference
between RST-MFDCM and both RC-MFDCM and PCA-MFDCM is that RST-
MFDCM assigns only one attribute to form both SS and PAMP as they are
seen as the most important signals. As for the DS categorization, RST-MFDCM
combines the rest of the reduct features and assigns the resulting value to the
DS. Like RC-MFDCM, RST-MFDCM generates all the possible reducts and
proposes solutions to handle both cases (generating one reduct or a family of
reducts) for data pre-processing.

Table 1. Description of Databases

Database Ref � Instances � Attributes

Sonor SN 208 61
Molecular-Bio Bio 106 59
Cylinder Bands CylB 540 40
Chess Ch 3196 37
Ionosphere IONO 351 35
Sick Sck 3772 30
Horse Colic HC 368 23
German-Credit GC 1000 21
Labor Relations LR 57 16
Red-White-Win RWW 6497 13

In [10], RST-MFDCM was compared to the MFDCM version when apply-
ing PCA. It was shown that applying RST, instead of PCA, leads to better
classification results. The latter version of MFDCM based PCA, just like RST-
MFDCM, assigns the same feature for both SS and PAMP. It is, also, based on
the same signal categorization process for the DS signal as RST-MFDCM. So,
to distinguish this version from the initial mentioned PCA-MFDCM version, we
will named it as PCA’-MFDCM. Based on the [10] work, we aim to show that
assigning for each selected feature a specific signal category, a process performed
by our proposed RC-MFDCM and PCA-MFDCM, leads to a better classifica-
tion performance than assigning the same attribute to both SS and PAMP, a
process performed by both RST-MFDCM and PCA’-MFDCM. We will, also,
show that using the RST information extraction technique, instead of PCA, in
case of assigning different features to different signal categories is more adequate
for our proposed RC-MFDCM data pre-processing phase.

For data pre-processing and for all the mentioned rough MFDCM works,
including RC-MFDCM and RST-MFDCM, and for the PCA MFDCM based
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approaches, including PCA-MFDCM and PCA’-MFDCM, each data item is
mapped as an antigen with the value of the antigen equal to the data ID of
the item. The migration threshold of an individual DC is set to 10. To perform
anomaly detection, a threshold which is automatically generated from the data
is applied to the MCAVs. Items below the threshold are classified as class one
and above as class two. For each experiment, the results presented are based
on mean MCAVs generated across 10 runs. We evaluate the performance of the
algorithms in terms of number of extracted features, sensitivity, specificity and
accuracy which are defined as: Sensitivity = TP/(TP + FN);Specificity =
TN/(TN + FP );Accuracy = (TP + TN)/(TP + TN + FN + FP ); where TP,
FP, TN, and FN refer respectively to: true positive, false positive, true negative
and false negative.

6 Results and Analysis

In this section, we show that using the theory of rough sets as an information
extraction technique, instead of PCA, is more convenient for the MFDCM data
pre-processing phase as it improves its classification performance. We will, also,
show that assigning for each selected feature a specific signal category leads to
a better performance than assigning the same attribute to both SS and PAMP.
This is confirmed by the results displayed in Table 2.

First of all, from Table 2, we can notice that both RC-MFDCM and RST-
MFDCM have the same number of selected features. This is explained by the fact
that both models are based on the same feature selection phase. They generate
all the possible reducts and choose the one having the smallest set in terms of
number of extracted features. Indeed, from Table 2, we can notice that the num-
ber of features selected by the rough MFDCM approaches, both RC-MFDCM
and RST-MFDCM, is less than the one generated by the standard MFDCM
when applying PCA; PCA-MFDCM and PCA’-MFDCM. This can be explained
by the appropriate use of RST as an information extraction technique. In fact,
RC-MFDCM, by using the REDUCT concept, keeps only the most informative
features from the whole set of features. For instance, when applying our RC-
MFDCM method to the CylB data set, the number of selected features is only
7 attributes. However, when applying the PCA-MFDCM to the same database,
the number of the retained features is set to 16. We can notice that PCA pre-
serves additional features than necessary which leads to affect the PCA-MFDCM
classification task by producing less accuracy in comparison to the RC-MFDCM
results. On the other hand, RC-MFDCM based on the REDUCT concept, selects
the minimal set of features from the original database and can guarantee that the
reduct attributes will be the most relevant for the classification task. Based on
these selected attributes, the accuracies of the algorithms are calculated. From
Table 2, we notice that the classification accuracy of our RC-MFDCM is notably
better than the one given by PCA-MFDCM for almost all the data sets. We can,
also, notice that the RST-MFDCM classification results are better than the ones
given by PCA’-MFDCM. Same remark is noticed for both the sensitivity and
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the specificity criteria. For instance, when applying the RST-MFDCM to the
CylB database, the classification accuracy is set to 97.26%. However, when ap-
plying the PCA’-MFDCM to the same database, the accuracy is set to 93.75%.
When applying the RC-MFDCM algorithm to the same data set, the classifi-
cation accuracy of the algorithm is set to 98.42%. However, when applying the
PCA-MFDCM to the same database, the accuracy is set to 96.48%. Thus, from
this part, we can conclude that the rough information extraction technique is
an interesting pre-processor that would be better applied to our proposed fuzzy
rough DCA version instead of applying the principal component analysis.

Table 2. Comparison Results of MFDCM Approaches

Sensitivity(%) Specificity(%) Accuracy(%) � Attributes
DB MFDCM MFDCM MFDCM MFDCM

PCA RC PCA’ RST PCA RC PCA’ RST PCA RC PCA’ RST PCA PCA’ RC RST
SN 89.18 91.89 85.58 90.09 83.50 95.87 79.38 85.56 86.53 93.75 82.69 87.98 28 28 20 20
Bio 56.60 83.01 50.94 66.03 54.71 84.90 49.05 58.49 55.66 83.96 50.00 62.26 24 24 19 19
CylB 96.00 98.00 92.50 97.00 96.79 98.39 94.55 97.43 96.48 98.24 93.75 97.26 16 16 7 7
Ch 95.26 98.92 94.66 98.20 95.61 99.60 94.95 99.21 95.43 99.24 94.80 98.68 14 14 11 11
IONO 95.23 96.82 94.44 96.03 97.77 98.66 95.55 98.22 96.86 98.00 95.15 97.43 24 24 19 19
Sck 97.83 98.26 96.53 97.40 97.03 97.99 95.08 96.89 97.08 98.01 95.17 96.92 22 22 20 20
HC 94.90 98.14 92.59 96.75 88.81 96.05 85.52 92.10 92.39 97.28 89.67 94.83 19 19 14 14
GC 90.87 92.33 84.67 87.95 92.28 92.69 90.63 90.35 91.90 92.60 89.00 89.70 17 17 17 17
LR 90.00 95.00 70.00 90.00 91.89 97.29 78.37 94.59 91.22 96.49 75.43 92.98 10 10 5 5
RWW 99.18 99.63 98.18 99.26 99.12 99.56 98.74 99.31 99.16 99.61 98.32 99.27 10 10 6 6

Secondly, from Table 2, we can clearly see that in all databases, RC-MFDCM
and PCA-MFDCM outperform the classification accuracy generated by RST-
MFDCM and PCA’-MFDCM. For instance, the classification accuracies of RST-
MFDCM and PCA’-MFDCM when applied to the IONO database are set to
97.43% and 95.15%, respectively, which are both less than 98.00% and 96.86%
generated respectively by RC-MFDCM and PCA-MFDCM. This is explained by
the fact that RST-MFDCM and PCA’-MFDCM differ from both RC-MFDCM
and PCA-MFDCM in the signal categorization phase. More precisely, both RC-
MFDCM and PCA-MFDCM assign different features to different signal cate-
gories; a specific feature is assigned for each of the SS and the PAMP signals.
However, RST-MFDCM and PCA’-MFDCM use the same attribute to assign it
for both SS and PAMP. From these results, we can conclude that it is crucial to
assign for each signal category a specific and different feature.

Up to now, we have shown, first, that RST is a more convenient information
extraction technique to hybridize with our proposed fuzzy rough DCA version
and, second, it is crucial to assign different features to different signal categories.
On these fundamental points, our proposed RC-MFDCM algorithm is developed.
As we have just shown that our RC-MFDCM outperforms the RST-MFDCM
version as well as the MFDCM PCA based versions, in what follows, we will com-
pare the performance of our RC-MFDCM to other well known machine learning
classifiers. In fact, since we are focusing on the supervised learning taxonomy
and more precisely on the algorithms classification task, we will compare the
RC-MFDCM classification results with the standard DCA when applying PCA
(PCA-DCA), RC-DCA, PCA-MFDCM, the Support Vector Machine (SVM),
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the Artificial Neural Network (ANN) and the Decision Tree (DT). Please, note
that PCA-DCA, RC-DCA and PCA-MFDCM are based on the concept of as-
signing different features to different signal categories. The comparison made is
in terms of the average of accuracies on the databases presented in Table 2. The
parameters of SVM, ANN and DT are set to the most adequate parameters to
these algorithms using the Weka software.

Fig. 1. Classifiers’ Average Accuracies

Figure 1 shows that PCA-DCA when applied to the ordered data sets, has
better classification accuracy than SVM, ANN and DT confirming the results
obtained from literature. Indeed, Figure 1 shows that when applying RST instead
of PCA to the standard DCA, the classification accuracy of RC-DCA is notably
better than PCA-DCA. It, also, shows that RC-DCA outperforms the mentioned
classifiers including SVM, ANN and DT. This confirms the fact that applying
RST as an information extraction technique is more convenient for the DCA data
pre-processing phase. Furthermore, from Figure 1, we can notice that applying
the fuzzy process to the DCA leads to better classification results. We can see
that the classification accuracy of PCA-MFDCM is better than the one generated
by PCA-DCA. This confirms that applying a fuzzy process to the DCA is more
convenient for the algorithm to handle the imprecision within the definition
of the two DCs contexts. The fact of coping with this imprecision leads the
algorithm to be a more stable classifier. From these remarks, we can conclude
that if we hybridize both RST and the fuzzy process, we will obtain a better
performance of the classifier. We can clearly notice that our hybrid RC-MFDCM
developed model outperforms both PCA-MFDCM, which only applies FST, and
RC-DCA which only applies RST. In addition, our RC-MFDCM hybrid model
outperforms the rest of the classifiers including PCA-DCA, SVM, DT and ANN.

These encouraging RC-MFDCM results are explained by the appropriate set
of features selected and their categorization to their right and specific signal
types. RC-MFDCM uses the REDUCT concept to select only the essential part
of the original database. This pertinent set of minimal features can guarantee a
solid base for the signal categorization step. The RC-MFDCM good classification
results are, also, explained by the appropriate categorization of each selected
attribute to its right signal type based on both the REDUCT and the CORE
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concepts. Adding to these interesting notes, RC-MFDCM is coping with the crisp
version of the standard DCA as it relies within an imprecise framework. The
DCA imprecise context is handled by the use of fuzzy sets. Such hybridization
led to the generation of a more stable classifier.

7 Conclusion and Future Work

In this paper, we have developed a new version of the dendritic cell algorithm.
Our proposed algorithm relies on a powerful information extraction technique
that can guarantee the algorithm high and satisfactory classification results.
Indeed, our proposed algorithm relies on an imprecise framework where it copes
with the crisp separation between the two DC contexts. This hybridization based
RST and FST let to a smoothed fuzzy rough DCA binary classifier which is more
reliable in terms of classification results. As future work, we intend to further
explore the new instantiation of our RC-MFDCM by extending the ability of the
algorithm to deal with multi-class classification problems.
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Abstract. The main objective of transfer learning is to use the knowledge ac-
quired from a source task in order to boost the learning procedure in a target task.
Transfer learning comprises a suitable solution for reinforcement learning algo-
rithms, which often require a considerable amount of training time, especially
when dealing with complex tasks. This work proposes an autonomous method
for transfer learning in reinforcement learning agents. The proposed method is
empirically evaluated in the keepaway and the mountain car domains. The results
demonstrate that the proposed method can improve the learning procedure in the
target task.

1 Introduction

In recent years, a wealth of transfer learning (TL) methods have been developed in the
context of reinforcement learning (RL) tasks. Typically, when an RL agent leverages
TL, it uses knowledge acquired in one or more (source) tasks to speed up its learning in
a more complex (target) task[1].

Although the majority of the work in this field presumes that the source task is con-
nected in an obvious or natural way with the target task, this may not the case in many
real life applications where RL transfer could be used. These tasks may have different
state and action spaces or even different reward and transition functions. One way to
tackle this problem is to use functions that map the state and action variables of the
source task to state and action variables of the target task. These functions are called
inter-task mappings [1]

While inter-task mappings have indeed been used successfully in several settings,
we identify two shortcomings. First, an agent typically uses a hand-coded mapping,
requiring the knowledge of a domain expert. If human intuition cannot be applied to
the problem (e.g. transferring knowledge for robotic joint control between robots with
different degrees of freedom), selecting an inter-task mapping may be done randomly
requiring extensive, costly experimentation and time not typically available in complex
domains or in real applications. Second, even if a correct mapping is used, it is fixed and
applied to the entire state-action space, ignoring the important possibility that different
mappings may be better for different regions of the target task.
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In this paper we propose a generic method for the automated on-line selection of
inter-task mappings in transfer learning procedures. The key insight of the proposed
method is to select the inter-task mapping for a specific state-action of the target task
based on the corresponding source task state-action values.

The main contributions of this work are to 1) Present a novel method for value-based
mapping selection, providing its theoretical foundations and an empirical comparison
of two different mapping selection criteria; 2) Alleviate the problem of predefining
a mapping between a source and target task in TL procedures by presenting a fully
automated method for selecting inter-task mappings; 3) Introduce and evaluate a novel
algorithm that implements the proposed method.

Experimental results demonstrate success of the proposed algorithm in two RL do-
mains, Mountain Car and Keepaway. Some part of the Keepaway results presented here
has been presented also in a workshop [2]. The extensive results and the analysis in this
work support the method’s key insight on the appropriate mapping selection criteria for
value-based mapping selection methods.

2 Background

2.1 Reinforcement Learning

Reinforcement Learning (RL) addresses the problem of how an agent can learn a be-
haviour through trial-and-error interactions with a dynamic environment [3]. In an RL
task the agent, at each time step t, senses the environment’s state, st ∈ S, where S is the
finite set of possible states, and selects an action at ∈ A(st) to execute, where A(st)
is the finite set of possible actions in state st. The agent receives a reward, rt+1 ∈ �,
and moves to a new state st+1. The general goal of the agent is to maximize the ex-
pected return, where the return, Rt, is defined as some specific function of the reward
sequence.

2.2 Transfer Learning

Transfer Learning refers to the process of using knowledge that has been acquired in a
previously learned task, the source task, in order to enhance the learning procedure in a
new and more complex task, the target task. The more similar these two tasks are, the
easier it is to transfer knowledge between them. By similarity, we mean the similarity
of their underlying Markov Decision Processes (MDP) that is, the transition and reward
functions of the two tasks as also their state and action spaces.

The type of knowledge that can be transferred between tasks varies among different
TL methods. It can be value functions, entire policies as also a set of samples from
a source task used from a batch RL algorithm in a target task [1]. In order to enable
transfer learning across tasks with different state variables (i.e., different representations
of state) and action sets, one must define how these tasks are related to each other. One
way to represent this relation is to use a pair 〈XS , XA〉 of inter-task mappings [1],
where the function XS(si) maps one target state variable to one source state variable
and XA(a) maps an action in the target task to an action in the source task (see Table 1
for an example of states mapping).
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3 Multiple Inter-task Mappings in TD Learners

This paper proposes a value-based transfer method which is also able to autonomously
select the appropriate inter-task mapping. As this transfer method applies to TD-learners
it doesn’t require any information about the environment, such as a model of its tran-
sition or reward functions, therefore being a more computationally efficient method
capable for on-line selection of the appropriate mappings.

We assume that an RL agent has been trained in the source task and that it has access
to a function Qsource, which returns an estimation of the Q value for a state-action pair
of the source task. The agent is currently being trained in the target task, learning a
function Qtarget and senses the state sτ . In order to transfer the knowledge from the
source task, the method selects the best state-action mapping Xbest = 〈XS

best, X
A
best〉,

under a novel criterion described next in this text, and adds the corresponding values
Qsource(X

S(sτ )), X
A(aτ )) from the source task via the selected mapping to the target

task values Qtarget(sτ , aτ ). In our proposed method the best mapping is defined as the
mapping that returns the state-action values that had the maximum mean value in the
source task compared to the state-action values returned by the other mappings, that is

Xbest = argmax
X

∑
a∈Asource

Qsource(X
S(sτ ), a)

|Asource|

There are alternate ways to select the best mapping based only on the Q-values of
the source task, such as selecting the mapping with the maximum action value, but such
a choice would imply that a source task action is correctly mapped beforehand and
also that the best action for the source task policy is also the best for the target task
policy. In order to avoid such assumptions, we use instead the maximum mean Q-Value
as our transfer heuristic. Moreover, we analytically argue on the natural meaning and
correctness of such a choice.

Specifically, as our value-based transfer method belongs to a family of methods such
as Q-value reuse [1], we note two things. Every transfer method that shapes a target
task Q-function using a source task’s Q-values, is based on two main assumptions:

– The most meaningful and correct inter-task mapping is known beforehand and is
used to map the state and action variables of the target task’s Q-function to the
source task’s Q-function.

– Using this inter-task mapping, a greedy (maxQ-value) target task policy derived
exclusively from the (mapped) source task Q-function, is meaningful in the target
task and assists towards its goal.

Simply said, the second assumption implies that given a correct mapping, a high value
state-action pair in the source task is expected to be of high value in the target task
too. Since our proposed method belongs to this family of methods but with the major
difference that we don’t manually set (and presume) the best mapping, but instead aim
to find it, the first assumption is not met and should at least be relaxed.

Concretely, not necessarily meeting the first assumption means that a target task
policy derived by greedily (maxQ(s, a)) using the source task Q-function is also not
necessarily meaningful. This means that selecting mappings for the current target task
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state based on the maximum source task Q-value implies not only that the actions are
correctly mapped but that they are also the best for the target task policy.

To relax these assumptions we don’t presume the immediate and greedy next-step
use of the source task policy (implied when one uses the maximum Qπ(s, a) for the
agent’s next step) and instead we use the value V π(s) of that source task state but
under a different source task policy, the random next-step policy. In this policy the
agent chooses a random action for the current state and then uses π for the next step and
after that.

The random next-step policy protects us from the violation of the assumptions stated
above, if we would greedily use the source task Q-function (maxQ-value). It is actually
a parsing policy of the source task’s state-action values. Considering this policy leads
us to transferring based on the mean Q-value returned by each mapping for the agent’s
next step.

Specifically, consider the state value function V π
source(s) in the source task. Although

known from basic MDP theory, we analytically calculate the following in order to
demonstrate the natural meaning of the mean Q-value choice:

V π
source(s) = Eπ{Rt|st = s}

Based on the conditional expectation theorem and conditioning on all possible actions,
the above is equal to:

=
∑
α

Eπ{Rt|st = s, αt = α}P{αt = α|st = s}

The probability term above is the policy π(s, α), so:

=
∑
α

Eπ{Rt|st = s, αt = α}π(s, α)

Since the expectation term above, is Qπ(s, α) the above is equal to:

=
∑
α

Qπ(s, α)π(s, α)

Since under our policy the next action in a state s is chosen randomly (uniformly):
π(s, α) = 1

|Asource(s)| =
1
k so

V π
source(s) =

1

k

∑
α

Qπ(s, α) (1)

And so using a random policy just for the next step and then assuming following π as
usual, implies that the value of the state s when following our modified policy, equals
the mean Q-value of the state s (RHS of Equation 1). As we mentioned above using
the next-step random policy protects our proposed method from an “assumption over
assumption” pitfall.

The above insight is implemented in our proposed TL algorithm, Value-Addition.
Algorithm 1 shows the pseudo-code of the transferring procedure.
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Algorithm 1. Value-Addition procedure: Multiple Mappings in TD Learners
1: procedure VALUE-ADDITION(sτ, X,Qtarget, Qsource)
2: bestMeanQV alue ← 0; bestMapping ← 0
3: N ← |X| � the number of mappings considered
4: for i ← 1 . . . N do
5: s ← XS

i (sτ )
6: meanQV alue ← 0
7: for all a ∈ Asource(s) do
8: meanQV alue ← meanQV alue+Qsource(s, a)

9: meanQV alue ← meanQV alue/|Asource(s)|
10: if meanQV alue > bestMeanQV alue then
11: bestMeanQV alue ← meanQV alue
12: bestMapping ← i

13: χS ← XS
bestMapping

14: χA ← XA
bestMapping

15: s ← χs(sτ )
16: for a ∈ Asource(s) do
17: Qtarget(sτ , χ

−1
A (a)) ← Qtarget(sτ , χ

−1
A (a)) +Qsource(s, a)

On lines 3–12, the algorithm finds the best mapping for the current target task state
sτ from instances that are recognized in the target task.

After the best mapping is found, the algorithm adds the Q-values from the source
task to the Q-values from the target task (lines 13–16). Through the inverse use of the
best action mapping, χ−1

A the algorithm updates the value of the equivalent target task
action. Note that if a target action is not mapped to a source action, the algorithm does
not add an extra value. Finally, the updated Q-values in the target task can be used for a
regular TD update, action selection, etc.

4 Domains

4.1 Keepaway

Keepaway [4], is a subset of the RoboCup robot soccer domain, where K keepers try
to hold the ball for as long as possible, while T takers (usually T = K − 1) try to
intercept the ball (Figure 1). The agents are placed within a fixed region at the start of
each episode, which ends when the ball leaves this region or the takers intercept it.1

The task is modelled as a semi-Markov decision process (SMDP), as it defines
macro-actions that may last for several time steps. The available macro-actions for a
keeper with ball possession are HoldBall and Pass-k-ThenReceive, where k is another
keeper. A keeper executing HoldBall remains stationary. A keeper executing Pass-k-
ThenReceive performs a series of actions in order to pass the ball to team-mate k and
then executes the Receive sub-policy: If no keeper possesses the ball and he is the clos-
est keeper to the ball then he executes macro-action GoToBall, otherwise he executes
macro-action GetOpen in order to move to an open area. Receive is also executed by
keepers when they don’t possess the ball.

1 For more information please refer to the original paper [4].
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Fig. 1. 3 vs. 2 Keepaway

The features that describe the state of the environ-
ment for a keeper K1 that possesses the ball are: a)
the distances of all agents to the center of the field, b)
the distance of all other players to K1, c) the distances
of K1’s team-mates to the closest opponent, and d) the
minimal angles between K1’s team-mates and an oppo-
nent with the vertex at K1.

The task becomes harder as extra keepers and tak-
ers are added to the fixed-sized field, due to the in-
creased number of state variables on one hand, and the
increased probability of ball interception in an increas-
ingly crowded region on the other.

4.2 Mountain Car

Our experiments use the mountain car domain [5]. The standard 2D task (MC2D) re-
quires an under-powered car to drive up a hill. The state is described by two continuous
variables, the position x ∈ [−1.2, 0.6], and velocity vx ∈ [−0.07, 0.07]. The actions are
{Neutral, Left, Right}, and the goal state is x >= 0.5, with a reward of −1 on each time
step. The 3D mountain car (MC3D) task extends the 2D task by adding an extra spatial
dimension [6]. The state is composed by four continuous variables. The coordinates x
and y are in [−1.2, 0.6], and the velocities vx and vy are in [−0.07.0.07]. The actions
are {Neutral, West, East, South, North}, the goal is x, y >= 0.5 and the reward is −1
on each time step.

5 Experiments

5.1 Transferring with Value-Addition in Mountain Car 3D

First, an agent is trained in the Mountain Car 2D task (source task). The algorithm
that is used for training in the source task as also in the target task, is the Sarsa(λ)
using linear tile-coding (CMAC) with 14 tilings. The learning rate α is set to 0.5. The ε
parameter is set to 0.1, which is multiplied by 0.99 at each episode, and λ to 0.95. These
settings are the default in the Mountain Car package and they are the best found so far.
While acting in the source task, the agent is recording the weights of its CMAC function
approximator for each tiling and action. The resulting data file captures the state of the
source task function approximator and is the knowledge we need to transfer and use in
the target task. Finally, in the source task the agent was trained for 1600 episodes.

For the MC3D task we use the same settings as above except for α which is set to
0.2. We select this setting as it was found to yield very good results [7]. For both the
MC2D and MC3D tasks we set the maximum steps of an episode to 5000. If the agent
exceeds the maximum number of steps without reaching the goal state, then the episode
ends and the agent is placed at the bottom of the hill.

In this experiment, Value-Addition uses a pool of 7 mappings that we manually set
before the experiment’s execution. The first four mappings we set are considered in-
tuitive since they map position state variables of the MC2D to position state variables
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Table 1. An intuitive inter-task mapping in Mountain Car mapping correctly same-type state
variables and similar effect action variables

3D variable 2D variable 3D action 2D action
x x Neutral Neutral
y - West Left
vx vx East Right
vy - South -

North -

in MC3D and consequently the velocity state variables of MC3D to the velocity state
variable of MC2D. See Table 1 for an example of an intuitive mapping. For the other
three mappings, the first one maps in an intuitively correct way the action variables but
not the state variables. The second one maps the states intuitively but maps actions in a
different way (as an example, it maps the action Neutral of MC2D to the action East in
MC3D) Finally the third mapping maps both state and action variables in a non-intuitive
way.

For comparison, various other algorithm were tested besides Value-Addition. Each
algorithm was selected in order to examine some specific hypothesis of this study: i)
A standard Sarsa(λ) agent without transfer, in order to evaluate the quality and fea-
sibility of transfer using Value-Addition; ii) an agent implementing transfer learning
using random mappings from the pool of the 7 mappings described earlier, in order to
demonstrate the importance of using the correct mapping; iii) an agent using the single
most intuitive mapping with the Q-Value Reuse algorithm [1], in order to demonstrate
the ability of Value addition to achieve similar performance to a transfer algorithm that
has been given beforehand a correct mapping and is not able to autonomously change
that selection - and finally iv) an agent using Value-Addition but transferring from the
mapping that has the maximum action value (see Section 3) in order to evaluate the
proposed criterion of using instead, the mean state-action value.

Figure 2 depicts the results of this experiment using the time-to-threshold metric. The
x axis shows various thresholds representing the steps needed by the agent to find the
goal (exit) and the y axis represents the corresponding training time needed to achieve
these goals. Each curve averages the results from 15 runs of it’s corresponding algo-
rithm.

The Value-Addition shows a statistically significant (at p < 0.05) performance in-
crease from the no-transfer case. Using a random mapping implements negative trans-
fer since it’s performance is worse than the no-transfer case. Clearly this shows the
importance of correctly selecting an inter-task mapping. Moreover, Value-Addition in
its standard set-up performs better than value addition using the mapping that has the
maximum action value (at p < 0.05). This finding confirms the method’s key intuition
described in section 3, for selecting a mapping based on its average state-action value
and not on their maximal one. Even more interestingly value addition demonstrates
better (not stat. sig.) performance than the single-mapping algorithm (Q-Value Reuse).
This finding is important since as it is mentioned above, the single mapping algorithm
was using an intuitively-correct mapping given to it beforehand whereas Value - Addi-
tion had to discover it.

Furthermore, we conducted an analysis on the mappings selected by Value-Addition
in MC3D. Table 2 shows how many times Value-Addition used each of the 7 mappings
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Table 2. The seven available mappings for Value-Addition in MC, the percentage of the total time
and the average state in which they were selected

Mapping Mapping Description Percentage mean x mean y mean vx mean vy
0 intuitive 25.1 -0.427 -0.453 -0.003613 0.00346525
1 intuitive 34.7 -0.458 -0.141 0.00311873 -0.00271896
2 intuitive 0 - - - -
3 intuitive 0 - - - -
4 intuitive actions 40.2 -0.473 -0.451 0.001659 0.00245182
5 intuitive states 0 - - - -
6 not intuitive 0 - - - -

All 100 -0.456816 -0.344 0.000842 0.0009142

(described earlier in this section). The four rightmost columns of the table show the
mean state values of the states where each mapping was used. Also, the last row repre-
sents the general case independently from the mapping selected. We can observe how
each mapping’s mean state value differentiates from that of “all mappings” mean state
value showing that Value-Addition selects mappings also in relation to the specific state
the agent is. As an example, mapping #4 is used more in west and south positions of
the state space because it’s mean x and y values are smaller that the corresponding ones
of “All”.

Interestingly, the mappings analysis shows that the mappings selected were at a
59.8% those considered as intuitive and correct for MC . Moreover, Value-Addition
may also select a mapping that maps state variables in a non intuitive way (i.e. a veloc-
ity state variable to a position state variable), but it never selects a non-intuitive action
mapping (it finds the intuitive ones). The proposed method is more sensitive on the ac-
tion mappings differences than that among state mappings. This behaviour is explained
by the fact that different state mappings may have the same average action value but
different action mappings tend to have different average action values thus resulting to
a behaviour particularly able to differentiate and select among action mappings.
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5.2 Transferring with Value-Addition in Keepaway

This section evaluates the proposed approach in Keepaway. The dimensions of the
Keepaway region are set to 25m × 25m and remains fixed for all source and target
tasks. The algorithm that is used to train the keepers is the SMDP variation of Sarsa(λ)
[3]. Additionally, we use linear tile-coding for function approximation with settings
shown to work well in the Keepaway domain [8].2

To evaluate the performance of the proposed approach in Keepaway we also use the
time-to-threshold metric. In Keepaway this threshold corresponds to a number of sec-
onds that keepers maintain ball possession. In order to conclude that the keepers have
learned the task successfully, the average performance of 1,000 consecutive episodes
must be greater than the threshold. We compare (1) the time-to-threshold without trans-
fer learning with (2) the time-to-threshold with transfer learning plus the training time
in the source task. Finally, an important aspect of the experiments concerns the way
that the mappings are produced. For the Keepaway domain, the production of the map-
pings can be automatic. More specifically, any Kt vs. T t task can be mapped to a Ks

vs. T s task, whereKs < Kt and T s < T t, simply by deleting Kt−Ks team-mates and
T t − T s opponents of the keeper with ball possession. The actual number of different
mappings is:

|X | =
(
Kt − 1

Ks − 1

)(
T t

T s

)
=

(Kt − 1)!T t!

(Ks − 1)!(Kt −Ks)!T s!(T t − T s)!

Transfer into 4 vs. 3 from 3 vs. 2. This subsection evaluates the performance of the
proposed approach on the 4 vs. 3 target task using a threshold of 9 simulated seconds.
We use the 3 vs. 2 task as the source and experiment with different number of training
episodes, ranging from 0 (no transfer) to 3,200.

Table 3 shows the training time and average performance (in seconds) in the source
task, as well as time-to-threshold and total time in the target task for different amount
of training episodes in the source task. The results are averaged over 10 independent
runs and the last column displays the standard deviation. The time-to-threshold without
transfer learning is about 13.38 simulated hours.

We first notice that the proposed approach leads to lower time-to-threshold in the
target task compared to the standard algorithm that does not use transfer learning. This
is due to the fact that the more the training episodes in the source task the better the
Q-function that is learned. Note that for 800 episodes of the 3 vs. 2 task, the keepers
are able to hold the ball for an average of 8.5 seconds, while for 1600 episodes their
performance increases to 12.2 seconds. As the number of the training episodes in the
source task increase the time that is required to reach the threshold decreases, showing
that our method successfully improves performance in the target task.

The total time of the proposed approach in the target task is also less than the time-to-
threshold without transfer learning in many cases. The best performance is 8.21 hours,

2 We use 32 tilings for each variable. The width of each tile is set to 3 meters for the distance
variables and 10 degrees for the angle variables. We set the learning rate, α, to 0.125, ε to 0.01
and λ to 0. These values remain fixed for all experiments.
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Table 3. The table shows the training time and average performance in the source task, as well as
time-to-threshold and total time in the target task. The best time-to-threshold and total time are
in bold.

3 vs. 2 4 vs. 3
#episodes train time performance time-to-thr. total time st. dev.

0 0 - 13.38 13.38 2.02
100 0.11 4.38 13.19 13.30 1.77
200 0.23 4.67 12.59 12.82 2.10
400 0.72 6.71 12.08 12.80 1.70
800 1.73 8.52 10.28 12.01 0.97

1600 4.73 12.20 3.48 8.21 1.16
2500 8.42 16.02 4.16 12.44 0.60
3200 12.17 16.84 2.76 14.95 0.28

which corresponds to a reduction of 38.6% of the time-to-threshold without trans-
fer learning. This performance is achieved when training the agents for 1600 training
episodes in the source task. This result shows that rather than directly learning on the
target task, it is actually faster to learn on the source task, use our transfer method, and
only then learn on the target task.

In order to detect significant difference among the performances of the algorithms
we use paired t-tests with 95% confidence. We perform seven paired t-tests, one for
each pair of the algorithm without transfer learning and the cases with transfer learning.
The test shows that the proposed approach is significantly better when it is trained with
800 and 1600 episodes.

Scaling up to 5 vs. 4 and 6 vs. 5. We also test the performance of the proposed ap-
proach in the 5 vs. 4 target task. The 5 vs. 4 threshold is set to 8.5 seconds. The 3 vs.
2 task with 1,600, 2,500 and 3,200 training episodes and the 4 vs. 3 task with 4,000
and 6,000 training episodes are used as source tasks. Table 4 shows the training times,
time-to-threshold and their sum for the different source tasks and number of episodes
averaged over 10 independent runs along with the standard deviation.

In all cases the proposed approach outperforms the no-transfer case. It is interesting
to note that the best time-to-threshold is achieved, when using 3 vs. 2 as a source task,
with fewer episodes than when using 4 vs. 3 as a source task. This means that a rela-
tively simple source task may provide more benefit than a more complex source task. In
addition, the 3 vs. 2 task requires less training time, as it is easier than the 4 vs. 3 task.
We perform 5 paired t-tests, one for each case of the proposed approach against learn-
ing without transfer. The proposed method achieves statistically significantly higher
performance (at the 95% confidence level) in all cases.

Additionally, we also considered the 6 vs. 5 task, where the threshold is set to 8
seconds. As source tasks, we use the 3 vs. 2 tasks with 1600 and 3200 training episodes,
the 4 vs. 3 task with 4000 training episodes and the 5 vs. 4 task with 3500 and 8000
episodes. Table 5 shows the results in a similar fashion to the previous table.

The best total time is achieved when a 3 vs. 2 task (trained for 3200 episodes) is used
as the source task, reducing the total time roughly 68%. As in the case of 5 vs. 4, we
again notice that when a simpler source task is used, both the time-to-threshold and the
total training time decrease. This is an indication of the role of the use of the multiple
mapping functions. The 6 vs. 5 game is decomposed to 25 5 vs. 4 instances to 100 4
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Table 4. Average training times (in hours) for 5 vs. 4. The results are averaged over 10 indepen-
dent trials. The best time-to-threshold and total time are in bold.

source 5 vs. 4
task #episodes tr. time time-to-thr. total time st. dev.

- 0 0 26.30 26.30 2.85
3 vs. 2 1600 4.73 15.54 20.27 3.24
3 vs. 2 2500 8.42 8.88 17.31 3.23
3 vs. 2 3200 12.17 3.43 15.60 1.24
4 vs. 3 4000 7.52 10.07 17.59 1.49
4 vs. 3 6000 12.32 9.26 21.58 1.92

Table 5. Average training times (in hours) for 6 vs. 5. The results are averaged over 10 indepen-
dent trials. The best time-to-threshold and total time are in bold.

source task #episodes tr. time 6 vs. 5 total st. dev.
- 0 0 45.66 45.66 4.77

3 vs. 2 1600 4.73 31.77 36.50 3.87
3 vs. 2 3200 12.17 2.50 14.67 0.27
4 vs. 3 4000 7.52 33.34 40.86 3.78
5 vs. 4 3500 5.17 45.38 50.55 2.92
5 vs. 4 8000 16.08 28.43 44.51 2.39

vs. 3 instances and to 100 3 vs. 2 instances. In the second case the algorithm searches
among a larger number of source instances and it is more likely to get better Q−values
as more situations are considered in the phase of the source values transfer. Note that in
the case of 5 vs. 4 (3500 episodes) as the source task, there is no improvement. These
results demonstrate that the proposed approach scales well to large problems, especially
when a small task is used as the source.

Besides the benefit of using multiple mappings with Value Addition compared to a
single predefined mapping which requires domain knowledge, we further investigate
if there are also performance benefits of using multiple mappings with Value-Addition
in Keepaway. We compare the proposed approach with a variation that uses only one
mapping function. We use the mapping function that corresponds to the first Ks keepers
and Ts takers as they are ordered increasingly to their distance from the ball. This way
we select the agents that are nearest to the learning agent and we shall refer to it as
nearest agents (NA) mapping. We must mention here that the NA mapping is similar to
the one that is used in [1].

We compare the two methods in the 4vs3 target task using the 3vs2 task as source.
Table 6 shows the training times spent in 4vs3 task for different amounts of training
episodes in the source task along with the total time averaged over ten independent
repetitions. The last column shows the corresponding results of the proposed approach
Multiple Mappings (MM) for comparison purposes.

The first observation is that in all cases MM outperforms NA. An interesting outcome
is that NA in all cases did not succeeded to reduce the total training time. Additionally,
in the case of 800 episodes we have negative transfer. We perform three paired t-tests
between NA and MM for the different cases of training episodes in the source task. At
a confidence level of 95% the tests show that MM performs significantly better than
NA. The results indicate that using only a single mapping function is not adequate to
enhance the learning procedure in the target task.



68 A. Fachantidis et al.

Table 6. Average training times for 4vs3 of the NA algorithm for different number of training
episodes in the source task averaged over 10 repetitions

3vs2 4vs3-NA 4vs3-MM
#episodes tr. time total time total time

0 0 13.38 13.38
800 1.73 15.52 12.01

1600 4.73 16.92 8.21
2500 8.42 18.63 12.44
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Fig. 3. Example of the NA mapping in the 4vs3 task

An example that justifies this observation is given in Figure 3. The non-shaded agents
are those considered by the NA mapping. In this case, K1 can pass either to K2 or K3.
Note that these keepers are blocked by takers T1 and T2 and ball interception is very
likely. However K4 is quite open, and a pass to K4 would seem the appropriate action
in this case. This shows that NA mapping is not always the best mapping in the source
task and that a single mapping can lead to inferior behaviour.

6 Related Work

An approach that reuses past policies from solved source tasks to speed up learning in
the target task is proposed in [9]. A restriction of this approach is that the tasks (source
and target) must have the same action and state space. In contrast, our method allows
the state and action spaces to be different between the target and the source task.

Advice based methods have been proposed in the past [10,11]. [10] proposed a
method that uses a list of learned rules from the source task as advices to the target
task. The authors introduce three different utilization schemes of the advice. [11] ex-
port rules in first-order logic and translate them into advices.

A method presented in [1] and named Transfer via inter-task mappings, initializes
the weights of the target task with the learned weights of the source task using mapping
functions. The method depends strongly on the approximation function that is used in
both tasks, as the function that transfers the weights is altered according to the approxi-
mation method. Additionally, a different approach is introduced in the same work which
is named Q-Value Reuse. This method is similar to the way that we add the Q-values
from the source task to the target task. The main difference is that in our method, we
allow the use of multiple mappings and there is no need for a single mapping given
beforehand by a domain expert.
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An automatic method for constructing the mapping functions using exhaustive search
on the set of all possible mappings was proposed in [7]. The main disadvantage of this
method is that the computational complexity grows exponentially to the number of the
state variables and actions.

In [12], each possible inter-state mapping is considered as an expert and with the
use of a multi-armed bandit algorithm the agent decides which mapping to use. This
method shows significant improvement but its performance is surpassed in the long run
as it continues to explore always taking “advice” from low return experts.

Another promising method that has been proposed [13] is capable of learning a con-
tinuously parametrized function representing a stochastic mapping between the state
spaces of two MDP’s (soft homomorphism). However, this work doesn’t handle action
mappings and requires the explicit learning of a model in the source task and an on-line
learning process of the mapping function, in the target task.

Finally there are other TL methods which are focused on learning a mapping and not
on computationally discovering it like Value-Addition does. In an example of a work
that aims to learn a mapping between arbitrary tasks [14], the authors use a data-driven
method to discover a mapping between two tasks in a new dimensional space using
sparse coding. However, the authors do not consider allowing multiple mappings and
their method applies to model based RL agents as opposed to this work which applies
to any value-based RL algorithm.

7 Conclusions

Concluding, this work presented a novel method for autonomous multiple-mappings se-
lection in TL. Results in Mountain Car 3D and on several instances of Keepaway have
shown that Value-Addition can successfully select and use multiple mappings and im-
prove learning via transfer. Using different mappings in different state space regions was
significantly beneficial in Keepaway. This result further indicates that in some domains
the use of multiple mapping is not only a step towards a more autonomous transfer of
knowledge, but that it can also help to achieve better performance compared to a sin-
gle mapping, even if that mapping is considered an intuitively correct one. Furthermore
the results presented in this work provide similar conclusions, regarding the efficacy of
value function transfer, to those presented by Taylor et al. [1]. However, we emphasize
that the proposed method is able to succeed without requiring that a human provides
a single inter-task mapping, but instead may autonomously select multiple mappings
from a large set, successfully improving the autonomy of TD transfer learning.

Two limitations of the proposed method are that: 1) it requires a set of mappings
to be given beforehand, then it is able to select the best of them. However, this set
can theoretically be exhaustive and it can be generated in an automatic way and 2)
since Value-Addition belongs to a family of value-based transfer methods it assumes
the similarity of two state-action pairs if both of these have high values in their parent
tasks. However, as discussed in Section 3, this assumption is partially relaxed through
the use of the mean-value transfer criterion.

The above let us conclude with some ideas for future work. First, new methods to
autonomously construct or learn the inter-task mappings should be explored, second,
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for less related transfer domains, TL algorithms should exploit other MDP similarity
features to identify the correct mappings such as the task’s dynamics etc. Finally, more
work is needed to further investigate as to where and how multiple mappings transfer
should be chosen compared to single-mapping methodologies, even if a correct map-
ping is known beforehand.
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Abstract. Reinforcement Learning (RL) algorithms have been promis-
ing methods for designing intelligent agents in games. Although their
capability of learning in real time has been already proved, the high
dimensionality of state spaces in most game domains can be seen as a
significant barrier. This paper studies the popular arcade video game
Ms. Pac-Man and outlines an approach to deal with its large dynami-
cal environment. Our motivation is to demonstrate that an abstract but
informative state space description plays a key role in the design of effi-
cient RL agents. Thus, we can speed up the learning process without the
necessity of Q-function approximation. Several experiments were made
using the multiagent MASON platform where we measured the ability
of the approach to reach optimum generic policies which enhances its
generalization abilities.

Keywords: Intelligent Agents, Reinforcement Learning, Ms. Pac-Man.

1 Introduction

During the last two decades there is a significant research interest within the AI
community on constructing intelligent agents for digital games that can adapt
to the behavior of players and to dynamically changed environments [1]. Rein-
forcement learning (RL) covers the capability of learning from experience [2–4],
and thus offers a very attractive and powerful platform for learning to control an
agent in unknown environments with limited prior knowledge. In general, games
are ideal test environments for the RL paradigm, since they are goal-oriented se-
quential decision problems, where each decision can have long-term effect. They
also hold other interesting properties, such as random events, unknown environ-
ments, hidden information and enormous decision spaces, that make RL to be
well suited to complex and uncertain game environments.

In the literature there is a variety of computer games domains that have been
studied by using reinforcement learning strategies, such as chess, backgammon
and tetris (see [5] for a survey). Among them, the arcade video game Ms. Pac-
Man constitutes a very interested test environment. Ms. Pac-Man was released
in early 80’s and since then it has become one of the most popular video games
of all time. That makes Ms. Pac-Man very attractive is its simplicity of playing
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in combination with the complex strategies that are required to obtain a good
performance [6].

The game of Ms. Pac-Man meets all the criteria of a reinforcement learn-
ing task. The environment is difficult to predict, because the ghost behaviour
is stochastic and their paths are unpredictable. The reward function can be
easily defined covering particular game events and score requirements. Further-
more, there is a small action space consisting of the four directions in which Ms.
Pac-Man can move (up, down, right, left) at each time step. However, a diffi-
culty is encountered when designing the state space for the particular domain.
Specifically, a large amount of features are required for describing a single game
snapshot. In many cases this does not allow reaching optimal solutions and may
limit the efficiency of the learning agent. Besides, a significant issue is whether
the state description can fit into the memory, and whether optimization can be
solved in reasonable time or not. In general, the size of the problem may grow
exponentially with the number of variables. Therefore working efficiently in a
reinforcement learning framework means reducing the problem size and estab-
lishing a reasonable state representation.

To tackle these disadvantages several approximations, simplifications and/or
feature extraction techniques have been proposed. In [6] for example, a rule-
based methodology was applied where the rules were designed by the human and
their values were learned by reinforcement learning. On the other hand, neural
networks have been also employed for value function approximation with either
a single or multiple outputs [7,8]. Further search techniques have been applied to
developing agents for Ms. Pac-Man, including genetic programming [9], Monte-
Carlo tree search [10, 11] and teaching advising techniques [12].

In this study we investigate the Ms. Pac-Man game since it offers a real time
dynamic environment and it involves sequential decision making. Our study is
focused on the designing of an appropriate state space for building an efficient
RL agent to the MS. Pac-Man game domain. The proposed state representation
is informative by incorporating all the necessary knowledge about any game
snapshot. At the same time it presents an abstract description so as to reduce
computational cost and to accelerate learning procedure without compromising
the decision quality. We demonstrate here that providing a proper feature set
as input to the learner is of outmost importance for simple reinforcement learn-
ing algorithms, such as SARSA. The last constitutes the main contribution of
our study and it suggests the need of careful modeling of the domain aiming at
addressing adequately the problem. Several experiments have been conducted
where we measured the learning capabilities of the proposed methodology and
its efficiency in discovering optimal policy in unknown mazes. It should be em-
phasized that, although different Pac-Man simulators have been applied within
the literature and a direct head-to-head comparison of the performance is not
practical, we believe that our method yields very promising results with consid-
erable improved performance.

The remaining of this paper is organized as follows: In section 2 we give a
brief description of the Ms. Pac-Man game environment. Section 3 describes the
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background of the reinforcement learning schemes and presents some prelimi-
naries about the general temporal-difference (TD) scheme used for training the
proposed Ms. Pac-Man agent. The proposed state space structure is presented at
section 4 while the details of our experiments together with some initial results
are illustrated in section 5. Finally, section 6 draws conclusions and discusses
some issues for future study.

2 The Game of Pac-Man

Fig. 1. A screenshot of the Pac-Man game in a typical maze (Pink maze)

Pac-Man is an 1980s arcade video-game that reached immense success. It is con-
sidered to be one of the most popular video games to date. The player maneuvers
Ms. Pac-Man in a maze that consists of a number of dots (or pills). The goal is
to eat all of the dots. Figure 1 illustrates a typical such maze. It contains 220
dots with each of them to worth 10 points. A level is finished when all the dots
are eaten (‘win’). There are also four ghosts in the maze who try to catch Ms.
Pac-Man, and if they succeed, Pac-Man loses a life.

Four power-up items are found in the corners of the maze, called power pills,
which are worth 40 points each. When Ms. Pac-Man consumes a power-pill all
ghosts become edible, i.e. the ghosts turn blue for a short period (15 seconds),
they slow down and try to escape from Ms. Pac-Man. During this time, Ms.
Pac-Man is able to eat them, which is worth 200, 400, 800 and 1600 points,
consecutively. The point values are reset to 200 each time another power pill is
eaten, so the player would want to eat all four ghosts per power dot. If a ghost
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is eaten, it remains hurry back to the center of the maze where the ghost is
reborn. Our investigations are restricted to learning an optimal policy for the
maze presented at Fig. 1, so the maximum achievable score is 220 × 10 + 4 ×
40 + 4× (200 + 400 + 800 + 1600) = 14360. 1

In the original version of Pac-Man, ghosts move on a complex but determinis-
tic route, so it is possible to learn a deterministic action sequence that does not
require any observations. In the case of Ms. Pac-Man, randomness was added to
the movement of the ghosts. Therefore there is no single optimal action sequence
and observations are necessary for optimal decision making. In our case ghosts
moved randomly in 20% of the time and straight towards Ms. Pac-Man in the
remaining 80%, but ghosts may not turn back. Ms. Pac-Man starts playing the
game with three lives. An additional life is given at 10000 points.

It must be noted that, although the domain is discrete it has a very large
state space. There are 1293 distinct locations in the maze, and a complete state
consists of the locations of Pac-Man, the ghosts, the power pills, along with each
ghosts previous move and whether or not it is edible.

3 Reinforcement Learning

In the reinforcement learning (RL) framework an agent is trained to perform
a task by interacting with an unknown environment. While taking actions, the
agent receives feedback from the environment in the form of rewards. The notion
of RL framework is focused on gradually improving the agent’s behavior and
estimating its policy by maximizing the total long-term expected reward. An
excellent way for describing a RL task is through the use of Markov Decision
Processes.

A Markov Decision Process (MDP) [13] can be supposed as a tuple (S, A,
P , R, γ), where S is a set of states; A a set of actions; P : S × A × S → [0, 1]
is a Markovian transition model that specifies the probability, P (s, a, s′), of
transition to a state s′ when taken an action a in state s; R : S × A → R is
the reward function for a state-action pair; and γ ∈ (0, 1) is the discount factor
for future rewards. A stationary policy, π : S → A, for a MDP is a mapping
from states to actions and denotes a mechanism for choosing actions. An episode
can be supposed as a sequence of state transitions: < s1, s2, . . . , sT >. An agent
repeatedly chooses actions until the current episode terminates, followed by a
reset to a starting state.

The notion of value function is of central interest in reinforcement learning
tasks. Given a policy π, the value V π(s) of a state s is defined as the expected dis-
counted returns obtained when starting from this state until the current episode
terminates following policy π:

V π(s) = E

[ ∞∑
t=0

γtR(st)|s0 = s, π

]
. (1)

1 In the original version of the game, a fruit appears near the center of the maze and
remains there for a while. Eating this fruit is worth 100 points.
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As it is well-known, the value function must obey the Bellman’s equation:

V π(s) = Eπ [R(st) + γV π(st+1)|st = s] , (2)

which expresses a relationship between the values of successive states in the same
episode. In the same way, the state-action value function (Q-function), Q(s, a),
denotes the expected cumulative reward as received by taking action a in state
s and then following the policy π,

Qπ(s, a) = Eπ

[ ∞∑
t=0

γtR(st)|s0 = s, a0 = a

]
. (3)

In this study, we will focus on the Q functions dealing with state-action pairs
(s, a).

The objective of RL problems is to estimate an optimal policy π∗ by choosing
actions that yields the optimal action-state value function Q∗:

π∗(s) = argmax
a

Q∗(s, a). (4)

Learning a policy therefore means updating the Q-function to make it more
accurate. To account for potential inaccuracies in theQ-function, it must perform
occasional exploratory actions. A common strategy is the ε-greedy exploration,
where with a small probability ε, the agent chooses a random action. In an
environment with a capable (reasonably small) number of states, the Q-function
can simply be represented with a table of values, one entry for each state-action
pair. Thus, basic algorithmic RL schemes make updates to individual Q-value
entries in this table.

One of the most popular TD algorithms used in on-policy RL is the SARSA [4]
which is a bootstrapping technique. Assuming that an action at is taken and the
agent moves from belief state st to a new state st+1 while receiving a reward rt,
a new action at+1 is chosen (ε-greedy) according to the current policy. Then, the
predicted Q value of this new state-action pair is used to calculate an improved
estimate for the Q value of the previous state-action pair:

Q(st, at) ← Q(st, at) + αδt, (5)

where
δt = (rt + γQ(st+1, at+1)−Q(st, at)) (6)

is known as the one step temporal-difference (TD) error. The term α is the learn-
ing rate which set to some small value (e.g. α = 0.01) and can be occasionally
decreased during the learning process.

An additional mechanism that can be employed is that of eligibility traces.
This allows rewards to backpropagate to recently visited states, allocating them
some proportion of the current reward. Every state-action pair in the Q table
is given its own eligibility value (e) and when the agent visits that pairing its
eligibility value set equal to 1 (replacing traces, [14]). After every transition all
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eligibility values are decayed by a factor of γλ, where λ ∈ [0, 1] is the trace decay
parameter. The TD error forward proportional in all recently visited state-action
pairs as signalised by their nonzero traces according to the following update rule:

Qt+1(s, a) ← Qt(s, a) + αδtet(s, a) for all s, a (7)

where

et+1(s, a) =

⎧⎪⎨⎪⎩
1 if s = st and a = at

0 if s = st and a �= at

γλet(s, a) otherwise

(8)

is a matrix of eligibility traces. The purpose of eligibility traces is to propagate
TD-error to the state-action values faster so as to accelerate the exporation of
the optimal strategy. The specific version, known as SARSA(λ) [4], has been
adopted for the learning of the Ms. Pac-Man agent.

4 The Proposed State Space Representation

The game of Ms. Pac-Man constitutes a challenging domain for building and
testing intelligent agents. The state space representation is of central interest for
an agent, since it plays a significant role in system modeling, identification, and
adaptive control. At each time step, the agent has to make decisions according
to its observations. The state space model should describe the physical dynamic
system and the states must represent the internal behaviour of system by model-
ing an efficient relationship from inputs to actions. In particular, the description
of the state space in the Ms. Pac-Man domain should incorporate useful infor-
mation about his position, the food (dots, scared ghosts) as well as the ghosts.
An ideal state space representation for Ms. Pac-Man could incorporate all these
information that included in a game snapshot, such as:

– the relative position of Ms. Pac-Man in the maze,
– the situation about the food (dots, power pills) around the agent,
– the condition of nearest ghosts.

Although the state space representation constitutes an integral part of the
agent, only little effort has been paid in seeking a reasonable and informative
state structure. As indicated in [6], a full description of the state would include
(a) whether the dots have been eaten, (b) the position and direction of Ms. Pac-
Man, (c) the position and direction of the four ghosts, (d) whether the ghosts
are edible (blue), and if so, for how long they remain in this situation. Despite
its benefits, the adoption of such a detailed state space representation can bring
several undesirable effects (e.g. high computational complexity, low convergence
rate, resource demanding, e.t.c), that makes modeling of them to be a difficult
task.

According to the above discussion, in our study we have chosen carefully
an abstract space description that simultaneously incorporate all the necessary
information for the construction of a competitive agent. More specifically, in our
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approach the state space is structured as a 10-dimensional feature vector, s =
(s1, s2, s3, s4, s5, s6, s7, s8, s9, s10) with discrete values. Its detailed description is
given below:

– The first four (4) features (s1, . . . , s4) are binary and used to indicate the
existence (1) or not (0) of the wall in the Ms. Pac-Man’s four wind directions
(north, west, south, east), respectively. Some characteristic examples are
illustrated in Fig. 2; state vector (s1 = 0, s2 = 1, s3 = 0, s4 = 1) indicates
that the Pac-Man is found in a corridor with horizontal walls (Fig. 2(a)),
while state values (s1 = 1, s2 = 0, s3 = 1, s4 = 0) means that Ms. Pac-Man
is located between a west and east wall (Fig. 2(b)).

– The fifth feature s5 suggests the direction of the nearest target where it is
preferable for the Ms. Pac-Man to move. It takes four (4) values (from 0 to
3) that correspond to north, west, south or east direction, respectively. The
desired target depends on the Ms. Pac-Man’s position in terms of the four
ghosts. In particular, when the Ms. Pac-Man is going to be trapped by the
ghosts (i.e. at least one ghost with distance less than eight (8) steps is moving
against Ms. Pac-Man), then the direction to the closest safer exit (escape
direction) must be chosen (Fig.2(d)). In all other cases this feature takes the
direction to the closest dot or frightened ghost. Roughly speaking, priority
is given to neighborhood food: If a edible (blue-colored) ghost exists within
a maximum distance of five (5) steps, then the ghost’s direction is selected
(Fig.2(a)). On the other hand, this feature takes the direction that leads
to the nearest dot (Fig.2(c,f)). Note here that for calculating the distance
as well as the direction between Ms. Pac-Man and target, we have used the
known A∗ search algorithm [15] for finding the shortest path.

– The next four features (s6, . . . , s9) are binary and specify the situation of any
direction (north, west, south, east) in terms of a direct ghost threat. When
a ghost with distance less that eight steps (8) is moving towards pac-man
from a specific direction, then the corresponding direction takes the value
of 1. An example given in Fig.2(d) where the Ms. Pac-Man is approached
threateningly by two ghosts. More specifically, the first ghost approaches the
agent from the east (s7 = 1) and the other from the south direction (s8 = 1).

– The last feature specifies if the pac-man is trapped (1) or not (0). We assume
that the Ms. Pac-Man is trapped if there doesn’t exist any possible escape
direction (Fig.2(e)). In all other cases the Ms. Pac-Man is considered to be
free (Fig.2(a, b, c, d, f)). This specific feature is very important since it
informs the agent whether or not it can (temporarily) move in the maze
freely.

Table 1 summarizes the proposed state space. Obviously, its size is quite
small containing only 4 ∗ 29 = 2048 states. This fact allows the construction
of a computationally efficient RL agent without the need of any approximation
scheme. Last but not least, the adopted reasonable state space combined with
the small action space speed up the learning process and enables the agent to
discover optimal policy solutions with sufficient generalization capabilities.
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(a) s = (0, 1, 0, 1, 0, 0, 0, 0, 0, 0) (b) s = (1, 0, 1, 0, 1, 0, 0, 0, 1, 0)

(c) s = (0, 1, 0, 1, 2, 0, 0, 0, 0, 0) (d) s = (1, 0, 0, 0, 3, 0, 1, 1, 0, 0)

(e) s = (1, 0, 1, 0, 3, 0, 1, 0, 1, 1) (f) s = (1, 0, 1, 0, 1, 0, 0, 0, 0, 0)

Fig. 2. Representative game situations along with their state description

Table 1. A summary of the proposed state space

Feature Range Source

[s1 s2 s3 s4] {0, 1} Ms. Pac-Man view

s5 {0, 1, 2, 3} target direction

[s6 s7 s8 s9] {0, 1} ghost threat direction

s10 {0, 1} trapped situation

5 Experimental Results

A number of experiments has been made in order to evaluate the performance
of the proposed methodology in the Ms. Pac-Man domain. All experiments were
conducted by using the MASON multiagent simulation package [16] which pro-
vides a faithful version of the original game. Due to the low complexity of the
proposed methodology and its limited requirements on memory and computa-
tional resources, the experiments took place on a conventional PC (Intel Core 2
Quad (2.66GHz) CPU with 2GiB RAM).

We used three mazes of the original Ms. Pac-Man game illustrated in Figs. 1
and 3. The first maze (Fig. 1) was used during the learning phase for training
the RL agent, while the other two mazes (Fig. 3) were applied for testing. In all
experiments we have set the discount factor (γ) equal to 0.99 and the learning
rate (α) equal to 0.01. The selected reward function is given at Table.2. It must
be noted that our method did not show any significant sensitivity to the above
reward values; however a careful selection is necessary to meet the requirements
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Light blue maze Orange maze

(a) (b)

Fig. 3. Two mazes used for evaluating the proposed RL agent

of the physical problem. In addition, we assume that an episode is completed
either when all the dots are collected (win) or the Ms. Pac-Man is collided
with a non-scared ghost. Finally, the performance of the proposed approach was
evaluated in terms of four distinct metrics:

– Average percentage of successfully level completion
– Average number of wins
– Average number of steps per episode
– Average score attained per episode

The learning process follows a two-stage strategy. At the first phase, the agent
is trained without the presence of ghosts. In this case the agent’s goal is to eat
all the dots and terminates the level with the minimum number of steps. During
the second phase the agent is initialized with the policy discovered previously
and the ghosts are entered into the same maze. Likewise, the agent’s target is to
eat all the dots, but now with the challenge of the ‘non-scared ghosts avoidance’.

Figure 4 illustrates the depicted learning curve during the first phase, i.e. mean
number of steps (after 20 different runs) that the agent needs to finish the episode
by eating all the dots of the maze (Fig. 1). In order to study the effectiveness of
the eligibility trace (Eqs. 7, 8) to the RL agent, a series of initial experiments
were made with three different values (0, 0.2, 0.8) of the decay parameter λ.
According to the results, the value of λ = 0.8 had shown the best performance,
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Table 2. The reward function for different game events

Event Reward Description

Step −0.5 Ms. Pac-Man performed a move in the empty space

Lose −35 Ms. Pac-Man was eaten by a non-scared ghost

Wall −100 Ms. Pac-Man hit the wall

Ghost +1.2 Ms. Pac-Man ate a scared ghost

Pill +1.2 Ms. Pac-Man ate a pill

100 101 102

300

350

400
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#
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p
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λ = 0.2

λ = 0.8

Fig. 4. Learning progress of the agent at the pink maze without ghosts

since it allows reaching optimal policy solution very quickly (260 steps in less
than 100 episodes). We have adopted this value in the rest experiments. Note
here that in all three cases the discovered policy was almost the same. Another
useful remark is that the received policy is perfect, i.e. eating all 220 dots of the
maze in only 260 steps (only 15% moves in positions with no dots).

The learning performance of the second phase is illustrated in Fig. 5 in terms of
the (a) percentage of level completion and (b) number of wins (successful comple-
tion) in the last 100 episodes. As shown the method converges quite rapidly at an
optimal policy after only 800 episodes. The Ms. Pac-Man agent manages to han-
dle trapped situations and completes successfully the level at a high-percentage.
We believe that the 40% of the level completion suggests a satisfactory playing
of the pacman game.

Table 3. Testing performance

Maze Level completion Wins # Steps Score

Pink maze (Fig. 1) 80% (±24) 40% 348.7 (±153) 2292.3 (±977)

Light blue maze (Fig. 3(a)) 70% (±24) 33% 319.4 (±143) 2538.4 (±1045)

Orange maze (Fig. 3(b) 80% (±20) 25% 360.8 (±155) 2515.7 (±1011)
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Fig. 5. Learning progress of the agent at the pink maze with ghosts

Table 4. Ms. Pac-Man game score

Mazes Average Scores Max Score

Pink maze (Fig. 1) 9665 20860

Light blue maze (Fig. 3(a)) 12753 38840

Orange maze (Fig. 3(b) 11587 27620

In order to measure the generalization capability of the proposed mechanism,
we have tested the policy that was discovered during the learning phase into
two unknown mazes (Fig. 3). Table 3 lists the performance of the fixed policy in
three mazes, where the statistics (mean value and std) of the evaluation metrics
were calculated after running 100 episodes. That is interested to note here is that
the agent had shown a remarkable behavior stability to both unknown mazes
providing clearly significant generalization abilities. Finally, the obtained policy
was tested by playing 50 consecutive games (starting with 3 lives and adding
a live at every 10000 points). Table 4 summarizes the depicted results where
we have calculated the mean score together with the maximum score found in
all three tested mazes. These particular results verify our previous observations
on the generalization ability of the proposed agent that is managed to build a
generic optimal policy allowing Ms. Pac-Man to navigate satisfactory at every
maze.

6 Conclusions and Future Directions

In this work we have presented a reinforcement learning agent that learns to
play the famous arcade game Ms. Pac-Man. An abstract but informative state
space representation has been introduced that allows flexible operation definition
possibilities through the reinforcement learning framework. Initial experiments



82 N. Tziortziotis, K. Tziortziotis, and K. Blekas

demonstrate the ability and the robustness of the agent to reach optimal solu-
tions in an efficient and rapid way.

There are many potential directions for future work. For example, in our ap-
proach the power-bills are not included in the state structure. Intuitively think-
ing, moving towards the power-bills can be seen gainful since it can increase the
pacman’s life as well as the score. However, there is a trade-off between search-
ing (greedily for food) and defensive (avoiding the ghosts) abilities that must be
taken into account. Another alternative is to investigate bootstrapping mecha-
nisms, by restarting the learning process with previously learned policies, as well
as to combine different policies that are trained simultaneously so as to achieve
improved performance, especially in critical situations of the domain. Finally,
we hope that this study will provide a foundation for additional research work
in other similar game domains like Ms. Pac-Man.
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Abstract. In this paper, we propose an extension of the ELM algorithm that is
able to exploit multiple action representations. This is achieved by incorporating
proper regularization terms in the ELM optimization problem. In order to de-
termine both optimized network weights and action representation combination
weights, we propose an iterative optimization process. The proposed algorithm
has been evaluated by using the state-of-the-art action video representation on
three publicly available action recognition databases, where its performance has
been compared with that of two commonly used video representation combina-
tion approaches, i.e., the vector concatenation before learning and the combina-
tion of classification outcomes based on learning on each view independently.

Keywords: Extreme Learning Machine, Multi-view Learning, Single-hidden Layer
Feedforward networks, Human Action Recognition.

1 Introduction

Human action recognition is intensively studied to date due to its importance in many
real-life applications, like intelligent visual surveillance, human-computer interaction,
automatic assistance in healthcare of the elderly for independent living and video games,
to name a few. Early human action recognition methods have been investigating a re-
stricted recognition problem. According to this problem, action recognition refers to
the recognition of simple motion patterns, like a walking step, performed by one person
in a scene containing a simple background [1, 2]. Based on this scenario, most such
methods describe actions as series of successive human body poses, represented by hu-
man body silhouettes evaluated by applying video frame segmentation techniques or
background subtraction. However, such an approach is impractical in most real-life ap-
plications, where actions are performed in scenes having a complex background, which
may contain multiple persons as well. In addition, actions may be observed by one or
multiple, possibly moving, camera(s), capturing the action from arbitrary viewing an-
gles. The above mentioned problem is usually referred to as ’action recognition in the
wild’ and is the one that is currently addressed by most action recognition methods.

The state-of-the-art approach in this, unrestricted, problem describes actions by em-
ploying the Bag-of-Features (BoF) model [3]. According to this model, sets of shape
and/or motion descriptors are evaluated in spatiotemporal locations of interest of a video
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and multiple (one for each descriptor type) video representations are obtained by ap-
plying (hard or soft) vector quantization by employing sets of descriptor prototypes,
referred to as codebooks. The descriptors that provide the current state-of-the-art per-
formance in most action recognition databases are: the Histogram of Oriented Gradients
(HOG), the Histogram of Optical Flow (HOF) and the Motion Boundary Histogram
(MBH). These descriptors are evaluated on the trajectories of densely sampled video
frame interest points, which are tracked for a number of consecutive video frames. The
normalized location of the tracked interest points is also employed in order to form
another descriptor type, referred to as Trajectory (Traj).

Since different descriptor types express different properties of interest for actions, it
is not surprising the fact that a combined action representation exploiting all the above
mentioned (single-descriptor based) video representations results to increased perfor-
mance [3]. Such combined action representations are usually obtained by employing
unsupervised combination schemes, like the use of concatenated representations (either
on the descriptor, or on the video representation level), or by combining the outcomes of
classifiers trained on different representation types [4], e.g., by using the mean classifier
outcome in the case of SLFN networks [5]. However, the adoption of such combination
schemes may decrease the generalization ability of the adopted classification scheme,
since all the available action representations equally contribute to the classification re-
sult. Thus, supervised combination schemes are required in order to properly combine
the information provided by different descriptor types.

Extreme Learning Machine (ELM) [6] is a, relatively, new algorithm for fast Single-
hidden Layer Feedforward Neural (SLFN) networks training, requiring low human su-
pervision. Conventional SLFN training algorithms require adjustment of the network
weights and the bias values, using a parameter optimization approach, like gradient de-
scent. However, gradient descent learning techniques are, generally, slow and may lead
to local minima. In ELM, the input weights and the hidden layer bias values are ran-
domly chosen, while the network output weights are analytically calculated. By using
a sufficiently large number of hidden layer neurons, the ELM classification scheme can
be thought of as being a non-linear mapping of the training data on a high-dimensional
feature space, called ELM space hereafter, followed by linear data projection and clas-
sification. ELM not only tends to reach a small training error, but also a small norm
of output weights, indicating good generalization performance [7]. ELM has been suc-
cessfully applied to many classification problems, including human action recognition
[8–11].

In this paper we employ the ELM algorithm in order to perform human action recog-
nition from videos. We adopt the state-of-the-art BoF-based action representation de-
scribed above [3], in order to describe videos depicting actions, called action videos
hereafter, by multiple vectors (one for each descriptor type), each describing different
properties of interest for actions. In order to properly combine the information provided
by different descriptor types, we extend the ELM algorithm in order to incorporate mul-
tiple video representations in its optimization process. An iterative optimization scheme
is proposed to this end, where the contribution of each video representation is appro-
priately weighted. We evaluate the performance of the proposed algorithm on three
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publicly available databases, where we compare it with that of two commonly adopted
video representation combination schemes.

The proposed approach is closely related to Multiple Kernel Learning (MKL) [16–
18]. MKL methods aim at the determination of an “improved” feature space for non-
linear data mapping. This is usually approached by employing a linear combination of
a set of kernel functions followed by the optimization of an objective function by em-
ploying the training data for the determination of the kernel combination weights. A
recent review on MKL methods can be found in [19]. Our work differs from MKL in
that in the proposed approach the feature spaces employed for nonlinear data mapping
are determined by employing randomly chosen network weights. After obtaining the
data representations in the high-dimensional ELM space, we aim at optimally weight-
ing the contribution of each data representation in the outputs of the combined network
outputs.

The remainder of the paper is structured as follows. In Section 2, we briefly de-
scribe the ELM algorithm. The proposed Multi-view Regularized ELM (MVRELM)
algorithm is described in Section 3. Experimental results evaluating its performance are
illustrated in Section 4. Finally, conclusions are drawn in Section 5.

2 Extreme Learning Machine

ELM has been proposed for single-view classification [6]. Let xi and ci, i = 1, ..., N
be a set of labeled action vectors and the corresponding action class labels, respec-
tively. We would like to employ them in order to train a SLFN network. For a clas-
sification problem involving the D-dimensional action vectors xi, each belonging to
one of the C action classes, the network should contain D input, H hidden and C out-
put neurons. The number of the network hidden layer neurons is, typically, chosen to
be higher than the number of action classes, i.e., H � C. The network target vec-
tors ti = [ti1, ..., tiC ]

T , each corresponding to one labeled action vector xi, are set to
tij = 1 for vectors belonging to action class j, i.e., when ci = j, and to tij = −1
otherwise.

In ELM, the network input weights Win ∈ R
D×H and the hidden layer bias values

b ∈ R
H are randomly chosen, while the output weightsWout ∈ R

H×C are analytically
calculated. Let vj denote the j-th column of Win, uk the k-th column of Wout and ukj

be the j-th element of uk. For a given hidden layer activation functionΦ(·) and by using
a linear activation function for the output neurons, the output oi = [oi1, . . . , oiC ]

T of
the ELM network corresponding to training action vector si is given by:

oik =

H∑
j=1

ukj Φ(vj , bj,xi), k = 1, ..., C. (1)

Many activation functions Φ(·) can be employed for the calculation of the hidden
layer output, such as sigmoid, sine, Gaussian, hard-limiting and Radial Basis (RBF)
functions. The most popular choices are the sigmoid and the RBF functions, i.e.:

Φsigmoid(vj , bj ,xi) =
1

1 + exp
(
−(vT

j xi + bj)
) , (2)
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ΦRBF (vj , bj ,xi) = exp
(
−bj‖xi − vj‖22

)
, (3)

leading to MLP and RBF networks, respectively. However, since we are interested in
BoF-based human action recognition, in this work we exploit the χ2 activation function:

Φχ2 (vj , b,xi) = exp

(
− 1

2bj

D∑
d=1

(xid − vjd)
2

xid + vjd

)
, (4)

which has been found to outperform both the above two alternative choices.
By storing the hidden layer neuron outputs in a matrix Φ:

Φ =

⎡⎢⎣ Φ(v1, b1,x1) · · · Φ(v1, b1,xl)

· · · . . . · · ·
Φ(vH , bH ,x1) · · · Φ(vH , bH ,xl)

⎤⎥⎦ , (5)

equation (1) can be written in a matrix form as O = WT
outΦ. Finally, by assuming that

the predicted network outputs O are equal to the desired ones, i.e., oi = ti, i = 1, ..., l,
Wout can be analytically calculated by solving for:

WT
outΦ = T, (6)

where T = [t1, . . . , tl] is a matrix containing the network target vectors. Using (6), the
network output weights minimizing ‖WT

outΦ−T‖F are given by:

Wout = Φ† TT , (7)

where ‖X‖F is the Frobenius norm of X and Φ† =
(
ΦΦT

)−1
Φ is the generalized

pseudo-inverse of ΦT . By observing (8), it can be seen that this equation can be used
only in the cases where the matrix B = ΦΦT is invertible, i.e., when N > D. A regu-
larized version of the ELM algorithm addressing this issue has been proposed in [12],
where the network output weights are obtained, according to a regularization paramter
c > 0, by:

Wout =

(
ΦΦT +

1

c
I

)−1

ΦTT . (8)

After calculating the network output weights Wout, a test action vector xt can be
introduced to the trained network and be classified to the action class corresponding to
the maximal network output, i.e.:

ct = arg max
j

otj , j = 1, ..., C. (9)

3 Multi-view Regularized Extreme Learning Machine

The above described ELM algorithm can be employed for single-view (i.e., single-
representation) action classification. In this section, we describe an optimization process
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that can be used for multi-view action classification, i.e., in the cases where each action
video is represented by multiple action vectors xv

i , v = 1, . . . , V .
Let us assume that the N training action videos are represented by the corresponding

action vectors xv
i ∈ R

Dv , i = 1, . . . , l, . . . , N, v = 1, . . . , V . We would like to employ
them, in order to train V SLFN networks, each operating on one view. To this end we
map the action vectors of each view v to one ELM space R

Hv , by using randomly
chosen input weights Wv

in ∈ R
Dv×Hv and input layer bias values bv ∈ R

Hv . Hv is
the dimensionality of the ELM space related to view v.

In order to determine both the networks output weights Wv
out ∈ R

Hv×C and appro-
priate view combination weights γ ∈ R

V we can formulate the following optimization
problem:

Minimize: J =
1

2

V∑
v=1

‖Wv
out‖2F +

c

2

N∑
i=1

‖ξi‖22 (10)

Subject to:

(
V∑

v=1

γvW
v T
outφ

v
i

)
− ti = ξi, i = 1, ..., N, (11)

‖γ‖22 = 1, (12)

where ti ∈ R
C , φv

i ∈ R
Hv are target vector of the i-th action video and the represen-

tation of xv
i in the corresponding ELM space, respectively. ξi ∈ R

C is the error vector
related to the i-th action video and c is a regularization parameter expressing the impor-
tance of the training error in the optimization process. Alternatively, we could employ
the constraints γv ≥ 0, v = 1, . . . , V and

∑V
v=1 γv = 1 [19].

By setting the representations of xv
i in the corresponding ELM space in a matrix

Φv = [φv
1, . . . ,φ

v
N ], the network responses corresponding to the entire training set are

given by:

O =
V∑

v=1

γvW
v T
outΦ

v. (13)

By substituting (11) in (10) and taking the equivalent dual problem, we obtain:

JD =
1

2

V∑
v=1

‖Wv
out‖2F +

c

2

N∑
i=1

‖
(

V∑
v=1

γvW
v T
outφ

v
i

)
− ti‖22 +

λ

2
‖γ‖22

=
1

2

V∑
v=1

‖Wv
out‖2F +

c

2
‖
(

V∑
v=1

γvW
v T
outΦ

v

)
−T‖2F +

λ

2
‖γ‖22

=
1

2

V∑
v=1

‖Wv
out‖2F +

c

2
γTPγ − crTγ +

c

2
tr
(
TTT

)
+

λ

2
γTγ, (14)

where P ∈ R
V×V is a matrix having its elements equal to [P]kl =

tr
(
Wk T

outΦ
kΦl TWl

out

)
and r ∈ R

V is a vector having its elements equal to rv =

tr
(
TTWv T

outΦ
v
)
. By solving for ϑJD(γ)

ϑγ = 0, γ is given by:

γ =

(
P+

λ

c
I

)−1

r. (15)
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By substituting (11) in (10) and taking the equivalent dual problem, we can also
obtain:

JD =
1

2

V∑
v=1

‖Wv
out‖2F +

c

2

N∑
i=1

‖
(

V∑
v=1

γvW
v T
outφ

v
i

)
− ti‖22 +

λ

2
‖γ‖22

=
1

2

V∑
v=1

‖Wv
out‖2F +

c

2
‖
(

V∑
v=1

γvW
v T
outΦ

v

)
−T‖2F +

λ

2
‖γ‖22

=
1

2

V∑
v=1

tr
(
Wv T

outW
v
out

)
+

c

2
tr

(
V∑

v=1

V∑
l=1

γvγlW
v T
outΦ

vΦl TWl
out

)

− c

V∑
v=1

tr
(
γvW

v T
outΦ

vTT
)
+

c

2
tr
(
TTT

)
+

λ

2
γTγ.

By solving for ϑJD(Wv
out)

ϑWv
out

= 0, Wv
out is given by:

Wv
out =

(
2

cγk
I+ γkΦ

vΦv T

)−1

Φv(2T−O)T , (16)

As can be observed in (15), (16), γ is a function of Wv
out, v = 1, . . . , V and Wv

out is
a function of γ. Thus, a direct optimization of JD with respect to both {γv,Wv

out}Vv=1

is intractable. Therefore, we propose an iterative optimization scheme formed by two
optimization steps. In the following, we introduce a index t denoting the iteration of the
proposed iterative optimization scheme.

Let us denote byWv
out,t, γt the network output and combination weights determined

for the iteration t, respectively. We initialize Wv
out,1 by using (8) and set γ1,v = 1/V

for all the action video representations v = 1, . . . , V . By using γt, the network output
weights Wv

out,t+1 are updated by using (16). After the calculation of Wv
out,t+1, γt+1

is obtained by using (15). The above described process is terminated when (JD(t) −
JD(t + 1))/JD(t) < ε, where ε is a small positive value equal to ε = 10−10 in
our experiments. Since each optimization step corresponds to a convex optimization
problem, the above described process is guaranteed to converge in a local minimum
of J .

After the determination of the set {γv,Wv
out}Vv=1, the network response for a given

set of action vectors xl ∈ R
D is given by:

ol =

V∑
v=1

γvWv T
outφ

v
l . (17)

4 Experiments

In this section, we present experiments conducted in order to evaluate the perfor-
mance of the proposed MVELM algorithms. We have employed three publicly avail-
able databases, namely the Hollywood2, the Olympic Sports and the Hollywood 3D
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databases. In the following subsections, we describe the databases and evaluation mea-
sures used in our experiments. Experimental results are provided in subsection 4.4.

We employ the state-of-the-art action video representation proposed in [3], where
each video is represented by five 4000-dimensional BoF-based vectors, each evaluated
by employing a different descriptor type, i.e., HOG, HOF, MBHx, MBHy and Traj. We
evaluate two commonly used unsupervised video representation combination schemes,
i.e., the concatenation of all the available video representations before training a SLFN
network by using the regularized ELM algorithm (eq. (8)) and the mean output of V
SLFN networks, each trained by using one video representation using the regularized
ELM algorithm (eq. (8)). The performance of these combination schemes is compared
to that of the proposed MVRELM algorithm.

Regarding the parameters of the competing algorithms used in our experiments, the
optimal value of parameter c used by both regularized ELM and MVRELM has been
determined by linear search using values c = 10q, q = −5, . . . , 5. The optimal value
of the parameter λ used by the proposed MVRELM algorithm has also be determined
by applying linear search, using values λ = 10l, l = −5, . . . , 5. Finally, the parameters
bj used in the χ2 activation function (4) have been set equal to the mean value of the
χ2 distances between the training action vectors and the network input weights. The
number of network hidden neurons has been set equal to 500 in all the cases.

4.1 The Hollywood2 Database

The Hollywood2 database [13] consists of 1707 videos depicting 12 actions. The videos
have been collected from 69 different Hollywood movies. The actions appearing in the
database are: answering the phone, driving car, eating, ghting, getting out of car, hand
shaking, hugging, kissing, running, sitting down, sitting up and standing up. Example
video frames of the database are illustrated in Figure 1. We used the standard training-
test split provided by the database (823 videos are used for training and performance is
measured in the remaining 884 videos). Training and test videos come from different
movies. The performance is evaluated by computing the average precision (AP) for
each action class and reporting the mean AP over all classes (mAP), as suggested in
[13]. This is due to the fact that some sequences of the database depict multiple actions.

4.2 The Olympic Sports Database

The Olympic Sports database [14] consists of 783 videos depicting athletes practic-
ing 16 sports, which have been collected from YouTube and annotated using Amazon
Mechanical Turk. The actions appearing in the database are: high-jump, long-jump,
triple-jump, pole-vault, basketball lay-up, bowling, tennis-serve, platform, discus, ham-
mer, javelin, shot-put, springboard, snatch, clean-jerk and vault. Example video frames
of the database are illustrated in Figure 2. The database has rich scene context informa-
tion, which is helpful for recognizing sport actions. We used the standard training-test
split provided by the database (649 videos are used for training and performance is
measured in the remaining 134 videos). The performance is evaluated by computing
the mean Average Precision (mAP) over all classes, as suggested in [14]. In addition,
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Fig. 1. Video frames of the Hollywood2 database depicting instances of all the twelve actions

since each video depicts only one action, we also measured the performance of each
algorithm by computing the classification rate (CR).

Fig. 2. Video frames of the Olympic Sports database depicting instances of all the sixteen actions

4.3 The Hollywood 3D Database

The Hollywood 3D database [15] consists of 951 video pairs (left and right channel)
depicting 13 actions collected from Hollywood movies. The actions appearing in the
database are: dance, drive, eat, hug, kick, kiss, punch, run, shoot, sit down, stand up,
swim and use phone. Another class referred to as ‘no action’ is also included in the
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Fig. 3. Video frames of the Hollywood 3D database depicting instances of twelve actions

database. Example video frames of this database are illustrated in Figure 3. We used
the standard (balanced) training-test split provided by the database (643 videos are used
for training and performance is measured in the remaining 308 videos). Training and
test videos come from different movies. The performance is evaluated by computing
both the mean AP over all classes (mAP) and the classification rate (CR) measures, as
suggested in [15].

4.4 Experimental Results

Tables 1, 2 illustrate the performance of the competing algorithms on the Hollywood2,
the Olympic Sports and the Hollywood 3D databases. We denote by ’Conc. ELM’ the
classification scheme employing the concatenation of all the available video represen-
tations before training a SLFN network by using the regularized ELM algorithm (eq.
(8)) and by ’ELM Mean’ the classification scheme employing the mean output of V
SLFN networks, each trained by using one video representation using the regularized
ELM algorithm (eq. (8)).

As can be seen, use of the mean SLFN network outcome outperforms the use of
an action video representation obtained by concatenating all the available action vec-
tors before training in the Olympic Sports and the Hollywood 3D databases, while they
achieve comparable performance on the Hollywood2 database. The proposed MVRELM
algorithm outperforms both of them in all the three databases. When the performance
is measured by using the mean average precision metric, it achieves performance equal
to 56.26%, 80.53% and 29.86% on the Hollywood2, the Olympic Sports and the Hol-
lywood 3D databases, respectively. In the case where the performance is measured by
using the classification rate, it achieves performance equal to 74.63% and 33.44% on
the Olympic Sports and the Hollywood 3D databases, respectively.
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Table 1. Action Recognition Performance (mAP) on the Hollywood2, Olympic Sports and Hol-
lywood 3D databases

Conc. ELM ELM Mean MVRELM
Hollywood2 55.97 % 55.65 % 56.26 %

Olympic Sports 77.39 % 79.09 % 80.53 %

Hollywood 3D 28.26 % 28.73 % 29.86 %

Table 2. Action Recognition Performance (CR) on the Olympic Sports and Hollywood 3D
databases

Conc. ELM ELM Mean MVRELM
Olympic Sports 70.9 % 73.13 % 74.63 %

Hollywood 3D 29.22 % 32.47 % 33.44 %

5 Conclusions

In this paper, we proposed an extension of the ELM algorithm that is able to exploit
multiple action representations. Proper regularization terms have been incorporated in
the ELM optimization problem in order to extend the ELM algorithm to multi-view
action classification. In order to determine both optimized network weights and ac-
tion representation combination weights, we proposed an iterative optimization process.
The proposed algorithm has been evaluated on three publicly available action recogni-
tion databases, where its performance has been compared with that of two commonly
used video representation combination approaches, i.e., the vector concatenation before
learning and the combination of classification outcomes based on learning on each view
independently.
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Abstract. A human behavior recognition method with an application
to political speech videos is presented. We focus on modeling the be-
havior of a subject with a conditional random field (CRF). The unary
terms of the CRF employ spatiotemporal features (i.e., HOG3D, STIP
and LBP). The pairwise terms are based on kinematic features such as
the velocity and the acceleration of the subject. As an exact solution to
the maximization of the posterior probability of the labels is generally
intractable, loopy belief propagation was employed as an approximate
inference method. To evaluate the performance of the model, we also
introduce a novel behavior dataset, which includes low resolution video
sequences depicting different people speaking in the Greek parliament.
The subjects of the Parliament dataset are labeled as friendly, aggressive
or neutral depending on the intensity of their political speech. The dis-
crimination between friendly and aggressive labels is not straightforward
in political speeches as the subjects perform similar movements in both
cases. Experimental results show that the model can reach high accuracy
in this relatively difficult dataset.

Keywords: Human Behavior Recognition, Conditional Random Field
(CRF), Loopy Belief Propagation (LPB).

1 Introduction

Recognizing human behaviors from video sequences is a challenging task for
the computer vision community [1,10,13]. A behavior recognition system may
provide information about the personality and psychological state of a person
and its applications vary from video surveillance to human-computer interaction.

The problem of human behavior recognition is challenging for several reasons.
First, constructing a visual model for learning and analyzing human movements
is difficult. Second, the fine differences between similar classes and the short
duration of human movements in time make the problem difficult to address.
In addition, annotating behavioral roles is time consuming and requires knowl-
edge of the specific event. The variation of appearance, lighting conditions and
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frame resolution makes the recognition problem amply challenging. Finally, the
inadequate benchmark datasets are another obstacle that must be overcome.

In this paper, we are interested in characterizing human activities as behav-
ioral roles in video sequences. The main contribution of this work is twofold.
First, we introduce a method for recognizing behavioral roles (i.e., friendly, ag-
gressive and neutral) (Figure 1). These behavioral classes are similar, as the
involved people perform similar body movements. Our goal is to recognize these
behavioral states by building a model, which allows us to discriminate and cor-
rectly classify human behaviors. To solve this problem, we propose an approach
based on conditional random fields (CRF) [5]. Motivated by the work of Domke
[2], which takes into account both model and inference approximation meth-
ods to fit the parameters for several imaging problems, we develop a structured
model for representing scenes of human activity and utilize a marginalization
fitting for parameter learning. Secondly, to evaluate the model performance, we
introduce a novel behavior dataset, which we call the Parliament dataset [16],
along with the ground truth behavioral labels for the individuals in the video se-
quences. More specifically, we have collected 228 low-resolution video sequences
(320× 240, 25fps), depicting 20 different individuals speaking in the Greek par-
liament. Each video sequence is associated with a behavioral label: friendly,
aggressive and neutral, depending on the intensity of the political speech and
the specific individual’s movements.

(a) (b) (c)

Fig. 1. Sample frames from the proposed Parliament dataset. (a) Friendly, (b) Aggres-
sive, and (c) Neutral.

The remainder of the paper is organized as follows: in Section 2, a brief re-
view of the related work is presented. Section 3 presents the proposed approach
including the model’s specifications and the details of the method. In Section 4,
the novel behavior recognition dataset is presented and experimental results are
reported. Finally, conclusions are drawn in Section 5.

2 Related Work

The human activity categorization problem has remained a challenging task in
computer vision for more than two decades. Many surveys [1,10] provide a good
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overview of human behavior recognition methods and analyze the properties of
human behavior categorization. Previous work on characterizing human behavior
has shown great potential in this area.

In this paper, the term “behavior” is used to describe both activities and
events which are apparent in a video sequence. We categorize the human be-
havior recognition methods into two main categories: single- and multi-person
interaction methods.

Single-Person Methods. Much research has focused on single person behav-
ior recognition methods. A major family of methods relies on optical flow which
has proven to be an important cue. Earlier approaches are based on describing
behaviors by using dense trajectories. The work of Wang et al. [17] focused on
tracking dense sample points from video sequences using optical flow. Yan and
Luo [18] have also proposed an action descriptor based on spatio-temporal inter-
est points (STIP) [7]. To avoid overfitting they have proposed a novel classifica-
tion technique by combining the Adaboost and sparse representation algorithms.
Our earlier work Vrigkas et al. [15] focused on recognizing single human behav-
iors by representing a human action with a set of clustered motion trajectories.
A Gaussian mixture model was used to cluster the motion trajectories and the
action labeling was performed by using a nearest neighbor classification scheme.

Multi-person Interaction Methods. Social interactions are an important
part of human daily life. Fathi et al. [3] modeled social interactions by estimating
the location and orientation of the faces of the persons taking part in a social
event, computing a line of sight for each face. This information is used to infer
the location an individual person attended. The type of interaction is recognized
by assigning social roles to each person. The authors were able to recognize three
types of social interactions: dialogue, discussion and monologue. Human behavior
on sport datasets was introduced by Lan et al. [6]. The idea of social roles in
conjunction with low-level actions and high-level events model the behavior of
humans in a scene. The work of Ramanathan et al. [12] aimed at assigning
social roles to people associated with an event. They formulated the problem
by using a CRF model to describe the interactions between people. Tran et
al. [14] presented a graph-based clustering algorithm to discover interactions
between groups of people in a crowd scene. A bag-of-words approach was used
to describe the group activity, while a SVM classifier was used to recognize the
human activity.

3 Behavior Recognition Using CRF

In this paper, we present a supervised method for human behavior recognition.
We assume that a set of training labels is provided and every video sequence is
pre-processed to obtain a bounding box of the human in every frame and every
person is associated with a behavioral label.

The model is general and can be applied to several behavior recognition
datasets. Our method uses CRFs (Figure 2) as the probabilistic framework for
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modeling the behavior of a subject in a video. First, spatial local features are
computed in every video frame capturing the roles associated with the bounding
boxes. Then, a set of temporal context features are extracted capturing the rela-
tionship between the local features in time. Finally, the loopy belief propagation
(LBP) [8] approximate method is applied to estimate the labels.

Let rtj ∈ R be the behavioral role label of the jth person in a bounding box at
frame t, where R is the set of possible behavioral role labels and t ∈ [0, T ] is the
current frame. Let xt

j represent the feature vector of the observed jth person at
frame t. Our goal is to assign each person a behavioral role by maximizing the
posterior probability:

r = argmax
r

p(r|x;w). (1)

It is useful to note that our CRF model is a member of the exponential family
defined as:

p(r|x;w) = exp (E(r|x;w) −A(w)) , (2)

where w is a vector of parameters, E(r|x) is a vector of sufficient statistics and
A(w) is the log-partition function ensuring normalization:

A(w) = log
∑
r

exp (E(r|x;w)) . (3)

Different sufficient statistics E(r|x;w) in (2) define different distributions.
In the general case, sufficient statistics consist of indicator functions for each
possible configuration of unary and pairwise terms:

E(r|x;w) =
∑
j

Ψu(r
t
j , x

t
j ;w1) +

∑
j

∑
k∈Nj

Ψp(r
t
j , r

t+1
k , xt

j , x
t+1
k ;w2), (4)

where Nj is the neighborhood system of the jth person for every pixel in the
bounding box. In our model temporal and spatial neighbors are considered. We
use eight spatial and 18 temporal neighbors. The parameters w1 and w2 are
the unary and the pairwise weights that need to be learned and Ψu(r

t
j , x

t
j ;w1),

Ψp(r
t
j , r

t+1
k , xt

j , x
t+1
k ;w2) are the unary and pairwise potentials, respectively.

Unary Potential: This potential predicts the behavior label rtj of the j
th person

in frame t indicating the dependence of the specific label on the location of the
person. It may be expressed by:

Ψu(r
t
j , x

t
j ;w1) =

∑
�∈R

∑
j

w11(r
t
j = �)ψu(x

t
j), (5)

where ψu(x
t
j) are the unary features and 1(·) is the indicator function, which is

equal to 1, if the jth person is associated with the �th label and 0 otherwise. The
unary features are computed as a 36-dimensional vector of HoG3D values [4]
for each bounding box. Then, a 64-dimensional spatio-temporal feature vector
(STIP) [7] is computed, which captures the human motion between frames. The
spatial relationship of each pixel in the bounding box and its 8×8 neighborhood
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is computed using a 16-dimensional Local Binary Pattern (LBP) feature vector
[9]. The final unary features occur as a concatenation of the above features to a
116-dimensional vector.

Pairwise Potential: This potential represents the interaction of a pair of be-
havioral labels in consecutive frames. We define the following function as the
pairwise potential:

Ψp(r
t
j , r

t+1
k , xt

j , x
t+1
k ;w2) =

∑
�∈R,
m∈N�

∑
j,

k∈Nj

w21(r
t
j = �)1(rt+1

k = m)ψp(x
t
j , x

t+1
k ),

(6)
where ψp(x

t
j , x

t+1
k ) are the pairwise features. We compute a 4-dimensional spatio-

temporal feature vector, which is the concatenation of the 2D velocity and accel-
eration of the jthperson along time. The acceleration features play a crucial role
in the distinction between the behavioral classes, as different persons in different
behavioral classes perform similar movements. In addition, the L2 norm of the
difference of the RGB values at frames t and t+1 is computed. We use eight spa-
tial and 18 temporal neighbors creating an 18-dimensional feature vector. The
final pairwise features are computed as the concatenation of the above features
to a 22-dimensional vector.

To learn the model weights w = {w1, w2}, we employ a labeled training set
and seek to minimize:

w = argmin
w

∑
r

L(r,x;w), (7)

where L(·, ·) is a loss function, which quantifies how well the distribution (2) is
defined by the parameter vector w matches the labels r.

We select a clique loss function [2], which is defined as the log-likelihood of
the posterior probability p(r|x;w):

L(r,x;w) = − log p(r|x;w). (8)

The loss function is minimized using a gradient-descent optimization method. It
can be seen as the empirical risk minimization of the Kullback-Leibler divergence
between the true and predicted marginals.

Having set the parameters w, an exact solution to Eq. (1) is generally in-
tractable. For this reason, approximate inference is employed to solve this prob-
lem. In this paper, LBP [8] is used for computing the marginals using the full
graphical model as depicted in Figure 2. For comparison purposes and for better
insight of the proposed method, we have also tested a variant of the full graphical
model by transforming it into a tree-like graph (Figure 3). This is accomplished
by ignoring the spatial relationship between the observation nodes x and keeping
only the temporal edges between the labels r. In this case, tree-reweighted belief
propagation [11] is considered for inference.
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Fig. 2. Graphical representation of the model. The observed features are represented
by x and the unknown labels are represented by r. Temporal edges exist also between
the labels and the observed features across frames.
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Fig. 3. Tree-like graphical representation of the model. The observed features are rep-
resented by x and the unknown labels are represented by r.

4 Experiments

The experiments are applied to the novel Parliament dataset [16]. The number
of features are kept relatively small in order not to increase the model’s complex-
ity. Additionally, to show that the proposed method can perform well, different
model variants are compared.

To evaluate our method, we collected a set of 228 video sequences, depicting
political speeches in the Greek parliament, at a resolution of 320× 240 pixels at
25 fps. The video sequences were manually labeled with one of three behavioral
roles: friendly, aggressive, or neutral, according to specific body movements.
These behaviors were recorded for 20 different subjects. The videos were acquired
with a static camera and contain uncluttered backgrounds. Figure 1 delineates
some representative frames of the Parliament dataset.

We used 5-fold cross validation to split the dataset into training and test sets.
Accordingly, the model was learned from 183 videos, while the algorithm was
tested on the remaining five videos and the recognition results were averaged
over all the examined configurations of training and test sets. Within each class,
there is a variation in the performance of an action. Each individual exhibits the
same behavior in a different manner by using different body movements. This is
an interesting characteristic of the dataset which makes it quite challenging.
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Table 1. Behavior classification accuracies (%) using the graphical model with only
temporal edges (3) and the full graphical model (2) presented in Figure 2

Classification Accuracy(%)

Method Friendly Aggressive Neutral

Tree model (tree-reweighted BP) 100 49.23 84.48
Full model (loopy BP) 100 60.73 95.79

Table 2. Comparison between variants of the proposed method

Method Accuracy(%)

CRF (unary only) 81.0
CRF (unary no spatio-temporal) 69.7
CRF (pairwise no spatio-temporal) 69.7
Full CRF model 85.5

We evaluated the proposed model with different variants of the method. First,
we compared the full graphical model (Figure 2) with a variant of the method,
which considers the graphical model as a tree-like graph (Figure 3). As it can be
observed in Table 1, the full graphical model performs better than the tree-like
graph, which uses only temporal edges between the labels. The second model
ignores the spatial relationship between the features and the classification error
is increased. Generally, the full graphical model provides strong improvement of
more than 8% with respect to the tree model.

In the second set of experiments, we evaluated three variants of the proposed
CRF model. First, we used the CRF model with only the unary potentials ig-
noring the pairwise potentials. The second variant uses only unary potential
without the spatio-temporal features. Finally, the third configuration uses the
full model without the spatio-temporal pairwise features. The classification re-
sults comparing the different models are shown in Table 2.

We may observe that the CRF model, which does not use spatio-temporal
feature in either the unary potentials or the pairwise potentials, attains the
worst performance between the different variants. It is worth mentioning that
the first variant, which uses only unary features, performs better than the other
two variants, which do not use spatio-temporal features. However, this is not a
surprising fact, as in the case of the no spatio-temporal variants the classification
is performed for each frame individually ignoring the temporal relationship be-
tween consecutive frames. The use of spatio-temporal features appears to lead to
better performance than all the other approaches. We also observe that the full
CRF model shows significant improvement over all of its variants. The full CRF
model leads also to a significant increase in performance of 85.5%, with respect
to the model with no spatio-temporal features. This confirms that temporal and
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spatial information combined together constitute an important cue for action
recognition.

Figure 4 illustrates the overall behavior recognition accuracy, where the full
CRF model exhibits the best performance in recognizing each of the three be-
haviors. The main conclusion we can draw from the confusion matrices is that
adding temporal edges to the graphical model helps reduce the classification er-
ror between the different behavioral states. It is also worth noting that, due to
missed and relatively close features in consecutive frames, the classes “friendly”
and “aggressive” are often confused as the subject performs similar body move-
ments. Feature selection may be employed to solve this problem.

(a) (b)

(c) (d)

Fig. 4. Confusion matrices of the classification results for the CRF model employing
(a) only unary potentials, (b) only unary potentials without spatio-temporal features,
(c) the full model without spatio-temporal pairwise features, and (d) the full model

5 Conclusion

In this paper, we have presented a method for recognizing human behaviors in a
supervised framework using a CRF model. We have also introduced a new chal-
lenging dataset (Parliament), which captures the behaviors of some politicians
in the Greek parliament during their speeches. Several variants of the method
were examined reaching an accuracy of 85.5%.
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A direction of future research would be to study how the use of voice fea-
tures and pose can help improve recognition accuracy. We are also interested
in studying feature selection techniques to better separate the classes “friendly”
and “aggressive”. With these improvements, we plan to apply this method to
several other datasets.
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Abstract. In this paper we describe a method for efficient video rushes segmen-
tation. Video rushes are unedited video footage and contain many repetitive in-
formation, since the same scene is taken many times until the desired result is
produced. Color histograms have difficulty in capturing the scene changes in
rushes videos. In the herein approach shot frames are represented by semantic
feature vectors extracted from existing semantic concept detectors. Moreover,
each shot keyframe is represented by the mean of the semantic feature vectors
of its neighborhood, defined as the frames that fall inside a window centered at
the keyframe. In this way, if a concept exists in most of the frames of a keyframe’s
neighborhood, then with high probability it exists on the corresponding keyframe.
By comparing consecutive pairs of shots we seek to find changes in groups of sim-
ilar shots. To improve the performance of our algorithm, we employ a face and
body detection algorithm to eliminate false boundaries detected between similar
shots. Numerical experiments on TRECVID rushes videos show that our method
efficiently segments rushes videos by detecting groups of similar shots.

Keywords: Rushes summarization, semantic concept detectors, face detection.

1 Introduction

Video rushes segmentation and summarization is an important task in video processing.
Rushes are unedited video used for movie and documentary editing. The duration of
rushes videos is often ten times larger than the duration of the corresponding edited
video. Thus, video rushes segmentation is necessary in order to provide fast access to
video data to montage editors. The basic problems of rushes videos are three. First,
the presence of useless frames such as colorbars, monochrome frames and frames con-
taining clapboards. Second, the repetition of similar segments produced from multiple
takes of the same scene and finally, the efficient representation of the original video
in the video summary. In this paper, we focus on finding similar segments/shots that
are captured under various circumstances, such as different camera positions or lumi-
nance conditions, changed background and even characters. Given the fact that similar
shots are time ordered, grouping similar shots can be regarded as a video segmentation
problem.

In [1], HSV color histograms and a sequence alignment algorithm are employed to
cluster similar shots. In [2], histograms of dc-images are employed to compute simi-
larity between extracted keyframes. In [3], hierarchical clustering on keyframes repre-
sented by Color layout and edge histograms is employed to group similar shots into
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sets. In [4], spectral clustering on HSV color histograms is employed to cluster shots
into groups, followed by a sequence alignment similarity metric.

In the method we propose herein, each video is segmented into shots, shots con-
taining colorbars or monochrome frames are removed and for each shot we extract
keyframes using the method described in [5]. Then, we define a neighborhood for each
keyframe of a video shot. The neighborhood of a key-frame contains the frames that
fall inside a window centered at the keyframe. For each frame of the neighborhood we
compute semantic feature vectors based on semantic concept detectors available in bib-
liography ( [6], [7]). Finally, each keyframe is represented by the mean of the semantic
feature vectors of its neighborhood. A unique characteristic of rushes videos is that sim-
ilar shots are time ordered, thus when a scene is recorded, a new group of similar shots
is formed and ends when a new scene begins. With term “scene” we refer to similar
shots produced from multiple takes of the same scenery. In our method, we seek to find
when a new group of similar shots is formed, thus we compare successive shots to find
scene boundaries. To improve the performance of our method, we employ a face and
body detection algorithm.

The contribution of our method is three-fold. Firstly, each frame is represented with
semantic feature vectors based on common semantic concept detectors. Color histograms
have difficulty in capturing the scene changes in rushes videos, whereas the proposed fea-
ture vectors provide reliable segmentation. Secondly, to compute the semantic vector for
each keyframe we also consider the semantic feature vectors of its neighboring frames.
The neighborhood of a key-frame contains the frames that fall inside a window centered
at the keyframe. The reason behind such a representation is that the extracted keyframe
may not describe sufficiently the concepts of the video shot due to incorrect keypoints de-
tection and description. In other words, by using the neighborhood of each keyframe, we
aim to provide a more reliable representation with respect to the probability that certain
concepts exist in a video shot. Finally, we employ a face and body detection algorithm
to eliminate false detections of scene boundaries between successive shots that contain
similar faces/bodies.

The rest of the paper is organized as follows. In Section 2 we describe the computa-
tion of semantic feature vectors and the representation of frames and shots. In Section
3 we present rushes segmentation and performance improvement using a face and body
detection algorithm. In Section 4 we present numerical experiments. Finally, in Section
5 we conclude our work.

2 Semantic Features

Each video is segmented into shots manually to assess the performance of our method
without having any errors introduced from the shot segmentation process. Moreover,
for each shot, we extract keyframes using the method described in [5].

2.1 Frame Representation

Semantic concept detectors are employed in order to extract semantic features for each
shot frame. Two different databases of semantic concept detectors are employed in the
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herein approach. The first one, named Vireo-374 detectors [6], is trained on TRECVID-
2005 [8] development data using LSCOM annotation [9]. In order to train these de-
tectors DoG detector and SIFT descriptor [10] are used for keypoint detection and
description. The bag of visual words representation [11] is implemented for frame rep-
resentation. More than 500k SIFT features are clustered into 500 visual words (visual
vocabulary). For each frame, its corresponding set of descriptors is mapped into these
500 visual words resulting into a vector containing the normalized count of each visual
word in the frame. The soft-weighting scheme [6] is used to weight the significance
of each visual word in the frame, which has been demonstrated to be more effective
than the traditional tf/tf-idf weighting schemes. LibSVM package [12] and Chi-square
kernel are used for model training and prediction on test data.

The second database of semantic detectors, named Vireo-Web81 [7], is trained on ap-
proximately 160k images taken from social media such as Flickr. 81 concept detectors
are trained with settings similar to Vireo-374.

The output of each SVM is a number in the continuous range [0,1], expressing the
probability that each frame is related to the corresponding concept. Each shot frame
is tested on 374 and 81 semantic detectors of video-374 and web81 databases, respec-
tively. Thus, given K concepts, a frame f is represented from the following semantic
vector:

v(f) = [c1(f), c2(f), . . . , cK(f)], (1)

where ci(f) is the probability that frame f is related to concept ci, i = 1, . . . ,K . Thus,
vector v is a representation of frame f in the semantic space defined by K concepts.
In the herein approach, for each frame f , two semantic feature vectors are computed,
v374(f) and v81(f), corresponding to Vireo-374 [6] and Vireo-Web81 [7] detectors,
respectively.

2.2 Shot Representation

Each shot is represented by a certain number of keyframes extracted using the method
presented in [5] and their corresponding feature vectors. This is the most common ap-
proach for shot representation when further processing is required. However, in the
herein approach to compute the feature vector of a key-frame we consider not only this
frame itself, but also the feature vectors of its neighboring frames. The reason behind
such a representation is that the extracted keyframe may not describe sufficiently the
concepts of the video shot due to incorrect keypoints detection and description. In other
words, by using the neighborhood of each keyframe, we aim to provide a more reli-
able representation with respect to the probability that certain concepts exist in a video
shot. In this way, if a concept ci exists in most of the frames of the neighborhood of a
keyframe kf , then with high probability it exists on the corresponding keyframe, thus
it is correctly represented in its semantic feature vectors v374(kf) and v81(kf).

More specifically, given a keyframe kfi, we choose a set of frames in the neighbor-
hood of kfi as follows:

Nkfi = {. . . , fi−3d, fi−2d, fi−d, kfi, fi+d, fi+2d, fi+3d, . . .}, (2)
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where d is the distance between two frames.
Given the neighborhood of a shot’s keyframe and their corresponding semantic fea-

tures, we define the following shot representations:

– Representation SR1: For each keyframe kfi we compute a feature vector as the
mean of the semantic features of its neighborhood.

SR1
kfi =

∑
j∈Nkfi

vj

Nkfi

, (3)

where vj , j = 1 ∈ Nkfi is the semantic feature vector of j-th frame in neighbor-
hood Nkfi of keyframe kfi.

– Representation SR2: Each keyframe is represented by its corresponding semantic
feature vector. This is the most common representation in video processing.

SR2
kfi = vkfi . (4)

Summarizing, given a video shot S = {kf1, . . . , kfN}, with N keyframes, the shot is
finally represented by the following feature vectors:

SRr
S = {SRr

kfi , i = 1, . . . , N}, (5)

where r=1, 2.

3 Rushes Segmentation

To find groups of repetitive and similar shots we compare successive pair of shots. If
two shots are found different, then at the second shot starts a new group of similar
shots. Thus, given a series of M videos shots V = {S1, S2, . . . , SM}, i = 1, . . . ,M ,
we seek to find groups of similar shots, or segment the video shot sequence in segments
of similar shots.

Suppose we are given two shots i, j and the semantic feature vectors of their corre-
sponding sets of keyframes (or their neighborhood) Si = {SRi

1, SR
i
2, . . . , SR

i
Ni
} and

Sj = {SRj
1, SR

j
2, . . . , SR

j
Nj

}, respectively. Ni and Nj the number of frames that rep-
resent shots i, j, respectively. SR can be any of the two representations given from Eq.
3 and Eq. 4. The distance between these two shots is defined as the minimum distance
among all possible pairs of their respective representative semantic feature vectors and
is given from the following equation:

D(Si, Sj) = min
SRi

k∈Si,SRj
n∈Sj

(dist(SRi
k, SR

j
n)), (6)

where k = 1, . . . , Ni, n = 1, . . . , Nj and dist is the Euclidean distance:

dist(x, y) =

√∑
h

(xh − yh)2. (7)

If distance D is over a predefined threshold td, a scene boundary is detected.
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3.1 Face and Body Detection

In order to improve the performance of our method, we employ the well-known Viola
& Jones algorithm [13] to detect faces and upper-body region, which is defined as the
head and shoulders area. We detect faces and upper body regions on each keyframe
of every video shot and its corresponding neighborhood. We expect to eliminate false
detections, detected by our method, between shots that have similar faces or/and bodies.
Face and body detection are performed only in case where scene boundary is detected
from our method. Then, after extracting faces and bodies, we calculate the histograms of
the detected regions in every frame containing the face/body. The distance between two
shots with respect to face/ body histograms is defined as the minimum distance between
all possible pairs of the face/body histograms of their respective representative frames.
If this distance is below a predefined threshold, these shots are regarded as similar, thus
scene boundary is removed and performance is expected to be improved.

4 Experiments

In this Section, we present the video dataset and the performance metrics that have been
used in our experiments.

4.1 Datasets and Performance Metrics

We have tested our method on TRECVID 2008 Test Data which was available on the
Rushes Summarization task of TRECVID 2008 [8]. The performance of our method
was tested on 10 videos. To evaluate the performance of the proposed algorithm and
the algorithms under comparison, we have used F1 metric provided from the following
equation:

F1 =
2× P ×R

P +R
, (8)

where P and R are Precision and Recall, respectively, and are computed form the fol-
lowing equations:

P =
#correct detections

#correct detections +#false detections
, (9)

R =
#correct detections

#correct detections +#missed detections
. (10)

4.2 Experimental Results

In Table 1, we present performance results of our method for both shot representa-
tions, R1 and R2. Four different experiments are presented. In the first two experiments
presented as “VIREO - 374” and “VIREO - WEB81”, semantic feature vectors v374(f)
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Table 1. Performance results of the proposed method

F1 (in%)
Step (d) 0 1 1 1 3 5

Method Neighborhood (N ) 0 3 5 7 7 7

VIREO - 374
SR1 - 82.75 83.76 83.25 85.80 87.43
SR2 80.11 - - - - -

VIREO - WEB81
SR1 - 84.38 84.11 87.14 86.21 86.81
SR2 79.92 - - - - -

CONCATENATION
SR1 - 87.79 88.15 87.09 87.81 85.59
SR2 83.72 - - - - -

COMBINATION
SR1 - 89.69 88.78 87.00 87.29 92.99
SR2 84.89 - - - - -

and v81(f) are employed to represent shot frames. In the third experiment, presented
as “Concatenation”, semantic feature vectors v374(f) and v81(f) are concatenated to
form semantic feature vector vcon(f) to represent shot frames. Finally, in the fourth
experiment, presented as “Combination”, the distance between two shots Si, Sj is com-
puted as the weighted average of the distances computed when semantic feature vectors
v374(f) and v81(f) are employed to represent shot frames. The new weighted distance
Dc is given from the following equation:

Dc(Si, Sj) = αD374(Si, Sj) + (1 − α)D81(Si, Sj), (11)

where 0 ≤ α ≤ 1, D374 and D81 are the distances computed from Eq. 6, when semantic
feature vectors v374(f) and v81(f) are employed to represent shot frames, respectively.
It is obvious that α = 0 corresponds to experiment “VIREO - WEB81”, whereas α = 1
corresponds to experiment “VIREO - 374”. When SR1 representation is employed, the
neighborhood of a keyframe N (Eq. 2), takes value 3, 5 or 7 when distance d = 1 and 7
when d = 3, 5. When SR2 representation is employed only the keyframe is used, thus
d,N are equal to zero. Threshold td is different for each experiment but same for all
videos in the same experiment.

It is obvious that when a shot is represented by the neighborhoods of the keyframes
the performance is better that using only keyframes. Moreover, better performance is
achieved when the size of the neighborhood and distance from the keyframes increase.
In Table 2, we present performance result after refining segmentation using face/body
detection. We use thresholds tf = 0.01 for face and tb = 0.02 for body to define
whether two shots are similar w.r.t to face/body detection. It is clear that the proposed
refinement of scene boundaries increases the performance of the proposed method. In
Table 3, we present performance results using only face and/or body detection to com-
pare shots. Performance is poor due to absence of faces/bodies in many shots. Thus,
face/body detection results can only serve as a refinement feature.
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Table 2. Performance results of the proposed method after refinement with face/body detection

F1 (in%)
Step (d) 0 1 1 1 3 5

Method Neighborhood (N ) 0 3 5 7 7 7

VIREO - 374
SR1 - 83.41 83.76 83.25 85.80 87.43
SR2 80.68 - - - - -

VIREO - WEB81
SR1 - 84.38 84.11 87.14 86.21 87.77
SR2 81.02 - - - - -

CONCATENATION
SR1 - 87.79 88.15 87.09 87.81 88.60
SR2 84.49 - - - - -

COMBINATION
SR1 - 89.69 88.78 90.18 87.29 93.30
SR2 85.60 - - - - -

Table 3. Performance results using only face and body detection

F1 (in%)
Step (d) 0 1 1 1 3 5

Method Neighborhood (N ) 0 3 5 7 7 7

Face
SR1 - 54.00 55.00 55.00 55.00 55.00
SR2 52.00 - - - - -

Body
SR1 - 54.00 54.00 54.00 54.00 50.00
SR2 52.00 - - - - -

Face & Body
SR1 - 54.00 53.00 54.00 54.00 50.00
SR2 53.00 - - - - -

4.3 Comparison

In this Section we present comparative results of our method using HSV color his-
tograms instead of semantic feature vectors, in order to show the superiority of seman-
tic features in rushes segmentation. In Table 4, we present performance results using
HSV color histograms. We use 8 bins for hue and 4 bins for each of saturation and
value, resulting into a 128 (8×4×4) dimension feature vector. The main disadvantage
of these descriptors is that they only represent the color distribution of an object ignor-
ing its shape and texture. Color histograms are also sensitive to noise, such as lighting
changes. It is clear that HSV color histograms have difficulty in capturing the changes
between groups of similar shots.

Moreover, since SIFT descriptors are employed to compute semantic features, we
provide performance results using the number of matching descriptors between shots
as a shot similarity metric. For each keyframe and its neighborhood (Eq. 2) we ex-
tract SIFT descriptors. The number of matching descriptors [10] between two shots
serves as the shot similarity metric. More specifically, the maximum number of match-
ing descriptors between all possible pairs of their respective representative frames is the
final similarity value. Two shots belong to different groups, thus they are not similar,
if their respective similarity value is below a threshold set to 0.04 in our experiments.
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Table 4. Performance results using HSV color histograms and SIFT descriptors

F1 (in%)
Step (d) 0 1 1 1 3 5

Method Neighborhood (N ) 0 3 5 7 7 7

HSV
SR1 - 79.06 79.04 79.38 78.71 78.74
SR2 79.46 - - - - -

SIFT
SR1 - 78.76 78.18 76.05 73.76 73.46
SR2 77.28 - - - - -

SIFT - IMPROVED
SR1 - 82.84 83.54 83.40 83.13 81.53
SR2 80.14 - - - - -

Fig. 1. Subset of the matching descriptors between two “similar” frames, before and after impos-
ing spatial constraint

In Table 4, we present performance results using SIFT descriptors. It can be observed
that matching SIFT descriptors does not provide good results. A main reason for this
is that the same actors/object/setting may appear in two shots that belong to different
groups/scenes. For this reason a spatial constraint on matching descriptors is employed.
Given the coordinates (x, y) of a descriptor, we seek to find a matching descriptor with
coordinates in area (x ± s, y ± s), where s is set to 20 in our experiments. In Fig. 1
we present a subset of the matching descriptors between two “similar” frames, before
and after imposing spatial constraint. Performance results are presented in Table 4. It
is clear that performance is improved. However, semantic features vectors still provide
the best performance.

In another experiment we carried out, we reduce the number of concepts employed
to form semantic feature vectors. More specifically, for each concept we compute the
mean probability of occurrence across all videos. If this mean value is below a prede-
fined threshold tc, the corresponding concept is not taken into consideration. In Fig. 2
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Fig. 2. Performance results of our method using d=5 and N=7 on a subset of concepts

and Fig. 3, we present performance results and the corresponding number of concepts
with respect to threshold tc, respectively. It can be observed that even with a subset of
concepts, our method yields very good results.

Fig. 3. Number of concepts w.r.t threshold tc

5 Conclusions

In this paper a rushes video segmentation method is proposed. Contrary to existing
approaches, shot frames are represented by semantic feature vectors extracted using
common semantic concept detectors. Moreover, each keyframe is represented by the
mean of the semantic features vectors of its neighborhood, defined as the frames that
fall inside a window centered at the keyframe. Next, successive shots are compared to
find boundaries between groups of similar shots. Face and body detection is employed
to improve the performance of our method by eliminating false boundaries detected
between shots with similar faces/bodies. Numerical experiments show that the proposed
method can efficient segment rushes videos in groups of similar shots.
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Abstract. Activity recognition is a complex problem mainly because of
the nature of the data. Data usually are high dimensional, so applying a
classifier directly to the data is not always a good practice. A common
method is to find a meaningful representation of complex data through
dimensionality reduction. In this paper we propose novel kernel matri-
ces based on graph theory to be used for dimensionality reduction. The
proposed kernel can be embedded in a general dimensionality reduction
framework. Experiments on a traditional dance recognition dataset are
conducted and the advantage of using dimensionality reduction before
classification is highlighted.

Keywords: Random Walk Kernel, Activity Recognition, Dimensional-
ity Reduction, Support Vector Machines.

1 Introduction

Activity recognition is an important and active area of computer vision research.
Video surveillance and video annotation are two fields that use activity recogni-
tion of everyday actions such as walking, running and sitting. Surveys of activ-
ity recognition approaches can be found in [5,11,14]. The importance of generic
activity recognition relies on the fact that it can be applied to many real-life
problems, with most of them being human–centric [4]. An example of the activ-
ity recognition problem is dance recognition [6]. Dance recognition is a difficult
problem, since it involves the movement of the body in a specific way that char-
acterise a specific dance. Dances are performed in many cultures to express ideas
or tell a story, which suggests their importance especially for countries with long
history, such us Greece.

Dance recognition problems usually begin with video recordings and with
labelling a video. In order for those videos to be used in a classifier, features
need to be extracted. A commonly used framework for transferring the problem
from video recording to a feature space, where all data have the same dimen-
sions, is the bag–of–features approach [10]. Such methods for feature extraction
from videos are STIP, TRAJ and ISA which have been proposed in [8,15,9],
respectively.
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Another example of feature extraction is dimensionality reduction used for
transferring a feature space to a lower feature space. Dimensionality reduction is
a commonly used preprocessing step in machine learning, especially when dealing
with a high dimensional space of features which can enhance data separability
[7]. Many methods for dimensionality reduction exist; the most common of them
are embedded in the framework described in [16]. Using the aforementioned
framework we can retain or avoid specific statistical or geometrical properties of
our data. For this reason a graph is created, specifically a k–nearest neighbour
graph.

Graph properties are described extensively in [2]. One of the properties of a
graph, that will be used in this paper, is that if W represents the adjacency
matrix between nodes, where W (i, j) = 1 if nodes i and j are connected and
W (i, j) = 0 otherwise, then the ij–th element of the p–th power of adjacency
matrix, W p(i, j), gives the number of paths of length p between nodes i and j.
This notion can be applied to either directed or undirected graphs and can also
be extended to weighted graphs, W (i, j) ∈ [0, inf). In this paper, we propose the
use of the number of paths between two samples of the dataset as a similarity
that can be embedded in a general dimensionality reduction framework as it will
be explained in the following Sections.

The structure of the paper is as follows: In Section 2 we describe previous
work and state the problem we solve. We then introduce our method for di-
mensionality reduction in Section 3, providing some theoretical background. In
Section 4 we explain the way we conducted our experiments and present classi-
fication results on traditional dance recognition. We also show some interesting
dimensionality reduction projections. Finally we give concluding remarks and
discussion of future work in Section 5.

2 Prior Work and Problem Statement

Usually, activity recognitiondatasets consist of videos. Firstly, the bag–of–features
approach [10] is typically performed and later a codeword is created by applying
k–means to the extracted features. The last step is to map each recording video to
a certain codebook and, thus, the original recording can be represented as a his-
togram of codewords. Depending on the number of centres of k–means a different
codeword is produced and, hence, a different representation for each recording is
created. Let the recordings represented as histograms of codewords be the data
matrix X.

Techniques for dimensionality reduction have always attracted interest in com-
puter vision and pattern recognition. Graph embedding [16] provides a general
framework for dimensionality reduction and many algorithms can be integrated
into this framework. Let an undirected weighted graph G{X,W} be defined as
a vertex set X and similarity matrix W whose entries can be positive, negative
or zero. Also let a diagonal matrix D be constructed as:

Dii =
∑
i�=j

Wij , (1)
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and Laplacian matrix as:

L = D−W, (2)

The aim of graph embedding is to find a procedure where desired character-
istics between nodes of the graph are preserved and undesired properties of the
data are suppressed after dimensionality reduction. Hence, a penalty graph is
also defined as G{X,W d}, where Wd is the same matrix as W but whose en-
tries are to be suppressed in the new feature space. Graph embedding framework
requires the solution to the generalized eigenvalue decomposition problem:

L̃U = lB̃U, (3)

where L̃ = L,XLXT or KLK and B̃ = I,B,K,XBXT or KBK, depending
on the dimensionality reduction algorithm to be used with B typically being
a diagonal matrix for scale normalization. After calculating the matrix U, we
choose those eigenvectors that correspond to the smallest eigenvalues of l.

3 Proposed Dimensionality Reduction Method

In the case of Locality Preserving Projections (LPP) a graph neighborhood of
the data is incorporated [3]. It uses the notion of the Laplacian of the graph and
then a transformation maps data to a subspace. The tranformation optimally
preserves local neighborhood information and can be embedded to the general
framework [16]. For the kernel version of LPP, the substitution in order to be
embedded to the framework is L̃ = KLK and B̃ = KBK. This suggests that
the similarities in the new space will be comparable to the similarities of the
original space after the transformation of the data through the kernel function
Φ(.).

Even though kernel LPP typically uses the RBF kernel, this is not mandatory
and any matrix can be chosen as long as it is a kernel. There are various kernel
functions that can be used; linear, polynomial, RBF and sigmoid are some exam-
ples. Another kind of kernels, are random walk kernels which were first proposed
in [13] and later were used as kernel matrices for semi–supervised learning using
cluster kernels [1] .

Random walk kernel based on [1] is computed in two steps. First, RBF kernel
matrix is computed and then, each value is normalised by the sum of its row.
The resulted matrix can also be seen as a transition matrix of a random walk
on a graph. This suggests probability of starting from one point and arriving
at another. Using a diagonal matrix defined as in equation (1) the transition
matrix has the form of:

P = D−1K. (4)
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thus the matrix Pp = (D−1K)p can be interpreted as transition probability after
p steps. Unfortunately, matrix Pp is not symmetric, hence it can not be used as
a kernel.

Another example of random walk kernel is introduced in [12]. Assume that we
have the adjacency matrix W, with Wij = 1 if samples i and j are neighbours
and zero otherwise, and the Normalised Laplacian:

L̃ = D− 1
2LD− 1

2 . (5)

the p–step random walk kernel is computed as:

K = (aI− L̃)p, with a � 2. (6)

In generalW has no restriction about the graphs it can be applied to. In addition,
parameter a ensures positive definiteness of K.

Starting from the simplest kernel, which is inner product, we propose a ran-
dom walk kernel for dimensionality reduction. The inner product, expresses the
similarity between i-th and j-th sample and is defined as:

W (i, j) = xT
i xj . (7)

Let i–th and j–th samples be represented as nodes in an unweighted graph
with W (i, j) = 0 meaning samples are not similar and W (i, j) = 1 meaning
samples are similar.

We may now propose the similarity matrix:

Wp = WW . . .W︸ ︷︷ ︸
p times

. (8)

We can say that W p(i, j) expresses the similarity between i–th and j–th samples
after visiting all possible paths passing from p− 1 in–between similar samples.

Extending the notion of the discrete values of similar and not similar (0 and
1) to continuous values, we define a relaxed definition of a weighted graph which
can take values in [0 − inf), where 0 is the least similar and inf is the most
similar. This way, when two samples’ similarity is computed, more paths are
approachable, since the only paths that are not viable are those that pass from
an intermediate sample that has zero similarity. In reality, every single path is
involved because even though the similarity of two samples can be small, it is
rarely zero. For example, the similarity matrix passing from one intermediate
sample can be computed as W2 = XTXXTX.

Without loss of generality, we assume that data matrix has zero mean, hence
XXT = Σ, where Σ is the covariance matrix, thus W2 = XTΣX also holds.
Moreover, it is straightforward to show that Wp = XTΣp−1X, with p � 1.
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So, Wp is a similarity matrix and W p(i, j) expresses the similarity of two
samples beginning from the i–th sample and ending at the j–th sample after
passing through p−1 intermediate samples. The goal is to connect similar nodes
by several paths. Even if Wp is a similarity matrix, this does not necessarily
mean that it can be used as a kernel matrix. We now prove that apart from W,
which is by definition a kernel matrix, Wp is also a kernel matrix.

It is safe to replace W by K since W is positive definite. K has an eigenvalue
decompositionK = UTΛU, whereU is an orthogonal matrix andΛ is a diagonal
matrix of real and positive eigenvalues, that is, Λ = diag(λ1, λ2, . . . , λD). So,
now Wp can be written as:

Wp = KK . . .K︸ ︷︷ ︸
p times

= UTΛUUT︸ ︷︷ ︸
I

ΛUUT︸ ︷︷ ︸
I

. . .UUT︸ ︷︷ ︸
I

ΛU

= UT Λ . . .Λ︸ ︷︷ ︸
p times

U

= UTΛpU. (9)

Since eigenvalues λi > 0, ∀i = 1, . . . , N then λp
i > 0, ∀i = 1, . . . , N , which leads

to xWpxT ≥ 0, ∀x which is the definition of a positive definite matrix. Notice
that no assumptions were made for the original kernel matrix. Thus, in general
every kernel matrix elevated to any power is also a kernel matrix.

Now, Wp can safely be used as a Kernel. Moreover, when inner product is
used as the initial kernel matrix, and assuming data have zero mean, we arrive
at an interesting property. The covariance matrix, Σ, is symmetric and has real
values, so it has an eigenvalue decomposition that can be written as:

Σ = UDUT . (10)

Hence:

Wp =XTΣp−1X

=XTUDp−1UTX

=(D
p−1
2 UTX)T (D

p−1
2 UTX). (11)

So, kernel Wp can be calculated differently by multiplying data matrix X by

D
p−1
2 UT . The calculation of inner product of the transformed data matrix with

itself yields the same results as when using original data and Wp.
RBF kernel is defined as:

K(xi,xj) = e−
|xi−xj |2

2σ2 , (12)
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so Kp(xi,xj), p � 1 can be expressed as:

Kp(xi,xj) =

N∑
l1

· · ·
N∑

lp−1

e−
|xi−xl1 |2

2σ2 . . . e−

∣∣∣∣xlp−1
−xj

∣∣∣∣
2

2σ2

=

N∑
l1

· · ·
N∑

lp−1

e−
|xi−xl1 |2+···+

∣∣∣∣xlp−1
−xj

∣∣∣∣
2

2σ2 . (13)

By examining equation (13) we observe that the distance between two nodes
is relative to the whole structure of the graph, since in order to compute the
distance of two nodes, all the nodes of the graph are taken into account which
resembles a graph based distance. The property we would like to retain is for the
number of all possible paths after p steps to be the same after dimensionality
reduction.

Finally, kernel LPP keeps the similarities between samples the same, after
the dimensionality reduction by using K. Using this notion, we similarly use Kp

to keep the similarities after visiting all possible paths passing through p − 1
intermediate samples. In order to achieve this, equation (3) is used to embed our
proposed method to the framework using L̃ = KpLKp and B̃ = KpBKp. Notice
that like kernel LPP our proposed method is unsupervised and the labels of the
data are not required.

4 Experimental Results

We performed classification to a dataset of Greek traditional dances. The dataset
consists of 10 videos of 5 Greek traditional dances, the Lotzia, the Capetan
Loukas, the Ramna, the Stankaina and finally the Zablitsaina. In more detail,
two professional dancing groups were recorded dancing. Each traditional dance
was performed twice, once indoor by one group and once outdoor by another
group. In Figure 1, two frames of two different videos are illustrated.

The 5 recordings of indoor were used for training and the outdoor recordings
were used for testing. In order, to transform the video recordings to feature
vectors we have extracted ISA STIP and TRAJ. Using overlapping clips of 80
to 100 frames we ended up with 78, 113, 110, 95 and 101 clips for each training
video and for each testing video to 102, 107, 110, 106 and 91 clips, resulting to
497 and 516 short sequences overall, respectively. Also we have created a dataset
consisting of only 8 videos out of 10, without the dance Zablitsaina. The different
representations of the traditional dance dataset characteristics are depicted in
Table 1.

All representations were scaled to the interval [0, 1]. We conducted experi-
ments using SVM with the linear kernel and the RBF kernel. The evaluation of
parameters was performed by using grid search of 5–fold cross validation. Us-
ing the best parameters found on training set, we trained once more using the
entire training dataset in order to predict the classes of the test set. More specif-
ically, we trained with exponentially growing sequences of C ∈ {2−5, . . . , 215}
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Table 1. Representations of Traditional Dances Dataset

Extracted features Train Samples Test Samples Clusters Classes

isa.10 497 516 10 5
isa.100 497 516 100 5
stip.10 497 516 10 5
stip.100 497 516 100 5
stip.1000 497 516 1000 5
stip.2000 497 516 2000 5
traj.10 497 516 10 5
traj.100 497 516 100 5
traj.1000 497 516 1000 5

isa4.100 396 425 100 4
isa4.1000 396 425 1000 4

(a) Stankaina dance performed by a
professional group

(b) Stankaina dance performed by
another professional group with dif-
ferent costumes

Fig. 1. Sample Frame of Two Videos

and γ ∈ {2−15, . . . , 23}. Obviously, inner product uses only parameter C and the
RBF kernel uses both parameters C and γ.

Apart from SVM, we also need to choose a kernel for the dimensionality
reduction method that was proposed. We chose to evaluate dimensionality re-
duction using the kernels as described in equations (8) and (13). In addition,
our proposed method requires the selection of the parameter p. Thus, we used
a procedure for finding automatically the parameter p similarly to grid search.
Assume, we want to find the parameter p when our data is projected onto a
2–dimensional space. We produce all different projections of original data using
p = {1, . . . , 11}, then for each projection we perform grid search, looking for pa-
rameters of the SVM, while we also keep the one of 11 projections that attained
the best performance on the grid search.

As illustrated in Tables 2–5, the proposed dimensionality reduction method
improves the performance of SVM. For the recognition of the 5 traditional
dances, regardless of which features were extracted (ISA STIP and TRAJ ),
and also regardless of which kernel was used for classification the best SVM
result attained was 51.74%. On the other hand, projecting data first to a lower
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Table 2. Inner Product SVM + (Inner Product)p

Dataset SVM
Dimensions

1 2 3 4 5 6 7 8 9 10

isa.10 23.64 33.53 29.65 30.81 30.81 29.46 26.74 24.22 17.05 13.76 13.57
isa.100 40.12 57.36 33.53 40.31 33.33 49.61 39.53 23.45 34.30 32.95 34.30
stip.10 32.36 39.15 40.12 34.50 34.11 34.88 34.88 35.08 33.53 34.69 34.69
stip.100 33.72 36.43 36.24 32.75 37.60 35.66 35.27 31.40 32.17 22.48 23.06
stip.1000 36.05 34.30 33.72 37.60 30.04 30.23 29.65 29.65 29.65 29.07 35.66
stip.2000 30.43 35.66 33.14 28.68 28.29 28.29 32.56 34.11 37.79 38.18 41.28
traj.10 32.17 19.77 20.93 28.29 29.84 32.36 29.84 30.23 31.40 31.40 30.81
traj.100 32.75 20.16 27.71 34.50 30.81 33.72 34.50 34.50 35.47 36.63 37.02
traj.1000 44.19 27.52 25.19 41.47 43.22 43.41 43.80 35.85 38.57 40.89 39.92

isa4.100 54.59 30.12 37.65 48.94 56.47 68.71 71.29 76.47 31.06 31.06 77.18
isa4.1000 63.53 49.18 63.76 43.29 72.00 83.06 89.18 85.41 85.65 82.82 82.59

Table 3. RBF SVM + (Inner Product)p

Dataset SVM
Dimensions

1 2 3 4 5 6 7 8 9 10

isa.10 40.70 40.50 34.11 31.59 27.33 24.61 22.09 29.65 26.94 21.51 21.32
isa.100 51.74 50.58 54.26 50.97 58.33 43.22 38.18 27.91 27.52 27.52 18.60
stip.10 27.13 35.08 34.69 30.04 32.36 34.11 37.21 33.53 31.40 33.33 35.66
stip.100 21.32 40.89 37.21 31.59 29.46 27.91 27.33 32.56 29.65 28.88 32.56
stip.1000 22.09 26.94 34.30 32.17 28.68 29.84 28.29 27.71 29.26 29.07 23.26
stip.2000 22.67 21.71 28.29 29.65 29.46 31.01 31.78 29.26 25.19 31.01 32.36
traj.10 24.22 19.19 16.67 15.50 13.76 13.18 30.43 36.82 36.63 36.63 36.63
traj.100 20.74 21.51 15.12 22.09 20.54 20.74 21.71 21.12 23.06 25.97 28.88
traj.1000 22.67 23.26 33.33 31.59 36.63 35.27 37.40 39.92 39.92 35.08 34.69

isa4.100 54.82 21.88 24.00 49.88 65.18 24.24 50.59 52.94 50.59 50.12 49.18
isa4.1000 30.82 49.41 62.82 48.71 61.41 60.71 82.82 82.12 81.88 78.59 79.06

Table 4. Inner Product SVM + (RBF)p

Dataset SVM
Dimensions

1 2 3 4 5 6 7 8 9 10

isa.10 23.64 12.98 20.16 20.93 20.93 13.76 20.16 27.71 26.94 26.94 26.74
isa.100 40.12 43.99 35.47 49.81 48.26 54.46 37.98 38.37 44.77 43.99 57.17
stip.10 32.36 39.73 37.21 33.14 35.27 35.85 36.24 39.34 36.82 36.43 36.82
stip.100 33.72 37.21 35.47 36.43 35.27 36.82 35.66 42.44 44.96 42.25 32.36
stip.1000 36.05 34.30 36.24 37.21 36.63 36.43 36.43 36.63 28.68 24.81 20.54
stip.2000 30.43 36.05 38.18 29.84 31.01 29.46 30.04 29.65 26.16 29.65 30.23
traj.10 32.17 31.98 30.62 32.95 31.01 30.43 31.01 34.69 34.88 32.17 31.59
traj.100 32.75 31.78 36.24 34.69 37.40 36.82 34.69 34.11 33.14 30.62 28.88
traj.1000 44.19 20.93 35.85 23.84 29.46 34.11 26.94 27.91 26.16 26.94 25.19

isa4.100 54.59 73.88 70.59 68.00 77.88 54.35 56.47 56.47 57.18 57.41 57.88
isa4.1000 63.53 78.59 74.35 50.59 68.71 63.06 64.94 82.12 80.00 83.29 88.71
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Table 5. RBF SVM + (RBF)p

Dataset SVM
Dimensions

1 2 3 4 5 6 7 8 9 10

isa.10 40.70 9.69 19.96 34.11 17.83 17.64 20.35 18.80 18.60 23.64 28.49
isa.100 51.74 29.65 31.01 52.13 45.35 49.42 24.42 48.26 25.00 27.71 35.85
stip.10 27.13 35.47 33.53 31.01 33.14 32.95 19.96 17.83 29.26 33.72 32.95
stip.100 21.32 33.33 37.98 33.91 34.88 34.69 30.04 30.43 31.78 31.78 30.81
stip.1000 22.09 36.43 36.05 33.91 36.82 32.95 29.07 22.09 29.65 25.97 19.96
stip.2000 22.67 24.22 23.84 36.43 37.21 30.62 27.13 26.74 22.87 30.23 29.26
traj.10 24.22 28.29 21.71 25.78 19.57 24.22 25.97 30.81 31.40 26.16 30.43
traj.100 20.74 34.30 34.30 38.18 36.43 37.40 32.56 35.66 35.27 32.75 29.26
traj.1000 22.67 33.72 25.58 28.10 34.30 32.95 34.11 33.53 34.11 32.56 31.01

isa4.100 54.82 73.65 64.00 64.94 72.71 34.82 32.24 29.18 29.65 24.47 30.35
isa4.1000 30.82 77.88 38.59 64.47 68.00 62.12 64.71 70.82 78.82 78.59 69.65
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space and then using SVM the best classification performance was 58.33%. More-
over, in the smaller dataset of 4 traditional dances, the best result, using SVM
was 63.53% but using our proposed dimensionality reduction technique before
classification improves classification accuracy to 89.18%. This means that the
structure of the data can be represented in a lower dimensional space more ef-
fectively. For example, in Figure 2 some projections are illustrated, highlighting
the structure of data with different values of p. It is obvious that different val-
ues of the parameter p of the proposed kernel result to significantly different
representations with varying discriminality among the classes.

5 Conclusions

A novel kernel has been proposed which can be embedded to a dimensionality
reduction framework. The proposed kernel produces representations that high-
light the separability between classes. We performed classification using SVM as
a classifier to a traditional dance recognition dataset and the advantage of us-
ing dimensionality reduction, before classifying, is highlighted. In addition, some
interesting projections of the data were given. Future work can be focused on
performing dimensionality reduction using different initial kernels.
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Abstract. In interaction systems, communication between user and the
computer may be performed using a graphical display of human repre-
sentation called avatar. This paper is focussed on the problem of facial
motion analysis for human-like animation. Using similarities in motion
data four criteria for characteristic points grouping (facial regions, move-
ment directions, angles and distances) have been proposed. In order to
estimate the number of clusters for selected facial expressions a dedicated
algorithm has been applied. Based on the results of subjective assessment
the most satisfying configuration of criteria, in terms of number of clus-
ters and accuracy of emotions recognition, was a group of distance, region
and angle between facial markers. In the result, the obtained groups may
be used to simplify the number of control parameters necessary to syn-
thesise facial expressions in virtual human systems. The final structure
of the characteristic points can diminish overall computational resources
usage by decreasing the number of points that need to be recalculated
between animation phases. This is due to the fact, that the movement
similarities were exploited to make the groups with the same properties
be controlled by dominant markers.

Keywords: facial motion, grouping, characteristic points, expressions,
motion classification, human-computer interaction (HCI).

1 Introduction

The popularity of the analysis and synthesis of the facial expressions is still
growing. Because the face is playing a particularly important role in the com-
munication, in many areas of science it is treated as a system that is able to
transmit multiple messages at once. There are four basic classes of signals gen-
erated by the face: static signals that involve the construction of a face, slowly
changing signals, where changes occur gradually over a specified period of time
(such as growing up and aging), fast signals, such as facial expressions, and
additional components, such as make-up, glasses and hair. In this paper the pre-
sented approach is focused on the analysis of the third type of the signals – facial
expressions. The choice of facial expressions was motivated by he fact, that the
face is one of the elements of non-verbal communication transmitting the most
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information about the emotional state of a human [1]. It provides visual cues
about the emotional state, and thus facial expression is a part of the natural
language of communication [2].

The non-verbal message involves transmitting and receiving information at
all words-free channels. It is expressed mainly by the facial expressions or ges-
tures and indicates emotional states, expectations or intentions directed to the
interlocutor. The importance of facial expressions in communication is described
by the Mehrabian rule 7/38/55, where 7% of the information is transmitted by
spoken words, 38% from tone of the voice and 55% by the facial expressions
and body language. According to the experiments performed by Paul Ekman,
six basic expressions are universal and easy to understand for most cultures: joy,
sadness, fear, anger, surprise, disgust [3].

Nowadays, the main objective is to develop human-machine communication,
that would be close to the natural communication between people. In HCI, fa-
cial motion synthesis is an active and significant topic in areas like low bit-rate
communication or user-friendly interfaces [4], edutainment systems [5], portable
personal guides, in autonomous robot platforms for domestic service applica-
tions, or social robots [6]. The researchers aim to extend traditional systems of
the communication between the human and the machine, for systems oriented on
solutions using the virtual reality. The basic requirement while creating avatars
is a balance between computational cost and realism. Motion grouping approach
proposed in this paper may be used for motion planning, facial expression recog-
nition [7], clustering based search algorithm for motion estimation like in [8], or
motion detection [9] without prior information about scene or object.

2 Related Works

In this section we only review approaches that use motion classification for facial
motion synthesis, which are related to our approach. One closely related method
is presented in [10], where an algorithm for creating a model of facial motion
from a set of records of markers located on the face producing speech was pro-
posed. In a presented approach 38 facial characteristic points are grouped into
clusters, each cluster with one primary marker. In the first step all markers are
defined as primary markers, then the displacement of each marker is formulated
as a linear combination of the translation of its neighborhood and achieved by
a least squares approach. Algorithm proposed by Lucerno seeks the weight val-
ues of points belonging to the group of the approximation of primary marker
displacement, such that the error measure is minimal. The step is repeated for
other markers and finally the marker with the smallest error is removed from the
primary markers list. Markers removed from the list are added to the set of sec-
ondary markers. The algorithm is stopped when the expected number of primary
markers is accomplished – for selected points 15 groups were adopted. Clustering
has been also used in [8], where Zhang proposed a face clustering method based
on the facial shapes. First, for the front image of the face the facial attributes are
extracted using a modified Active Shape Models (ASM). Images are grouped into



128 M. Kocoń

7 classes and modified with ISODATA (Iterative Self-Organizing Data Analysis
Technique) clustering method, that divides into several small classes.

3 Proposed Approach to Motion Analysis

First the data regarding the motion of facial expressions is captured and stored.
Then we group the motion of characteristic points in accordance to the similar-
ities between them and the proposed four criteria of motion grouping. Finally,
we proposed a dedicated algorithm to define the control points and estimate the
number of clusters for six basic facial expressions, as shown in Algorithm 1.

3.1 Data Collection

For movement analysis database of still images is used. The dataset contains
images of 20 young people performing a series of facial displays - expressions of
six basic emotions (joy, anger, sadness, surprise, fear and disgust) and a neutral
state. To label and arrange the characteristic points on the captured faces basic
information about the facial anatomy – muscle localisation and the face actions
classification called FACS [11] is used. The 44 characteristic points are selected
and placed on the volunteers’ faces. Each face is captured in front and side view
according to a method proposed in [12] for selected facial expressions. Most of the
markers are concentrated in the areas of major importance for the expressions
– around the mouth and eyes (see Figure 1(a) and (b)).

(a) (b)

Fig. 1. Location of selected facial characteristic points (a) and facial regions (b)
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3.2 Motion Grouping

The neutral state is selected as initial position of each expression. Control points’
coordinates taken from the image in the neutral state is compared with the
same points in other animation phase. The captured coordinates of points are
normalised to the range (−1, 1) accordingly to the image dimensions (Fig. 2).

Fig. 2. An example of features used as constrains for clustering

As the cluster a group of characteristic points in a specified area is defined,
where the points have the similar movement dependency. For grouping process
the following criteria are proposed:

I) Facial regions – the properties of facial anatomy are used to select the
regions of the face. As shown in Fig. 3(a) and Fig. 3(b) face has circular
muscles, which on account of the structure and the opposite directions of
movement cannot belong to the same group. Points located on the opposite
sides of the face natural dimples created by the circular muscle, should be
handled separately. For this reason, the eyes and mouth lines (at positions
ye, ym (see Fig. 2) are introduced. The criterion uses the comparison of
points coordinates with regions selected by the semi-symmetry of the face,
mouth and eyes line (Fig. 1(b)). Thanks to such division lines across the
mouth and eyes are avoided.

II) Movement directions – criterion based on comparison of signs obtained from
coordinates differences of appropriate points.

III) Angles – checking condition of angle between line passing through the
given point and the beginning of the coordinate system with horizontal
axis (Fig. 2).

IV) Distances – criterion based on Euclidean distance d (Fig. 2) between the
point in neutral state and the point in selected emotional state.
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Algorithm 1. Clusters with master points calculation.

Input: point - set of points,
E - emotional state, E ∈ {joy, anger, sadness, surprise, fear, disgust},
N - number of points, n = 1, . . . , N .

Output: cluster - set of cluster numbers for each point n,
master - set of master points for each cluster m,
M - number of clusters and master points, m = 1, . . . ,M .

current cluster ← 1
For each point do

cluster assigned ← false
If cluster(n) is empty

For remaining points i from n+ 1 do
If constraints of point(i) are met

cluster(n) ← current cluster
cluster assigned ← true

If cluster assigned is true
current cluster ← current cluster + 1

For each point do
If cluster(n) is empty

cluster(n) ← current cluster
current cluster ← current cluster + 1

M ← current cluster - 1
For each cluster do

maximum distance ← 0
For each point do

If point(i) belongs to cluster(m)
δ ← distance of point(i) in neutral and E emotional state
If δ > max distance

master(m) ← i
max distance ← δ

(a) (b)

Fig. 3. Motion directions of muscles in upper (a) and lower (b) part of the face

Such criteria can provide different solutions from motion dependency point
of view. Using presented properties an algorithm for face markers grouping is
proposed, where the number of clusters are estimated for six different emotional
states.
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In the first stage points with the same fulfilled criteria are grouped into clus-
ters. The unassigned single points become separate clusters. In each cluster a
control point (called master) is selected based on a maximal distance between
its position in neutral and specified emotional state.

The master point defines the motion properties of the rest of the points in
the same group. Only one point in the cluster with the highest displacement is
marked as a master. The range of motion is correlated with the weights that are
associated with the masters. Points in clusters are dependent on a master point
and are described by weight w in the interval (0, 1). The value 1 is assigned to the
master and for the associated points the weight changes its value proportionally
to the Euclidean distance to the master point. For a selected point i weight
is calculated as wi = δi/δmaster, where δi denotes Euclidean distance between
point i in two emotional states (neutral and a selected state).

Table 1. Number of clusters obtained for all criteria with angle tolerance equal to 3◦

and distance tolerance equal to 0.04

Constraint type Surprise Joy Sadness Anger Disgust Fear

facial regions 5 5 5 5 5 5

angle 21 19 17 7 31 15

facial regions/distance 10 8 8 9 7 6

facial regions/angle 27 32 26 17 37 22

angle/distance 29 21 18 10 32 16

facial regions/distance/angle 20 15 16 19 17 14

distance/regions/direction 12 11 12 9 14 9

angle/distance/regions/direction 31 32 27 19 37 22

4 Experimental Results

The results of grouping based on criterion III gives sizeable deviation (24 clus-
ters) of the number of groups, i.e. it is evident in the case of disgust (31 clusters)
and anger (7 clusters) states (see Fig.5(a)) for angle tolerance equal to 3◦. For
the I and III criteria (Fig. 5(b)), and for the II and III criteria (see Fig. 5(c))
the greater deviations for the number of groups for all emotions is obtained,
even for large angles tolerance than for distances. The neighbourhood of each
marker is defined as a set of all markers that have the same direction, Euclidean
distance and the points belong to the same face region. The examples of such
motion clustering for expressions are presented in Fig. 4, where the black dots
represent the master markers of each cluster. Additionally, the other markers
in the cluster are linked to the master. Motion asymmetry in facial expressions
results in asymmetry of the clusters between the two sides of the face.

As shown in Fig. 5(d) the clustering result is acceptable for a distance toler-
ance equal to 0.04 for each emotional state. In order to evaluate recognition of
expressions (which were mapped on the three-dimensional model) a subjective
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(a) (b) (c)

(d) (e) (f)

Fig. 4. The examples of clusters obtained for the expressions: surprise (a), joy (b),
sadness (c), anger (d), disgust (e) and fear (f). The characteristic points were clustered
based on a distance, facial regions and motion direction.

Table 2. Examples of the subjective recognition efficiency of the modeled emotional
states using three-dimensional human head model

Hit ratio for emotional states [%]

Constraint type Surprise Joy Sadness Anger Disgust Fear

facial regions 0 0 0 0 0 0

angle 0 0 0 0 0 0

facial regions/distance 10 0 0 5 0 0

facial regions/angle 45 35 44 30 37 41

angle/distance 64 85 50 23 74 65

facial regions/distance/angle 95 100 97 100 85 98

distance/regions/direction 20 9 18 5 28 10

angle/distance/regions/direction 98 100 97 100 89 98

assessment on the group of 27 volunteers is performed. Each person evaluates
how the synthesised facial expression resembles selected emotion. The results are
shown in Tab. 2, where the most satisfying configurations of criteria are marked
in grey. As can be seen, the recognition rate is similar in both cases.
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i(a)

(b)

(c)

(d)

Fig. 5. Number of clusters for angles (a), angles/facial regions (b), angles/facial re-
gions/ direction (c), and distance/facial regions/direction (d)
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5 Concluding Remarks

Traditional communication between humans and machines involves the use of
external interfaces like a keyboard, tablet or mouse. Facial expressions assure
natural way of communication by transmitting the messages through the face
and is an important aspect in HCI.

Dynamic modelling of the expressions on the virtual model is associated with
the problem of the number of points, which requires memory resources for cal-
culations and data storing. For this reason, in this paper, a technique for motion
grouping of facial characteristic points placed accordingly to the anatomical
structure of the face is presented. In this case the following grouping criteria
are adopted: five facial regions, movement directions and criterion based on Eu-
clidean distance. Each group has one master point and members’ positions in the
group are modified accordingly to the master position. In the grouping process,
the best result from the number of groups and motion similarity point of view
is obtained for the distance, facial regions and motion directions. The technique
exploiting all four criteria in this case is not effective, because over the half of
groups contains only single element. In such case, the animation process requires
more computational cost to handle separate points.

Obtained results are still preliminary, but the proposed approach may be used
to simplify the animation process. In the future research an extension of the set
of facial expressions is planned and more facial movements will be explored.
Presented paper is the continuation of the research described in [13], where the
number of characteristic points was reduced for idle-mode animation. Proposed
technique may be used for simplifying facial expression animation for systems
with low memory resources.
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13. Kocoń, M.: Idle Motion Synthesis of Human Head and Face in Virtual Reality
Environment. In: Ma, M., Oliveira, M.F., Petersen, S., Hauge, J.B. (eds.) SGDA
2013. LNCS, vol. 8101, pp. 299–306. Springer, Heidelberg (2013)



An Intelligent Tool for the

Automated Evaluation of
Pedestrian Simulation

Evangelos Boukas1, Luca Crociani2, Sara Manzoni2, Giuseppe Vizzari2,
Antonios Gasteratos1, and Georgios Ch. Sirakoulis1

1 Democritus University of Thrace, Xanthi, Greece
2 University of Milano-Bicocca, Milan, Italy

evanbouk@pme.duth.gr,

{luca.crociani,manzoni,viz}@disco.unimib.it,
agaster@pme.duth.gr, gsirak@ee.duth.gr

Abstract. One of the most cumbersome tasks in the implementation
of an accurate pedestrian model is the calibration and fine tuning based
on real life experimental data. Traditionally, this procedure employs the
manual extraction of information about the position and locomotion of
pedestrians in multiple videos. The paper in hand proposes an auto-
mated tool for the evaluation of pedestrian models. It employees state of
the art techniques for the automated 3D reconstruction, pedestrian de-
tection and data analysis. The proposed method constitutes a complete
system which, given a video stream, automatically determines both the
workspace and the initial state of the simulation. Moreover, the system
is able to track the evolution of the movement of pedestrians. The evalu-
ation of the quality of the pedestrian model is performed via automatic
extraction of critical information from both real and simulated data.

Keywords: pedestrian simulation, pedestrian detection, cellular
automata, stereo vision, 3D reconstruction, agent based models.

1 Introduction

The pedestrian modeling has been studied the past decades extensively and
different approaches have been followed, which can be classified mainly as force-
based [1,2], CA-based [3,4] and agent -based models [5,6]. Yet, the research com-
munity has not reached the state of understanding or development that would
allow the accurate modeling and simulation of the widest variety of pedestrian
movement scenarios. The valorisation of pedestrian modeling and simulation
techniques is mostly carried out by assessing their ability to assemble the evo-
lution real life pedestrian movement circumstances.

The collection of crucial and meaningful data constitutes a challenge by itself.
Usually the automated extraction of data from videos is employed on controlled
groups of pedestrians, which are commonly equipped with wearable markers.
However, during real life scenarios such markers do not exist and, therefore,
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such approaches are unfeasible and manual extraction is required. For example,
works in [7,8,9] employ manual extraction of experimental data from videos.
The collection and process of this data is a dull, repetitive, tiring and error-
prone task, thus making it a perfect candidate for automation. This proposed
work aspires to fill this gap, while the approach followed is analyzed in the next
sections. The approach of our method consists of three distinct modules, namely
the “Computer Vision module”, the “Pedestrian Simulation module” and the
“Evaluation module” (Fig. 1). The “Computer Vision module” includes all the
software and hardware required to capture and analyze the real world envi-
ronment, including the 3D formation of the environment and the pedestrians
position and specific attributes such as speed and direction. The “Pedestrian
Simulation module” receives as input the information about the starting sce-
nario including the pedestrian attributes and then simulates the evolution of
the movement. Finally the output of the simulation is contrasted with the real
evolution of the pedestrian movement to appraise the quality of the simulation.
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Fig. 1. The Approach Schematic includes the three major modules of the system:
“Computer Vision”, “Pedestrian Simulation” and “Evaluation”

2 Computer Vision Module

In this section the computer vision system is outlined. Firstly, we present the
camera setup, then the 3D reconstruction process is analyzed, followed by the
pedestrian position and attributes extraction, finally we provide the transition
from the 3D world to the 2D simulation scenario.
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2.1 Camera Setup

In order to accurately capture the formation and attributes of the surrounding
environment, including depth information, we must firstly design our computer
vision system in terms of hardware, i.e. the camera devices that are going to
be employed [10]. In order to achieve the maximum accuracy, at the required
range as depicted in Fig. 2, we need to consider a special stereo camera setup
and to define the specific hardware attributes [11]. Firstly, the range resolution
is the minimal change in range that the stereo vision system can differentiate. In
general, resolution deteriorates with distance. The function that calculates the
range l within which the resolution r is better than, or equal to a desired value
is the following:

l =

√
0.5 · r · b · w

c · tan(0.5 · F )
(1)

where l is the distance in which the desired resolution is achieved, r is the spec-
ified range resolution, b is the baseline, w is the horizontal image resolution, F
is the cameras’ field of view (FoV) expressed in radians, and c is the disparity
precision expressed in pixels. In particular, the disparity precision concerns the
sub-pixel resolution during the calculation of the disparity map, obtained by in-
terpolation. Eq. 1 shows that given the resolution r the range l may grow either
by increasing the baseline b or by decreasing F , or both. Besides, more accurate
stereo results are typically obtained by keeping the stereo angle (the angle be-
tween the line-of-sight of the two cameras to the minimum-distance object) as
low as possible and in all cases below 15o, due to the smaller correspondence
search range [12]. Moreover, the function that relates the focal length f of the
cameras with the field of view F is of important for the determination of a stereo
system’s parameters, and can be expressed as:

f =
0.5 · s · 0.001 · w
tan(0.5 · F )

(2)

where s is the physical width of the sensor’s pixels.
In order to overcome the step of the design and implementation of a special

stereoscopic camera system, one could implement a vision system occupying a
RGB-D sensor, such as the Microsoft Kinect or the Asus Xtion, that is able
to capture both visual and depth information. The main disadvantage of fixed
Commercial Off-The-Shelf (COTS) RGB-D solutions is that the accuracy drops
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Fig. 2. The camera setup
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significantly further than 5 meters. Specifically, the accuracy drops to less than
20 centimeters at a distance that is farther than 8meters. An indicative example
of the output of our vision system, which has been installed in a narrow corridor
at the premisses of the Department of Informatics, Systems and Communication
(DISCo) of the University of Milano-Bicocca, is presented in Fig. 3.

2.2 3D Scene Reconstruction

The next step comprises the 3D reconstruction of the scene. The latter is a
straightforward procedure given the intrinsic and the extrinsic parameters of
the utilized stereo rig. Making use of the depth information calculated in the
disparity module, the position of each pixel onto the image plane are then ex-
pressed into 3D world coordinates. More specifically, pixels expressed in camera
coordinates (xc, yc, disp(xc, yc)), with respect to the stereo geometry, are trans-
formed in 3D points (x, y, z). The XY plane coincides with the image plane
while the Z axis denotes the depth of the scene [13]. The relation between the
world coordinates of a point P (x, y, z) and the coordinates on the image plane
(xc, yc, disp(x, y)) is expressed by the pin-hole model and the stereo setup as:

[x, y, z] =

[
xc · z
f

,
yc · z
f

,
b · f

disp(xc, yc)

]
(3)

where, z is the depth value of a pixel depicted in (xc, yc), b is the stereo camera’s
baseline, f the focal length of the lenses expressed in pixels and disp(xc, yc) the
corresponding pixel’s disparity value. In Eq. 3 x and y denote the abscissa and
the ordinate in 3D world coordinates, respectively, which as a pair correspond
to the (xc, yc) pixel on the image plane, respectively. In the case of the usage of
an RGB-D sensor the disparity is obtained after a transformation of the depth
image, since the disparity and the depth image are inversely proportional.

2.3 Traversable/Obstacle Free Area Extraction

In thenext step, the area is partitioned into traversable andnot-traversable one [14].
Using disparity map, a reliable v-disparity image is computed, as shown in Fig. 3.
In a v-disparity image each pixel value corresponds to the number of pixels in the
input image that lie on the same image line (ordinate) and posses disparity value
equal to its abscissa. The terrain in the v-disparity image is modeled by a linear
equation, the parameters of which can be found using Hough transform [15], con-
dition to the fact that the a significant number of the input images’ pixels belong
to the terrain and not to obstacles. A tolerance region on both sides of the terrain’s
linear segment is considered and any point outside this region can be safely consid-
ered as originating froma barrier.The linear segments denoting the terrain and the
tolerance region overlaid on the v-disparity image are shown in Fig. 3. Then pixels
of the image that lie in the traversable area can be traced.
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Fig. 3. The visual representation of the implemented algorithm for the computation
of the floor

2.4 2D Simulation Scenario

The pedestrian simulation algorithm employees a cellular automaton (CA) that
operates over a grid. Thus, the 3D reconstructed area should be transformed
into a 2D grid. Based on the aforementioned procedure of the extraction of the
obstacles in an area, each point of the point cloud that lays on an obstacle is
projected on the floor plane, which has also been estimated by the v-disparity.
Then, taking into consideration the the size of the CA cells, which may vary
depending on the evaluated model (in our case it is 40cm×40cm), the projected
points are sampled on the cellular grid. Figure 4 depicts the steps required for
this transformation. The resulting simulation scenario (workspace) is ready to be
infused with virtual pedestrians. The following subsection describes the process
of pedestrian position and attributes extraction.

2.5 Pedestrian Position and Velocity Extraction

Identifying moving objects in video sequence is a fundamental and critical task
in video surveillance and, thus, it has been extensively studied in the past
[16],[17],[18]. For the shake of executional acceleration and based on the fact
that an indoors and almost “controlled” environment is assumed, a rather dif-
ferent approach is employed. The technique is based on the 3D perception of the
environment which is already implemented in the previews parts of our system.
The system can be partitioned to three major components:

– In-point-cloud analysis to extract pedestrian candidates
– Mean Shift clustering to count and locate pedestrians
– SIFT feature matching to track the pedestrians
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Fig. 4. Discrete steps of the algorithm for the automated formation of the workspace

Firstly, the extraction of those points, in the point cloud, that possibly cor-
respond to pedestrians should be performed. This method is based on the fact
that the empty observed environment has been classified to ground (traversable
area) and to obstacles. A geometric analysis is performed directly on the point
cloud, in order to extract those points that are above the floor and do not belong
to an obstacle. This search is automatically windowed in an area that is defined
from the 3D obstacles.

The number of pedestrians, which appear at each frame is unknown. Thus a
clustering algorithm, namely the mean shift [19], is employed in order to seg-
ment the point cloud into pedestrians’ sub-point clouds. The mean shift provides
the ability to define the shape of the 3D clusters by adjusting the bandwidth.
The bandwidth of our setup is set to 0.5 m. This selection is physically consis-
tent with the size of pedestrians. An example of the extracted resulting clusters
are presented in Fig.5. The next step comprises the tracking of the pedestri-
ans, performed by employing the SIFT features. At each frame, SIFT features
are extracted, detected and matched to the next frame’s features. Next, they
are tracked throughout the 3D reconstruction and pedestrian detection thusly
leading to the tracking of the pedestrians. An example of pedestrian tracking
through consecutive frames is presented in Fig.6.

The tracking of pedestrians provides the ability to extract an additional at-
tribute, that is the personal velocity. The velocity of a point, that is matched in
two consecutive frames, is calculated as the 3D Euclidean distance of its position
in the respective reconstructed point clouds, divided by the time between these
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Fig. 5. The detection of the pedestrians exploiting the mean shift algorithm

frames. This time is given by the frame rate of the camera system. The veloc-
ity of the pedestrian can be calculated as the mean velocity of all the matched
points of the same cluster.

3 Pedestrian Simulation Model

Having created the initial simulation scenario infused with the pedestrians we
can simulate their movement and then validate the outputs of the simulator
with the observed data. In this section the computational model used for pedes-
trian simulation will be briefly described1, in order to understand the kinds of
evaluation which can be performed.

3.1 Environment

The environment is modeled in a discrete way by representing it as a grid of
squared cells with 40cm× 40cm size (according to the average area occupied by
a pedestrian [21]). Cells have a state indicating the fact that they are vacant
or occupied by obstacles or pedestrians. The same cell can also be temporary
occupied by two pedestrians, in order to allow simulation of overcrowded situa-
tions in which the density is higher than 6.25 ped/m2 (i.e. the maximum density
reachable by our discretisation).

The information related to the scenario2 of the simulation are represented by
means of spatial markers, special sets of cells that describe relevant elements
in the environment. In particular, three kinds of spatial markers are defined:
(i) start areas, that indicate the generation points of agents in the scenario.

1 For a complete discussion of the model, see [20].
2 It represents both the structure of the environment and all the information required
for the realization of a specific simulation, such as crowd management demands
(pedestrians generation profile, origin-destination matrices) and spatial constraints.
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Fig. 6. An example of tracking through consecutive frames

Agent generation can occur in block, all at once, or according to a user defined
frequency, along with information on type of agent to be generated and its desti-
nation and group membership; (ii) destination areas, which define the possible
target locations of the pedestrians in the environment; (iii) obstacles, that iden-
tify all the non-walkable areas as walls and zones where pedestrians can not
enter.

Space annotation allows the definition of virtual grids of the environment,
as containers of information for agents and their movement. In our model, we
adopt the floor field approach [3], that is based on the generation of a set of
superimposed grids (similar to the grid of the environment) starting from the
information derived from spatial markers. Floor field values are spread on the
grid as a gradient and they are used to support pedestrians in the navigation of
the environment, representing their interactions with static object (i.e., destina-
tion areas and obstacles) or with other pedestrians. Moreover, floor fields can be
static (created at the beginning and not changed during the simulation) or dy-
namic (updated during the simulation). Three kinds of floor fields are defined in
our model: (i) path field, that indicates for every cell the distance from one desti-
nation area, acting as a potential field that drives pedestrians towards it (static).
One path field for each destination point is generated in each scenario; (ii) ob-
stacles field, that indicates for every cell the distance from neighboring obstacles
or walls (static); (iii) density field, that indicates for each cell the pedestrian
density in the surroundings at the current time-step (dynamic).

Chessboard metric with
√
2 variation over corners [22] is used to produce the

spreading of the information in the path and obstacle fields. Moreover, pedes-
trians cause a modification to the density field by adding a value v = 1

d2 to
cells whose distance d from their current position is below a given threshold.
Agents are able to perceive floor fields values in their neighborhood by means of
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a function Val(f, c) (f represents the field type and c is the perceived cell). This
approach to the definition of the objective part of the perception model moves
the burden of its management from agents to the environment, which would need
to monitor agents anyway in order to produce some of the simulation results.

3.2 Pedestrians and Movement

Formally, our agents are defined by the triple Ped = 〈Id, Group, State〉,
where State = 〈position, oldDir, Dest〉, with their own numerical identifier,
their group3 (if any) and their internal state, that defines the current position
of the agent, the previous movement and the final destination, associated to the
relative path field.

Agent Behaviour. Agent behavior in a single simulation turn is organized
into four steps: perception, utility calculation, action choice and movement. The
perception step provides to the agent all the information needed for choosing
its destination cell. In particular, if an agent does not belong to a group (from
here called individual), in this phase it will only extract values from the floor
fields, while in the other case it will perceive also the positions of the other
group members within a configurable distance, for the calculation of the cohesion
parameter. The choice of each action is based on an utility value assigned to every
possible movement according to the function:

U(c) =
κgG(c) + κobOb(c) + κsS(c) + κcC(c) + κdD(c) + κovOv(c)

d
(4)

U(c) takes into account the behavioral components considered relevant for
pedestrian movement, each one is modeled by means of a function that returns
values in range [−1;+1], if it represents an attractive element (i.e. its goal), or
in range [−1; 0], if it represents a repulsive one for the agent. For each function
a κ coefficient has been introduced for its calibration: these coefficients, being
also able to actually modulate tendencies based on objective information about
agent’s spatial context, complement the objective part of the perception model
allowing agent heterogeneity. The purpose of the denominator d is to constrain
the diagonal movements, in which the agents cover greater distances (0.4 ×

√
2

instead of 0.4) and assume higher speeds respect with the non-diagonal ones.
The first three functions exploit information derived by local floor fields: G(c)

is associated to goal attraction whereas Ob(c) and S(c) respectively to geometric
and social repulsion. Functions C(c) is a linear combination of the perceived
positions of members of agent group in an extended neighborhood; they compute
the level of attractiveness of each neighboring cell, relating to group cohesion
phenomenon. Finally,D(c) adds a bonus to the utility of the cell next to the agent
according to his/her previous direction (a sort of inertia factor), while Ov(c)

3 The model here described particularly considers social relationships between people.
See [20] for a thorough discussion of this aspect.
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describes the overlapping mechanism, a method used to allow two pedestrians
to temporarily occupy the same cell at the same step, to manage high-density
situations.

After the utility evaluation for all the cells in the neighborhood, the choice
of action is stochastic, with the probability to move in each cell c as (N is the
normalization factor): P (c) = N · eU(c). On the basis of P (c), agents move in
the resulted cell according to their set of possible actions, defined as list of the
eight possible movements in the Moore neighborhood, plus the action to keep
the position (indicated as X): A = {NW,N,NE,W,X,E, SW, S, SE}.

3.3 Time and Update Mechanism

In the basic model definition time is also discrete; in an initial definition of the
duration of a time step was set to 0.31 s. This choice, considering the size of the
cell (a square with 40 cm sides), generates a linear pedestrian speed of about 1.3
m/s, which is in line with the data from the literature representing observations
of crowd in normal conditions [21].

Regarding the update mechanism, three different strategies are usually con-
sidered in this context [23]: ordered sequential, shuffled sequential and parallel
update. The first two strategies are based on a sequential update of agents, re-
spectively managed according to a static list of priorities that reflects their order
of generation or a dynamic one, shuffled at each time step. On the contrary, the
parallel update calculates the choice of movement of all the pedestrians at the
same time, actuating choices and managing conflicts in a latter stage. The two
sequential strategies, instead, imply a simpler operational management, due to
an a-priori resolution of conflicts between pedestrians. In the model, we adopted
the parallel update strategy. This choice is in accordance with the current litera-
ture, where it is considered much more realistic due to consideration of conflicts
between pedestrians, arisen for the movement in a shared space [4].

With this update strategy, the agents life-cycle must consider that before car-
rying out the movement execution potential conflicts, essentially related to the
simultaneous choice of two (or more) pedestrians to occupy the same cell, must
be solved. The overall simulation step therefore follows a three step procedure:
(i) update of choices and conflicts detection for each agent of the simulation;
(ii) conflicts resolution, that is the resolution of the detected conflicts between
agent intentions; (iii) agents movement, that is the update of agent positions
exploiting the previous conflicts resolution, and field update, that is the compu-
tation of the new density field according to the updated positions of the agents.

The resolution of conflicts employs an approach essentially based on the one
introduced in [4], based on the notion of friction. Let us first consider that
conflicts can involve two of more pedestrians: in case more than two pedestrians
involved in a conflict for the same cell, the first step of the management strategy
is to block all but two of them, chosen randomly, reducing the problem to the
case of a simple conflict. To manage this latter, another random number ∈ [0, 1]
is generated and compared to two thresholds, frict l and fricth, with 0 < frict l <
fricth ≤ 1: the outcome can be that all agents yield when the extracted number
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is lower than frict l, only one agent moves (chosen randomly) when the extracted
number is between frict l and fricth included, or even two agents move when the
number is higher than fricth (in this case pedestrian overlapping occurs).

4 Automated Simulation Evaluation

Given the data which can be obtained with the methodology described in Sec.
2.5, a preliminary evaluation of the pedestrian model is based on metrics de-
scribing the space utilisation of pedestrians, that is, the way they walked in the
analyzed/simulated scenario, facing the presence of obstacles or other people.
Real world data for the simulation evaluation have been achieved with a small
set of experiments in a corridor section, by performing 3 different scenarios. In
the tests the corridor was crossed by respectively: (i) 1 person per side; (ii) 1 per-
son from one side and 2 from the other; (iii) 2 persons per side. The simulation
environment and some frame of the video is shown in Fig. 4 - 5.

The evaluation of the simulation model is automated by the tool in a simple
way. In this phase, the pedestrian simulation module receives major inputs for
the simulation configuration from the computer vision module (i.e., the scenario
setting with the time schedule of pedestrian generation, obtained by analysing
the boundaries of the observed environment). The calibration parameter set,
for each simulation, is provided by the automated evaluation module. The main
objective of this module is the investigation of the correct calibration for the sim-
ulator: starting from an initial configuration of the calibration weights, provided
by the user, and a set of variable calibration parameters it issues, through the
simulation module, a set of simulations with different configurations of weights.
Once a single simulation is finished, results are compared with the observed
data according to a user defined metric, that analyses one or more effects of the
human behaviour. While the comparison is not acceptable (i.e., the difference
between data is greater than a user defined threshold), the range of the calibra-
tion weights is explored with new simulations. Metrics used for the evaluation,
with simulation results are discussed in the following susections.

4.1 Average Pedestrian Distances

A well-known effect of the human behaviour is the preservation of particular,
physical distances among other people, differentiated by the situation and the
relationship had with them in different situations. Studies in the field of anthro-
pology [24] inform about average values of these social distances. On the other
hand, the adaptivity of the human behaviour leads to high variability of dis-
tances regarding different situations: with the increasing of pedestrian densities
as well as with incoming flows from other directions. Automatic calculation of
the observed distances between pedestrians is therefore needed for better under-
standing if the simulation model is able to reproduce them properly.

Starting from the position of every pedestrian gathered in each frame of the
video, distances DPi,Pj , less than a threshold rped

4, are collected for calculating

4 We assumed rped = 1.2m, in order to represent the personal space of pedestrians.
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the average. Then, the evaluation is performed by comparing this value with the
one obtained by using the positions of the agents during the simulation. For this
evaluation, only the parameter κs has been tuned by the automated tool.

Table 1 compares the data gathered with the three experiments, described
at the beginning of this section, with the results achieved by simulating each
respective scenario. After the calibration phase, it has been found an optimal
value of κs close to 30. It is possible to see that, while with 3 and 4 persons
in the scenario the simulated data are close to the real ones, in the case with 2
pedestrians simulations have an error near to 0.3 meters. This is probably due to
the missing of a mechanism for managing the anticipation, or reservation of space
between simulated pedestrians, as already explained in [25]. This mechanism
would improve the cooperation between agents, letting them to avoid trajectories
which lead to conflicts and to too short distances with other persons in low
density situations.

Table 1. Comparison of average pedestrian lowest distances

Scenario Real World [m] Simulation [m]

(i) 1.05 0.76

(ii) 0.79 0.81

(iii) 0.82 0.81

4.2 Average Distances with Obstacles

In order to analyze the reproduction of trajectories by the simulator, another
indicator must describe the distances maintained with obstacles and walls in
the environment. With this aim, this analysis uses the positions of pedestrians
and the configuration of the environment for calculating the average distance
between pedestrian and obstacles. In particular, for each pedestrian and each
frame, the minimum distance between its position and the nearby obstacles is
calculated. If this is below a distance threshold robs (for the simulation we used
robs = 1.2), it will be added to the set used for the average calculation.

Table 2 compares real world and simulation results. After the calibration
phase, value of κobs has been rounded to 3.

Table 2. Evaluation of average distances with obstacles

Scenario Real World [m] Simulation [m]

(i) 0.53 0.64

(ii) 0.61 0.63

(iii) 0.56 0.63
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5 Conclusions

In this paper an automated tool for the evaluation of pedestrian simulation
models has been presented. The developed tool has been tested using real data
versus simulated ones, produced by an existing pedestrian simulator [20] and
the overall testing procedure has been analyzed. The tool performs adequately,
highly improving the calibration and evaluation of the simulation model both in
accuracy and in overall time. The automation of the procedure opens new areas
of research. Future work is mainly focused on two directions. Firstly on the
improvement of the tool itself and, secondly, on the fully automated calibration
of a pedestrian simulator. In particular, the simulation evaluation procedure will
be improved including data about local densities distribution in the space, which
can be calculated based on the position of pedestrians. In addition, improving
the output of the computer vision module with even more accurate tracking
techniques, will enable the system to estimate sturdy instant velocities of people.
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Abstract. Vision based inspection systems for 3D measurements us-
ing single camera, are extensively used in several industries, today. Due
to transportation and/or servicing of these systems, the camera in this
system is prone to misalignment from its original position. In such sit-
uations, although a high quality calibration exists, the accuracy of 3D
measurement is affected. In this paper, we propose a statistical tool or
methodology which involves: a) Studying the significance of the effects of
3D measurements errors due to camera misalignment; b) Modelling the
error data using regression models; and c) Deducing expressions to de-
termine tolerances of camera misalignment for an acceptable inaccuracy
of the system. This tool can be used by any 3D measuring system using
a single camera. Resulting tolerances can be directly used for mechanical
design of camera placement in the vision based inspection systems.

Keywords: Camera calibration, Vision based inspection systems,
Camera misalignment and Regression models.

1 Introduction

With the advent of automation in all types of industries, manual intervention in
the operations of machines is minimized. Nowadays, automatic inspection sys-
tems are used to inspect various types of faults or defects in several application
areas such as sorting and quality improvements in food industry [11], [10], inspec-
tion of cracks in roads [4], crack detection of mechanical units in manufacturing
industries [8], [9] and so on. Vision based inspection systems are increasingly
growing with the advance in computer vision techniques and algorithms.

Typically, vision based inspection systems that inspect objects of interest and
estimate measurements, are required to know a priori information about the
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intrinsic (focal length, principal axes) and the extrinsic (position and orienta-
tion) parameters of the camera without any freedom of scale. These parameters
are obtained by a camera calibration process [3],[5]. Usually, calibration is car-
ried out offline, i.e., before the system is deployed and thereafter the calibrated
parameters are used to recover 3D measurements from the 2D image of the cam-
era [12], [13], [14]. The quality of the camera calibration is an important factor
that determines the accuracy of the inspection system.

Although the quality of calibration might be very high, it is difficult to guar-
antee highly accurate measurements, if the camera is physically misaligned from
the position assumed during calibration. However, the transportation or instal-
lation can cause misalignment, e.g., due to wrong mounting during installation,
due to ways of handling the system during maintenance or service etc. Conse-
quently, the performance of the inspection system degrades.

A possible correction to this problem would be to re-position the camera,
physically, to its calibrated position or to run the calibration process after de-
ployment. It is very difficult to physically re-position the camera with high pre-
cision. Alternatively, it might also be difficult to recalibrate in some situations
based on the location and accessibility of the installed system.

Therefore, it becomes important to understand the effects of the offset in
cameras’ position and orientation on inaccuracies. The significance of the inac-
curacies depends on design (acceptable inaccuracy level) and the application of
the system. So, an important question is: what is the maximum tolerable cam-
era misalignment for an acceptable inaccuracy of the system? By answering this
question, we will be able to design and operate the system better. When the tol-
erance limits of the camera misalignment are known, the mechanical design of
the camera housing and fixtures will need to adhere to these tolerances to main-
tain the inaccuracy below an acceptable level. Also, by using an empirical model,
it is possible to estimate the camera misalignment and further re-calibrate the
camera parameters to increase the robustness of the system.

This paper aims to enhance the design and operational aspects of vision-
based inspection systems. The main contribution of this paper is to provide a
simple statistical method or tool which can compute acceptable tolerance values
for positions and orientations in all directions for a given accuracy requirements.
This tool is useful in designing the mechanics and in increasing the robustness of
the vision based inspection system. It is easily implementable and reproducible.
The limitation of this tool is that the measurements are carried out on points
that are assumed to be lying on a plane. However, the tool is easily extendable
to measure 3D points as long as an appropriate calibration process is carried out
based on known 3D points. Related work is described in section 2.

First, we identify a suitable use case for the study of effects of camera misalign-
ment on 3Dmeasurements. One such vision based inspection system that exhibits
a similar purpose and problems mentioned so far, is the PantoInspect system [2].
This system is explained in detail in section 3. Details of our experimental de-
sign is explained in section 4. The simulation results and the empirically obtained
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regression model is explained in section 5. Finally the paper is concluded by sum-
marising the goal and evidence of the paper.

2 Related Work

The effects of misalignment of stereoscopic cameras are studied in [15], [16],
[19], however, in our case we study the effects due to misalignment of single
cameras. [15] focusses on the effects of calibration errors on depth errors, and
provides tolerances on calibration parameters. In [16], camera misalignment is
estimated and corrected. [19] studied misalignment effects in stereo cameras. In
the above papers, the approaches rely strongly on a second image and errors of
the cameras’ orientation with respect to each other. Other papers only discuss
effects of camera misalignment on calibration parameters itself [15], [17], [18].
In our case, where we use a single camera, we assume that calibration is of
sufficiently high quality, but once calibrated, the effects of camera misalignment
due to certain factors requires more attention in practical systems and hence,
we study this in our paper. Our approach leads to an estimation of tolerances
for camera misalignment that aims directly at the mechanical design of single
camera vision systems. One major feature of our approach is that it is not specific
to one application, but can be used for any application of this type.

3 The PantoInspect System

PantoInspect is a fault inspection system, which inspects pantographs and mea-
sures the dimensions of the defects in their carbon strips. PantoInspect is in-
stalled, as shown in figure 1, over railway tracks to inspect trains running with
electric locomotives that are equipped with pantographs. Pantographs are me-
chanical components placed on one or more wagons of the train, which can be
raised in height so that they touch the contact wire for electricity. Pantographs
have one or more carbon strips that are actually in contact with the wire. Over
time, due to constant contact of carbon strips with the wire, and probably other
factors, various types of defects (cracks, edge chips etc.) are seen. Such defects
are detected by the PantoInspect system.

3.1 Principle

PantoInspect is mounted right above the train tracks on bridges or other fixtures.
The PantoInspect system receives a notification when the train is approaching
and prepares itself. When the train passes right below the system, three line
lasers are projected onto the carbon strips (depicted as green line in the figure),
and the camera captures the near infrared image of the laser. When defects are
present, the line deforms instead of remaining a straight line in the image. Hence,
the laser line defines the geometry of the defect. The system then analyses the
images, measures the dimension of the defects and notifies the user with alarms
on certain measurement thresholds.
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Fig. 1. PantoInspect system: inspects defects on the pantographs mounted on the
trains

The system measures various defects in the carbon strip based on the captured
images. These defects are represented in figure 2, which are (1)-thickness of car-
bon wear, (2)-vertical carbon cracks, (3)-carbon edge chips, (4)-missing carbon
and (5)-abnormal carbon wear. In general, all these defects are measured in terms
of width and/or depth in real world metrics. Although the PantoInspect system
measures various types of defects in pantographs, the common attribute in these
measurements are width and depth. We therefore consider these attributes as
the main 3D measurements in our scope of simulation and study of the effects
of camera misalignment, in section 4.

Fig. 2. Different carbon defects and the laser line deformations

3.2 Calibration

The system uses 2D pixel measurements in the image and estimates the real-
world 3D scales. Camera calibration is an important step in obtaining such
3D measurements. For PantoInspect, this is carried out in the factory before
installing the system, using Bouguet’s method [1]. A number of checkerboard
images are used to estimate the intrinsic parameter K of the camera that con-
stitutes focal length and principle axes of the camera. Next, a single image of the
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Fig. 3. Inspection scenario: world coordinates (Z=towards camera, Y=horizontal,
X=vertical) and camera coordinates (Z=towards plane, Y=vertical, X=horizontal)

checkerboard that is placed exactly on the laser plane, is used to estimate the
extrinsic parameter of the camera - position T and orientation R, with respect
to the checkerboard coordinates.

3.3 Homography

In the scenario of PantoInspect system, we consider an imaginary plane passing
vertically through the line laser as in figure 3. Then, the points representing
defects are lying on a laser plane. These 2D points of the defects in the image
are detected, and the conversion from 2D (p,q) to 3D (X,Y,Z) points becomes
merely a ray-plane intersection [6], as shown in equation 1, where 3D and 2D
points are expressed in homogeneous coordinates:

⎡⎣p
q
1

⎤⎦ = K[R|T ]

⎡⎢⎢⎣
X
Y
Z
1

⎤⎥⎥⎦ (1)

The K, R and T are obtained from the calibration process. The R matrix
and the T vector are represented with their components in equation 2. Since 3D
points are lying on the plane, the Z axis is zero. The rotation components in the
3rd column (r13, r23, r33) are ignored because they are multiplied by zero:
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∗
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Y
1
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Equation 2 describes a 2D-2D mapping between points on the image and
points on the laser plane. This mapping is a homography (H). Using the homog-
raphy, points on the plane can be recovered and measured for width and depth
of defects that corresponds to defects detected in 2D pixel points.
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4 Study Methodology

We have seen how the camera parameters play an important role in estimat-
ing the measurements in PantoInspect. However when the camera is misaligned
from its original position, estimated 3D measurements incur inaccuracies in the
performance of the system. To study the effects of camera misalignment on 3D
measurements, we carry out a simulation of the PantoInspect image analysis for
3D measurements, under the conditions of camera misalignment.

Fig. 4. Simulation procedure

For repeatability of this simulation in any application involving 3D measure-
ments of points lying on a plane and a single camera, a general procedure is
shown in figure 4, followed by a specific explanation of the procedure for our
case study.

4.1 Error Computation

A set of points (Pw) that represents the crack edges on a plane are synthesized
in the world coordinates. Note that the points are on the plane and hence their
Z axis is 0. These 3D points are synthesised using a random number generator.
From these points, the width (Wknown) and depth (Dknown) of cracks are com-
puted and recorded. These known measurements in 3D space are our baseline
and used as a reference to evaluate the accuracy of the inspection. A range of
reference 3D measurements used are equal to real measurement of the defects
(measured using an industrial caliper).

The projection of the known set of points, Pw are computed based on the
known camera parameters (K, R and T ). These points represent the 2D points
(Pi) in image coordinates that are detected and further analysed by the Pan-
toInspect system.

Typically, when the camera stays perfectly positioned and oriented, the width
and depth of the cracks are measured with a reasonably good accuracy, due to
high quality camera calibration process. To study the effects of camera misalign-
ment on the accuracy of the measurements, the camera misalignment process
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needs to be emulated as if the camera had shifted position or orientation. Ac-
cordingly, points (Pi) are first represented in the camera coordinate system as
Pcam, as depicted in equation 3.

Pcam = K−1 ∗
[
Pi

1

]
(3)

Next, the rotation or translation effects are introduced, as a result of which
the detected points obtain new positions, represented as Pmisalign

i in the image
coordinates. Due to this emulation process that is based on changed camera
orientation (Rcam) and position (Tcam), the Pmisalign

i is estimated as:

Pmisalign
i = K ∗

[
Rcam Tcam

]
∗
[
Pcam

1

]
(4)

During inspection, the PantoInspect system detects measurable points (edges)
of the cracks in the image and back-projects the 2D points into the 3D plane. The
estimation of 3D points (P est

w ) of the crack is based on a pin-hole camera model
and is mathematically shown in equation 5, where homography is a plane-plane
projective transformation [6] as in equation 2:

P est
w = H ∗ Pmisalign

i (5)

Finally, the width (W est) and depth (Dest) measurements are estimated and
compared with the known values to compute the mean squared error, in equa-
tions 6 and 7. These errors Errorwidth and Errordepth represent the accuracy
of the defect measurements:

Errorwidth = ||W −W est||2 (6)

Errordepth = ||D −Dest||2 (7)

4.2 Prediction Model

The simulation produces data pertaining to error in the 3D measurements with
respect to camera misalignment in terms of three positional (Tcam = [tx, ty, tz])
and three rotational (Rcam = [rx, ry, rz ]) misalignments. Considering each of
these camera misalignment components as a variable, and the error as the re-
sponse to it, the error can be modelled using appropriate regression models.
Once the data fits to a model, the parameters of that model can be used for
prediction purposes [7].

This is helpful to make predictions of camera misalignment based on the error
estimated in the system. Then, given the acceptable accuracy of the system, in
terms of maximum allowable error in the measurements, one can deduce max-
imum limits or tolerances of camera misalignment to maintain an acceptable
inaccuracy.
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5 Simulation Results

5.1 Priori

The carbon strip on each pantograph measures about 1.2meters in length and
between 30-50mm in width and 30mm in thickness. For simulation purposes, we
assume that there are about five defects per pantograph, and the system inspects
about 200 such pantograph, i.e., 1000 measurements.

The defect width of maximum 50mm and defect depth of maximum 30mm
are assumed to be present across the length of the carbon strip. The camera
used for inspection is calibrated offline, and hence, a priori calibration data is
available for that camera. The K, R and T matrices are as follows:

K =

⎡⎣4100.8633085 0 947.0315701
0 4104.1593558 554.2504842
0 0 1

⎤⎦
R =

⎡⎣0.0108693 0.9999407 −0.0006319
0.7647318 −0.0079055 0.6443002
0.6442570 −0.0074863 −0.7647724

⎤⎦
T =

[
−540.7246414−119.4815451 2787.2170789

]
5.2 Effect of Camera Misalignment

The simulation procedure explained in section 4 is for one camera-plane pair,
where a single camera calibration parameter (K, R, T , as given above) is used to
recover the 3D measurements. We have conducted experiments on 6 such pairs.
We used two different cameras, and each camera calibration with three planes
corresponding to three line lasers. Results from all the 6 configurations yields
similar patterns and are explained as follows.

For every such configuration, the simulation was carried over a range of cam-
era’s positional misalignment between -100mm to +100mm and orientational
misalignment between -40 and +40 degrees. For every new position and/or ori-
entation of misalignment, the simulation was carried out for 1000 measurements
each. As our goal was to determine tolerances of camera’s positional and ori-
entational misalignments independently, examining the effects due to both mis-
alignments at the same time, was not required.

The results of the simulation as in figure 5 and figure 6, show the variation
in mean squared error of both the width and depth measurements for every
camera misaligned position and orientation. This error (measured in millimetres)
represents the ability of the system to measure the inspected data accurately.

From figures 5(a) and 6(a), it can be seen that the camera translation tx has
the least effect on the errors compared to translations ty and tz . For insight
into the camera axes for translation and rotation, please refer figure 3. The error
for translations in ty and tz is higher, however, not significantly higher than
1mm, which might be an acceptable inaccuracy limit for certain applications.
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(a) Width error Vs camera position tx, ty, tz

(b) Width error Vs camera orientation rx, ry, rz

Fig. 5. Variation of error in 3D measurements (width) of the defects, due to changes
in camera position and orientation about its camera centre

These effects are caused by the camera position misalignments, which shifts the
back projected points, defining the width and depth measurements proportion-
ally, so the relative width and depth measurements remain almost unchanged.

Interesting effects are seen due to camera rotation, which has slightly different
effects on width and depth. From figures 5(b) and 6(b), it can be seen that
the camera rotations ry and rz, has noticeable effects on the width and depth
errors. When the camera is rotated around axes y and z, the resulting 2D image
point moves symmetrically within the image. Furthermore, the rate of increase
of width is higher than depth for ry, because when camera is rotated around the
y axis, the horizontal component of the 2D point is changed more than the y
component and width is a function of the x component. Exactly the opposite is
seen when depth increases at higher rate for rz , because depth is a function of
the y component.

Special cases are the errors due to rx. Remember that the camera is placed
in a position to look down at the laser lines. The rotation around x axis will
have a drastic projective effects in the image plane. The projective properties
result in a non-symmetric variation of the errors around zero. One more thing
to notice is that the error increases very quickly on the negative rx than positive
side. This behaviour can be explained using projective geometric properties.
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Consider an image capturing parallel lines and in perspective view, the parallel
lines meet at vanishing (imaginary) point. It is possible to imagine that the width
of parallel lines is shorter when the capturing device tilts downwards. Similarly,
when our camera is tilted downwards, i.e., rx in the positive (clockwise) direction,
the defect points are moved upwards in the image plane, and the measurement
becomes so small that the error seems to be constant. Contrarily, when the
camera is tilted upwards, the detected points are moved downwards in the image
plane, increasing the measurements and thereby the error.

(a) Depth error Vs camera position tx, ty, tz

(b) Depth error Vs camera orientation rx, ry, rz

Fig. 6. Variation of error in 3D measurements (depth) of the defects, due to changes
in camera position and orientation about its camera centre

5.3 Regression

By visual inspection of figures 5 and 6, we can say that errors are linearly varying
with camera translations (tx, ty, tz), and non-linear with camera rotations (rx,
ry, rz). We not only model the data for every rotation and translation but also
their direction (positive(+) and negative(-)). This means we separate out the
error data for variables r+x , r
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Fig. 7. Linear model fit and residual plots for width error data variation with t−z

0 5 10 15 20 25 30 35 40
0

2

4

6

8

Camera rotation (in degrees)

De
pt

h 
er

ro
r (

in
 m

m
)

 

 
Error data

Polynomial model

0 5 10 15 20 25 30 35 40
−0.5

0

0.5

1

Camera rotation (in degrees)

De
pt

h 
er

ro
r (

in
 m

m
)

 

 
Polynomial model − residuals
Zero Line

Fig. 8. Curvilinear (2 degree) model fit and residual plots for depth error data variation
with r+y

We model the emphirical data related to translations as a simple linear re-
gression model and the data related to rotations are modelled as a curvilinear
regression of degree 2. This results in the estimation of model parameters and
gives rise to expressions for prediction.

Figure 7 illustrates line fitting of variation in width due to t−z and figure 8
illustrates curve fitting of variation in depth due to r+y . Similarly, all the data are
modelled suitably well and the model parameters are estimated. An exhaustive
list of parameters is shown in the table 1 and table 2.
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Table 1. Model parameters estimated for translation

Data Linear

f(x),x p0 p1 RMSE

width, t−x 5.13e-07 -7.14e-06 6.36e-06

width, t+x -1.73e-07 7.15e-06 5.47e-06

width, t−y 2.22e-03 -7.13e-03 6.47e-03

width, t+y -1.28e-03 7.43e-03 6.41e-03

width, t−z -4.04e-03 -8.93e-03 7.34e-03

width, t+z 3.84e-03 8.37e-03 7.20e-03

depth, t−x 5.09e-07 -4.23e-03 4.33e-06

depth, t+x -6.48e-08 4.26e-06 3.51e-06

depth, t−y 1.54e-03 -4.23e-03 4.11e-03

depth, t+y -2.7e-03 4.47e-03 4.118e-03

depth, t−z -2.45e-03 -5.30e-03 5.62e-03

depth, t+z 1.77e-03 5.01e-03 3.83e-03

Table 2. Model parameters estimated for rotations

Data Polynomial

f(x),x p0 p1 p2 RMSE

width, r−x 0.926 -0.014 0.064 0.912

width, r+x -0.212 0.356 -0.005 0.142

width, r−y 0.688 0.095 0.011 0.468

width, r+y 0.974 -0.177 0.020 0.563

width, r−z 0.085 -0.072 0.003 0.102

width, r+z 0.127 0.065 0.001 0.076

depth, r−x 0.386 -0.235 0.029 0.394

depth, r+x 0.426 0.370 -0.005 0.141

depth, r−y 0.158 0.005 0.002 0.096

depth, r+y 0.140 -0.001 0.004 0.106

depth, r−z -0.032 -0.319 -0.002 0.150

depth, r+z -0.099 0.338 -0.002 0.130

Now, we have the model fitted to our data with root mean squared error
(RMSE) less than unity values that implies good confidence level for estima-
tion. The estimated model parameters are now used to deduce equations for
prediction. Examples are shown in equations 8 and 9:

width = p0 + p1 ∗ (t−z ) (8)

depth = p0 + p1 ∗ (r+y ) + p2 ∗ (r+y )2 + p3 ∗ (r+y )3 (9)
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5.4 Tolerance

Let us consider, in case of PantoInspect, the acceptable inaccuracy is 0.5mm.
For this acceptable level of inaccuracy we can find the camera misalignment
(rotation and position) based on the estimated model parameters. By solving
the equations defining the model for 0.5mm error, the maximum tolerance for
the camera misalignments are estimated and are summarised as in table 3.

Table 3. Tolerances for camera misalignment, given the system inaccuracy limit as
0.5mm

Tolerances X axis (deg/mm) Y axis (deg/mm) Z axis (deg/mm)

Rotation (width) -0.46 to 0.82 -2.96 to 4.27 -4.73 to 5.12
Rotation (depth) -0.11 to 0.19 -12.57 to 9.21 -1.68 to 1.79

Translation (width) -6.97e04 to 6.98e04 -69.83 to 67.42 -56.41 to 59.20
Translation (depth) -11.82e05 to 11.75e04 -117.93 to 112.35 -94.67 to 99.44

6 Conclusion

We identified the PantoInspect system as a suitable use case for measuring in-
spected data in 3D, using a single calibrated camera. To study the effects of
camera misalignment on the accuracy of measurements, we emulated the cam-
era misalignment in both position and orientation for several values, and ob-
tained the width and depth error data. The resulting data was modelled using
suitable regression models and we deduced expressions for prediction. Using the
model parameter and expressions, we obtained tolerances for given acceptable
inaccuracy limit.

Overall, our paper provided a statistical tool or study methodology, that is
easily implementable and reproducible. Our approach can be directly used by
single camera vision systems to estimate tolerances of camera misalignment for
an acceptable (defined) accuracy.

The knowledge about tolerance is helpful for mechanical design considerations
of the camera placement in vision based inspection system, to achieve a desired
level of confidence in the accuracy of the system. However, our approach assumes
that the measurements are carried out on points lying on a plane.

In the future, we would like to use the same model to estimate camera mis-
alignment through bruteforce methods by which the physically re-alignment of
the camera is possible. Alternatively, camera pose can be treated as estimating
the homography between the camera plane and the plane containing laser lines.
The PantoInspect system captures images of three laser lines. Using the knowl-
edge of line distance ratios and line parallelism, it is possible to estimate the
homography and hence the camera pose. Then, camera re-calibration on-the-fly,
without the aid of the checkerboard, is possible.
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Abstract. This paper presents analytical and experimental results on a new hybrid 
tele-manipulation environment for micro-robot control under non-holonomic  
constraints. This environment is comprised of a haptic tele-manipulation subsys-
tem (macro-scale motion), and a visual servoing subsystem, (micro-scale motion) 
under the microscope. The first subsystem includes a 5-dof (degrees of freedom) 
force feedback mechanism, acting as the master, and a 2-dof micro-robot, acting 
as the slave. In the second subsystem, a motion controller based on visual feed-
back drives the micro-robot. The fact that the slave micro-robot is driven by two 
centrifugal force vibration micro-motors makes the presented tele-manipulation 
environment exceptional and challenging. The unique characteristics and chal-
lenges that arise during the micromanipulation of the specific device are described 
and analyzed. The developed solutions are presented and discussed. Experiments 
show that, regardless of the disparity between master and slave, the proposed  
environment facilitates functional and simple micro-robot control during micro-
manipulation operations. 

Keywords: micro-robotic mechanism, haptic mechanism, tele-manipulation, 
non-holonomic constraints. 

1 Introduction 

Recently, research in the area of robotic manipulation in the micro- and nano-worlds 
has gained a lot of interest and importance. The research activity focuses in areas such 
as microsurgery, direct medical procedures on cells, biomechatronics, micro-
manufacturing, and micro-assembly, where tele-operated micro-robotic devices can 
be used. It is well known now that not only the visual but also the haptic feedback can 
be helpful for a successful tele-operated micromanipulation procedure, [1]. Therefore, 
some of the master manipulators are haptic devices, able to drive the micro-robots and 
at the same time to transmit torques and forces to the operator. 

A haptic tele-operation system, for use in microsurgery, was presented by Salcudean 
and Yan, [2], and by Salcudean, et al., [3]. Their system consists of two magnetically 
levitated and kinematically identical wrists, acting as a macro-master and a micro-
slave, and a conventional manipulator that transports them. A tele-nano-robotics sys-
tem using an Atomic Force Microscope (AFM), as the nano-robot, has been proposed 
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by Sitti and Hashimoto, [4]. The system provides a 1-dof force feedback device for 
haptic sensing, using a linear scaling approach. A microsurgical tele-robot is presented, 
which consists of 6-dof parallel micromanipulator attached to a macro-motion industri-
al robot, and a 6-dof haptic master device, [5]. The system provides a disturbance ob-
server to enhance the operator’s perception. 

A micro tele-operation system for tasks, such as micro-assembly or micro-
manufacturing, was developed by Ando et al., [6]. The haptic master is a 6-dof serial 
link mechanism, and the slave is a parallel mechanism. Alternatively the Phantom, a 
commercial haptic interface, can be used as a master device, [7]. The Phantom was 
used as a haptic master by Menciassi et al., where a micro-instrument for microsur-
gery or minimally invasive surgery was tested, [8]. Sitti et al. used the same haptic 
interface to tele-operate a piezoresistive AFM probe used as a slave manipulator and 
force sensor, [9]. A bio-micromanipulation system for biological objects such as em-
bryos, cells or oocytes was presented in [10]. The system uses a Phantom to provide 
an augmented virtual haptic feedback during cell injection. A similar system for mi-
croinjection of embryonic stem cells into blastocysts is described in [11], although the 
system has no haptic feedback. The mechanical design of a haptic device integrated 
into a mobile nano-handling station is presented in [12]. The Delta haptic device was 
proposed as a nano-manipulator in [13]. This device is also interfaced to an AFM. 

The proposed tele-manipulation environment is designed by taking into account a 
micro-manipulation scenario. According to this, a micro-manipulation task consists of 
two phases. In the first phase, the micro-robot executes a macro-scale motion towards 
a target. In the second phase, the platform executes micro-scale motions, and the mi-
cro-assembly or micro-manipulation task is performed in the field-of-view of a micro-
scope. While the first phase demands increased velocity, the second phase requires 
increased motion resolution. Consequently, the proposed environment consists of two 
subsystems. The first subsystem, which is first introduced in [14], is a haptic tele-
manipulation master-slave system, responsible for the macro-scale motion of the mi-
cro-robot. The commanding master device is a 5-dof force feedback mechanism, 
while the executing slave is a non-holonomic 2-dof micro-robot with special behavior 
and driven by two centrifugal force actuators. This slave mechanism has a number of 
advantages relative to other micro-robotic devices; namely, it is characterized by low 
cost, complexity and power consumption. A detailed analysis of the micro-robot can 
be found in [15]. In this paper, the 3rd generation of the micro-robotic device is pre-
sented, and a brief description of the kinematics and dynamics are given. A novel 
methodology that compensates for the non-holonomic constraints is also presented. 
The second subsystem is responsible for the micro-scale motion of the micro-robot in 
the field-of-view of a microscope. It includes a video-microscope that records the 
motion of the micro-robot, the acquired images are transmitted to the visual servoing 
controller, and the calculated control values are transmitted wirelessly to the micro-
robot. The use of the proposed hybrid tele-manipulation environment is illustrated by 
several experiments. These show that, regardless of the disparity between master and 
slave, the proposed environment facilitates functional and simple to the user micro-
robot control during micromanipulation operations. 
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2 Haptic Subsystem of the Micro Tele-Manipulation 
Environment 

The first subsystem of the tele-manipulation environment employs an existing 5-dof 
haptic mechanism as the master and a 2-dof micro-robotic platform driven by two 
centrifugal force actuators as the slave. A brief description of the master is given next. 

2.1 Haptic Master Device 

The master device is the haptic mechanism shown in Fig. 1. It consists of a 2-dof, 5-
bar linkage and a 3-dof spherical joint. All dof are active. To reduce mechanism mov-
ing mass and inertia, all actuators are mounted on the base. The transmission system 
is implemented using tendon drives with capstans. Although this haptic device was 
not developed for micromanipulation, it is suitable for it, since it has been designed 
optimally to exhibit maximum transparency, as seen from the operator side, [16].  
The mechanism handle can translate in the X- and Y-axes by 10 cm, rotate about the 
X axis by ±180º, and about the Y and Z axis by ±30º, maintaining an excellent  
functionality. 

 

Fig. 1. The haptic master device 

Employing a Lagrangian formulation yields the following mechanism equations of 
motion: 

  (1) 

where q is a vector containing the five joint angles, J, and M are the mechanism 5×5 
Jacobian, and mass matrix respectively, V contains the nonlinear velocity terms, and 
G is the gravity torques vector. The vector τ contains joint input torques while  
the vector JTFT resolves, to the five joints, the forces and torques applied to the  
mechanism endpoint. The device is thoroughly described, including kinematics and 
dynamics, in [17]. 
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2.2 Micro Slave Device 

The 3rd generation of a new mobile micro-robot originally introduced in [15], is  
employed in this paper. Therefore, a more detailed description is given next. 

 
Motion Principle 
A simplified 1-dof mobile platform of mass M is used, whose motion mechanism 
employs an eccentric mass m, rotated by a platform mounted motor O, as shown in 
Fig. 2. One cycle of operation is completed when the mass m has described an angle 
of 360°. 

 

Fig. 2. Simplified 1-dof platform with rotating mass m 

Gravitational and centrifugal forces exerted on the rotating mass are resolved along 
the y-, and z-axes to yield: 

 
fOy = mrω m

2 sinθ

fOz = −mg − mrω m
2 cosθ

 (2) 

where ωm is the actuation speed, θ is the rotation angle of the eccentric mass, g is the 
acceleration of gravity and r the length of the link between m and O. Above a critical 
value of actuation speed, ωcritical, the actuation (centrifugal) forces overcome frictional 
forces and motion is induced. For counterclockwise rotation of the eccentric mass m, 
the platform exhibits a net displacement towards the positive y-axis. It has been 
shown analytically that the motion step the platform exhibits over a cycle of operation 
can be made arbitrarily small depending on the actuation speed ω, [15]. In practice, 
open-loop motion resolution is limited by the electronic driving modules and by the 
unknown non-uniform distribution of the coefficient of friction μ along the surface of 
the planar motion. 

 
Platform Dynamics 
The actuation principle mentioned above was employed to the design and implemen-
tation of a 2-dof micro-robot as shown in Fig. 3 (left). 
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The platform dynamics are presented in a compact matrix form by the Newton Eu-
ler equations: 

  (3) 

  (4) 

where b is the body-fixed frame, R is the rotation matrix between frame b and the 
inertial frame O,  is the platform angular velocity, and , ,  is its center of 
mass (CM) velocity with respect to the inertial frame O. In (4), Izz is the polar moment 
of inertia in the body fixed frame and  denotes the unit z-axis vector. In both equa-
tions the subscripts i = {A, B, C} correspond to frictional forces at the contact points 
of the platform, and i = {D, E} correspond to the forces generated by the two vibrat-
ing motors. The actuation forces that act on the platform, when the DC micro-motors 
rotate (assuming identical micro-motors), are given by: 

  (5) 

where, i = {D, E}, and θi is the angle of micro-motor i. 

      

Fig. 3. Schematic design of the base (left), and the 3rd generation micro-robot prototype (right) 

Micro-robot Prototype 
The 3rd generation of the micro-robot is presented in Fig. 3 (right). This includes two 
vibration DC motors fed by pic-controlled H-bridges, wireless communications to a 
PC commanding station, a needle with force sensing capabilities, and an on-board 
battery. It includes advanced features, such as optical flow displacement sensors, 
motor speed optical sensors, and battery recharging through a USB port. 

 
Micro-robot Motion Capabilities 
Simulation runs, and experiments on the basic motion capabilities of the micro-robot, 
indicated that the micro-robotic platform is capable of moving forward and backward, 
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in a straight or curved line, while it can rotate both clockwise and anticlockwise, [18]. 
Moreover, due to non-holonomic constraints, it is impossible for the platform to move 
parallel to the Y-axis connecting the two motors. This would be a problem during a 
micromanipulation procedure because the motion of the platform towards the forward 
direction results in a small parasitic sideways deviation. More specifically, because of 
unmodeled dynamics, the platform deviates towards the sidewise direction from its 
straightforward motion by a small amount Δy. Since the platform is incapable of mov-
ing in the sidewise direction so as to correct this parasitic effect, a method of perform-
ing such a positioning correction is developed. 

It is based on the execution of a V-shaped motion, divided into two symmetrical 
stages. The first part of the motion is achieved when the left motor rotates in the posi-
tive direction. In the second half of the motion only the right motor rotates with posi-
tive angular velocity, see Fig. 4 (left). This specific sequence of motions results in a 
net displacement towards the right of the platform, see Fig. 4 (right). Reversing the 
two angular velocities a displacement towards the left can be achieved. 

    

Fig. 4. Angular velocities graph for the sidewise displacement (left), and simulated motion of 
the platform (right) 

2.3 Haptic Tele-Manipulation Environment Analysis 

Slave Micro-robot Features 
The design and special features of the slave micro-robot introduce a number of chal-
lenges that need to be tackled by the tele-manipulation environment design. 

• The micro-robot is able for coarse and fine motion. Its translational sliding veloc-
ity is up to 1.5 mm/s. 

• The slave micro-platform and the master haptic device are kinematical dissimilar. 
• The inverse kinematics of the nonlinear micro-robot is not available in real time. 
• The micro-robot exhibits complex nonholonomic characteristics. 
• The vibration actuators must operate within a specific speed range (rpm). When 

this upper limit is exceeded, the micro-robot exhibits an additional undesirable 
vertical vibration. A low rpm limit also exists and is due to the need to overcome 
the support frictional forces, so that net motion may result. 
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Master Haptic Device Requirements 
The above slave micro-robot features dictate the following requirements for the mas-
ter haptic device. 

• The master haptic device has to drive the micro-platform towards the target in 
coarse motion. 

• To resolve the kinematical dissimilarity between the master and the slave, a map-
ping from the master haptic device Cartesian space to the micro-robot actuator 
space has to be developed. 

Implementation 
In the haptic tele-manipulation environment, the master haptic device transmits mo-
tion commands to the micro-robot. PWM circuits drive the micro-platform actuators, 
according to the percentage (0-100%) of their duty cycle. As a result, actuator angular 
velocities are set, and produce micro-robot translations and rotations. Consequently 
the output of the master haptic device should be the percentage (0-100%) of the PWM 
duty cycle. The input to the haptic mechanism is the command given by the operator’s 
hand. Two mutually exclusive input modes are defined. The first is the Macroscopic 
Input Mode (MaIM), and the second is the Macroscopic Rotation Input Mode 
(MRIM). The operator can choose and control the modes using the appropriate  
software. 

 
Macroscopic Input Mode 
The master haptic manipulator uses this mode in order to drive the micro-robotic plat-
form towards the micro-target in linear or curved coarse motion. In this mode the 
positive/ negative translation of the master haptic device end-effector in the X axis 
results in increase of the positive/negative rotational speed of both micro-robot vibra-
tion micro-actuators, and therefore results in micro-robot translation along the X axis. 

 

Fig. 5. The MaIM input scheme 

Haptic device 
(macroworld)

Microplatform 
(microworld)

-100%

+100%

0 cm

10cm

5 cm 0%

Start 
point “a”



 Design and Experimental Validation of a Hybrid Micro Tele-Manipulation System 171 

To obtain a curved translation, a difference in the micro-actuator rotational veloci-
ties must exist. This is achieved by rotating the haptic device end-effector about the Y 
axis. A positive/ negative rotation about this axis results in an increase of the rotation-
al speed of the first/ second micro-actuator. As mentioned earlier, the haptic device 
end-effector can translate in the X axis by 10 cm and rotate about the Y axis by about 
±30°. Therefore, the start point of the end-effector is taken in the middle of its possi-
ble displacement, see Fig 5, point “a”. A translation of the haptic device end-effector 
from start point “a” results in a percentage command of the micro-actuator speeds q 
according to, 

   q = 20( p − 5)  [%] (6) 

where p [cm] is the haptic device end-effector position. Additionally, for each degree 
(°) of end-effector rotation about the Y axis, the corresponding micro-actuator speed 
is increased by 1%. 

 
Macroscopic Rotation Input Method 
The master haptic device uses this mode to rotate the micro-robot without translation, 
again in coarse motion. This mode is useful in changing fast the direction of micro-
platform motion, and can be achieved by rotating the micro-actuators in equal and 
opposite speeds. To this end, the master operator translates the end-effector along the 
X axis resulting in an increase of the rotational speed of both micro-actuators, but this 
time with opposite speed direction. 

Table 1 illustrates the presented input modes above. The “+”/ “−” symbols denote a 
positive/negative rotational micro-actuator speed, the “↑” symbol denotes a micro-
actuator speed increase, while “0” denotes that the corresponding micro-actuator is 
not influenced. During the MaIM phase, “1” denotes that the corresponding micro-
actuator is functioning, “0” denotes that the micro-actuator is not functioning. 

Table 1. Haptic tele-manipulation environment input modes 

 MaIM MRIM 
In X positive    — 
In X negative — — —  
About Y positive ↑ 0 ↑ 0 
About Y negative 0 ↑ 0 ↑ 
 μMotor A μMotor B μMotor A μMotor B 

 
As discussed earlier, above a critical micro-actuator speed, the micro-robot vibrates 

vertically and may even tip over. To indicate the limits of the permissible actuation 
speed, a spring force proportional to haptic end-effector translation (and micro-
actuator speed) is applied to the operator. This force is given by, 

 f
sp

= k( p − 5)  (7) 

where p is the haptic device end-effector translation, and k is a variable spring  
constant. It was found by experimentation that tipping occurs at about 85% of the 
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maximum micro-actuator speed, depending on ground type or platform mass. To sig-
nal this limit, a spring constant three times harder than before is employed above the 
85% of the maximum speed. To achieve a smooth transition, the spring constant is 
changing according to an exponential function. The maximum force applied to the 
operator is set at 5N. This value is slightly under the 15% of 35.5N, which is the aver-
age maximum controllable force a female can produce with her wrist according to 
Tan et al. in [19]. Measurements in [20] showed that humans exert forces up to 15% 
of their maximum ability, without fatigue for a long period of time. Consequently, the 
chosen spring constant, k, is defined as: 

  (8) 

3 Visual Servoing Subsystem of the Micro Tele-Manipulation 
Environment 

As mentioned earlier, the proposed tele-manipulation environment is designed by 
taking into account a micro-manipulation scenario, where a micro-manipulation task 
consists of two phases. In the first phase, the micro-robot executes a macroscale mo-
tion towards a target. In the second phase, the platform executes microscale motions, 
and a micro-manipulation task is performed in the field-of-view of a microscope. 
Assuming that the micro-robot, using the first subsystem described above, has posi-
tioned in the field-of-view of the microscope, the tele-manipulation environment 
switches to the second subsystem. In this subsystem, the motion of the micro-robot is 
not controlled from the haptic device anymore. A visual servoing controller under-
takes this task, described by the following set of rules: 

 
ω md

ω me













=

[ω
md↓  ω

me↓ ]T    if  y < ydes − ε

[ω md→  ωme→ ]T  if  ydes − ε < y < ydes + ε
[ω

md↑  ω
me↑ ]T    if  y > ydes + ε









 (9) 

where [ωmd↓, ωme↓]T and [ωmd↑, ωme↑]T denote motor angular velocity pairs that result 
in a platform displacement with a positive or negative instantaneous curvature 
respectively. The vector [ωmd→, ωme→]T denotes the pair of motor angular velocities 
that result in straight line translation, and 2ε designates the width of the acceptable 
path. The specific angular velocity pair values depend on system parameters and dis-
tance from the target, and are identified by experiments. The goal for the end-effector 
of the micro-robot is to follow a predefined horizontal corridor-like path of width 2ε, 
reach a desired target point, and then stop. The end-effector motion is recorded by a 
video-microscope, and the images are transmitted to the controller. The outcome of 
the image processing of each frame is the plane position of the end-effector. This 
information is fed back to the controller, and the control inputs are calculated, accord-
ing to (9). The inputs, expressed as PWM commands, are transmitted wirelessly to the 
microrobot and the appropriate voltages are applied to its motors. 
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A graphical representation of the controller action is illustrated in Fig. 6. The co-
lored strip represents part of the desired path. The platform is forced to translate in-
side the desired path strip. When the end-effector of the micro-robot reaches the target 
location, both motors are stopped. 

 

Fig. 6. Graphical representation of the controller action 

4 Simulation of the Micro Tele-Manipulation Environment 

Next, a model of the first subsystem of the micro tele-manipulation environment is 
defined. It consists of (a) the operator’s hand, (b) the haptic mechanism, and (c) the 
micro-robotic system, see Fig. 7 (left). The operator’s hand is modeled as a mass-
spring-damper system, attached to the haptic mechanism modeled as a mass-damper 
system, see Fig. 7 (right). Note, that in the first subsystem, the haptic device is con-
nected with a virtual spring defined by (8), with spring constant k. 

 

Fig. 7. The model of the haptic tele-manipulation system (left), including the user hand (right) 

The transfer function of the “Hand+Haptic Device” block in Fig. 9 is described by 
(10), and the related symbols are defined in Table 2. 

  (10) 

where A = mh bm + bh mm, B = mh (k + kh) + bh bm + kh mm, and C = bh (k + kh) + kh bm. 
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Table 2. Definition of the symbols in (10) and Fig. 9 

Symbol Definition Symbol Definition 
F Operator’s hand force mm Haptic mechanism mass 
mh Operator’s hand mass bm Haptic mechanism damping 
bh Operator’s hand damping xm Haptic mechanism position 
xh Operator’s hand position k Virtual spring constant 
kh Operator’s hand stiffness   

 
During the simulation, the operator’s hand mass mh is 1.46 Kg, the hand damping 

bh is 3.6 Ns/m. and the hand stiffness kh is 200 N/m. These represent average values 
taken from the relevant literature, [21-22]. The haptic mechanism apparent mass mm 
in X axis is about 0.27 Kg, and the mechanism damping bm is about 5 Ns/m. These 
values were found through experimentation with the haptic mechanism, see [17]. The 
input to the system is a step of about 0.18 N of the operator’s hand force F. The vir-
tual spring value k is 4 N/m. The simulation run realizes the following scenario. The 
motion of the micro-robot starts at point (0 m, 0 m) employing the haptic subsystem 
of the micro tele-manipulation environment. Here, the haptic device drives the micro-
robot towards the field-of-view of the video-microscope. We assume that it begins at 
(0.0001 m, 0 m). When the micro-robot enters the field-of-view, the visual servoing 
subsystem takes control, and drives the micro-robot towards the desired target point at 
(0.001, 0), according to (9). As shown in Fig. 8, the proposed micro tele-manipulation 
environment successfully drives the micro-robot to the target point, and then stops. 

 

Fig. 8. The application of both subsystems of the micro tele-manipulation subsystem 
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5 Experimental Results 

To validate the proposed environment, various experiments are conducted. The goal is 
to use the haptic device to drive the micro-robot towards the field-of-view of the vid-
eo-microscope, and then let the visual servoing controller to drive the micro-robot to a 
target point using a predefined path. During the first phase of the experiment the op-
erator moves the haptic device end-effector along the X axis and rotates it about the Y 
axis. The end-effector position and the angle are captured by encoders attached on the 
haptic device actuators (Maxon dc motors), and transmitted to a PC/104 tower. This 
tower is the control unit, running the algorithm that translates the operator input into 
the micro-robot input according to (6). At the same time the haptic device applies 
forces to the operator according to (7) and (8). 

When the micro-robot reaches the field-of-view of the video-microscope, the 
second phase of the experiment begins, which is realized by the second subsystem of 
the micro tele-manipulation environment. The motion of the end-effector of the mi-
cro-robot is recorded by a video-microscope. The video camera pixel size was chosen 
so that the measurement resolution of the system is approximately 2 μm. The video 
camera selected was the Marlin F146B, from Allied Vision Technologies, GMBH. 
The acquired images are transmitted via a FireWire 400 port to a Core 2, 2 GHz PC 
laptop, and processed on-the-fly in Matlab. The outcome of the image processing of 
each frame is the plane position of the end-effector of the micro-robot. This informa-
tion is fed back to the controller, and the control inputs are calculated, according to 
(9). The inputs, expressed as PWM commands, are transmitted wirelessly to the mi-
crorobot and the appropriate voltages are applied to its motors. The control loop dura-
tion is 80 ms. The path of the end-effector of the micro-robot under the microscope is 
shown in Fig. 9a. The desired target point is marked with the red “plus” symbol. We 
can see that when the end-effector enters the field-of-view of the microscope, the 
visual servoing controller force it to follow the predefined path towards the target. 

 

Fig. 9. (a) Path of the micro-robot end-effector, (b) PWM output from the controller,  
(c) x trajectory of the end-effector tip, (d) y trajectory of the end-effector tip 
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6 Conclusions 

The analysis and several experimental results of a new hybrid micro-robot tele-
manipulation environment are presented in this paper. The proposed environment 
combines two different subsystems. The first subsystem, employed during the coarse 
motion of the micro-robot, includes a 5-dof force feedback mechanism, acting as the 
master, and a 2-dof micro-robot, acting as the slave. Regardless of the disparity be-
tween master and slave and the fact that the slave micro-robot is driven by two centri-
fugal force vibration micro-motors, the environment gives to the operator the ability 
to drive and control the micro-platform in a functional and simple manner. In the 
second subsystem, a motion controller based on visual feedback drives the micro-
robot in a predefined path under the field-of-view of a video-microscope. 

The proposed environment manages to solve with success problems that arise dur-
ing micromanipulation with the specific micro-robot, such as that the slave micro-
platform and the master haptic device are kinematical dissimilar, that the vibration 
actuators must operate within a specific speed range (rpm), and that they must achieve 
high speed during the macroscopic motion and sub-micrometer positioning accuracy 
during the microscopic motion. 
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Abstract. We improve the state-of-the-art method for checking the con-
sistency of large qualitative spatial networks that appear in the Web of
Data by exploiting the scale-free-like structure observed in their under-
lying graphs. We propose an implementation scheme that triangulates
the underlying graphs of the input networks and uses a hash table based
adjacency list to efficiently represent and reason with them. We generate
random scale-free-like qualitative spatial networks using the Barabási-
Albert (BA) model with a preferential attachment mechanism. We test
our approach on the already existing random datasets that have been
extensively used in the literature for evaluating the performance of qual-
itative spatial reasoners, our own generated random scale-free-like spa-
tial networks, and real spatial datasets that have been made available as
Linked Data. The analysis and experimental evaluation of our method
presents significant improvements over the state-of-the-art approach, and
establishes our implementation as the only possible solution to date to
reason with large scale-free-like qualitative spatial networks efficiently.

1 Introduction

Spatial reasoning is a major field of study in Artificial Intelligence; particularly
in Knowledge Representation. This field has gained a lot of attention during the
last few years as it extends to a plethora of areas and domains that include, but
are not limited to, ambient intelligence, dynamic GIS, cognitive robotics, spa-
tiotemporal design, and reasoning and querying with semantic geospatial query
languages [15,18,22]. In this context, an emphasis has been made on qualitative
spatial reasoning which relies on qualitative abstractions of spatial aspects of the
common-sense background knowledge, on which our human perspective on the
physical reality is based. The concise expressiveness of the qualitative approach
provides a promising framework that further boosts research and applications in
the aforementioned areas and domains.

The Region Connection Calculus (RCC) is the dominant Artificial Intelligence
approach for representing and reasoning about topological relations [23]. RCC
can be used to describe regions that are non-empty regular subsets of some
topological space by stating their topological relations to each other. RCC-8 is
the constraint language formed by the following 8 binary topological relations

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 178–191, 2014.
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Fig. 1. Two dimensional examples for the eight base relations of RCC-8

of RCC: disconnected (DC), externally connected (EC), equal (EQ), partially
overlapping (PO), tangential proper part (TPP ), tangential proper part inverse
(TPPI), non-tangential proper part (NTPP ), and non-tangential proper part
inverse (NTPPI). These eight relations are depicted in Figure 1 (2D case).

In the literature of qualitative spatial reasoning there has been a severe lack
of datasets for experimental evaluation of the reasoners involved. In most cases,
datasets consist of randomly generated regural networks that have a uniform node
degree distribution [27] and scale up to a few hundred nodes in experimental eval-
uations [12,32]. These networks are often very hard to solve instances that do not
correspond to real case scenarios [31] and are mainly used to test the efficiency
of different algorithm and heuristic implementations. There has been hardly any
investigation or exploitage of the stuctural properties of the networks’ underly-
ing graphs. In the case where the datasets are real, they are mainly small and for
proof of concept purposes, such as the one used in [9], with the exception of a
real large scale and successfully used dataset employed in [29], viz., the admingeo
dataset [14]. In fact, we will make use of this dataset again in this paper, along
with an even bigger one that scales up to nearly a million of topological relations.

It has come to our attention that the real case scenario datasets we are par-
ticularly interested in correspond to graphs with a scale-free-like structure, i.e.,
the degree distribution of the graphs follows a power law. Scale-free graphs seem
to match real world applications well and are widely observed in natural and
human-made systems, including the Internet, the World Wide Web, and the Se-
mantic Web [3,4,16,30]. We argue that the case of scale-free graphs applies also
to qualitative spatial networks and we stress on the importance of being able to
efficiently reason with such scale-free-like networks for the following two main
reasons:

– The natural approach for describing topological relations inevitably leads to
the creation of graphs that exhibit hubs for particular objects which are cited
more than others due to various reasons, such as size, significance, and im-
portance. These hubs are in fact the most notable characteristic in scale-free
graphs [4,16]. For example, if we were to describe the topological relations in
Greece, Greece would be our major hub that would relate topologically to all
of its regions and cities, followed by smaller hubs that would capture topo-
logical relations within the premises of a city or a neighborhood. It would
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not really make sense to specify that the porch of a house is located inside
Greece, when it is already encoded that the house is located inside a city of
Greece. Such natural and human-made systems are most often described by
scale-free graphs [3, 4, 16, 30].

– Real qualitative spatial datasets that are known today, such as admingeo [14]
and gadm-rdf1, come from the Semantic Web, also called Web of Data, which
is argued to be scale-free [30]. Further, more real datasets are to be offered
by the Semantic Web community since RCC-8 has already been adopted
by GeoSPARQL [22], and there is an ever increasing interest in coupling
qualititave spatial reasoning techniques with linked geospatial data that are
constantly being made available [19, 21]. Thus, there is a real need for scal-
able implementations of constraint network algorithms for qualitative and
quantitative spatial constraints as RDF stores supporting linked geospatial
data are expected to scale to billions of triples [19, 21].

In this paper, we concentrate on the consistency checking problem of large
scale-free-like qualitative spatial networks and make the following contributions:
(i) we explore and take advantage of the stuctural properties of the considered
networks and propose an implementation scheme that triangulates their under-
lying graphs to retain their sparseness and uses a hash table based adjacency list
to efficiently represent and reason with them, (ii) we make the case for a new
series of random datasets, viz., large random scale-free-like RCC-8 networks, that
can be of great use and value to the qualitative reasoning community, and (iii)
we experimentally evaluate our approach against the state-of-the-art reasoners
GQR [12], Renz’s solver [27], and two of our own implementations which we
briefly present here, viz., Phalanx and Phalanx�, and show that it significantly
advances the state-of-the-art approach.

The organization of this paper is as follows. Section 2 formally introduces
the RCC-8 constraint language, chordal graphs along with the triangulation pro-
cedure, and scale-free graphs and the model we follow to create them. In Sec-
tion 3 we overview the state-of-the-art techniques and present our approach. In
Section 4 we experimentally evaluate our approach against the state-of-the-art
reasoners, and, finally, in Section 5 we conclude and give directions for future
work.

We assume that the reader is familiar with the concepts of constraint networks
and their corresponding constraint graphs that are not defined explicitly in this
paper due to space constraints. Also, in what follows, we will refer to undirected
graphs simply as graphs.

2 Preliminaries

In this section we formally introduce the RCC-8 constraint language, chordal
graphs along with the triangulation procedure, and scale-free graphs together
with the Barabási-Albert (BA) model.

1 http://gadm.geovocab.org/

http://gadm.geovocab.org/
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2.1 The RCC-8 Constraint Language

A (binary) qualitative temporal or spatial constraint language [25] is based on a
finite set B of jointly exhaustive and pairwise disjoint (JEPD) relations defined
on a domain D, called the set of base relations. The set of base relations B
of a particular qualitative constraint language can be used to represent definite
knowledge between any two entities with respect to the given level of granularity.
B contains the identity relation Id, and is closed under the converse operation
(−1). Indefinite knowledge can be specified by unions of possible base relations,
and is represented by the set containing them. Hence, 2B represents the total
set of relations. 2B is equipped with the usual set-theoretic operations (union
and intersection), the converse operation, and the weak composition operation.
The converse of a relation is the union of the converses of its base relations.
The weak composition � of two relations s and t for a set of base relations B
is defined as the strongest relation r ∈ 2B which contains s ◦ t, or formally,
s� t = {b ∈ B | b ∩(s◦ t) �= ∅}, where s◦ t = {(x, y) | ∃z : (x, z) ∈ s∧ (z, y) ∈ t} is
the relational composition [25,28]. In the case of the qualitative spatial constraint
language RCC-8 [23], as already mentioned in Section 1, the set of base relations
is the set {DC,EC,PO,TPP ,NTPP ,TPPI,NTPPI,EQ}, with EQ being the
identity relation (Figure 1).

Definition 1. An RCC-8 network comprises a pair (V,C) where V is a non
empty finite set of variables and C is a mapping that associates a relation
C(v, v′) ∈ 2B to each pair (v, v′) of V × V . C is such that C(v, v) ⊆ {EQ}
and C(v, v′) = (C(v′, v))−1.

In what follows, C(vi, vj) will be also denoted by Cij . Checking the consis-
tency of a RCC-8 network is NP-hard in general [26]. However, there exist large
maximal tractable subsets of RCC-8 which can be used to make reasoning much
more efficient even in the general NP-hard case. These maximal tractable sub-
sets of RCC-8 are the sets Ĥ8, C8, and Q8 [24]. Consistency checking is then
realised by a path consistency algorithm that iteratively performs the follow-
ing operation until a fixed point C is reached: ∀i, j, k, Cij ← Cij ∩ (Cik � Ckj),
where variables i, k, j form triangles that belong either to a completion [27] or
a chordal completion [29] of the underlying graph of the input network. Within
the operation, weak composition of relations is aided by the weak composition
table for RCC-8 [20]. If Cij = ∅ for a pair (i, j) then C is inconsistent, otherwise
C is path consistent. If the relations of the input RCC-8 network belong to some
tractable subset of relations, path consistency implies consistency, otherwise a
backtracking algorithm decomposes the initial relations into subrelations belong-
ing to some tractable subset of relations spawning a branching search tree [28].

2.2 Chordal Graphs and Triangulation

We begin by introducing the definition of a chordal graph. The interested reader
may find more results regarding chordal graphs, and graph theory in general,
in [13].
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0
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3 4

Fig. 2. Example of a chordal graph

Definition 2. Let G = (V,E) be an undirected graph. G is chordal or trian-
gulated if every cycle of length greater than 3 has a chord, which is an edge
connecting two non-adjacent nodes of the cycle.

The graph shown in Figure 2 consists of a cycle which is formed by five solid
edges and two dashed edges that correspond to its chords. As for this part, the
graph is chordal.However, removing one dashed edgewould result in a non-chordal
graph. Indeed, the other dashed edge with three solid edges would form a cycle of
length fourwith no chords.Chordality checking can be done in (linear)O(|V |+|E|)
time for a given graphG = (V,E) with the maximum cardinality search algorithm
which also constructs an elimination ordering α as a byproduct [5]. If a graph is
not chordal, it can be made so by the addition of a set of new edges, called fill
edges. This process is usually called triangulation of a given graph G = (V,E)
and can run as fast as in O(|V |+ (|E

⋃
F (α)|)) time, where F (α) is the set of fill

edges that result by following the elimination ordering α, eliminating the nodes
one by one, and connecting all nodes in the neighborhood of each eliminated node,
thus, making it simplicial in the elimination graph. If the graph is already chordal,
following the elimination ordering α means that no fill edges are added, i.e., α
is actually a perfect elimination ordering [13]. For example, a perfect elimination
ordering for the chordal graph shown in Figure 2 would be the ordering 1 → 3 →
4 → 2 → 0 of its set of nodes. In general, it is desirable to achieve chordality with
as few fill edges as possible. However, obtaining an optimum graph triangulation
is known to beNP-hard [5]. In a RCC-8 network fill edges correspond to universal
relations, i.e., non-restrictive relations that contain all base relations.

Chordal graphs become relevant in the context of qualitative spatial reasoning
due to the following result obtained in [29] that states that path consistency en-
forced on the underlying chordal graph of an input network can yield consistency
of the input network:

Proposition 1. For a given RCC-8 network N = (V,C) with relations from
the maximal tractable subsets Ĥ8, C8, and Q8 and for G = (V,E) its underlying
chordal graph, if ∀(i, j), (i, k), (j, k) ∈ E we have that Cij ⊆ Cik � Ckj , then N
is consistent.

Triangulations work particularly well on sparse graphs with clustering prop-
erties, such as scale-free graphs. We are about to experimentally verify this in
Section 4.
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2.3 Scale-Free Graphs

We provide the following simple definition of a scale-free graph and elaborate on
the details:

Definition 3. Graphs with a power law tail in their node degree distribution are
called scale-free graphs [3].

Scale-free graphs are graphs that have a power law node degree distribution.
The degree of a node in a graph is the number of connections it has to other
nodes (or the number of links adjacent to it) and the degree distribution P (k)
is the probability distribution of these degrees over the whole graph, i.e, P (k)
is defined to be the fraction of nodes in the network with degree k. Thus, if
there are n number of nodes in total in a graph and nk of them have degree k,
we have that P (k) = nk/n. For scale-free graphs the degree distribution P (k)
follows a power law which can be expressed mathematically as P (k) ∼ k−γ ,
where 2 < γ < 3, although γ can lie marginally outside these bounds.

There are several models to create random scale-free graphs that rely on
growth and preferential attachment [7]. Growth denotes the increase in the num-
ber of nodes in the graph over time. Preferential attachment refers to the fact
that new nodes tend to connect to existing nodes of large degree and, thus,
means that the more connected a node is, the more likely it is to receive new
links. In real case scenarios, nodes with a higher degree have stronger ability to
grab links added to the network. In a topological perspective, if we consider the
example of Greece that we described in Section 1, Greece would be the higher
degree node that would relate topologically to new regions (e.g., Imbros) in a
deterministic and natural manner. In mathematical terms, preferential attach-
ment means that the probability that a existing node i with degree ki acquires
a link with a new node is p(ki) =

ki∑
i ki

.

Among the different models to create random scale-free graphs, the Barabási-
Albert (BA) model is the most well-studied and widely known one [1,3]. The BA
model considers growth and preferential attachment as follows. Regarding growth,
it starts with an initial numberm0 of connected nodes and at each following step it
adds a new node withm ≤ m0 edges that link the new node tom different existing
nodes in the graph.When choosing them different existing nodes to which the new
node is linked, the BA model assumes that the probability p that the new node
will be connected to node i depends on the degree ki of node iwith a value given by
the expression p ∼ ki∑

i ki
, which is the preferential attachment that me mentioned

earlier. The degree distribution resulting from the BA model is a power law of the
form P (k) ∼ k−3, thus, it is able to create a subset of the total scale-free graphs
that are characterised by a value γ such that 2 < γ < 3. The scaling exponent is
independent of m, the only parameter in the model (other than the total size of
the graph one would like to obtain of course).

Scale-free graphs are particularly attractive for our approach because they
have the following characteristics: (i) scale-free graphs are very sparse [10, 30],
and (ii) scale-free graphs have a clustering coefficient distribution that also
follows a power law, which implies that many low-degree nodes are clustered
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(a) regural graph (b) scale-free graph

Fig. 3. Structures of a random regular graph with an average degree k = 9 and a
scale-free graph with a preferential attachment m = 2, both having 100 nodes

together forming very dense subgraphs that are connected to each other through
major hubs [11].

Due to the aforementioned characteristics, scale-free graphs present themselves
as excellent candidates for triangulation, as sparseness keeps time complexity for
triangulation low and chordal graphs also exhibit a clustering structure [13], thus,
they are able to fit scale-free graphs quite effectively. As an illustration of scale-
free graphs, Figure 3 depicts a random regural graph, such as the ones used for
experimental evaluation in the field of qualitative spatial reasoning, and a random
scale-free graph generated using the BA model. Notice that the bigger the node
is, the higher its degree is (these nodes are the hubs).

3 Overview of Our Approach

In this section we describe our own implementations of generic qualitative rea-
soners that build on state-of-the-art techniques, and our practical approach of
choice for tackling large scale-free-like RCC-8 networks.

State-of-the-art Techniques. We have implemented Phalanx and Phalanx� in
Python that are the generalised and code refactored versions of PyRCC8 and
PyRCC8� respectively, originally presented in [29]. Phalanx� is essentially
Phalanx with a different path consistency implementation that allows reasoning
over chordal completions of the input qualitative networks, as described in [29].
In short, Phalanx and Phalanx� support small arbitrary binary constraint calculi
developed for spatial and temporal reasoning, such as RCC-8 and Allen’s inter-
val algebra (IA) [2], in a way similar to GQR [12]. Further, Phalanx and Phalanx�
present significant improvements over PyRCC8 and PyRCC8� regarding scalabil-
ity and speed. In particular, the new reasoners handle the constraint matrix that
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Fig. 4. Hash table based adjacency list for representing an RCC-8 network

represents a qualitative network more efficiently during backtracking search, i.e.,
they do not create a copy of the matrix at each forward step of the backtracking
algorithm (as is the case with Renz’s solver [27]), but they only keep track of the
values that are altered at each forward step to be able to reconstruct the matrix
in the case of backtracking. This mechanism is also used to keep track of unas-
signed variables (i.e., relations that do not belong to tractable subsets of relations
and are decomposed to subrelations at each forward step of the backtracking al-
gorithm) that may dynamically change in number due to the appliance of path
consistency at each forward step of the backtracking algorithm. For example, the
path consistency algorithm can prune a relation that belongs to a tractable subset
of relations into an untractable relation, and vice versa. This allows us to apply
the heuristics that deal with the selection of the next unassigned variable faster,
as we keep our set of unassigned variables minimal. The path consistency algo-
rithm implementation has been also modified to better handle the cases where
weak composition of relations leads to the universal relation. In these cases we
can continue the iterative operation of the path consistency algorithm since the
intersection of the universal relation with any other relation leaves the latter re-
lation intact. Finally, there is also a weight over learned weights dynamic heuris-
tic for variable selection, but we still lack the functionality of restart and nogood
recording that has been implemented in the latest version of GQR, release 15002,
in the time of writing this paper [33]. In any case, and in defense of GQRwhich was
found to perform poorly in [29] under release 1418, we state that the latest ver-
sion of GQR has undergone massive scalability improvements and is currently the
most complete and fastest reasoner for handling reasonably scaled random regular
qualitative networks. However, in the experimens to follow, we greatly outperform
GQR for large QCNs of scale-free-like structure. At this point, we can also claim
that Renz’s solver [27] has been fairly outdated, as it will become apparent in the
experiments that we employ it for.

We improve the state-of-the-art techniques for tackling large scale-free-like
RCC-8 networks by opting for a hash table based adjacency list to represent

2 http://sfbtr8.informatik.uni-freiburg.de/R4LogoSpace/

downloads/gqr-1500.tar.bz2

http://sfbtr8.informatik.uni-freiburg.de/R4LogoSpace/downloads/gqr-1500.tar.bz2
http://sfbtr8.informatik.uni-freiburg.de/R4LogoSpace/downloads/gqr-1500.tar.bz2
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and reason with the chordal completion of the input network. The variables of
the input network (or the nodes) are represented by index numbers of a list,
and each variable (or node) is associated with a hash table that stores key-value
pairs of variables and relations. Figure 4 shows how an example RCC-8 network
is represented by our hash table based adjacency list approach. Self-loops (of
the identity relation EQ) have been omitted from the network. The dashed edge
(1, 4) corresponds to a fill edge that results after triangulating the initial non-
chordal network consisting of solid edges. This fill edge is stored in the hash table
based adjacency list as a universal relation, denoted by symbol ∗. For a given
RCC-8 network N = (V,C) and for G = (V,E) its underlying chordal graph, our
approach requires O(|V |+ |E| ·b) memory, where b is the size needed to represent
a relation from the set of relations 2B of RCC-8. Having a constraint matrix to
represent the input RCC-8 network (that is typically used by the state-of-the-art

reasoners), results in a O(|V |2 · b) memory requirement, even if chordal graphs
are used leaving a big part of the matrix empty, as is the case with Phalanx�,
or Sparrow for IA [8]. Further, we still retain an O(1) average access and up-
date time complexity which becomes O(δ) in the amortized worst case, where
δ is the average degree of the chordal graph that corresponds to the input net-
work. Given that we target large scale-free-like, and, thus, sparse networks, this
only incures a small penalty for the related experiments performed. The path
consistency implementation also benefits from this approach as the queue data
structure which is based on has to use only O(|E|) of memory to store the rela-

tions compared to the O(|V |2) memory requirement of Phalanx, GQR, and Renz’s
solver. Regarding triangulation, our hash table based adjacency list is coupled
with the implementation of the maximum cardinality search algorithm and a
fast fill in procedure (as discussed in Section 2.2), as opposed to the heuristic
based, but rather naive, triangulation procedure implemented in [29]. Though
the maximum cardinality search algorithm does not yield minimal triangulations
if the underlying graph of the input network is not chordal, it does guarantee
than no fill edges are inserted if the graph is indeed chordal. In addition, even
for the non-chordal cases we obtain much better results with this approach and
have a fine trade-off between time efficiency and good triangulations.

These techniques are implemented under the hood of our new reasoner which
is called Sarissa. Sarissa, as with our other tools presented here, is a generic and
open source qualitative reasoner written in Python.3

4 Experimental Evaluation

In this section we compare the performance of Sarissa with that of Renz’s solver
[27], GQR (release 1500) [12], Phalanx, and Phalanx�, with their best performing
heuristics enabled.

We considered both random and real datasets. Random datasets consist of
RCC-8 networks generated by the usual A(n, d, l) model [27] and large RCC-8

3 All tools and datasets used here can be acquired upon request from the authors or
found online in the following address: http://www.cril.fr/~sioutis/work.php.

http://www.cril.fr/~sioutis/work.php
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Fig. 5. Performance of five reasoners for randomly generated networks

networks generated by the BA(n,m) model which we first introduce for bench-
marking qualitative spatial reasoners in this paper. In short, model A(n, d, l) cre-
ates random regural networks (like the one depicted in Figure 3a) of size n, degree
d, and an average number l of RCC-8 relations per edge, whereas model BA(n,m)
creates random scale-free-like networks (like the one depicted in Figure 3b) of size
n and a preferential attachment valuem. For model BA(n,m) the average number
of RCC-8 relations per edge defaults to |B|/2, where B is the set of base rela-
tions of RCC-8. Real datasets consist of admingeo [14] and gadm-rdf4 that com-
prise 11761/77907 nodes/edges and 276728/590865 nodes/edges respectively. In
short, admingeo describes the administrative geography of Great Britain using
RCC-8 relations, and gadm-rdf the world’s administrative areas likewise. The
experiments were carried out on a computer with an Intel Core 2 Quad Q9400
processor with a CPU frequency of 2.66 GHz, 8 GB RAM, and the Precise Pan-
golin x86 64 OS (Ubuntu Linux). Renz’s solver and GQR were compiled with
gcc/g++ 4.6.3. Sarissa, Phalanx, and Phalanx� were run with PyPy5 1.9, which
implements Python 2. Only one of the CPU cores was used for the experiments.

Random Datasets. For model A(n, d, l) we considered network sizes between
100 and 1000 with a 100 step and l = 4 (= |B|/2) relations per edge. For
each size series we created 270 networks that span over a degree d between
3.5 and 12.0 with a 0.5 step, i.e., 15 network instances were generated for each
degree. The results are shown in Figure 5a. GQR clearly outperforms all other
reasoners with Phalanx coming close 2nd and Renz’s solver last. In the particular
case of Sarissa and Phalanx� that use chordal graphs we note that they pay an
extra cost for calculating the triangles of relations for each appliance of path
consistency as these are not precomputated and stored in advance for memory
efficiency [29]. Sarissa also pays an additional cost for not being able to access or

4 http://gadm.geovocab.org/
5 http://pypy.org/

http://gadm.geovocab.org/
http://pypy.org/
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(a) degree distribution for admingeo (b) degree distribution for gadm-rdf

Fig. 6. The figure provides evidence of the power law node degree distribution of the
real datasets considered
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Fig. 7. Performance of five reasoners for real datasets

update relational values in constant worst case time as it does not use a matrix.
It is a fact that random regural networks are not triangulated very efficiently
with our approach, which results in dense chordal graphs in most of the cases.

For model BA(n,m) we considered 30 networks for each size between 1000 and
10000 with a 1000 step and a preferential attachment value of m = 2. We found
that for this specific value ofm and for the network sizes considered, the networks
lie within the phase transition region, where it is equally possible for networks
to be consistent or inconsistent, thus, they are harder to solve. The results are
shown in Figure 5b. Sarissa and Phalanx� outperform all other reasoners by a
large scale, and Renz’s solver was able to solve only the networks of 1000 nodes
(slower than all others) as it quickly hit the memory limit of our computer due
to many recursive calls (leading to storing many copies of the matrix). We note
that Sarissa is still burdened with the additional cost of not being able to access or
update relational values in constant worst case time. To the best of our knowledge,
the random datasets used in this paper are the biggest ones to date of all others
that exist in literature.
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Real Datasets. For experimenting with our real datasets, viz., admingeo and
gadm-rdf, we created constraint networks of different size, by taking into account
a small number of relations from the initial dataset and increasing it at every
next step. Of course, for both datasets, the whole dataset was used as a final
step. To backup our argument about the scale-free-like structure of real RCC-8
networks, we present Figure 6 that displays the power law degree distribution
of our real networks. As gadm-rdf is a very large network, we display its degree
distribution in log-log scale where the power law function is seen as a straight
line [3]. The results for admingeo are shown in Figure 7a. Sarissa and Phalanx�
have approximately equal performance and significantly outperform all other
reasoners. In the final step, both reasoners run in ∼ 150 sec, when the 3rd best
reasoner for this experiment, viz., Phalanx, runs in ∼ 4 hours. Up to this point
we have considered networks that fit the size of the matrix that accompanies all
state-of-the-art reasoners. We proceed with gadm-rdf, a dataset almost 30 times
bigger than admingeo. The results for gadm-rdf are shown in Figure 7b. Sarissa
is the only implementation that was able to reason with the whole dataset.
Sarissa completes the final step of the 590865 relations in under ∼ 7 sec, when
the 2nd best reasoner for this experiment, viz., Phalanx�, can only reason up
to 100000 relations in ∼ 7 min. GQR reasons up to 100000 relations in ∼ 28
min, Phalanx in double the time of GQR, and, finally, Renz’s solver reasons up
to 500006 relations in ∼ 7 hours. Gadm-rdf is the biggest real dataset to date
to have been succesfully employed in an experimental evaluation of qualitative
spatial reasoners. Surprisingly, Sarissa runs the gadm-rdf experiment faster than
the admingeo one, but this is due to more relations being inferred in the latter
case as a result of dataset particularities that affect the reasoning process.

At this point we conlude our experimental evaluations. Due to space con-
straints we omitted several graphs that would display the amount of edges con-
sidered by each implementation, the effect of the triangulations, and experiments
with the NP8 class of RCC-8 relations [27].

5 Conclusion and Future Work

In this paper we have presented an approach that employs chordal graphs and
a hash table based adjacency list implementation to tackle large scale-free-like
qualitative spatial networks, and goes well beyond the state-of-the-art qualitative
spatial reasoners which were found to come short of the task.

One could argue that even though being able to tackle a real dataset of nearly
a million relations fairly easily, our approach is still far from the billion relations
goal set in [19,21]. However, for the case of tractable RCC-8 networks and due to a
particular patchwork property presented in [17], our approach allows for building
a consistent RCC-8 enriched database incrementally. This can be achieved by
initially reasoning with a small part of the dataset, and then for every new piece
of data only considering relevant existing RCC-8 relations (if any), reasoning

6 In practice, Renz’s solver was able to fit the 100000 relations of the next step, but
judging by its overall performance it would require several days to reason with them.
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with the resulted fused piece of information, and continuing the process, while
maintaining chordality [6]. In a likewise manner, for quering or updating data one
would only have to consider relations relevant to his regural or update query.
Future work consists of exploring this solution for datasets that scale up to
billions of relations, and also further exploring and optimizing on the hierarchical
structure that real datasets present, as argued in [21]. In particular, it would be
interesting to explore which relations are used more than others in real datasets
and whether this could be of some use or not. We would also like to investigate if
stuctural or hierarchical properties are observed in real IA networks which we are
currently in the process of obtaining from temporally enriched datasets. Another
research direction would be to explore if SAT encodings are able to tackle large
scale-free-like RCC-8 networks, although given that SAT encodings become too
large when network sizes increase beyond a few hundred nodes this would be
highly unlikely.

Finally, we feel that it is very important to motivate the qualitative reasoning
community to get involved with the structure that real datasets present, and to
this direction large random scale-free-like networks can be of great use and value
to further improve existing reasoners and present (possibly mixed) solutions that
can scale up to billions of relations.
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Abstract. Ontology modularization methods aim either to extract
modules, or partition ontologies into sets of modules. Each module covers
a specific part of the whole that should “make sense”, while it preserves
additional properties. Ontology modularization may aim at reusability of
knowledge, reduction of complexity, efficient reasoning, and tooling sup-
port, e.g. for efficient ontology maintenance and evolution. This paper
presents a generic framework for the modularization of SHIQ ontolo-
gies, towards the construction of distributed E−SHIQ knowledge bases.
The aim is to compute decompositions for correct, complete and effi-
cient distributed reasoning. The proposed framework combines locality-
based rules with graph-based modularization techniques using a generic
constraint problem solving framework. The paper presents experimental
results concerning the modularization task.

Keywords: Ontology modularization, Description Logics, Distributed
reasoning.

1 Introduction

Modularity of ontologies is a critical issue for purposes such as reusability, main-
tenance, evolution, efficiency on reasoning. The proliferation of web ontologies,
many of which include a large body of knowledge, makes modularity a necessity
rather than a nice feature that ontologies must have. Towards the modulariza-
tion of large ontologies, there are many and significant efforts in the recent past
[1], but there are challenges ahead.

Modularization denotes either the extraction of modules from large ontologies
(e.g. for reusability purposes) or the partitioning of ontologies intomodules (e.g. for
facilitating evolution andmaintenance or reasoning tasks). In both cases, modules
should not be arbitrary chunks of knowledge. Modules must “make sense”, cover-
ing, as much as possible, well-defined subject matters, while they must preserve
the meaning of terms that they include. However, modules may bear a definite as-
sociation to other modules, or to the original ontology: The degree that this may

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 192–206, 2014.
c© Springer International Publishing Switzerland 2014
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happen depends on the purposes that modularization aims to serve. For instance,
aiming at reusability,modules should preserve a kind of context-independency (i.e.
they have to be reusable in different contexts as independent chunks of knowl-
edge); while aiming at efficient engineering or reasoning, modules may be associ-
ated among themselves so as to preserve the coherency of the whole and ensure the
correctness [2] of the decomposition.

Considering individual modules rather than the whole decomposition, local
correctness requires that modular fragments of a theory entail only what the
original theory entails [2]. Local completeness requires that entailments of the
original theory concerning only the signature of a specific module, should be
entailed by that module. For a specific module to be self-contained it should
entail all and only the entailments involving its own terms.

Considering the whole decomposition of an ontology, rather than individual
modules, specific desiderata include the following: (a) Correct and complete rea-
soning: The entailments of the original ontology and only these must be entailed
by reasoning over the collection of modules extracted. While this may be implied
by the correctness and completeness of the individual modules, in cases where
modules are not complete, this must be implied by the combination of modules.
(b) Decidability: The modular ontology must be in a decidable fragment of a
representation language. Other desired properties include the size of modules
(in terms of the elements, or the axioms included), the expressiveness of the
specifications in each module (e.g. some modules may need to maintain a low
level of expressiveness of their specifications), the type of network formed by the
associated modules, etc.

In this paper we aim at solving the following problem: Given an ontology
within the SHIQ fragment of Description Logics, partition this ontology into
an arbitrary number of modules that (a) form a distributed E−SHIQ knowledge
base, such that (b) it can be used for correct and complete reasoning, (c) each
module preserves to a great extent the meaning of the terms in its signature,
so as modules to make sense: This means that we aim at decompositions which
preserve the meaning of most terms within modules. Nevertheless, all terms must
preserve their meaning by considering the coupling of modules.

The aim is to perform efficient reasoning with the distributed E − SHIQ
knowledge base. Towards this purpose, as shown by the experiments performed
using the E −SHIQ reasoner [3], additional properties that must be preserved
by the networks of associated modules, include: (a) Axioms must be distributed
between modules in an as much as possible even way, without having, extremely
large modules that may be distant, (b) networks must have a small diameter,
and (c) associated modules must not form large cycles1.

1 Showing results concerning the efficiency of the distributed E−SHIQ reasoner when
applied to the distributed knowledge bases produced, is beyond the scope of this
paper. Rather, this paper proposes the modularization method for the partitioning
of large ontologies for correct and complete reasoning, while preserving the meaning
of ontology terms to a great extent.
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Existing modularization methods can be distinguished to those that are based
on logical foundations, and to those that apply heuristics for manipulating
graphs. While Grau et al. [4], [5] propose methods for extracting local-based
module(s) from any ontology, graph-based approaches apply heuristics to par-
tition [6], [7], [8], [9], [10] an ontology into modules. These methods usually
utilize network metrics and empirical “distance measures” to define the module
boundaries.

This paper revises the notion of locality-based modules to also include as-
sociations between modules in E − SHIQ distributed knowledge bases. It also
presents a modularization method which combines rules for constructing well-
formed E−SHIQ knowledge bases with rules for preserving locality of modules
in a constraints satisfaction problem. The method uses a constraint problem solv-
ing framework together with graph-based modularization methods for producing
the decomposition. The modularization method is generic in several aspects: (a)
The set of constraints may be reduced or enhanced, (b) constraints may be con-
sidered being soft rather than hard, (c) the constraint problem solver used may
be replaced by state of the art solvers. The work in this paper also includes
experimental results on a random corpus of ontologies, showing the potential of
the method proposed.

The paper is structured as follows: Section 2 present preliminaries on E −
SHIQ and locality-based modularization and discusses their interaction. Section
3 presents locality in the context of E − SHIQ and section 4 describe the
modularization method. Section 5 presents experimental results on applying the
method on a corpus of ontologies. Section 6 concludes the paper.

2 E − SHIQ and Locality-Based Modularization

This section presents background knowledge on the E − SHIQ representation
framework [3] and on locality-based modularization [4]. It concludes with dis-
cussing the flexibility that E−SHIQ offers for ontology modularization, extend-
ing the notion of locality-based modules by taking also into account associations
of modules with other modules.

To provide concrete examples of what is discussed, throughout the paper, we
consider the ontology O with the following axioms:

Conference ≡ MedicalConference �OtherConference (1)

Conference � Event (2)

Event � HumanActivity (3)

PediatricConference � MedicalConference (4)

Article � PublishedMaterial � ∃PresentedAt.Event (5)

MedicalArticle � Article � ∀PresentedAt.MedicalConference (6)

The E-SHIQ representation framework [3] belongs to the family of mod-
ular representation frameworks for Description Logics [11]. It provides construc-
tors for associating ontologies (modules) that are within the SHIQ fragment of
Description Logics. Specifically:
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- E − SHIQ supports subjective concept-to-concept correspondences between
concepts in different modules.
- E − SHIQ provides constructors for relating individuals in different modules
via link relations (representing domain-specific relations), as well as via sub-
jective individual correspondences (representing subjective equalities between
individuals in different modules). Link relations may be further restricted via
value and cardinality restrictions, and they can be hierarchically related with
other link relations from the same module.
- E−SHIQ supports “punning” by allowing roles and link relations to have the
same name within the same module. This allows peers to reason with roles and
link relations locally. To take further advantage of punning, E−SHIQ allows a
restricted form of transitive axioms, aiming to support the computation of the
transitivity closure of a role in any module by local means.

Formally: Given a non-empty set of indices I and a collection of modules
indexed by I, let NCi , NRi and NOi be the sets of concept, role and individual
names, respectively. For some R ∈ NRi , Inv(R) denotes the inverse role of R
and (NRi ∪ {Inv(R)|R ∈ NRi}) is the set of SHIQ i-roles, i.e. the roles of the
i-th ontology. An i-role axiom is either a role inclusion axiom or a transitivity
axiom. Let Ri be the set of i-role axioms.

Let Eij be the set of ij-link relations relating individuals in i and j, i �= j ∈ I.
Link relations are not pairwise disjoint, but are disjoint with respect to the
set of concept names. An ij − relation box Rij includes a finite number set of
ij − link relation inclusion axioms in case i �= j, and transitivity axioms of
the form Trans(E, (i, j)), where E is in (Eij ∩NRi), i.e. it is an ij-link relation
and an i-role. The restricted form of transitivity axioms preserve the locality of
specifications for the module i. In case i = j, then Rij=Ri (with an abuse of
notation) includes a finite number set of i− role inclusion axioms. Subsequently
we use the term property to denote both roles and link-relations.

The sets of i−concepts are inductively defined by the constructors within the
SHIQ fragment of Description Logics.

Let i : C and i : D possibly complex concepts and i : C � i : D (or i : C � D)
a general concept inclusion (GCI) axiom. A finite set of GCI’s is a TBox for i
and it is denoted by Ti.

Concept correspondences may be concept onto concept, or concept into con-
cept: Let C ∈ NCi , D ∈ NCj with i �= j ∈ I. A concept onto (into) concept

correspondence from i to j that holds for j, is of the form i : C

→ j : D (corresp.

i : C
�→ j : D).

Definition (Distributed Knowledge Base). A distributed knowledge base
Σ = 〈T,R,C〉 is composed by the distributed TBox T, the distributed RBox
R, and a tuple of sets of correspondences C = (Cij)i�=j∈I between modules. A
distributed TBox is a tuple of TBoxes T= (Ti)i∈I , where each Ti is a finite set
of i-concept inclusion axioms. A distributed RBox is a tuple of ij-property boxes
R = (Rij)i,j∈I , where each Rij is a finite set of property inclusion axioms and
transitivity axioms.
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A distributed ABox (DAB) includes a tuple of local ABox’es Ai for each
ontology i, and sets Aij , i �= j with individual correspondences of the form

j:a
= → i:b, and property assertions of the form (a, b) : Eij , where Eij is an ij-

link relation in Eij , i �= j. Thus, individual correspondences are specified from
the subjective point of view of i and, together with assertions concerning linked
individuals, these are made locally available to i.

Example: Let us for instance consider two (i.e. I = {1, 2}) “parts” of the ex-
ample ontology O: M1 and M2. Then, the E − SHIQ distributed knowledge
base is Σ = 〈T,R,C〉 , and is composed by the distributed TBox T, the dis-
tributed RBoxR, and a tuple of sets of correspondencesC = (Cij)i�=j∈I between
ontology units. Specifically,

– T= (Ti)i∈I , where
T1 = {1, 2, 3, 4}, (indicating the axioms included) and
T2 = {5, 6}.

– R = ((Ri)i∈I , (Rij)i�=j∈I), where Ri = Rij = ∅, i, j ∈ I ,
– C= (Cij)i�=j∈I , where

C21 = {2 : MedicalConference
≡→ 1 : MedicalConference, 2 : Event

≡→ 1 :
Event}
C12 = {1 : MedicalConference

≡→ 2 : MedicalConference, 1 : Event
≡→ 2 :

Event}
– DAB = ((Ai)i∈I , (Aij)i�=j∈I), where Ai = ∅ and Aij = ∅, for any i, j ∈ I

For the sake of brevity, we use equivalence subjective correspondences: These
are actually specified by means of onto and into subjective correspondences.
Please notice that both modules hold subjective knowledge on concepts corre-
spondences, and these are symmetric. Finally, it must be noticed that the prop-
erty PresentedAt is a 2-role, only: E−SHIQ does not support correspondences
between roles.

A distributed knowledge base forms a network of associated (via correspon-
dences and link relations) modules. Associations have specific direction and may
form cycles (as also shown in the example above).

Definition (Domain relations). Domain relations rij , i �= j ∈ I represent
equalities between individuals, from the subjective point of view of j. A domain
relation rij , i �= j from Δi to Δj is a subset of Δi ×Δj , s.t. in case d′ ∈ rij(d1)
and d′ ∈ rij(d2), then according to the subjective view of j, d1 = d2 (denoted
by d1 =j d2). Also, given a subset D of ΔIi , rij(D) denotes ∪d∈Drij(d).

Given that domain relations represent equalities, in case d1 ∈ rij(d) and d2 ∈
rij(d), then d1 =j d2 (it must be noticed that d1 and d2 are individuals in j).
Therefore, E − SHIQ domain relations are globally one-to-one relations.

Definition (Distributed Interpretation). Given the index I and i, j ∈ I,
a distributed interpretation I of a distributed knowledge base Σ is the tuple
formed by the interpretations Iij = 〈Δi, Δj , ·Iij 〉, i, j ∈ I, and a set of domain
relations rij , in case i �= j ∈ I. Formally, I = 〈(Iij)i,j∈I , (rij)i�=j∈I〉.
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A local interpretation Ii satisfies an i-concept C w.r.t. a distributed knowledge
base Σ, i.e. Ii � i : C iff CIi �= ∅. Ii satisfies an axiom C � D between i-concepts
( i.e. Ii � i : C � D) if CIi ⊆ DIi . Also, Iij satisfies an ij-property inclusion
axiom R � S (Iij � R � S) if RIij ⊆ SIij . A transitivity axiom Trans(E; (i, j))
is satisfied by I iff EIi ∪ EIij is transitive.

Definition (Distributed entailment and satisfiability). Σ �d X � Y
if for every I, I �d Σ implies I �d X � Y , where X and Y are either i-concepts
or ij-properties, i, j ∈ I. Σ is satisfiable if there exists a I s.t. I �d Σ. A concept
i:C is satisfiable with respect to Σ if there is a I s.t. I �d Σ and CIi �= ∅.

The E−SHIQ distributed reasoner implements a complete and sound tableau
algorithm [3] for combining local reasoning chunks corresponding to the individ-
ual modules in a peer-to-peer fashion, inherently supporting the propagation of
subsumptions between them.

Locality-Based Modularization. The motivation behind locality-based mod-
ularization is to ensure that the modules constructed are self-contained, as de-
fined in the introduction. The aim is to enforce a separation between a module
and its context, and thus to ensure that this model can be combined with any
other module. Formally, a module M for an ontology O in the language L, w.r.t
a signature S is an ontology M ⊆ O s.t. M and O entail the same axioms over
S in L.

As it is mentioned in [4], this notion can be formalized using the notion of
model based conservative extensions. In this case, every model of a module M of
O can be extended to a model of O without changing the interpretation domain
or the interpretation of symbols in S. Thus, given an O and S ⊆ Sig(O), a
module M ⊆ O is defined to be a locality based module of O for S if O is a
model conservative extension of M for S.

Example. Considering our example, any model I of the ontology M1 =
{1, 2, 3, 4} (abusing the notation for the brevity of presentation) can be extended
to an interpretation J such that any symbol in the signature ofM1 is interpreted
by J in the same way as in I, and all symbols that are not in this signature as
the empty set. According to the above definitions O is a conservative extension of
M1 and M1 is a module of O for Sig(M1). As a result, each axiom constructed
by symbols in Sig(M1) is entailed by M1 iff it is entailed by O.

Since the problem of checking whether any module M is a locality based
module of O for a signature S is undecidable for fairly lightweight fragments
of OWL, we need to compute approximations. According to [4], a sufficient
condition for a conservative model is locality:

Definition (∅-locality). Let S be a signature. An interpretation is ∅-
local for S if for every class A and property R not in S, we have AI = RI = ∅.
An axiom α is ∅-local for S if I � α for each I that is ∅-local for S. An ontology
O is ∅-local for S if every axiom in O is ∅-local for S.



198 G. Santipantakis and G.A. Vouros

Example. We can easily check that axioms (5) and (6) in O\M1 are ∅-
local for Sig(M1): Any interpretation I that interprets all symbols in Sig(O) \
Sig(M1) as the empty set, is ∅-local for S=Sig(M1).

However, M1 is not ∅-local for Sig(M2) if we consider that Sig(M2) includes
the terms Event and/orMedicalConference: Axiom (3) for instance can not be
made ∅-local for any interpretation that interpretsHumanActivity as the empty
set, since Event ∈ Sig(M2). This is the case for the axiom (1), as well, due to
the concept MedicalConference. Since checking ∅-locality may be proved costly
as well, one may use the following syntactic conditions for checking ⊥-locality
for a specific signature S. ⊥-locality implies ∅-locality [4].

Given a signature S ⊆ Sig(O) for a SHIQ ontologyO, the following grammar
defines the positive ⊥-concepts C+

S for S:

C+
S ::=A+ | (¬C−) | (C � C+) | (∃R+.C) | (∃R.C+) | (≥ nR+.C) | (≥ nR.C+) (7)

where A+ is a concept name not in S and R+ a role not in S, C ∈ Sig(O) and
R ∈ Sig(O). It must be noticed that given that S ⊆ Sig(O), a concept or role
in Sig(O) may not be in C+

S or in C−
S . The negative ⊥-concepts C−

S for S are
as follows:

C−
S ::= (¬C+) | (C−

1 � C−
2 ) | C− � C | ∀R+.C | ∀R.C− (8)

The other constructs of SHIQ can be expressed using the above constructors,
so they can be used in local concepts as well. A local axiom a for S should be
either C+ � C or C � C−. A module is ⊥-local for S if all its axioms are local
for S.

Definition (⊥-module). Let O be an ontology and let S be a signa-
ture, S ⊆ Sig(O). M ⊆ O is a ⊥-module for O for S, if O\M is ⊥-local for
S ∪ Sig(M).

3 E − SHIQ Locality-Based Modules

Given a distributed E−SHIQ knowledge base, we have to determine when the
individual E − SHIQ modules are local. First, we need to point out that given
the rules for ⊥-locality in (7), R in E − SHIQ may be either a role or a link
relation. Denoting a link relation with E, then for an E−SHIQ module M the
rules for positive and negative ⊥−concept are as follows for S = Sig(M):

C+
S ::= A+ | (¬C−) | (C � C+) | (∃R+.C+) | (∃E+.C−) | (≥ nR+.C+) | (≥ nE+.C−)

C−
S ::= (¬C+) | (C−

1 � C−
2 ) | C− � C | ∀R−.C− | ∀E.C− (9)

Given these rules, E − SHIQ offers flexibility towards constructing well-
formed distributed knowledge bases. To show this, together with the effect of
modules’ associations to locality, let us consider the two parts, M1 and M2

of the example ontology O. Then, we may consider the following options to
associate the two modules:
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1. In case Event and/or MedicalConference belong in Sig(M1), then the property
PresentedAt can be formed as an 2-role and a 21-link relation.

2. In case Event (and/or MedicalConference) belongs in Sig(M2), then we may
either

(a) Replace the axiom (2) (and/or (4)) in M1 by subjective correspondences for the
module M1, or

(b) Retain the axioms (2) (and/or (4)) in M1 and associate the two modules with
equivalence correspondences for Event (and/or MedicalConference).

3. In case Event (and/or MedicalConference) belong in Sig(M1)∩Sig(M2), then
there should exist equivalence correspondences between corresponding concepts in both
modules.

4. Another option is as follows: In case Event and MedicalConference belong in
Sig(M1), we can name the concepts ∃PresentedAt.Event and ∀PresentedAt.Medical-
Conference, let these names be A and MA respectively, replace these complex con-
cepts in axioms (5) and (6) with their names, enhance the signature of Sig(M1) with
PresentedAt, A, MA, and include the new equivalence axioms in M1. The new axioms
will be as follows:

A ≡ ∃PresentedAt.Event (10)

MA ≡ ∀PresentedAt.MedicalConference (11)

Article � PublishedMaterial �A (replacing axiom (5)) (12)

MedicalArticle � Article �MA (replacing axiom (6)) (13)

with M1 including axioms (1),(2),(3),(4),(10),(11) and M2 axioms (12),(13). The two
modules should be associated with equivalence correspondences for A and MA2.

Options 1 and 2(a) result to M1 being a ⊥-module for Sig(O\M2). M2 may
not be a ⊥-module for Sig(O\M1) due to the concept ∃PresentedAt.Event.
2(b) is not considered as an option by the modularization method. Option 4
is being considered in cases where the other options can not be applied (e.g.
in case PresentedAt should be formed as a role, and concepts in axioms (2)
and (4) should be 1-concepts due to other constraints). In this case M2 is a
⊥-module for Sig(O\M1), but M1 is not a ⊥-module for Sig(O\M2) due to
the complex concept ∃PresentedAt.Event. Also, option 3 is considered by the
proposed modularization method only when optimizations are performed (this is
shown below). However, in these cases, due to the equivalence correspondences,
partitions may not be ⊥-modules. If we do not consider the terms associated
via equivalence correspondences to belong in the signature of any module, then
all parts are ⊥-local. The reason for this is the occurrence of correspondences
specifying subjective relations of the form i : X " j : C, where C is a term in
the signature of module Mj , while the term X is not. These specifications may
not preserve the meaning of the term j : C, given that its meaning is restricted
by an external concept, and Mj is not a ⊥−module.

2 It must be noticed that in all cases we choose to specify correspondences only from
the module to which a term belongs. For instance, for the case 2(a), the correspon-
dence for Event is form M1. We can have correspondences from the other modules,
but this is not necessary for the correctness and completeness of the reasoning for
the distributed knowledge base.
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Other options exist as combinations of the above, although some of them
may not be valid for E − SHIQ: Specifically, a role can not be shared between
two or more modules, given that E − SHIQ does not support correspondences
between roles. To maintain the notion of locality in the presence of concept
correspondences we revisit the definition of ⊥-module for E − SHIQ:

Definition (⊥−E-module). LetO be an ontology and let S be a signature, S ⊆
Sig(O). M ⊆ O is a ⊥−E-module for O for S, if O\M is ⊥-local for Srestr =
S ∪ Sig(M)− {C|C is a concept name and there exists a correspondence

of the form X

→ C from the subjective point of view of M}.

For our purposes, since we aim at performing reasoning tasks with all associated
modules (in contrast to [4] where modules should be context-independent chunks
of knowledge), the existence of these terms do not have unintended effects to the
reasoning tasks. Nevertheless, partitioning an ontology into modules that are as
much as possible context-independent, is desirable.

The modularization method takes advantage of the flexibility offered by
E − SHIQ so as to compute ⊥ − E-modules, and applies locality-based con-
straints with graph-based modularization rules, using a constraint problem solv-
ing framework.

4 The Modularization Framework

The intuition behind the proposed modularization method is to keep highly-
dependent ontology elements in the same module, subject to satisfying the con-
straints for ⊥−locality. The major steps of the method are (a) the construction
of a dependency graph for specifying the dependencies between ontology con-
cepts and roles, (b) the clustering of ontology concepts and roles into groups
so as to satisfy the locality constraints, and (c) the construction of modules.
Finally, further processing may optimize the network of associated modules.

Groups constructed during the clustering step are not modules: Having two
elements in the same group (or different groups), point out the preference to
keep them in the same module (or different modules respectively).

The Dependency Graph: Given an ontologyO, the dependency graph for that
ontology is a directed graph G = 〈E,V〉, where V is a set of nodes corresponding
to (terms or complex) concepts and roles, and a set of unidirectional dependency
edges E connecting the nodes. Each node for a concept C in the graph is as-
sociated with a state variable SC . The state SR of a node corresponding to an
ontology role R, comprises two variables SRfrom

and SRto . These variables range
to a finite set D ⊂ {1, 2, 3, ...}, specifying the maximum number of available
groups.

The set of edge types in the dependency graph are defined according to the
ontology specifications and the constructors available in the SHIQ fragment of
Description Logics:
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E1: Two nodes NC and ND representing concepts C and D can be connected:

(a) With an edge of type subc− dep if C � D3,
(b) with an edge of type cap − dep, if C is of the form �iDi, i = 1, 2... and there

is a Dk, such that D = Dk (the equality specifies equality between the terms
lexicalizing the concepts),

(c) with an edge of type cup − dep, if C is of the form �iDi, i = 1, 2... and there
is a Dk, such that D = Dk,

(d) with an edge of type compl, in case C and D are concept names and C is of
the form (¬D), or

E2: A concept C is related to a role R via an edge of type Restr−dep, if C is of the
form Restr R.D, where Restr ∈ {∀, ∃,≤ n,≥ n}.

E3: A role R is related to a concept C via an edge values−dep, if there is a restriction
of the form RestrR.C, where Restr ∈ {∀,∃,≤ n,≥ n}.

E4: A node NR corresponding to a role R can be related to a node NS corresponding
to a role S as follows:

(a) with a subr − dependency in case R � S, or
(b) with an inv − dependency in case R is the inverse of S.
(c) Transitivity of roles do not impose further dependencies.

Dependencies and Constraints: Edges in the dependency graph specify how
nodes (i.e. ontology concepts and roles) are related. These are related to con-
straints between associated nodes’ states. Constraints between the states of
nodes can be distinguished into generic constraints (GC) for E-SHIQ and local-
ity preserving constraints (LC). While the former suffice for the construction of
a valid E −SHIQ distributed knowledge base, the later are necessary for com-
puting ⊥−local partitions for the signature of remaining part of the ontology,
according to formula (9). Specifically, the constraints are the following:

GC1: If there is a Restr − dep between a node AC and a node AR, then it must hold
that SC = SRfrom .

GC2: If there is a values− dep between a node AR and a node AC , then it must hold
that SC = SRto .

GC3: If there is a subc− dep between nodes NC and ND, then SC = SD
4.

GC4: If there is a subr − dep or inv − dep between nodes NR and NS , then it must
hold that SSfrom = SRfrom and SSto = SRto

LC1: If there is a cap − dep between nodes NC and ND, and D is a concept name,
then SC = SD. If D is a complex concept, then SC �= SD.

LC2: If there is a cup− dep between nodes NC and ND, then SC = SD.
LC3: If there is an edge Restr-dep between C and R, where Restr ∈ {∃,≥ n} and there

is no Restr-dep between C’ and R where Restr ∈ {∀,≤ n}, then SRfrom = SRto .
LC4: If there is an edge Restr−dep between C and R, where Restr ∈ {∀,≤ n, }, then

SRfrom �= SRto .

3 Please notice that any C ≡ D and disjoint(C,D) axiom can be expressed using
subsumption relations

4 In this case the constraint may be soft. In E−SHIQ the concepts C and D may re-
sult to different modules with correspondences between them. This holds for complex
concepts as well as mentioned for option (4) in section 3
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LC5: If there is a Restr-dep between C and R, where Restr ∈ {∀,≤ n}, and there is
a Restr-dep between C’ and R, where Restr ∈ {∃,≥ n}, then SRfrom �= SRto .

It must be noticed that not any combination of constraints can be solved if
they are considered to be hard.

Constraints Problem Solving: Constraints can be distinguished into hard
and soft constraints. The only requirement is that, if there is a hierarchy of
roles in the ontology, the constraint GC4 should be a hard constraint. Initially,
each state variable is assigned a value from D so as to satisfy all the constraints
associated to it. If a subset of D satisfies the constraints (or if no value satisfies all
the constraints), a random value is chosen. This task ends with (probably many)
violated hard constraints which are resolved using a branch-and-bound solver
with initial values those already assigned to state variables. The solver consults
only the part of the graph that contains the conflicts, aiming to minimize the
conflicts by examining remaining variable values via a backtrack search5. Given
the solution computed by the CSP solver, a hill-climbing algorithm minimizes
the remaining conflicts introduced by soft constraints. Constraints that are not
satisfied, are resolved by applying any of the options mentioned in section 3,
during the formation of modules. The options apply to any type of constraints.

Once the state values of the nodes are decided, dependency graph nodes
are clustered into groups. The signature of each module contains those con-
cept names and roles that are connected with a path of nodes s.t. all the nodes
in the path belong in the same group. Forming modules in this way, it is ensured
that concepts and roles within modules are semantically dependent, satisfy the
constraints, and thus modules “make sense”.

Formation of Modules: At this point we can estimate the maximum number
of axioms of each module, as well as the number of cycles and the diameter of the
network. Then, we can apply further optimization techniques to satisfy specific
properties for the network of associated E − SHIQ modules. An optimization
method applied, aims to minimize the coefficient of variation of the distribution
of axioms (CV) in the network of associated modules. The optimization will
merge modules that have a common neighbor, if this action reduces CV. This
is repeated on the network, until there is no merging that can further reduce
CV. This optimization reduces the number of modules in the network, and in-
creases the even distribution of axioms in the modules. Also, it does not violate
locality constraints, since the merging of two ⊥−local modules Mi, Mj, w.r.t.
Sig(O)\Sig(Mi) and Sig(O)\Sig(Mj) respectively, is also a ⊥−local module
w.r.t. Sig(O)\Sig(Mi ∪Mj).

Finally, the distribution of axioms to the modules is done as follows: For each
axiom α in the ontology, the module M that will host the axiom α, is the one
that maximizes the function:

U(M, α) =
|Sig(M)|+ |Sig(M) ∩ Sig(α)|

|tbox(M)|+ 1 + |Sig(α)| − |Sig(M) ∩ Sig(α)| (14)

5 The CSP solver can be found at http://bach.istc.kobe-u.ac.jp/cream/

http://bach.istc.kobe-u.ac.jp/cream/
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where Sig(M) is the signature of M, tbox(M) is the set of axioms in M, and
Sig(α) is the set of terms in the axiom α. Once the module that will host
the axiom is decided, the process will construct any correspondences and link-
relations specified by the axiom. The intuition for formula (14) is to find the
module M that includes most of the terms in Sig(α), subject to that the number
of axioms and correspondences in M (counted in the denominator) will be kept
low. The unintended effect of this rule is to change the signature of modules
and use the option (3) mentioned in section 3 for establishing correspondences
between modules.

By considering all the cases for building and associating E−SHIQ modules,
as these are mentioned in section 3, the following theorem can be proved:

Theorem 1. The modularization method produces a network of associated
⊥ − E-modules that form a distributed E − SHIQ knowledge base satisfying
correctness and completeness of reasoning.

The time complexity for the dependency graph and module construction tasks,
is linear to the number of axioms of the ontology, thus the complexity of the
method depends on the CSP solver. The worst-case complexity is the exhaustive
search for the entire dependency graph, i.e. O(sn), where s is the number of
states and n the number of nodes in the dependency graph. However, given that
the CSP solver applies to a small part of the dependency graph with the initial
values, the complexity of the process is significantly reduced.

5 Experimental Results

We have gathered many, mostly large ontologies by crawling web ontology repos-
itories6. We created a corpus of 12 ontologies, chosen by their size and catego-
rized to small (between 100-499 axioms), medium (between 500-4999 axioms)
and large (5000 and more axioms). Table 1 presents the corpus used in our
experiments showing the id of each ontology, the number of concept and role
names, the number of axioms and their expressiveness.

Table 1. Ontologies used in the experiments

ID 69ade 7106b cabro biopax 76dda 00016 00380 7d540 fly 9ed40 f6cd1 8bd89
#Concept Names 147 15 59 41 75 96 4244 144 6599 8223 7596 12909
#Role Names 20 34 13 33 103 229 28 23 0 3 604 2114

#Axioms 127 145 100 338 513 1055 3046 613 6587 8715 8716 28263
Expressivity ALC SHIN (D) ALCHIQ ALCHN (D) SHIN (D) SHIN ALE ALC AL ALUIN (D) ALHI AL

We apply the proposed modularization method (referred to as E-SHIQ Md
in the following tables) on each ontology and compare the results to the output

6 Crawled as of June 25th, 2013 from http://bioportal.bioontology.org/ ,
http://www.cs.ox.ac.uk/isg/ontologies/

and http://owl.cs.manchester.ac.uk/owlcorpus

http://bioportal.bioontology.org/
http://www.cs.ox.ac.uk/isg/ontologies/
http://owl.cs.manchester.ac.uk/owlcorpus
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Table 2. Modularization results for (a) small, (b) medium, (c) large ontologies

(a)

ontology algorithm 0-9 10-19 20-29 30-49 50-79 80-99 100-199 200-299

69ade
localityExtr 5 6 3 18 33 35 47 0
E-SHIQ Md 5 0 0 0 0 0 1 1

7106b
localityExtr 1 0 1 5 8 0 0 0
E-SHIQ Md 11 2 0 0 1 0 0 0

biopax
localityExtr 4 2 1 2 8 6 18 0
E-SHIQ Md 4 0 0 0 0 1 1 0

cabro
localityExtr 1 0 0 2 37 19 0 0
E-SHIQ Md 7 0 0 2 0 0 0 0

(b)

ontology algorithm 0-9 10-19 20-29 30-49 50-99 100-499 500-999 1000-1999 2000-2999 3000-4000

00016
localityExtr 0 0 0 0 0 96 0 0 0 0
E-SHIQ Md 2 1 0 2 3 0 1 0 0 0

00380
localityExtr 13 19 17 25 65 504 690 1378 1465 68
E-SHIQ Md 1 1 0 3 2 2 2 0 0 1

76dda
localityExtr 0 0 0 0 0 75 0 0 0 0
E-SHIQ Md 3 1 2 1 2 1 0 0 0 0

7d540
localityExtr 5 7 10 20 55 47 0 0 0 0
E-SHIQ Md 1 2 5 3 1 2 0 0 0 0

(c)

ontology algorithm 0-49 50-99 100-199 200-499 500-799 800-999 1000-1499 1500-2999 3000-4999 5000-9999 10000-15000

8bd89
localityExtr 62 99 0 0 96 22 353 1244 1261 2257 7515
E-SHIQ Md 366 31 63 25 6 0 1 1 0 0 0

9ed40
localityExtr 0 0 0 0 0 0 469 1412 2279 4063 0
E-SHIQ Md 26 19 27 4 1 0 0 1 0 0 0

f6cd1
localityExtr 9 15 25 115 146 119 349 1295 2083 3440 0
E-SHIQ Md 58 53 1 5 1 1 0 0 0 0 0

fly
localityExtr 15 20 61 251 203 91 369 1390 2323 1876 0
E-SHIQ Md 108 31 4 2 1 0 0 0 0 0 0

of the locality module extractor (localityExtr) reported in [5]. In all cases we
consider all the GC constraints hard, and the LC constraints soft. The results
are presented in tables 2(a)-(c), corresponding to the size categories. Each table
presents per ontology and algorithm, the number of extracted modules of size
(number of axioms) within the range shown in the header of the column. For
example, in table 2(a), both algorithms constructed 5 modules that contain at
most 9 axioms for the ontology 69ade.

Table 3. Network statistics

Ontology 69ade 7106b cabro biopa 76dda 00016 00380 7d540 fly 9ed40 f6cd1 8bd89

Modules 7 13 9 5 9 8 12 14 146 77 119 483
Diameter 2 3 4 3 4 2 2 4 20 8 8 7
BackEdges 6 1 0 1 2 10 21 2 1 3 37 23

Total Correspondences 285 79 45 100 204 317 4071 312 2928 4327 3536 13713
Total Link Restrictions 0 0 0 3 0 0 0 0 0 0 0 0

The method localityExtr is being used as a baseline, although its objectives
are quite different from those of E-SHIQ Md. Actually, localityExtr extracts a
module for each concept name in the ontology, thus replicates many axioms
in different modules. E-SHIQ Md constructs ⊥ − E−local modules, with no
replication of axioms but with associations between modules. As the results show,
E-SHIQ Md constructs a significantly smaller set of modules than localityExtr,
and the modules contain less axioms (especially for large ontologies) than in the
case of localityExtr. Furthermore, E-SHIQ Md constructs small numbers of large
modules, while the largest modules are still significantly smaller (and less) than
those produced by the localityExtr.
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Finally, for each network, we estimate the number of existing cycles by the
number of “back-edges”, i.e. the edges that appear in the network but not in
the minimum spanning tree. The results in table 3 show that the networks have
a small diameter and a low number of “back-edges” compared to the number of
terms and axioms in each ontology. Also, the high number of correspondences,
show the strong association of modules. In these experiments, the number of
link restrictions is negligible, as a result of (a) the fact that LC4 and LC5 are
soft constraints, and (b) GC4 is a hard constraint, which in the presence of role
hierarchy it restricts the values for the state variables involved in LC4, LC5.

6 Concluding Remarks

In this paper we have presented a modularization framework that, given an
ontology, constructs a network of associated modules forming an E-SHIQ dis-
tributed knowledge base. The proposed framework computes ontology decom-
positions that satisfy properties towards efficient reasoning with E-SHIQ. We
have conducted experiments on a set of randomly selected ontologies of different
size and expressivity, showing the construction of small networks (low number
of modules, even distribution of axioms and short network diameter).

Further work aims at showing that the distributed knowledge constructed
result to indeed very efficient reasoning, even for very large ontologies, by running
the distributed E-SHIQ reasoner on the constructed knowledge bases. Towards
making reasoning more efficient we also aim to test alternative optimizations,
while also thoroughly studying different configurations towards achieving better
modularization results according to the level of difficulty each ontology presents.
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Abstract. The modality ‘true in many cases’ is used to handle non-classical pat-
terns of reasoning, like ‘probably ϕ is the case’ or ‘normally ϕ holds’. It is of
interest in Knowledge Representation as it has found interesting applications in
Epistemic Logic, ‘Typicality’ logics, and it also provides a foundation for defin-
ing ‘normality’ conditionals in Non-Monotonic Reasoning. In this paper we con-
tribute to the study of this modality, providing results on the ‘majority logic’ Θ of
V. Jauregui. The logic Θ captures a simple notion of ‘a large number of cases’,
which has been independently introduced by K. Schlechta and appeared implic-
itly in earlier attempts to axiomatize the modality ‘probably ϕ’. We provide a
tableaux proof procedure for the logic Θ and prove its soundness and complete-
ness with respect to the class of neighborhood semantics modelling ‘large’ sets of
alternative situations. The tableaux-based decision procedure allows us to prove
that the satisfiability problem for Θ is NP-complete. We discuss a more natural
notion of ‘large’ sets which accurately captures ‘clear majority’ and we prove
that it can be also used, at the high cost however of destroying the finite model
property for the resulting logic. Then, we show how to extend our results in the
logic of complete majority spaces, suited for applications where either a propo-
sition or its negation (but not both) are to be considered ‘true in many cases’, a
notion useful in epistemic logic.

Keywords: default modality, majority modal logic, tableaux proof procedure.

1 Introduction

Commonsense Reasoning deals very often with patterns of reasoning corresponding to
sentences like ‘in most days, Jim will have a coffee after work’, ‘normally my favourite
basketball team should win tomorrow - after all, we are in terrible shape this period’,
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‘it will probably rain tomorrow’ (meaning that the speaking person considers more
probable that it will rain tomorrow, than it will not), ‘Stella estimates that she had a
successful exam today’ (in the sense that she would bet that her grading will be beyond
a certain threshold, rather than below it), etc. These are typical examples of inference
patterns which can be considered to fall within a certain scheme: a fact is considered to
be true in ‘most’ of the states of affairs (cases, scenarios) the agent can think of. It is a
pattern of inference that can be handled with the machinery of Modal Logic.

Modal Logic traditionally studies logics of qualified truth: ‘necessarily true’,
‘known or believed to be true’, ‘henceforth true’, are some of the most important and
well-known interpretations of the modal operator, in areas such as epistemic, doxas-
tic and temporal logic. In Knowledge Representation and Commonsense Reasoning, it
seems obvious that a modality intended to be read as ‘true in a large number of cases’
(described in related approaches as ‘true in most cases’, ‘majority true’ [14], ‘probably
true’ ([11,4], in a qualitative sense), ‘normally true’, ‘true by default’ [13], etc.) is of in-
terest to AI applications. Modalities of this type have been employed in Epistemic Logic
in order to capture weak notions of belief [11,1,15]. Commonsense Reasoning studies
logics of ‘normality’: inferring that an entity has ‘normally’ or ‘typically’ a property P
is at the heart of Knowledge Representation and the central question in Non-Monotonic
Reasoning. In that respect, the study of a ‘normality’ modality seems essential for the
field.

In this paper we work on the logic Θ of V. Jauregui from [13,14], which axiomatizes
the modality we call ‘true in many cases’. In Jauregui’s papers it is called the ‘majority’
modality, or ‘mostly true’ modality, as it is supposed to capture ‘truth in a majority of
the possible states of affairs’. It is intuitively nontrivial to define an acceptable inter-
pretation of the generalized quantifiers ‘many’, ‘most’, ‘in a large number of ’ (see the
discussion in Section 3) and the notion employed by Jauregui is simple and natural, yet
it is not strict. Thus, we prefer to call it ‘true in many cases’ modality, and perhaps, it
would be more fair to call it ‘true in a collection of significant cases’ modality. Leaving
the details apart, it is obvious that such a modality is a serious candidate for capturing
the reading of modality ‘normally ϕ’ and ‘typically ϕ’ which are of central interest in
KR.

In this paper, we provide a sound and complete tableaux-based proof procedure for
Θ in Section 5. The decision procedure allows us to pin down the complexity of Θ
which is shown to be at the lower level expected for a modal logic (Section 6.2). Then,
in Section 7 we proceed to define collections of ‘large sets’ by ‘clear majority’ as one
would have normally expected for a majority modality. This is certainly interesting, both
for the finite and the infinite case, and it can serve as the basis of ‘majority’ semantics
([24]); yet, it comes at the cost of destroying the finite model property, as we prove with
a combinatorial argument. Further on, in Section 8 we discuss a variant of Θ, which
focuses on negation-complete ‘normality’ theories. This is of interest in epistemic rea-
soning, in treatments of weak belief or qualitative probability: assume scenarios where
probability has to be assigned to exactly one of ϕ and ¬ϕ, as the ‘estimation’ operator
in [15]. We show that our results carry through in this case with a reasonable number of
adjustments to the machinery we provide.
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In Section 2 we provide the necessary background material in order to establish no-
tation and terminology. In Section 3 we define the ‘large’ sets notion underlying the
model theory of the ‘majority’ modality we work on and review other relevant defini-
tions of ‘largeness’. In Section 4 we briefly go through the Hilbert-style axiomatization
of Θ and its semantics from [14]. Finally, in Section 9 we discuss related work and fu-
ture research questions. Due to space limitations, some proofs are omitted or sketched
in this version and are left for the full report.

2 Background Material

Modal Logic. The language of propositional modal logic, extends classical logic with a
modal operator �ϕ, traditionally read as ‘necessarily ϕ’. In this paper, it will be read as
‘in most cases ϕ’. Modal logics are sets of modal formulas containing classical propo-
sitional logic (i.e. containing all tautologies in the augmented language L�) and closed
under rule MP.ϕ,ϕ⊃ψ

ψ . The smallest modal logic is denoted as PC (propositional cal-
culus in the augmented language). Normal are called those modal logics, which contain
all instances of axiom K.�ϕ ∧ �(ϕ ⊃ ψ) ⊃ �ψ and are closed under rule RN. ϕ

�ϕ .
By KA1 . . .An we denote the normal modal logic axiomatized by axioms A1 to An.

Relational Possible-Worlds Models. Normal modal logics are interpreted over Kripke
(or relational) possible-worlds models: a Kripke model M = 〈W,R, V 〉 consists of a
set W of possible worlds (states, situations) and a binary accessibility relation between
them: R ⊆ W ×W .

Scott-Montague Possible-Worlds Models. The so-called Scott-Montague semantics,
also called neighborhood semantics, were introduced independently by D. Scott and R.
Montague; the reader is referred to [5] and [21,17] for more details. In Scott-Montague
models, each state is associated to ‘neighborhoods’ (subsets) of states (or possible
worlds). A neighborhood model is a triple N = 〈W,N , V 〉, where W is a set of
possible worlds (states), N : W → P(P(W )) is a neighborhood function assigning
to a state the set of its ‘neighborhoods’ and V is again a valuation. Inside a state, formu-
las of the form �ϕ become true at w iff the set of states V (ϕ) where ϕ holds (called the
truth set of ϕ, V (ϕ) = {v ∈ W | N, v |= ϕ}), belongs to the set of neighborhoods of
w: V (ϕ) ∈ N (w). The pair F = 〈W,N〉 is called a Scott-Montague (neighborhood)
frame.

For a complete treatment of modal logic, the reader is referred to [12,10,2]. For a
readable and thorough treatment of modal tableaux, we refer the reader to the books of
M. Fitting [9,8], whose methods, notation and terminology we use in this paper.

3 Large Sets and Majorities

We assume a set W of ‘states’ or ‘possible worlds’. Which subsets of W would we
accept to consider as large? Which subsets of W correspond to the phrase: ‘many’
states? For a finite W , the answer could be an ‘overwhelming majority’ or a ‘simple
majority’ (any subset with cardinality strictly more than |W |/2). For an infinite W ,
things are more difficult. In Mathematical Logic and Model Theory, ‘large subsets’
are captured by the notion of filters over W : a filter over (a nonempty set) W is a
collection F of subsets of W , such that: (i) W ∈ F and ∅ /∈ F , (ii) X ∈ F and
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X ⊆ Y ⊆ W implies Y ∈ F (filters are upwards closed), (iii) X ∈ F and Y ∈ F
implies (X ∩ Y ) ∈ F (filters are closed under intersection). This definition disallows
the improper filter over W (which is just the whole powerset algebra). Ultrafilters over
W are the maximal (proper) filters, or equivalently, the filters satisfying the following
completeness requirement: for every X ⊆ W , either X ∈ F or (W \X) ∈ F .

The following definition from [14] introduces a notion of weak filter.

Definition 1. Let W be a non-empty set and K ⊆ 2W be a non-empty collection of W .
K represents a collection of large subsets of W if it satisfies the following conditions:

(i) For every S ∈ K and T ⊇ S, it holds that T ∈ K: K is closed under supersets.
(ii) For every S ∈ K it holds that W\S /∈ K: K cannot contain a set and its comple-

ment (with respect to W ).

In [20] a different, but provably equivalent, notion of large sets had been given: it
is essentially the same with the previous one, replacing the second condition for the
following one:

(iii) If S, T ∈ K, then S ∩ T �= ∅.

Throughout this paper we will be freely switching between the two definitions.
Other notions of collections of ‘large sets’ exist. A fine-grained definition of a col-

lection F of ‘majorities’ has been given by E. Pacuit and S. Salame [18,19]: (i) either
X ∈ F or (W \X) ∈ F , (ii) X ∈ F , Y ∈ F and X∩Y = ∅ imply that X = (W \Y ),
(iii) if X is a large set, and a finite subset of it is replaced by a set of greater cardinality
that the one removed, a large set is obtained. The motivation of this definition has to do
with applications of graded modal logic [22].

4 The Logic Θ of the ‘in many cases’ Modality

In the previous Section, we have given the notion of ‘weak filter’ which represents a
collection of ‘large subsets’ of the possible worlds at hand. Given our intended inter-
pretation of the modality as ‘true in many cases’ (‘true in a large number of cases’), we
proceed to axiomatize the logic of the following class of neighborhood structures:

Definition 2 ([14]). A Scott-Montague model M = 〈W,N , V 〉 is a Θ-model if for
every w ∈ W , N (w) is collection of large subsets of W .

In [14] it is argued convincingly that this is not a normal modal logic, as K is not
validated by the ‘majority’ interpretation of the modality. It is proved that the logic Θ
which corresponds to the ‘majority frames’ above is axiomatized as follows:

Definition 3 ([14]). Θ is the smallest modal logic containing axioms

N. �%

D. �ϕ ⊃ �ϕ

and is closed under the rule

RM.
ϕ ⊃ ψ

�ϕ ⊃ �ψ
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The proofs of soundness and completeness of Θ with respect to the class of ‘majority’
frames (Θ-frames) can be found in [14, Chapter 3]. They are typical canonical model
arguments.

5 Tableaux for Θ

In this section we present a tableau system for Θ. We assume the reader has a working
knowledge of tableaux proof procedures; we follow [9] to which we refer for details.
This logic, not involving axiom B, or a notion of symmetry in terms of Scott-Montague
frames [5], suggests that a tableau system like the one used in [9] for the logics K,T,D
etc., can be adopted. Such a system indeed works; however, in order to develop a sys-
tematic procedure for finding (or not finding) a proof, we opt for a prefixed tableau
system. Although we will not be using the prefixes to ultimately represent a notion of
accessibility (there is none), the prefixes still provide notation for naming worlds. Hav-
ing a systematic procedure not only do we use it to prove completeness, but we can
easily also deduce decidability and the finite model property.

Some terminology is in order: The version of prefix used is simply a positive integer
(the prefixes used for universal Kripke frames). A prefixed formula is an expression of
the form n ϕ, where n is a prefix and ϕ is a formula. A tableau branch is closed if
it contains both n ϕ and n ¬ϕ for some prefix n and formula ϕ. A tableau is closed
if all of its branches are closed. A tableau or branch is open if it is not closed. The
terminology and the techniques we use draw from [8,9].

5.1 Tableaux Rules

For the alphabet of our tableaux, we assume �ϕ, ϕ ⊃ ψ, ϕ ≡ ψ are abbreviations for
¬�¬ϕ, ¬ϕ ∨ ψ, (ϕ ⊃ ψ) ∧ (ψ ⊃ ϕ) respectively, thus no corresponding rules have to
be specified.

Definition 4. A Θ-tableau for a formula ϕ is a tableau that starts with the prefixed
formula 1 ¬ϕ and is extended using any of the rules below.

[Double negation rule]
n ¬¬ϕ
n ϕ

[Conjunctive rules]
n ϕ ∧ ψ

n ϕ
n ψ

n ¬(ϕ ∨ ψ)

n ¬ϕ
n ¬ψ

[Disjunctive rules]
n ϕ ∨ ψ
n ϕ n ψ

n ¬(ϕ ∧ ψ)
n ¬ϕ n ¬ψ

[D-rule]
n �ϕ

n ¬�¬ϕ

[π1-rule]
n ¬�ψ
m ¬ψ

for any prefix m new to the branch.
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[π2-rule]

n �ϕ
n ¬�ψ
m ϕ
m ¬ψ

for any prefix m new to the branch.

The double negation, conjunctive and disjunctive rules, are standard for the proposi-
tional part of any modal logic. Regarding [D-rule], as its names suggests, it exists to
tend to axiom D. Next, Θ is a monotonic modal logic. The appropriate rule, is that for
any pair �ϕ,�ψ there is a world such that ϕ, ψ hold ([π2-rule], see [9] regarding the
Logic U, and specifically Chapter 6.13 for a tableau for U). Finally, the effect of axiom
N is reflected by [π1-rule], since introducing a new prefix due to a single �-formula
implies that it is true for a reason, and not by default. Note that ϕ can be the same as ψ.

Definition 5. A closed Θ-tableau for a formula ϕ is a Θ-tableau proof for ϕ.

We give a tableau proof for axiom K. �(p ∧ q) ⊃ (�p ∧ �q) as an example.

1 ¬(¬�(p ∧ q) ∨ (�p ∧ �q)) (1)
1 ¬¬�(p ∧ q) (2)
1 ¬(�p ∧�q) (3)
1 �(p ∧ q) (4)
1 ¬�p 1 ¬�q (5)
2 p ∧ q 2 p ∧ q (6)
2 ¬p 2 ¬q (7)
2 p 2 p (8)
2 q 2 q (9)

Lines (2) and (3) are by a conjunctive rule. Line (4) is from (2) by double negation
rule. Line (5) is from (3) by a disjunctive rule. Lines (6) and (7) are from (4) and (5) by
[π2-rule]. Lines (8) and (9) are from (6) by conjunction. Then the tableau is closed.

5.2 Soundness

Definition 6. [Satisfiable] Suppose S is a set of prefixed formulas. We say S is Θ-
satisfiable if there is a Θ-model 〈W,N , V 〉 and a function θ : prefixes → W such
that for any n φ ∈ S, it holds that θ(n) |= φ.
We say a tableau is Θ-satisfiable if some branch of it is Θ-satisfiable. A branch is Θ-
satisfiable if the set of prefixed formulas on it is Θ-satisfiable.

Proposition 1. A closed tableau is not Θ-satisfiable.

PROOF. Suppose a tableau was closed and satisfiable. This means that for some formula
ϕ and prefix n, both n ϕ and n ¬ϕ occur on a tableau’s branch, and there is a model
〈W,N , V 〉 and function θ such that (Def. 6) θ(n) |= ϕ and θ(n) |= ¬ϕ. We derive a
contradiction.

Proposition 2. Applying any of the rules to a Θ-satisfiable tableau, gives another Θ-
satisfiable tableau.

Theorem 1. [Soundness] If ϕ is not Θ-valid, there is no Θ-tableau proof for ϕ.
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5.3 Completeness

To achieve completeness, we will provide a systematic procedure of applying the
tableaux rules, making sure everything that can be derived actually is. If the systematic
procedure fails to produce a proof, then it will actually construct a Θ-model satisfying
¬ϕ, a counter-model witnessing non-validity.

Systematic Procedure

Notation. �n and �n for some prefix n are sets (intended to serve as registries so as to
remember �-formulas and �-formulas that were found on a branch).

Stage 1: Write down 1 ¬ϕ. Also �1 = �1 = ∅.
After stage k we stop when tableau is closed or all occurrences of formulas are

finished (see below). Otherwise we proceed with stage k + 1.
Stage k + 1 : Reading the formulas starting with the leftmost branch and from top

to bottom, we encounter the first unfinished occurrence of a prefixed formula F .

1. If F is n ¬¬ϕ, n ϕ∧ψ, n ¬(ϕ∨ψ), n ϕ∨ψ, n ¬(ϕ∧ψ), n �ϕ use the appropriate
rule, for each open branch including F . That is, for the disjunctive case we split the
end of each branch and for the rest of the cases we just add the appropriate formulas
at the end of the branch provided they do not already occur.

2. If F is n �ϕ, we add ϕ to �n. For each open branch B that includes F and for
each formula ψ ∈ �n, if there is no prefix m such that B includes m ϕ and m ψ,
we add m ϕ and m ψ, where m is now the smallest positive integer new to B.

3. If F is n ¬�ϕ, we add ¬ϕ to �n. For each open branch B that includes F and
for each formula ψ ∈ �n, if there is no prefix m such that B includes m ¬ϕ and
m ψ, we add m ¬ϕ and m ψ, where m is the smallest positive integer new to B.
If �n = ∅ (we repeat the same without the use of �-formulas) if there is no prefix
m such that B includes m ¬ϕ for some prefix m, we add m ¬ϕ, where m is the
smallest positive integer new to B.

F might not fall into one of the above cases (e.g. n P , P atomic) but then we just skip
it. After the above we declare that occurrence of F finished.

Construction of Counter-Model

Notation. Given a branch of a tableau we define [ϕ] = {n | n ϕ is on the branch}.
Given a model, |ϕ| = V (ϕ) is the truth set of ϕ.

Definition 7. Let T be an open tableau generated by the systematic procedure, B an
open branch of T . We define a model M = 〈W,N , V 〉 as follows:

– W is the set of prefixes on B.
– If n P , P atomic, occurs on the branch then n |= P . Otherwise n |= ¬P .
– N (n) = {S ⊆ W | ∃ϕ ∈ L� such that S ⊇ [ϕ] & n �ϕ occurs on B} ∪ {W}.

Proposition 3. M is a Θ-model.

Proposition 4. [Key fact] Let M be a model as in Def. 7. For any prefix n and formula
ϕ:
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(i) if n ϕ occurs on B then M, n |= ϕ.
(ii) if n ¬ϕ occurs on B then M, n |= ¬ϕ.

Theorem 2. [Completeness] If ϕ has no Θ-tableau proof, ϕ is not Θ-valid.

PROOF. Since ϕ has no Θ-tableau proof, the tableau generated by following the sys-
tematic procedure has an open branch from which we construct a counter model. 1 ¬ϕ
occurs on the branch, and by the Key Fact (Prop. 4) 1 |= ¬ϕ. So ¬ϕ is Θ-satisfiable
i.e. ϕ is not Θ-valid.

We show that the axiom C. (�p ∧ �q) ⊃ �(p ∧ q) /∈ Θ. The resulting tree is quite
large, for illustration purposes we only follow one of the branches that will stay open.

1 ¬(¬(�p ∧ �q) ∨ �(p ∧ q)) (1)
1 ¬¬(�p ∧ �q) (2)
1 ¬�(p ∧ q) (3)
1 �p ∧ �q (4)
2 ¬(p ∧ q) (5)
1 �p (6)
1 �q (7)
2 ¬p (8)
1 ¬�¬p (9)
3 ¬(p ∧ q) (10)
3 p (11)
1 ¬�¬q (12)
4 ¬(p ∧ q) (13)
4 q (14)
5 ¬¬p (15)
5 p (16)
6 ¬¬p (17)
6 q (18)
3 ¬q (19)
7 ¬¬q (20)
7 p (21)
8 ¬¬q (22)
8 q (23)
4 ¬p (24)

After (3)
�1 �1

¬(p ∧ q)

After (9)
�1 �1

¬(p ∧ q) p
¬¬p q

After (7)
�1 �1

¬(p ∧ q) p
q

After (12)
�1 �1

¬(p ∧ q) p
¬¬p q
¬¬q

The counter-model M = 〈W,N , V 〉 derived from this branch has W = {1, . . . , 8},
V (p) = {3, 5, 6, 7}, V (q) = {4, 6, 7, 8}. The only prefix with �-formulas is 1 so for
w �= 1 we have N (w) = W and N (1) contains all supersets of |p| and |q|. We refrain
from writing them down explicitly.

6 Decidability and Complexity

6.1 Finite Model Property

Notation.S(ϕ)={χ ∈ L� | χ is ψ,¬ψ,¬¬ψ or ¬�¬ψ, where ψ a subformula of ϕ}.



On the ‘in many cases’ Modality: Tableaux, Decidability, Complexity, Variants 215

Remark 1. All formulas occurring on a Θ-tableau for a formula ϕ belong to S(ϕ). An
easy proof is by induction on the number of rules applied.

Remark 2. S(ϕ) is finite, in fact of size O(m).

Remark 3. A Θ-tableau branch has a finite amount of prefixes, in fact O(m2). For a
prefix to be introduced, a ¬�-formula or a combination of one ¬�-formula with a �-
formula (with the same prefix) is needed on the branch.

Let ϕ be a Θ-satisfiable formula. Then an attempt to prove ¬ϕ using the systematic
procedure will fail. So there exists an open branch from which we can construct a model
(Def. 7) that satisfies ϕ. The number of prefixes on the branch is finite (Remark 3), and
so the model derived will also be finite.

6.2 Complexity

It has been shown that the satisfiability problem for a multi-agent extension of the small-
est (epistemic) monotonic modal logic is in NP ([23], the logic E{3}). Logic Θ deals
with the reasoning of a single agent, and occurs from the smallest monotonic modal
logic by adding axioms N and D. Assuming tableaux can provide the basis of an NP
algorithm for the satisfiability in E{3}, one may guess that also Θ-SAT is in NP; [D-
rule] and [π1-rule] reflect the effect of these two axioms on Θ-models and do not seem
they would burden the complexity. We prove this is indeed the case; the systematic
procedure in section 5.3 will be used in the NP algorithm mentioned.

Let a formula ϕ be the ‘input’ for the satisfiability problem, and size(ϕ) = m. Our
algorithm is:

- Run the systematic procedure for the tableau starting with 1 ϕ with the exception that
when you read a disjunction formula, non-deterministically choose which subformula
to keep.
- When the procedure stops, if it was because the branch closed, answer NO. Otherwise,
answer YES.

Remark 4. The resulting tableau has only one branch; using non-determinism we chose
a single (computation) path.

The correctness of the algorithm, based on our soundness and completeness results, is
evident. However, we must show it is indeed an algorithm.

Proposition 5. The algorithm described terminates in a finite number of steps.

PROOF. Assume not. Then the single resulting branch is infinite. Due to Remark 2 and
the fact that existing formulas do not get added again, only a finite number of formulas
can occur with the same prefix. So it must be the case that there are infinite prefixes.
Due to Remark 3 we derive a contradiction.

Proposition 6. Θ-SAT is in NP.

PROOF. Reading or writing any formula takes time O(m). The algorithm described is
non-deterministic, and for any choice made, it holds that each prefix has O(m) formulas
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and there are O(m2) prefixes. So checking if a formula already exists, checking if the
tableau is closed, adding prefixes for each pair of� and¬� formulas, are all polynomial
procedures.

Proposition 7. Θ-SAT is NP-hard.

PROOF. Satisfiability in propositional logic is a special case of Θ-SAT.

Theorem 3. Θ-SAT is NP-complete.

7 On the Notion of ‘large sets’: Finite vs Infinite

When it comes to infinite sets, the definition of large subsets by V. Jauregui seems
reasonable enough. In the case of finite sets however, intuition suggests that a large
subset must be more than half of the whole. To this end, one might be tempted to alter
the definition of large sets, only for the case of finite cardinalities. We argue that Θ-
tableaux are still sound and complete with respect to Θ. However, the finite model
property ceases to hold.

Notation. Given a model and a formula ϕ, |ϕ| = V (ϕ) is the truth set of ϕ. Given a set
B, |B| is its cardinality. On the same note, ||ϕ|| is the cardinality of |ϕ|.

Definition 8. Let W be a non-empty set. A non-empty collection F of subsets of W is
a collection of large sets if

– F is closed under supersets.
– F does not contain a set and its complement.
– If |W | = n, n ∈ ω (W is finite), B ∈ F ⇒ |B| > n/2.

Regarding soundness: If F is a collection of large sets by Def. 8 it is also by Def. 1.
Regarding completeness: Having constructed a counter-model as in Def. 7, we add

infinite copies of existing worlds. This way the counter-model becomes infinite and the
condition we just added for the neighborhoods is no longer required.

To disprove the finite model property, since we had it with the classic definition, we
must take advantage of the new found power of �. We want to come up with formulas
ϕ1, . . . , ϕm that impose different valuations such that n worlds are not enough. Each
pair of these formulas must have at least one common satisfying valuation, so that their
truth sets can qualify as large subsets with the classic definition. We make it so that they
have exactly one common satisfying valuation, unique for each pair. Given this we can
close under supersets.

Which is the smallest number formulas that can serve for this purpose? On one hand,
we want

∑
||ϕi|| > mn/2. On the other hand each world satisfies at most two formulas

so
∑

||ϕi|| ≤ 2n. For these two to lead to a contradiction we want mn/2 > 2n ⇒ m >
4. We therefore provide 5 formulas, with 4 atom variables involved, which is the least

amount so that there are at least

(
5
2

)
= 10 valuations available.
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The 10 out of 16 valuations:

Atoms
Valuation

1 2 3 4 5 6 7 8 9 10

p T T T T T T T T F F
q T T T T F F F F T T
r T T F F T T F F T T
s T F T F T F T F T F

ϕ1 ≡ (p ∧ q ∧ r ∧ s) ∨ (p ∧ q ∧ r ∧ ¬s) ∨ (p ∧ q ∧ ¬r ∧ s) ∨ (p ∧ q ∧ ¬r ∧ ¬s)
ϕ2 ≡ (p ∧ q ∧ r ∧ s) ∨ (p ∧ ¬q ∧ r ∧ s) ∨ (p ∧ ¬q ∧ r ∧ ¬s) ∨ (p ∧ ¬q ∧ ¬r ∧ s)
ϕ3 ≡ (p ∧ q ∧ r ∧ ¬s) ∨ (p ∧ ¬q ∧ r ∧ s) ∨ (p ∧ ¬q ∧ ¬r ∧ ¬s) ∨ (¬p ∧ q ∧ r ∧ s)
ϕ4 ≡ (p ∧ q ∧ ¬r ∧ s) ∨ (p ∧ ¬q ∧ r ∧ ¬s) ∨ (p ∧ ¬q ∧ ¬r ∧ ¬s) ∨ (¬p ∧ q∧r∧¬s)
ϕ5 ≡ (p ∧ q ∧ ¬r ∧ ¬s) ∨ (p ∧ ¬q ∧ ¬r ∧ s) ∨ (¬p ∧ q ∧ r ∧ s) ∨ (¬p ∧ q ∧ r ∧ ¬s)

Satisfied by
ϕ1 valuations 1,2,3,4
ϕ2 valuations 1,5,6,7
ϕ3 valuations 2,5,8,9
ϕ4 valuations 3,6,8,10
ϕ5 valuations 4,7,9,10

Proposition 8. The formula ψ = �ϕ1 ∧ �ϕ2 ∧ �ϕ3 ∧ �ϕ4 ∧ �ϕ5 is

(i) satisfied in an infinite model.
(ii) not satisfied in a finite model.

PROOF. (i) We define the set W = {valuation i | i = 1, . . . 10} and the valuation
function V (w) = w. We then add infinite copies of any existing world to W . Finally
we define N (w) = {S ⊆ W | S ⊇ |ϕi| i = 1, . . . 5}. It is easy to check that w |= ψ.
(ii) The proof is the idea described above. Suppose it was satisfied in a model of size n,
at some world w ∈ W .

– the formula ψ is a conjunction, so each �ϕi is true in w. By construction, each ϕi

is satisfied by a different ‘large’ set.
– Each ϕi is true in more than half of the worlds so

∑
||ϕi|| > 5n/2.

– A single valuation satisfies at most two of the given formulas. As such, a world can
belong to at most two truth sets. Consequently

∑
||ϕi|| ≤ 2n.

Then 5n/2 < 2n and we derive a contradiction.

8 Θc: The Logic of Complete Majority Spaces

In the case someone is interested in complete majority spaces, a variant of the logic
Θ, appropriate for the new models, is the one including axiom Dc.�ϕ ⊃ �ϕ. We do
not prove soundness & completeness in terms of Hilbert style axiomatization, we do
however sketch proofs in accordance with the work in Section 5.
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Weak Ultrafilters. The definition of a weak ultrafilter, is the same as in Def. 1 except:

(ii) S ∈ K ⇔ W\S /∈ K: K is complete with respect to the subsets of W

The following result is proved in [15].

Proposition 9. Consider a W �= ∅ and a weak filter F over W . Then, assuming the
axiom of choice, there exists a weak ultrafilter U over W extending F .

Semantics. Same as in Def. 2, but now a collection of large subsets is a weak ultrafilter.

Tableaux rules

- propositional rules

[CD-rule]
n ¬�ϕ
n �¬ϕ

[π-rule]

n �ϕ
n �ψ

m ϕ
m ψ

for any prefix m new to the branch.

We still have axiom D in the axiomatization, however, by choosing to turn � into �

we have no need for [D-rule]. For the same reason [π1-rule] and [π2-rule] also become
obsolete; we use the new [π-rule] instead. We do need a rule for a single �-formula; it
is a matter of notation, ϕ can be the same as ψ.

Soundness [CD-rule]: We cannot of course rely on existing axiomatization and must
use the definition of our (new) models. We have θ(n) |= ¬�ϕ ⇒ |ϕ| /∈ N (θ(n)) ⇒
|¬ϕ| ∈ N (θ(n)) ⇒ θ(n) |= �¬ϕ.
[π-rule]: We have θ(n) |= �ψ ⇒ |ψ| ∈ N (θ(n)) ⇒ |¬ψ| /∈ N (θ(n)) ⇒ θ(n) |=
¬�¬ψ. Now the proof follows as in Prop. 2.

Completeness Systematic procedure:
Everything is the same as in Section 5.3, except that there is no use for �n sets and:

1. If F is n ¬¬ϕ, n ϕ ∧ ψ, n ¬(ϕ ∨ ψ), n ϕ ∨ ψ, n ¬(ϕ ∧ ψ), n ¬�¬ϕ use the
appropriate rule, for each open branch including F . That is, for the disjunctive case
we split the end of each branch and for the rest cases we just add the appropriate
formulas at the end of the branch provided they do not already occur.

2. If F is n �ϕ, we add ϕ to �n. For each open branch B that includes F and for
each formula ψ ∈ �n, if there is no prefix m such that B includes m ϕ and m ψ,
we add m ϕ and m ψ, where m is the smallest positive integer new to B.

Existence of Counter-model:
As in Def. 7. However we have to make sure the counter-model is in accordance with

the new definition:
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– N−(n) = {S ⊆ W | ∃ϕ ∈ L� such that S ⊇ [ϕ] & n �ϕ occurs on B} ∪ {W}.
Then we take N (n) to be any complete extension.

We temporarily use the term ‘existence’ and not ‘construction’ of a counter-model. The
reason is the existence of a counter-model is now based on Prop. 9. After discussing
decidability for Θc one should be convinced that also in this case, the number of pre-
fixes, and therefore, the number of the worlds in the counter-model, is finite. And so a
counter-model can be constructed algorithmically.

The proofs for the respective needed propositions, that the counter-model is indeed
a Θc-model and the [Key fact] follow in the same lines.

Decidability and Complexity. It is easy to see that all relevant remarks regarding Θ
still hold for Θc, perhaps with some changes in S(ϕ). That is, each prefix has at most
finite O(m) formulas and there are at most O(m2) prefixes. We can readily deduce the
presence of the finite model property and that Θc-SAT is NP-complete.

9 Related Work and Future Research

The modality we have studied in this paper, was introduced in [13]. Yet, similar ideas
have appeared earlier in the Modal Logic and the Commonsense Reasoning literature.

In [11], a ‘probably true’ modality is axiomatized, in combination with a belief op-
erator; it is interesting that the axiomatization of ‘probably’ is essentially the logic Θ
of V. Jauregui. The belief & probability possible-words models employed are similar
to the majority frames of [13], however, the work emphasizes in applications of this
framework in more complex logics of action. Andreas Herzig attributes the essential
ideas of his ‘probably true’ operator to the earlier work of J. Burgess [4], although the
latter work has been written in the late sixties and uses algebraic techniques for exam-
ining a logic that adjoins a ‘probably true’ operator to the well-known S5 modal logic.
The idea of ‘large’ subsets has been independently introduced in [20].

We should note at this point that the ‘in many cases true’ modality studied here, is
readily suited for modelling weak notions of belief or notions of (qualitative) proba-
bility in the setting of Epistemic Logic; recent work is reported in [15,1]. For applica-
tions in default reasoning however, it has been argued that a ‘normality’ modality does
not suffice and the focus should be (and really is) on ‘normality’ conditionals . The
archetypical example in Non-Monotonic Reasoning is to infer that Tweety, a penguin,
does not fly, although it is a bird. Assuming �ϕ is a normality modality, represent-
ing the assertion ‘birds typically fly’ as �(bird ⊃ fly) or bird ⊃ �fly is subject to
criticism; the former falls prey to the ‘paradoxes of strict implications’ [12] and the
latter has been criticised within the KR community for carrying the same limitations
as circumscriptive or autoepistemic defaults [3]. Still, it remains interesting to study
the ‘normality’ modality, as it provides a foundations for proceeding to ‘normality by
majority’ conditionals for defeasible reasoning; see Chapter 4 of [14].

As for future work, the most interesting question is to find more accurate (and proba-
bly more complex) definitions of ‘largeness’, investigate the emerging logics and com-
pare the results to Θ, both in terms of expressivity and their computational properties.
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Reasoning in Singly-Connected Directed

Evidential Networks with Conditional Beliefs
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Abstract. Directed evidential networks are powerful tools for knowledge
representation and uncertain reasoning in a belief function framework. In
this paper, we propose an algorithm for the propagation of belief functions
in the singly-connected directed evidential networks, when each node is
associated with one conditional belief function distribution specified given
all its parents.

1 Introduction

The development of techniques for representing and reasoning with uncertain
knowledge has received considerable attention in the last few decades. Several
different frameworks have been proposed for handling uncertainty, including
probability theory [4], fuzzy set theory [10], and evidence theory [5].

Due to the power of the evidence theory in dealing with uncertain informa-
tion, so far, a panoply of graphical models based on belief functions has been
proposed to easily model the uncertainty in the problems and to perform in-
ferences under the belief function framework [1,6,9]. These graphical models,
called belief function networks or evidential networks, provide an adequate tool
for coping with situations of incomplete knowledge and total ignorance.

Xu et al. have proposed Evidential Networks with Conditional belief func-
tions (ENCs) as a belief function network with conditional dependencies [9].
ENCs encode conditional dependence relations between random variables us-
ing conditional belief functions. These conditional belief functions are specified
per edge1 and not per child node like conditional probabilities in Bayesian net-
works (BNs). Computations in an ENC are efficient thanks to its knowledge
representation using conditional beliefs [9]. Nevertheless, the representation and
the propagation algorithm in this network both proposed by Xu are not quite
efficient since they are restricted to graphs with only binary relations among
variables.

In order to address this limitation, Ben Yaghlane et al. have presented Di-
rected EVidential Networks with conditional belief functions (DEVNs) [1].

DEVNs generalize ENCs by allowing to represent n-ary relations between vari-
ables (i.e. relations for any number of nodes). Furthermore, DEVNs provide more

1 In ENCs, each conditional belief function is defined per edge i.e. for a node given
one of its parent nodes separately. For instance, if a node A has two parents B and
C in an ENC, then we have to specify two conditional belief functions for A: the
belief of A conditionally to B and the belief of A conditionally to C.

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 221–236, 2014.
© Springer International Publishing Switzerland 2014
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flexibility for the representation of conditional relations than ENCs. Indeed, con-
ditional belief functions in these networks can be specified either per one parent
(i.e. per edge like in ENCs) or for all parents (i.e. per child node like in BNs).

Despite the flexibility of knowledge representation in DEVNs, the proposed
algorithms for the case of singly-connected DEVNs have been limited to con-
ditionals specified per edge [2], and no algorithms have been presented in the
literature for the belief propagation in singly-connected DEVNs with conditional
distributions specified given all the parents.

In this paper, we propose a novel algorithm for reasoning in singly-connected
directed evidential networks weighted by conditional beliefs specified for each
node given all its parents.

The remainder of the paper is organized as follows. Section 2 recalls necessary
material on belief functions. In section 3, we present a brief survey of directed
evidential networks with conditional beliefs. Section 4 introduces our algorithm
for the belief propagation in singly-connected DEVNs with conditional distribu-
tions specified given all the parents, while section 5 gives an illustrative example
of the proposed algorithm.

2 Belief Function Theory and Related Concepts

The theory of belief functions [5,8], also referred to as evidence theory, has be-
come one of the most popular tool in artificial intelligence for the representation
of incomplete knowledge and uncertain reasoning. In this section, we recall basic
concepts and necessary operations on belief functions that we will use in the
sequel. For details, the reader is referred to [5,3,8].

2.1 Some Basic Concepts about Belief Function Theory

Let ΘNk
={θk1,. . .,θkp} be a finite space of all possible elementary values of a

variable Nk. ΘNk
is named the frame of discernment or the universe of discourse.

The elementary values θki, for each i = 1,. . .,p, relative to the variable Nk, called
also hypotheses, are assumed to be mutually exclusive and exhaustive.

All possible subsets S of ΘNk
are elements of the power set of ΘNk

. The latter
set is denoted by 2ΘNk and is formally defined as 2ΘNk={S : S ⊆ ΘNk

}. Every
element of the power set 2ΘNk is called a proposition, an event or an assumption.

A function mNk : 2ΘNk → [0, 1] is said to be a basic belief mass (bbm) or a
mass function if it satisfies the following axiom:∑

S∈2
ΘNk

mNk(S) = 1 (1)

where mNk(S) expresses the degree of belief given by a source of information
to support exactly the proposition S. The mass assigned to the whole frame of
discernment ΘNk

, denoted by mNk(ΘNk
), is the part of belief we are unable to

allocate to any particular subset of ΘNk
. A mass function mNk is called a vacuous

belief when mNk(ΘNk
) = 1. It allows to characterize a state of total ignorance.
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The belief in a subset S of ΘNk
, denoted by belNk(S), is the sum of the bbm’s

of the subsets Q of S. The plausibility of a subset S of ΘNk
, denoted by plNk(S),

is the sum of the bbm’s of the subsets Q of ΘNk
that are compatible with S.

Given a bbm mNk , belNk(S) and plNk(S) are derived, for S ⊆ ΘNk
, as follows:

belNk(S) =
∑

Q⊆S,Q�=∅
mNk(Q) (2)

plNk(S) =
∑

Q∩S �=∅
mNk(Q) (3)

2.2 Basic Operations on Belief Functions

Let N= {N1, . . . ,Nn} be a finite set of random variables, where each variable Nj

∈ N (j = 1, . . . , n) is associated with its frame of discernment ΘNj . Let A and
B be two disjoint subsets of N. Their frames, denoted by ΘA and ΘB, are the
Cartesian product of the frames of the variables they include, respectively.

Let mAB be a bbm defined on the product space ΘAB = ΘA × ΘB. The
marginalization of mAB to ΘA produces a new bbm mA as follows:

mA(S′) = mAB↓A(S′) =
∑

S⊆(ΘAB),S↓A=S′
mAB(S) (4)

where S↓A is the projection of S ⊆ ΘAB to ΘA by dropping extra coordinates
in each element of S.

Let mA be a bbm defined on ΘA. The vacuous extension of mA to ΘAB

produces a bbm mAB which is defined as follows:

mAB(S′) = mA↑AB(S′) =

{
mA(S) if S′ = S ×ΘB, S ⊆ ΘA

0 otherwise
(5)

Suppose mA and mB are two bbm’s defined on the spaces ΘA and ΘB, re-
spectively. The combination of mA and mB into a single mass function mAB ,
can be done, ∀S ⊆ ΘAB, as follows:

mAB(S) = (mA ⊗mB)(S) =
∑

S1∩S2=S

mA↑AB(S1) ∗mB↑AB(S2) (6)

where both mA↑AB and mB↑AB are computed using the equation (5).

3 Directed Evidential Network with Conditional Belief
Functions Basics

Directed evidential networks with conditional belief functions (DEVNs) [1] are an
encoding of uncertain information expressed under the belief function framework.

3.1 Directed Evidential Network with Conditional Belief Functions

A DEVN is a model based on directed acyclic graph (DAG) G=(N,E), where
N={N1,. . . ,Nn} is a finite set of nodes representing different random variables and
E={E1,. . . ,Ey} is a set of edges representing conditional dependencies between
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them. Each node Nk in the DEVN takes its values on a frame of discernment
ΘNk

. The set of the parent nodes of Nk is denoted by Pa(Nk). The set of its
child nodes is denoted by Ch(Nk). Each root node Nk in G is associated with
an a priori bbm mNk2 satisfying the axiom given by the equation (1). Unlike
in BNs, each child node Nj in the DEVN is associated with an a priori vacuous
belief characterizing the state of total ignorance in this node, and also with a
conditional belief function. There are two different ways to specify conditional
belief functions distributions in DEVNs. In fact, conditional beliefs in these
networks can be defined:

(i) Per edge like conditionals in ENCs: Each edge between a parent node Nj and
a child node Nk is weighted by a conditional belief function m[Nj](Nk)3 over
Nk given Nj (simply denoted by mNk [Nj]).

(ii) Per child node similar to conditional probabilities considered by Pearl in
BNs: Each child node Nk is associated with a conditional belief function
m[Pa(Nk)](Nk) over Nk given all its parent nodes Pa(Nk) (this belief function
is simply denoted by mNk [Pa(Nk)]). This case will be considered throughout
the rest of this paper.

To illustrate, a DEVN with conditional parameters defined per edge and another
one with conditionals specified per child node are given in Figures 1 and 2, respec-
tively. Each variable Nk (k=1,. . . ,3) takes its values on the frame ΘNk

={θk1,θk2}.

θ11 0.3

mN1 θ12 0.2
ΘN1 0.5

θ11 θ12 ΘN1
θ31 0.8 0.4 0.3

m[N1](N3) θ32 0.1 0.1 0.1
ΘN3 0.1 0.5 0.6

N2N1

N3

θ21 0.15

mN2 θ22 0.20
ΘN2 0.65

θ21 θ22 ΘN2
θ31 0.75 0.4 0.15

m[N2](N3) θ32 0.05 0.2 0.7
ΘN3 0.2 0.4 0.15

Fig. 1. A DEVN with conditionals per edge

3.2 Foundations of Reasoning in Directed Evidential Network with
Conditional Belief Functions Defined per Edge

Let ΘY and ΘX be the frames associated with two variables Y and X, respec-
tively. Let us consider a set of conditional plausibility functions {plX[y’](x) :y’∈
ΘY, x ⊆ ΘX} which quantifies the plausibility of a subset x of ΘX when we know
which element y’ of ΘY holds. In [7], Smets has derived the Disjunctive Rule of
Combination (DRC) to build the plausibility function plX[y](x) for any x ⊆ ΘX

conditionally to any subset y ⊆ ΘY as follows:

plX[y](x) = 1−
∏
y’∈y

(1− plX[y’](x)) (7)

2 m, bel and pl are equivalent representations of a same piece of information. In
this paper, we use bbm’s and plausibilities for representing the quantitative level
in DEVNs.

3 The notations m[Nj](Nk) and mNk [Nj] used throughout this paper can be read as
the mass of Nk given Nj. They correspond to the classical notation m(Nk| Nj).
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θ11 0.3

mN1 θ12 0.2
ΘN1 0.5

N2N1

N3

θ21 0.15

mN2 θ22 0.20
ΘN2 0.65

θ11θ21 θ11θ22 θ12θ21 θ12θ22 ΘN1
ΘN2

θ31 0.8 0.1 0.1 0.2 0
m[N1,N2](N3) θ32 0.1 0.6 0.7 0.3 0

ΘN3 0.1 0.3 0.2 0.5 1

Fig. 2. A DEVN with conditionals per child node

Simultaneously with the DRC, Smets has derived the Generalized Bayesian
Theorem (GBT) to build the conditional plausibility function plY[x](y) for any
subset y of ΘY given any subset x ⊆ ΘX. Thanks to the duality GBT-DRC [7],
the following equality relation is satisfied ∀y ⊆ ΘY and ∀x ⊆ ΘX:

plY[x](y) = plX[y](x) (8)

Once plX[y](x) is built using equation (7), the relation in (8) allows to derive
the GBT which builds the conditional plausibility function plY[x](y) from the
conditional plausibility functions plX[y’](x) as follows:

plY[x](y) = plX[y](x) = 1−
∏
y’∈y

(1− plX[y’](x)) (9)

Now, suppose there exists some a priori information over ΘY, given by a
bbm mY

0 , then knowing the conditional plausibility functions plX[y’](x), one can
compute the plausibility plX induced on X for any x ⊆ ΘX as follows:

plX(x) =
∑

y⊆ΘY

mY
0 (y)× plX[y](x) (10)

where plX[y](x) is given by equation (7).
Similarly, given some basic belief masses over ΘX, denoted by mX

0 , and the
conditional plausibility functions plX[y’](x), then one can compute the plausibil-
ity plY induced on Y for any y ⊆ ΘY as follows:

plY(y) =
∑

x⊆ΘX

mX
0 (x)× plY[x](y) (11)

where plY[x](y) is given by equation (9).
The inference mechanism in singly-connected evidential networks with condi-

tionals specified per edge is based on reasoning with conditionals defined given
one variable. The DRC and the GBT, proposed for reasoning with conditionals
specified for a variable conditionally to another one, provide the tools necessary
to reason in these networks. Smets has shown that the DRC can be used for
top down propagation to compute the message that a parent should send to its
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child through the edge linking them [7]. Similarly, he has shown that the GBT
can be applied for bottom up propagation to compute the message that a par-
ent receives from its child. A simple DAG shown in Figure 3 has been used by
Smets to illustrate the application of the DRC and the GBT for belief propaga-
tion in these evidential networks. This graph consists of a parent node Y and a
child node X which are associated with bbm’s mY

0 and mX
0 , defined over ΘY and

ΘX, respectively. The edge (Y,X) is weighted by a set of conditional plausibil-
ity functions plX[y’](x) defined for x ⊆ ΘX conditionally to y’∈ ΘY. αY→X

and
α

X→Y
, denoting the two messages propagated between Y and X in both direc-

tions through the edge (Y,X), correspond to the plausibility functions plX and
plY computed respectively by the equations (10) and (11). In what follows, we
refer to these equations used in evidential networks as the top down propagation
rule and the bottom up propagation rule, respectively.

Once the node X has received the message αY→X coming from its parent Y,
it combines it with its prior plausibility function4 plX0 and reports the result as
its marginal plausibility plX, and so does the node Y.

Y X

mY
0 mX

0
Top Down Propagation: αY → X

Bottom Up Propagation: αX → Y

Fig. 3. Propagation Principle in belief networks with conditionals for X given Y

The algorithm for reasoning in larger and more complicated singly-connected
directed evidential networks with conditionals specified per edge was proposed
in [2]. This algorithm is based on a local propagation up and down the DEVN.
It generalizes the propagation principle encountered in Smets’ message passing
schema [7] in the sens that all messages between neighboring nodes in the DEVN
are computed by the top down propagation and the bottom up propagation rules.

4 Belief Propagation in Singly-Connected DEVNs with
Conditionals per Child Node for All the Parents

In this section, we propose a new algorithm for belief function propagation in
singly-connected DEVNs weighted by conditionals specified per child node given
all the parents. Before proceeding, we start by showing how reasoning with a
conditional defined for a variable X conditionally to a set of variables can be done
using the top down propagation and the bottom up propagation rules. Then,
we show that although the initial network is singly-connected, the evidential
reasoning can not be done by a local propagation of beliefs using these two
propagation rules in this network, unless some required modifications are done.

4 The plausibility plX0 relative to X is derived from its bbm mX
0 using equation (3).
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4.1 Reasoning with a Conditional Defined for a Variable
Conditionally to a Set of Variables

Let X be a variable having the frame of discernment ΘX, and Y={P1,. . . ,Pn} be
a set of random variables, where each variable Pi ∈ Y is associated with its frame
of discernment ΘPi . ΘY = ΘP1 × . . .×ΘPn is the frame of discernment of Y.

Let {plX[y’](x) : y’ = (p’1, . . . , p’n) ∈ ΘY} denote a set of conditional plausi-
bility functions quantifying the plausibility of a subset x of ΘX given an element
y’ = (p’1, . . . , p’n) ∈ ΘY, where p’i ∈ ΘPi for each i = 1, . . . , n.

For any y ⊆ ΘY and represented by p1 × . . . × pn, where pi ⊆ ΘPi for each
i = 1, . . . , n, the plausibility function plX[y](x) of any subset x ⊆ ΘX given y,
and the plausibility function plY[x](y) for y given any subset x ⊆ ΘX, can be
computed by applying the DRC and the GBT given in equations (7) and (9),
respectively. When applying these two equations for this case, Y is considered
as a joint or a composed variable (Figure 4) and not as a single one like for the
case of conditionals defined per edge that we presented in Section 3.2.

Now, given the conditional plausibility functions plX[y’](x), a prior bbm mX
0

over ΘX, and also a prior bbm mY
0 over ΘY, one can compute the plausibility

functions plY and plX induced, respectively, on the joint variable Y and on the
variable X using the top down propagation and the bottom up propagation rules
given by equations (10) and (11), respectively.

P1

P2

Pn

X
...

Y

mX
0mY

0

Top Down Propagation: plX

Bo
tto

m
Up Pro

pag
ati

on:
pl
Y

Fig. 4. Reasoning with conditionals for X given a set of variables Y

4.2 New Solution for Reasoning in DEVNs with Conditionals
Specified per Child Node Given All the Parents

In what follows, we start by considering the belief reasoning in a simple example
of singly-connected DEVN weighted by conditionals defined per child node, then
we generalize this reasoning to singly-connected DEVNs that are more complex.

Let D be the singly-connected DEVN given in figure 5.a, in which the child
node Ni, having two parents P1 and P2, is associated with the conditional plausi-
bility function plNi [P1,P2]. Adapting the reasoning for a variable conditionally to
a set of variables, presented in Section 4.1, to the belief propagation in D whose
conditionals are defined per child node given all the parents, is not possible,
unless some modifications are considered. This is due to the fact that:
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(i) Reasoning with the conditional plausibility function plNi [P1,P2] using equa-
tions (10) and (11) requires a prior bbm mNi

0 associated to the variable Ni and

a prior bbm mP1,P2

0 associated to the composed or the joint variable {P1,P2}.
However, in D, we have not a prior bbm mP1,P2

0 , but we have two prior bbm’s
mP1

0 and mP2
0 relative to the single parents P1 and P2, respectively.

(ii) Given the conditional plNi [P1,P2] which is specified for the variable Ni given
the two variables P1 and P2, the top down propagation and the bottom
up propagation rules can be applied to compute the messages propagated
between the node Ni and the joint node {P1,P2} representing its parents.
However, in D, we have not a single node representing the joint variable
{P1,P2}, but we have two nodes representing each parent Pj of Ni separately.

One way to elaborate in this issue would be to merge the two nodes representing
the parents of Ni in order to have a single one representing the joint variable
{P1,P2}. This new composed node, would be associated with the bbm mP1,P2

0

obtained by the combination of the two mass functions mP1
0 and mP2

0 of the two
merged parent nodes P1 and P2 on the product space ΘP1

×ΘP2
. The resulting

graph is given in figure 5.b. It is a tree D’ in which the direction of the edge
({P1,P2},Ni) linking the child node Ni to the composed one {P1,P2} representing
its parents in D, is dropped. By dropping the direction of this edge in D’, the
conditional dependence relation among the variable represented by the child
node and those represented by the composed one is lost. Thus, a third node
is introduced between these two nodes in order to maintain this relation. This
node is referred to as a mediator or a conditional node and is represented by a
rectangle labeled by the conditional relation Ni|P1, P2.

The conditional plausibility table plNi [P1,P2], initially stored at the child node
Ni in D, would be stored after the merger of P1 and P2 in the mediator linking
the child node Ni to the composed one representing its two parents in D’.

P1 P2

Ni

5.a

mP1
0 mP2

0

plNi [P1,P2] mNi
0

D

P1,P2

Ni

Ni|P1,P2

5.b

mP1,P2

0

mNi
0

plNi [P1,P2]

D’

P1 P2

P1,P2

Ni

Ni|P1,P2

5.c

mP1,P2

0

mNi
0

plNi [P1,P2]

mP1
0 mP2

0

D”

Fig. 5. A singly-connected DEVN with conditionals specified per child node D and
the representations of the transformed network D’ and D”
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Intuitively, by merging the parents of the child node into a single node, the
initial singly-connected DEVN D whose conditionals are specified per child node
turns into a new graph D’ in which we can use a principle of belief propagation
based on reasoning with conditionals specified given a set of variables. The mes-
sages sent in D’ between the composed node and the child node Ni in the two
directions pass through the mediator or the conditional node between them. In
fact, this node, storing the conditional plausibility plNi [P1,P2], serves as a bridge
between the composed node and Ni by playing the same role as the one of an
edge between them. The conditional relation with which this node is labeled
allows to know whether the sender is the composed parent node or the child
node and to decide if the top down propagation is the rule to be used or the
bottom up propagation. Unlike the other nodes, this conditional node neither
sends messages to its two neighbors nor receives messages from them.

The representation of the transformed graph D’ presents a weakness since
the a priori bbms of the merged parent nodes are lost due to the fusion process
which leads to the disappearance of the single parent nodes in the tree D’ after
their merger into a single one. To tackle this problem, we propose to construct
a new graph from D by grouping all the parent nodes of a child node in a new
composed node, but without vanishing them. In other word, when merging the
parent nodes of a child node into one composed node, the single merged parent
nodes must persist in the resulting graph (assumption A). Now, if we consider
the new assumption A when merging the parent nodes in the DEVN of figure
5.a, we will obtain the tree D” shown in figure 5.c. D” is constructed from D by
first grouping the parents P1 and P2 of Ni in a new composed node Πi labeled
{P1,P2} without the deletion of nodes P1 and P2, then by adding edges from
each single parent node Pj (j = 1,2) to the composed node Πi, and finally by
introducing the conditional node Ni|P1, P2 between Πi and Ni.

The representation of the transformed graph D” given above for a simple
evidential network D containing one child node having only two parents could
be easily generalized to the case where the DEVN has many child nodes having
any number p of parent nodes. The generalization is presented in Section 4.3.

4.3 From a General Singly-Connected DEVN with Conditionals
Specified Given All the Parents to a Tree D”

Let D=(N,E) denote a singly-connected DEVN with conditionals defined per
child node and let F ⊆ N be the set of child nodes in D. Recall that Pa(Ni) denotes
the set of the parents of a node Ni in D. The tree structure D” is structured so
that at a time a child node in the network D is considered, and a subtree of D” is
constructed for the part of D composed of this child node and its parent nodes.
The construction process of D” from D is formally described by Algorithm 1.
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Algorithm 1. Construct a Tree Structure D” from D

Require: D=(N,E)
Ensure: D”=(N”,E”)

Initialization
ζ ← F; /∗ ζ denotes the set of child nodes in D∗/
ϑ ← ∅; /∗ ϑ denotes the set of non conditional nodes in D”∗/
β ← ∅; /∗ β denotes the set of conditional nodes in D”∗/
E” ← ∅; /∗ E” denotes the set of undirected edges in D”∗/
N” ← ∅;/∗ N” denotes the set of nodes in D”∗/
while |ζ| ≥ 1 do

Pick a candidate variable c ∈ ζ
if |Pa(c)| = 1 then

n1 ← Pa(c)
n2 ← {c|Pa(c)}
n3 ← {c}
ϑ ← ϑ ∪ {n1,n3}
β ← β ∪ {n2}
E”← E” ∪ {(n1,n2),(n2,n3)}

else {|Pa(c)| > 1}
P ← Pa(c)
n1 ← P
ϑ ← ϑ ∪ {n1}
while |P| ≥1 do

n2 ← p where p ∈ P
ϑ ← ϑ ∪ {n2}
E”← E” ∪ {(n2,n1)}
P ← P-{n2}

end while
n3 ← {c|Pa(c)}
n4 ← {c}
ϑ ← ϑ ∪ {n4}
β ← β ∪ {n3}
E”← E” ∪ {(n1,n3),(n3,n4)}

end if
ζ ← ζ-{c}

end while

N” ← ϑ ∪ β

4.4 Rules for Making Inference in D”

We give now the different rules which will be used later for belief propagation
in D”.

Rules for ComputingMessages: Letϑ andβ denote the sets of non-conditional

and conditional nodes in D”, respectively, and let Nei
N”
i

ϑ =
{
N
”
s ∈ ϑ|(N”

i ,N
”
s ) ∈ E”

}
and Nei

N”
i

β =
{
N
”
s ∈ β|(N”

i ,N
”
s ) ∈ E”

}
be the non-conditional and the conditional

neighbors of a non-conditional node N
”
i in D”, respectively. Suppose also NeiN

”
j

denotes the two neighboring nodes of a conditional node N
”
j . Recall that the two

neighbors of each conditional node are non-conditional nodes.
Recall also that each conditional node in D” is introduced between two non-

conditional nodes to show, as we have already explained, the conditional depen-
dence relation among the variables that the two nodes represent and to play in
the tree the same role as a directed edge in a DAG. So considered as a mediator
between these two nodes, a conditional node N

”
j ∈ β can neither send nor receive

any messages. Each non-conditional node N
”
i ∈ ϑ sends messages to other nodes

in D” according to the following rules:
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(1) If the neighboring node N
”
j of N

”
i is a conditional node (i.e. N

”
j ∈ Nei

N”
i

β ),

then N
”
i sends a message to the node N

”
k, which is the second neighbor of N

”
j . Let

αN”
i →N”

k
denote the message from N

”
i to N

”
k. This latter depends on N

”
k:

(i) If N
”
k is the child node of N

”
i , then: αN”

i →N”
k
is a plausibility function on N

”
k,

computed for any n”k ⊆ ΘN”
k
by the top down propagation rule as follows:

αN”
i →N”

k
= plN”

i →N”
k
(n”k) =

∑
n”
i ⊆Θ

N”
i

mN”
i (n”i )× plN

”
k [n”

i ](n
”
k) (12)

where plN
”
k [n”i ](n

”
k) is the plausibility of any n”k ⊆ ΘN”

k
conditionally to any

n”i ⊆ ΘN”
i
obtained by the equation (7), and mN”

i is a bbm on ΘN”
i
, so it can be

represented by mN”
i , belN

”
i or plN

”
i and is computed for any n”

i ⊆ ΘN”
i
by:

plN
”
i = pl

N”
i

0 ⊗
(
⊗{αN”

s→N”
i
|N”

s ∈ Nei
N”

i

ϑ }
)

⊗
(
⊗
{
αN”

u→N”
i
|N”

u ∈ Nei
N”

t ,N”
t ∈ (Nei

N”
i

β − {N”
j }) and N

”
u �= N

”
i

}) (13)

In words, the plausibility function plN
”
i defined on N

”
i is the combination of its

a priori plausibility distribution pl
N”

i
0 with all messages that N

”
i receives from its

other non-conditional neighbors together and with all messages that N
”
i receives

from the neighbors of its conditional neighbors except the conditional node N
”
j .

(ii) If N
”
k represents the parents of N

”
i , then: αN”

i →N”
k
is the plausibility function

computed for any n”k ⊆ ΘN”
k
by the bottom up propagation rule as follows:

λN”
i →N”

k
= plN”

i →N”
k
(n”k) =

∑
n”
i ⊆Θ

N”
i

mN”
i (n”

i )× plN
”
k [n”i ](n

”
k) (14)

where plN
”
k [n”i ](n

”
k) is the plausibility function for any n”k ⊆ ΘN”

k
conditionally to

any n”
i ⊆ ΘN”

i
obtained by the equation (9), and mN”

i is a bbm on ΘN”
i
whose

corresponding plausibility function is computed for any n”i ⊆ ΘN”
i
by (13).

(2) If the neighboring node N
”
j of N

”
i is a non-conditional node (i.e N

”
j ∈ Nei

N”
i

ϑ ),

N
”
i sends a message αN”

i →N”
j
to the node N

”
j , where αN”

i →N”
j
is computed by:

αN”
i →N”

j
=
[
pl

N”
i

0 ⊗
(
⊗
{
αN”

k→N”
i
|N”

k ∈
(
Nei

N”
i

ϑ − {N”
j }
)})

⊗
(
⊗
{
α

N”
u→N

′
i
|N”

u ∈ Nei
N”

j ,N”
j ∈ Nei

N”
i

β and N
”
u �= N

”
i

})]↓(N”
i ∩N”

j )
(15)

In words, the message that N
”
i sends to its non-conditional neighbor N

”
j is the

combination of its a priori plausibility with all messages that N
”
i receives from

its other non-conditional neighbors and also with all messages that it receives
from the neighbors of its conditional neighbors which are suitably marginalized.

Rule for Computing Marginals: When a non-conditional node N
”
i in D” has

received a message from each of its non-conditional neighbors and also from the
neighbors of its conditional neighbors, it combines all messages together with

its own a priori plausibility function pl
N”

i
0 and reports the result as its marginal

plausibility plN
”
i as follows:
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plN
”
i =

[
pl

N”
i

0 ⊗
(
⊗
{
αN”

k→N”
i
|N”

k ∈ Nei
N”

i

ϑ

})

⊗
(
⊗
{
αN”

u→N”
i
|N”

u ∈ Nei
N”

j ,N”
j ∈ Nei

N”
i

β and N
”
u �= N

”
i

})] (16)

4.5 Reasoning in DEVNs with Conditionals Specified per Child
Node

Before running the message passing algorithm (MPA), an initialization phase is
applied during which each conditional distribution in D is associated with the
corresponding conditional node in D” and each a priori one is associated with
the corresponding non-conditional node. The MPA works in three steps by:

(1) picking a non-conditional node in D” and designating it as a root node R.

(2) applying an inward phase by collecting messages from the leaves towards the
root. Each node N

”
i waits for messages from nodes which are not in the root

direction, and upon receiving all of them, it passes a message immediately
to the unique node from which it did not receive a message, using equation
(12), (14) or (15). This phase ends when R collects messages from all its
non-conditional neighboring nodes and also from the second neighbors of its
conditional neighbors, and updates its marginal using equation (16).

(3) applying an outward phase by distributing messages away from R, beginning
with R itself until reaching the leaves. The computation of messages is done,
using equation (12), (14) or (15), depending on the type of the neighbor.
When the leaves receive messages, we can readily therefore calculate the
marginal distribution for every variable in the graph using the equation (16).

5 Illustration

As an illustration, let us consider the DEVN D of the example below with
the following a priori and conditional plausibility functions. For the sake of the
simplicity, all the variables are binary. The conditional plausibility functions
plN2

0 , plN4
0 and plN5

0 are those corresponding to the vacuous beliefs defined in
Section 2.1 .

pl
N1
0 =

⎛
⎝

n11 1.0
n12 0.3
ΘN1 1.0

⎞
⎠ plN2 [N1] =

⎛
⎝

n11 n12

n21 0.5 0.5
n22 0.8 0.9
ΘN2 1.0 1.0

⎞
⎠ pl

N3
0 =

⎛
⎝

n31 0.6
n32 1.0
ΘN3 1.0

⎞
⎠

plN5 [N3] =

⎛
⎝

n31 n32

n51 0, 5 0, 55
n52 0, 8 0, 85
ΘN5 1 1

⎞
⎠ plN4 [N2,N3] =

⎛
⎝

n21n31 n21n32 n22n31 n22n32

n41 0, 9 0, 5 0, 8 0.85
n42 0, 2 0, 9 0, 9 0.5
ΘN4 1.0 1.0 1.0 1.0

⎞
⎠
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N1

N2 N3

N4 N5

D

plN1
0

plN4 [N2,N3]

plN3
0

plN2
0

plN5 [N3]

plN4
0 plN5

0

plN2 [N1]

N2 N3

N2,N3

N4|N2,N3

N4

←
→

←
→

7

8 4

3

5 6

N1

N2|N1
1 10plN2 [N1]

N5

N5|N3

2

9
plN3

0

plN4 [N2,N3]

plN1
0

plN2
0

plN5 [N3]

plN4
0

plN5
0

D”

Fig. 6. A DEVN D with conditionals per child node and its corresponding tree D”

Let us suppose that we pick N4 as a root node in the tree D” built from D
using Algorithm 1, then the messages of the inward pass and the outward pass
performed on D” are generated in the order shown in figure 6. These messages
are computed as follows:

• The message 1 that N1 sends to N2 through the mediator node N2|N1 cor-
responds to αN1→N2

which is computed using equation (12). This message is
given, for each n2 ⊆ ΘN2 , by the plausibility function plN1→N2

as follows:
plN1→N2

({n21}) = 0.7 ∗ 0.5 + 0 ∗ 0.5 + 0.3 ∗ [1 − (1 − 0.5) ∗ (1 − 0.5)] = 0.575

plN1→N2
({n22}) = 0.7 ∗ 0.8 + 0 ∗ 0.9 + 0.3 ∗ [1 − (1 − 0.8) ∗ (1 − 0.9)] = 0.854

plN1→N2
({ΘN2

}) = 0.7 ∗ 1 + 0 ∗ 1 + 0.3 ∗ [1 − (1 − 1) ∗ (1 − 1)] = 1

• The message 2 that N5 sends to N3 through the mediator node N5|N3 cor-
responds to αN5→N3

which is computed using equation (14). This message is
given, for each n3 ⊆ ΘN3 , by the plausibility function plN5→N3

as follows:
plN5→N3

({n31}) = 0 ∗ 0.5 + 0 ∗ 0.8 + 1 ∗ 1 = 1

plN5→N3
({n32}) = 0 ∗ 0.55 + 0 ∗ 0.85 + 1 ∗ 1 = 1

plN5→N3
({ΘN3

}) = 0∗[1−(1−0.5)∗(1−0.55)]+0∗[1−(1−0.8)∗(1−0.85)]+1∗[1−(1−1)∗(1−1)] =

0 ∗ 0.775 + 0 ∗ 0.97 + 1 ∗ 1 = 1

• When receiving the message 1 , the non-conditional node N2, computes the
message 3 that it should send to its non-conditional neighbor {N2,N3} using

equation (15). This message, corresponding to (plN2
0 ⊗ 1 )↓N2 , is as follows:

plN2→{N2,N3}({n21}) = 0.575 plN2→{N2,N3}({n22}) = 0.854 plN2→{N2,N3}(ΘN2 ) = 1.0

• Similarly, using equation (15), N3 computes the message 4 that it should
send to its non-conditional neighbor {N2,N3}. This latter is as follows:

plN3→{N2,N3}({n31}) = 1.0 plN3→{N2,N3}({n32}) = 1.0 plN3→{N2,N3}(ΘN3) = 1.0

• When {N2,N3} receives the two messages 3 and 4 from its neighbors N2

and N3, respectively, it computes its new plausibility function by combining
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them. For the combination, {N2,N3} computes the vacuous extension of 3

to ΘN1 × ΘN2 , using the equation (5), to produce plN2↑{N2 ,N3}as follows:
plN2↑{N2 ,N3}({(n21, n31), (n21, n32)}) = plN2→{N2,N3}({n21}) = 0.575

plN2↑{N2 ,N3}({(n22, n31), (n22, n32)}) = plN2→{N2,N3}({n22}) = 0.854

plN2↑{N2 ,N3}({(n21, n31), (n22, n31), (n21, n32), (n21, n32)}) = plN2→{N2,N3}(ΘN2 ) = 1.0

Similarly, it produces plN3↑{N2 ,N3}. Then, it combines their corresponding
mass functions using the equation (6) as illustrated in table 1:

Table 1. Combination of 3 and 4

{(n31, n21), {(n32, n21), {(n31, n21), (n32, n21),

(n31, n22)} (n32, n22)} (n31, n22), (n32, n22)}
0 0 1

{(n21, n31), (n21, n32)} {(n21, n31)} {(n21, n32)} {(n21, n31), (n21, n32)}
0.146 0 0 0.146

{(n22, n31), (n22, n32)} {(n22, n31) {(n22, n32)} {(n22, n31), (n22, n32)}
0.425 0 0 0.425

{(n21, n31), (n22, n31), {(n21, n31), {(n21, n32), {(n21, n31), (n22, n31),

(n21, n32), (n22, n32)} (n22, n31)} (n22, n32)} (n21, n32), (n22, n32)}
0.429 0 0 0.429

The node {N1,N2} is now ready to compute, using equation (12), the message
5 it should send to the node N4 through the conditional node N4|{N2,N3}.
This message is given, for each n4 ⊆ ΘN4 , as follows:
pl{N1,N2}→N4

({n41}) = 0.9631; pl{N1,N2}→N4
({n42}) = 0.96535; pl{N1,N2}→N4

({ΘN4
}) = 1

• Upon receiving 5 , the root node N4, computes its marginal plausibility
function plN5

using equation (16). Then it sends the message 6 to the node
{N2,N3} through the conditional node N4|{N2,N3}. 6 is computed using
equation (14) and is given as follows:
plN4→{N2,N3}({(n31, n21)}) = 1.0; plN4→{N2,N3}({(n31, n22)}) = 1.0

plN4→{N2,N3}({(n31, n21), (n31, n22)}) = 1.0; plN4→{N2,N3}({(n32, n21)}) = 1.0

plN4→{N2,N3}({(n32, n22)}) = 1.0; plN4→{N2,N3}({(n32, n21), (n32, n22)}) = 1.0

plN4→{N2,N3}({(n31, n21), (n32, n21)}) = 1.0; plN4→{N2,N3}({(n31, n22), (n32, n21)}) = 1.0

plN4→{N2,N3}({(n31, n21), (n31, n22), (n32, n21), (n32, n22)}) = 1.0

• {N3,N4} is ready now to send the message 7 to N3. This message is computed

using equation (15) and it corresponds to ( 3 ⊗ 6 )↓N3 . So, for each n3 ⊆
ΘN3 , this message is given by the plausibility function pl{N2,N3}→N3

as follows:
pl{N2,N3}→N3

({n31}) = 1 pl{N2,N3}→N3
({n32}) = 1 pl{N2,N3}→N3

({ΘN3}) = 1

• Similarly, {N3,N4} computes the message 8 it should send to N2using equa-

tion (15). This message corresponds to ( 4 ⊗ 6 )↓N2 . So, for each n2 ⊆ ΘN2 ,
this message is given by the plausibility function pl{N2,N3}→N2

as follows:
pl{N2,N3}→N2

({n21}) = 1 pl{N2,N3}→N2
({n22}) = 1 pl{N2,N3}→N2

({ΘN2
}) = 1

• When receiving the message 7 , N3 can compute its marginal plausibility

function by combining plN3
0 with 7 and 2 using equation (16). For each

n3 ⊆ ΘN3 , its marginal plausibility function plN3 is as follows:
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plN3 ({n31}) = 0.6 plN3({n32}) = 1.0 plN3({ΘN3
}) = 1

Then, it sends the message 9 to N5 which is computed using equation
(12). This message is given, for each n5 ⊆ ΘN5 , by the plausibility function
plN3→N5

as follows:
plN3→N5

({n51}) = 0.685 plN3→N5
({n52}) = 0.922 plN3→N5

({ΘN5
}) = 1

When receiving the message 9 , N5 combines it with plN5
0 , using equation

(16), to compute its marginal plausibility function which is as follows:
plN5({n51}) = 0.685 plN5 ({n52}) = 0.922 plN5({ΘN5}) = 1

• When receiving the message 8 , N2 computes its marginal plausibility func-

tion by combining plN2
0 with the two messages 8 and 1 using equation

(16). For each n2 ⊆ ΘN2 , its marginal plausibility function plN2 is as follows:
plN2({n21}) = 0.575 plN2 ({n22}) = 0.854 plN2({ΘN2

}) = 1

Then, it computes the message 10 it should send to N1, using equation

(14). This message is given, for each n1 ⊆ ΘN1 , by the plausibility function
plN2→N1

as follows:
plN2→N1

({n11}) = 1 plN2→N1
({n12}) = 1 plN2→N1

({ΘN1}) = 1

When receiving the message 10 , N1 combines plN1

0 with 10 , using equation

(16), to compute its marginal plausibility function which is as follows:
plN1({n11}) = 1 plN1 ({n12}) = 0.3 plN1({ΘN1}) = 1

6 Conclusion and Future Work

A new algorithm for belief function reasoning in singly-connected evidential net-
works weighted by conditionals specified per child node has been proposed in
this paper. Our propagation algorithm first transforms the initial evidential net-
work with conditionals defined per child node given all the parents into a tree
structure. The algorithm then exploits the GBT and the DRC to perform the
evidential inference step by step through this tree using the conditional belief
functions. The work can be extended by including a linkage between our algo-
rithm for reasoning in singly-connected DEVNs with conditionals specified per
child node and the one for reasoning in singly-connected DEVNs with condition-
als specified per edge proposed in [2]. We plan to propose a new method that
could be used in an hybrid singly-connected DEVNs in which some conditionals
are specified per edge and some others are specified per child node. This will
offer more flexibility to the experts when specifying the conditional parameters.
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Abstract. Emotions in Agent and Multi-Agent Systems change their
behaviour to a more ’natural’ way of performing tasks thus increasing
believability. This has various implications on the overall performance of
a system. In particular in situations where emotions play an important
role, such as disaster management, it is a challenge to infuse artificial
emotions into agents, especially when a plethora of emotion theories are
yet to be fully accepted. In this work, we develop a formal model for
agents demonstrating emotional behaviour in emergency evacuation. We
use state-based formal methods to define agent behaviour in two lay-
ers; one that deals with non-emotional and one dealing with emotional
behaviour. The emotional level takes into account emotions structures,
personality traits and emotion contagion models. A complete formal def-
inition of the evacuee agent is given followed by a short discussion on
visual simulation and results to demonstrate the refinement of the for-
mal model into code.

Keywords: Agent State-Based Modelling, Formal Methods, Emotional
Agents, Emergency Evacuation.

1 Introduction

Human emotions significantly change behaviour in complex environments where
resources are a primary concern [8,29]. This fact has brought new ideas and
solutions to the Multi-Agent System (MAS) paradigm. For example, the use
of emotions in a context-aware decision support system resulted to lesser com-
munication time between agents [17] where in other cases emotions as well as
personality and mood led to faster compromises among agents engaging in a ne-
gotiation [28]. Furthermore, an attempt was made to model the social function
of emotions and their interconnection with socials norms to improve controlla-
bility in MAS [9]. Finally, emotions can be seen as a leverage to teamwork and
cooperation between agents [20].
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In the current case, we investigate modelling of emotional agents in disaster
management situations and in particular emergency evacuation. It is known
that emotions affect the way crowd behaves in such cases. According to a non-
emotional behaviour, all agents in danger follow a specific exit plan and the
building is evacuated in a timely fashion. However, in reality, people’s emotions
drive their behaviour; certain people can start experiencing fear or panic under
certain circumstances such as lose of direction, detachment from family members,
delay in finding and following an exit plan. It is therefore a challenge to devise
a formal model that would be able to describe emotions, personality traits and
emotion contagion in a way suitable to lead towards simulation of emergency
evacuation scenarios.

The aim of this paper is to introduce a formal model for emotional agents.
The model is based on a type of finite state machines, namely X-Machines,
which have demonstrated a number of advantages in formal modelling of agents.
The main contribution is the addition of an emotional meta-level machine to the
basic model, thus clearly and elegantly separating modelling of the rational (non-
emotional) and that of emotional agent behaviour in cases such as emergency
evacuation. We briefly demonstrate how the model can lead to simulation, thus
visualising the overall behaviour of the crowd in disaster management scenarios.

The current paper is structured as follows: Section 2 deals with formal mod-
elling of agents using a state-based method, namely X-Machines. The main con-
tribution is in section 3, where we define an meta-level extension that deals
explicitly with emotional behaviour of agents. Such behaviour is prominent in
emergency evacuation and section 4 presents such a case study together with the
formal agent models. In section 5, we briefly discuss how the models lead to sim-
ulation and present some results. Before we conclude, related work is presented
in section 6.

2 A Formal Model for Agents

There exist numerous formal methods, either general or specialised to agent
modelling [11,4,26]. Agents and MAS, as software artifacts can benefit from
formal modelling in terms of unambiguous specification, verification of the model
towards given properties and finally formal testing of the implementation.

2.1 X-machines

We have worked with X-machines for a long period of time. X-machines are state-
based machines extended with a memory structure. That makes modeling more
intuitive and leads towards implementation. The memory structure also makes
the machine more compact compared to memory-less state machines. Another
important difference is that the transitions between states are not triggered by
inputs alone, but by functions that accept an input and the memory values and
produce an output and new memory values. Again, this leads nicely towards the
final implementation through refinement.
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It has been demonstrated that X-Machines and its extensions are particu-
larly useful for modelling biological and biology-inspired MAS [14]. The great
advantage over other methods is their strong legacy of theory and practice in:

– modelling potential for dynamically structured MAS [30],
– refinement, animation and simulation [25],
– testing methods that prove correctness [12] with tools for automatic test

generation [5],
– model checking for verification of properties [7]

Definition 1. An X-machine (X ) is defined as: X = (Σ, Γ, Q, M, Φ, F, q0, m0)
[12], where:

– Σ and Γ are the input and output alphabets.
– Q is a finite set of states.
– M is a (possibly) infinite set called memory.
– Φ is a set of partial functions ϕ; each such function maps an input, a memory

value and an emotional states to an output and a possibly different memory
value, ϕ : Σ ×M → Γ ×M .

– F is the next state partial function, F : Q×Φ → Q, which given a state and
a function from the type Φ determines the next state. F is often referred to
as a state transition diagram.

– q0 and m0 are the initial state and initial memory.

2.2 Example: An Agent Evacuating on Emergency

The X model of an agent that evacuates a building on emergency is shown in
Fig. 1. The figure depicts the state diagram F , where transitions are labeled
through functions in Φ. The agent starts at no emergency state until it perceives
a danger of some sort. Then it wanders around in order to find an evacuation
plan. While evacuating by following the plan, it may get disorientated or loose
family members. In such cases, it keeps wandering around until it finds the
family member or finds a plan respectively. The computation ends when the
exit is found.

The memory of X agent model holds the evacuation plan (sequence of coor-
dinates), the current position of the agent, the status of the family member and
the walking speed towards the exit.

The input alphabet Σ contains sets of percepts, such as the other agents posi-
tions, the empty space positions, the emergency alarm etc. The output alphabet
Γ is a set of abstract messages that at simulation could be translated to visual
output on the status and position of the agent.

An example function in Φ is:
ϕfound-exit : (Percept, (Plan, Pos, S, Ch))  → (“Exited”, (Plan, Pos′, S, Ch))

if (Pos′, empty) ∈ Percept∧canMove(Pos, Pos′, S)∧door(DoorPos) ∈ Percept
∧ distance(Pos′, DoorPos) < distance(Pos,DoorPos)

The actual model is simplified here for exposition purposes and includes a
number of additional functions that deal with the agent behaviour.
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No Emergency Looking for
exit plan

Exiting

Looking
for family

Evacuating Lost

perceive_ danger

read_plan

lost_family
found_family

wander_around

wander_around

found_exit
dissoriented

found_exit

read_plan

dissorientedfollowing_plan

wander_around

M = ( Plan: seq(Pos), Current Position: (Pos,, Pos) , Child Status, Walking Speed)

stream

stream

Fig. 1. An abstract X model of an agent that evacuates a building on emergency

2.3 Computation of X
Definition 2. An computation state in X is defined as the tuple (q,m), with
q ∈ Q and m ∈ M . A computation step, which consumes an input σ ∈ Σ and
changes the computation state (q,m) ) (q′,m′) with q, q′ ∈ Q, m,m′ ∈ M , such
that ϕ(σ,m) = (γ,m′) and F (q, ϕ) = q′.

A computation defined as the series of computation steps that take place when
all inputs are applied to the initial computation state (q0,m0), which for the case
above could be, for instance, (no emercency, (ε, (15, 42), child close, 1m/sec).

3 emX -Machines

Emotions influence agent perception, learning, behaving, communication, etc.
An agent acting under emotions exhibits a different behaviour than the same
agent acting in a rational (emotion-less) way. This is clear in situations where
disaster management is required, such as emergency evacuation. In such events,
agents, depending on their personality, appear to have increased chances to expe-
rience fear that may eventually turn into panic. Such emotions could alter what
they perceive and what they communicate to other agents. It is also important
to note that agents behaviour is altered when they operate as a family group,
for instance if there are parents accompanying children.

So far, there is not yet a widely accepted definition of emotions supported by
a complete theory that can describe how emotional processes affects reasoning in
general [15]. Most commonly used psychological theories in agent design today
refer to appraisal process of stimulus [16] and the reactions to three types of
stimuli (OCC model) [21].
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There exist two basic options to achieve emotional behaviour of artificial
agents: (a) to hard-wire emotions into the agent, (b) to model emotions at a
different level than the rational behaviour. In this work, we chose the latter as
a more elegant approach to emotions modelling.

Definition 3. An Emotional X-machine is defined as a tuple emX = (X , E)
where X is an X-machine and E is a meta-machine defined as E =
(eΣ, eΓ, ρσ, ργ , ρϕ, E, P, C, eΦ), where:

– eΣ and eΓ are the input and output alphabet.
– ρσ and ργ are the input and output revision functions.
– ρϕ is the behaviour revision function.
– E is a representation of an emotional theory.
– e0 is the representation of the initial emotional state.
– P is a personality trait type.
– C is a contagion model type.
– eΦ : E × P × C × M × Σ → E is the set of emotions revision functions

eϕ, that given an emotions structure e ∈ E, a contagion model c ∈ C, a
personality trait p ∈ P and a memory tuple m ∈ M returns a new emotion
structure e′ ∈ E.

Fig. 2 shows an abstract emX model. The upper meta-layer represents E and
the lower layer the emX machine.

It is important to note that agent models in this context do not have an
affective behaviour towards humans, and thus factors like body language, speech
etc. are not taken into account.

Fig. 2. An abstract emX model with non-emotional behaviour as X . at the lower layer
and emotional behaviour as E at meta-level.
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3.1 Input and Output Revision

Input and output revision refer to the way the environment is perceived and what
the agent communicates to its environment (and other agents) under emotions.
This may significantly differ from a situation where the agent behaves rationally.
Especially in disaster scenarios, the personality trait and the dominant emotions
would greatly affect perception and outward communication. In principle, the
two revision functions may be defined as:

ρσ : eΣ × E × P × C → Σ and ργ : Γ × E × P × C → eΓ

3.2 Behaviour Revision

The behaviour revision function ρϕ determines which functions of X are appli-
cable in a given emotional state E. It is defined as: ρϕ : E ×X → Φ

3.3 Emotions

Artificial emotions are plugged-in to the E meta-level definition in order to fa-
cilitate modelling of emotional agents. By extracting E at a meta-level, various
opportunities are open to experiment with different theories. In fact, E serves as
a formal structured representation of artificial emotions or an emotional theory,
for instance the OCC model [21].

3.4 Personality Trait

Individual emotion strength updates depend on the rate of change of E, different
for each evacuee, since evidence suggests that there exist individual differences
in affective response to emotion eliciting stimuli. Personality trait, for exam-
ple, is one relevant factor. Some individuals have a predisposition (sensitivity
response) towards experiencing certain emotions, so different personality traits
are responsible for how quickly an emotional state is reached, maintained and re-
covered from, resulting to some agents reaching a state of panic or hysteria more
easily [2].

Psychologists argue about the Big Five basic factors that affect personality
traits: (a) openness, (b) conscientiousness, (c) extroversion, (d) agreeableness,
and (e) neuroticism [18]. So, either P can be represented as crisp values of
different personality traits (some count more than a hundred) or a vector with
any of the five factors above, expressed as NEO-FFI or any other psychological
personality inventory.

3.5 Contagion

Emotional contagion is a result of interaction between agents which could af-
fect each others emotions. It is the case that in emergency situations, emotions
(especially calmness, fear and panic) may propagate when agents of various per-
sonalities interact. For example, security personnel is assumed to have a calming
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effect to evacuees, and on the contrary, detachment of a family member during
evacuation may result into increased level of fear.

There are various contagion models depending on the situation, most of them
based on perception, message exchange and proximity of agents [10], [6]. The
above definition allows flexibility to define one that suits the situation as well as
change it, if necessary, without affecting the basic rational X model.

3.6 Computation of emX
The computation of emX is similar to this in X but it includes an additional
number of steps which deal with emotions.

Definition 4. An emX computation state is defined as the tuple (q,m, e), with
q ∈ Q and m ∈ M and e ∈ E. A computation step, which consumes an input
σ ∈ Σ and changes the computation state (q,m, e) ) (q′,m′, e′) is essentially
composed of the following substeps:

– firstly, the input revision function produces the input σ to be consumed by
X , thus ρσ(

eσ, e, p, c) ) σ, where eσ ∈ eΣ, e ∈ E, p ∈ P, c ∈ C and σ ∈ Σ.
– the behaviour revision function ρϕ produces a set of functions ϕa of X that

are applicable in the current emotional state.
– a transition in X takes place by triggering a function ϕ ∈ ϕa at the lower

layer: (q,m, e) ) (q1,m
′, e) with q, q1 ∈ Q, m,m′ ∈ M and e ∈ E, such that

ϕ(σ,m) = (γ,m′) and F (q, ϕ) = q1.
– an emotions revision in emX takes place by triggering an emotional function

at meta-level (changes emotions structure E): (q1,m
′, e) ) (q′,m′, e′) with

q1, q
′ ∈ Q, e, e′ ∈ E and m′ ∈ M such that eϕ(e, p, c,m′, σ) = (e′).

– finally, the output revision function produces the final output γ of emX , thus
ργ(γ, e, p, c) )e γ, where γ ∈ Γ, e ∈ E, p ∈ P, c ∈ C and eγ ∈ eΓ .

In the above, a transition in X takes place first. Then a function in emX
revises the emotions but not the states. A computation is defined as the series
of computation steps that take place when all inputs are applied to the initial
computation state (q0,m0, e0).

4 Case Study: Emergency Evacuation

The above described agent for evacuation can be modelled as a emX by adding
the meta layer E for emotional behaviour. One needs to define the elements
for the emX tuple. In this paper, we will assume for the sake of simplicity that
eΣ = Σ, eΓ = Γ , ρσ = ργ = ε, which means we consider agents whose incoming
perception and outgoing messages are not affected by emotions.

As emotional structure E, we will use a simplified approach with a vector
E = ((e1, v1), (e2, v2), ..., (en, vn)) where ei are basic emotions and vi its strength,
i.e. vi = 0..100. One of the basic emotions is Horror [23] which can be assigned
with different crisp emotion descriptors, such as {calm, alarmed, fear, terror,
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panic, hysteria}. Thus, the initial value of Horror in E0 is (calm, 0). In the
following SVH(E) stands for the strength value vH of Horror given the emotion
vector E.

As personality trait P , we could define different types in a set such as
{confident, helpful, coward, self − centered}. Alternatively, we choose a sam-
ple of factors that determine a personality type, i.e. (openness, extraversion).
These factors would represent the rate with which the emotion strength changes.

A contagion model C for the evacuee, such as ASCRIBE [1], can be adopted. It
introduces contagion strength siQj that determines the strength by which agent
j influences on some state Q agent i:

sij = expressivenessj ∗ (1 −
dis(Posi, Posj)

disinfl
) ∗ opennessi (1)

where the middle factor determines the channel strength, in our case the eu-
clidean distance between the agents dis(Posi, Posj), in the area of influence
disinfl (the radius of the area containing agents). The overall contagion strength
is determined by:

si =
∑

i∈Agents

sij (2)

where Agents is the set of agents currently located in the area of influence
of agent i. Contagion is used in the emotion revision functions to update the
strength of the basic emotions in E, in this case the emotional descriptors of
horror.

The emotion revision function is similar to that reported in [27], i.e. the emo-
tion level is determined by an individual emotion update (find) and a social emo-
tion update (fsocial), the latter being determined by emotion contagion. Thus,
emotion revision function is given by the following equations:

find(M,P,E) = cinc ∗ P − fdec(Σ,E, P ) (3)

where P is the personality trait and cinc a constant defined as a model/experiment
parameter. In equation 3, fdec determines the set of inputs that decrease the emo-
tion level of the agents, such as the perception of a plan in Σ:

fdec(Σ,E, P ) =

{
cdec ∗ P ∗ SVH(E), if (seq(Posi), plan) ∈ Σ
0, otherwise

(4)

where cdec is a constant that determines the decrease in emotional strength,
given the perception of the agent (plan). The social part of the revision function
is determined by:

fsocial(Σ,E) =
∑

j∈Agents

(sij/s) ∗ (SVH(E) − SVHj (Ej))

|Agents| (5)

where s is the overall contagion strength of the agent as given in equation 2,
and |Agents| is the number of agents in the area of influence. Thus, the overall
emotion function eF of Definition 3 is given in equation 7.
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v′H = SVH(E) + find(M,P,E) + fsocial(Σ,E) (6)
eΦ = (FH(v′H), v′H) (7)

where FH is a mapping function between the emotion strength value v′H and the
crisp values of Horror. In the specific example the behaviour revision function
ρϕ, is simply given by equations 8 and 9.

ρϕ(E,X) =

{
Φpanic if SVH(E) > 80
Φ - {dissoriented} otherwise

(8)

Φpanic = {wander around, dissoriented, found exit, read plan} (9)

5 From Formal Modelling to Simulation and Results

One the most important benefits in specifying a model using emX , is that due
to the state based orientation of the latter, an executable model can be derived
with relative ease. Such an executable model can be implemented in an agent
simulation platform, for initial testing and evaluation of the agent specification.
Refinements of eX models to executable simulations in NetLogo [34] are reported
in [31,27]. In this work we follow the same approach, by reusing parts of a
domain specific language (DSL) for emX , augmenting the work described in
the aforementioned papers appropriately to support the new meta model for
emotions.

The evacuation area the agent model was tested against, was a shopping mall
as the latter is depicted in Fig 3. In the figure, white areas represent shops were
people (evacuees) are initially located. Exits are depicted a darker areas (red)
on the top left and bottom center of the shopping mall. The figure presents the
state of evacuation several time points after the alarm event occurs.

Fig. 3. The Shopping Mall Simulation Area
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In the simulation environment, each individual is considered to occupy a 0.4
× 0.4 m space, as usual in evacuation simulations that follow the discrete space
approach. The total area is about 3000 square meters. Evacuees located ini-
tially inside shops, upon perceiving the alarm, proceed to the exits, following
evacuation plans (paths) that can be found in the form of instructions at shop
doors. During the evacuation, increased emotional levels lead to the agent get-
ting “lost”, i.e. the agent is randomly exploring the shopping mall space, until
it perceives new instructions from a door location and resumes evacuation. Such
agents are depicted by a yellow (light) color in Figure 4.

Fig. 4. The Shopping Mall Simulation Area a while after an alarm was issued

A set of experiments was conducted to demonstrate the feasibility of the
model refinement and to obtain an initial insight on how emotions and emotion
contagion can affect evacuation times. An initial set of experiments concerned
2000 evacuees on the office floor and the evacuation time was on average (10
runs with different initial conditions) 2200 time units. When the number of
evacuees was increased to 4000, evacuation times were considerably longer, at
an average of 5000 time units. This was due to evacuees staying longer inside
the evacuation area due to congestion at the corridors and exits, their emotional
level increasing and more being “pushed” to the state “Lost” and engage in a
random exploration. Evacuation time are further increased in the case of parents,
since the latter have to ensure at each step of the evacuation that their children
are near, and in the case the latter does not hold, they have to abort evacuation
and look for their children.

Although the initial experiments are in accordance with what is expected in
such situations, further experimentation and model validation is required for the
model. However, such an analysis is beyond the scope of the present work, that
aims to introduce a formal approach to emotion agents modelling. An interested
reader may refer to [27] for a more detailed set of results.
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6 Related Work: Emotions in Artificial Agents

In previous work [31,27], we have attempted to plug-in emotions within the
agent model. In fact, the definition of emotions X -Machine contained E as a
separate memory element with personality trait as part of the memory and with
contagion only implied and hard-wired in emotion revision functions. That initial
model was created to facilitate refinement to simulation and build confidence on
validity of the models. The proposed revision of emX with a meta-level machine
is more elegant with respect to theory of state-based machines and leads to a
more natural development of agent models; rational and emotional behaviour
are modelled as two separate entities and thus susceptible to change without
affecting one another.

There also exist a number of computational models of emotions, most of
them logically formalised through the BDI framework. One of the first attempt
was dMars, a BDI descendant, that comprised four modules, one of them being
an emotional module [22]. The system was also provided with a personality
component inside the emotional module which is comprised by three traits (a) the
motivational concerns, i.e. tendency to specific goals, (b) an emotion threshold
which represents the point at which an emotion is asserted and (c) the rate of
decay for an emotion.

Another attempt is reported for the BDIE architecture, a modular model with
embedded emotional capabilities and four segregated modules/systems: (a) Per-
ceptual (belief), (b) Emotional, (c) Behaviour (Intentions), and (d) Motivational
(Desires) [3]. The Emotional system takes into account primary (fear and sur-
prise) and secondary emotions (happiness, sadness and anger) for the purpose of
affective and cognitive appraisal respectively through the use of first and second
level evaluators associated with the Perceptual system (Belief). Connected to all
three other components, the Emotional system can affect the perceptual process,
provide reactive capabilities and finally modifies behaviour.

Similar to the above is a conceptual BDI architecture with internal repre-
sentations of Affective Capabilities and Resources for an Emotional Agent [24].
Capabilities were abstract plans available to the agent and Resources were the
means that turn Capabilities into plans. Two new modules were introduced: (a)
a Sensing and Perception Module, and (b) an Emotional State Manager. The
first is responsible for capturing information from external stimuli. The latter
comprised a set of artificial emotions with a decay rate function, and also controls
capabilities and resources.

The DETT architecture for situated agents in combat simulation was pre-
sented in [33]. The emotional aspect of the DETT design lay on the OCC model
[21] and is supported by two reasoning processes: an appraisal and an analysis
process. Agents within the system sense their surroundings and other agents
through a digital pheromone that they emit in the environment and decays over
time. DETT introduces four new concepts: (a) Disposition, (b) Emotion, (c)
Trigger and (d) Tendency. Dispositions are closely related to emotions in one-
on-one relationship, e.g. irritability and anger or cowardice and fear, and can be
thought as personality traits associated with an affective state. The appraisal
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process takes in to account the agents disposition and the current trigger belief
(pheromone) and elicits an emotion that affects the analysis process by imposing
a tendency on the resulting intention.

Finally, the PEP-BDI architecture [13] considers physiology, emotions and
personality in the decision-making process. Emotions are based on OCC model
[21]. A simplified personality model is used mapping specific personality traits
as emotional tendencies. Later, the PEP-BDI was updated to model (a) em-
pathy (the ability to understand and share the feeling of other), (b) placebo (a
simulated and ineffectual treatment that has psychological benefits) and (c) no-
cebo (the opposite effect of placebo). The agent’s emotions are a combination of
three mechanisms: (a) internal dynamics, (b) event dynamics and (c) external
dynamics.

In terms of emergency evacuation simulation, the role of emotions as well
as the type of agents in emergency evacuation was widely explored. Since the
focus of this work is on the theoretical model, an interested reader may refer to
[32,35,19].

7 Conclusions

We have presented a formal method for emotional agent development. The basic
characteristic of emX is that formalising non-emotional and emotional behaviour
can be regarded as two separate modelling activities, since there are two state-
based machine, one for the former and a meta-machine for the latter. This also
has a number of significant advantages on software development process, such
as incremental refinement, testing and verification. We briefly showed how the
models can turn to simulation by using the NetLogo framework and some results
to demonstrate the visual behaviour of the model were presented.

It would be interesting to develop other models using different emotional
structures, personality traits and emotional contagion approaches. Although emX
seem to be generic enough, it is a challenge to acquire valuable experience when
dealing with a variety of theories, especially appraisal and communication. The
next step towards this would be further experimentation with modelling and of
course simulation of case studies on emergency evacuation and comparison of
simulation results with real scenarios.
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Abstract. This paper presents a tool for designing Policies that govern the op-
eration of an Ambient Intelligence (AmI) environment in order to minimize 
energy consumption and automate every-day tasks in smart settlements. This 
tool works on top of a semantic web services middleware and interacts with the 
middleware’s ontology in order to facilitate the designing, monitoring and ex-
ecution of user defined rules that control the operation of a network of hetero-
geneous sensors and actuators. Furthermore, it gives the user the capability to 
organize these rules in tasks, in order to aggregate and discern relative rules. 
The main objective of this system is to provide a better monitoring and man-
agement of the resources, so as to achieve energy efficiency and reduce power 
consumption. The work presented in this paper is part of the Smart IHU project, 
which is developed at International Hellenic University. 

Keywords: Policies, Sensor Networks, Ambient Intelligence, Smart Building, 
Energy Efficiency. 

1 Introduction 

Buildings are responsible for 40% of energy consumption and 36% of EU CO2 emis-
sions. Energy performance of buildings is key to achieve the EU Climate & Energy 
objectives, namely the reduction of a 20% of the Greenhouse gases emissions by 2020 
and a 20% energy savings by 2020 [1]. Improving the energy performance of build-
ings is a cost-effective way of fighting against climate change and improving energy 
security, while also creating job opportunities, particularly in the building sector. In 
this context, efforts are currently focused on supplying energy efficient buildings with 
the appropriate energy resources, by assuring the operational needs with the minimum 
possible energy cost and environmental protection. To achieve this, a variety of smart 
management systems and architectures have been developed. All these systems are 
based on several technologies and concepts emerged the last few years, such as The 
Internet of Things, Wireless Sensor Networks, distributed computing, Semantic Data, 
etc. 

The Internet of Things refers to uniquely identifiable objects (things) and their vir-
tual representations in an Internet-like structure. The term Internet of Things was first 
used by Kevin Ashton in 1999 [2]. The concept of the Internet of Things first became 
popular through the Auto-ID Center and related market analysts publications [3]. 
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Radio-frequency identification (RFID) is often seen as a prerequisite for the Internet 
of Things. RFID and sensor technology enable computers to observe, to identify and 
understand the world, without the limitations of human-entered data. Internet of 
Things frameworks might help support the interaction between "things" and allow for 
more complex structures like Distributed computing and the development of Distri-
buted applications. Currently, they seem to focus on real time data logging solutions 
like Pachube [4]. Pachube is an on-line database service allowing developers to con-
nect sensor-derived data (e.g. energy and environment data from objects, devices & 
buildings) to the Web and to build their own applications based on that data. 

One of the main architectures that deployed under this concept is the Wireless Sen-
sor Network (WSN). A WSN consists of spatially distributed autonomous sensors in 
order to monitor physical or environmental conditions, such as temperature, sound, 
vibration, pressure, motion or pollutants and cooperatively pass their data through the 
network to a specified location. Recently implemented networks are bi-directional, 
also enabling control of sensor activity. Nowadays such networks are used in many 
industrial and consumer applications, such as industrial process monitoring and con-
trol, energy management of a building, machine health monitoring, and so on. 

The main characteristics of a WSN include: Power consumption constrains for 
nodes using batteries or energy harvesting, Ability to cope with node failures, Mobili-
ty of nodes, Dynamic network topology, Communication failures, Heterogeneity of 
nodes, Scalability to large scale of deployment, Ability to withstand harsh environ-
mental conditions, Unattended operation and Power consumption. A recent article on 
agent-based simulation published in the IEEE Communications magazine gives ex-
amples and tutorials on how to develop custom agent-based simulation models for 
wireless sensors, mobile robots and P2P networks in a short period of time [5]. 

At this point, a very important framework needs to be considered. Semantic Web is 
a collaborative movement led by the World Wide Web Consortium (W3C) [6] that 
promotes common formats for data on the World Wide Web. By encouraging the 
inclusion of semantic content in web pages, the Semantic Web aims at converting the 
current web of unstructured documents into a "web of data". It builds on the W3C's 
Resource Description Framework (RDF). According to the W3C, "The Semantic Web 
provides a common framework that allows data to be shared and reused across appli-
cation, enterprise, and community boundaries." [6] The main contribution of this 
framework is that data could be exchanged between machines, regardless the platform 
they are using, in a global, unified way. 

The merging of the technologies mentioned above, allows the emergence of a new 
vision: the Ambient Intelligence (AmI) [8]. Ambient Intelligence implies a seamless 
environment of computing, advanced networking technology and specific interfaces. 
It is aware of the specific characteristics of human presence and personalities, takes 
care of needs and is capable of responding intelligently to spoken or gestured indica-
tions of desire, and even can engage in intelligent dialogue. Ambient Intelligence 
should also be unobtrusive, often invisible: everywhere and yet in our consciousness, 
nowhere unless we need it. Interaction should be relaxing and enjoyable for the citi-
zen, and not involve a steep learning curve. 
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The concept of Ambient Intelligence (AmI) provides a vision of the Information 
Society where the emphasis is on greater user-friendliness, more efficient services 
support, user-empowerment, and support for human interactions. People are sur-
rounded by intelligent intuitive interfaces that are embedded in all kinds of objects 
and an environment that is capable of recognizing and responding to the presence of 
different individuals in a seamless, unobtrusive and often invisible way. 

As part of this research a tool is developed, which facilitates the monitoring and 
management of an ambient intelligence environment that keeps the above specifica-
tions. The user is provided with capabilities for synthesizing upper level rules that 
connect sensor data and actuators commands in a semantic way. In this way, the user 
can program the devices that are part of the network of the environment depending on 
his own preferences. Apart from the graphical definition of rules, the tool also embo-
dies an execution module that collects real time sensor data, forms sets of triggered 
rules, resolves any upcoming conflicts based on information from the ontology and 
executes the selected rules by actually operating on the establishments devices.  

The rest of the paper is organized as follows: The next section reviews related 
work in the areas of agent and rule based systems in the context of ambient intelli-
gence environments. Section 3 presents the smart IHU infrastructure, focusing on the 
developed middleware based on SOA and its ontology. Section 4 presents in detail the 
policies designing tool and outlines its main capabilities, while section 5 concludes 
the paper and poses future directions. 

2 Related Work 

An energy management system (EMS) is a system of computer-aided tools used by 
operators of electric utility grids to monitor, control, and optimize the performance of 
the generation and power supply system. Under the concept of Smart Energy Man-
agement, two main categories of systems can be distinguished: 

• Agent-Based Systems: Software agents are inherently distributed systems that 
offer a convenient way of modeling processes that are distributed over space and 
time.  The combination of distributed and coordinated autonomy makes agent-
based systems well-suited for a wide variety of problems in energy management. 
Areas of interest for the special issue, cover the full spectrum of agent-related top-
ics applied to energy management. A Multi-Agent Approach to Electrical Distribu-
tion Networks Control and a heterogeneous agent-based monitoring and control 
system are presented in [14], [15]. 

• Rule-Based Systems: As far as Building Energy Management is concerned, in 
[12], an intelligent decision support model using rule sets based on a typical build-
ing energy management system is presented. This model can control how the 
building operational data deviates from the settings as well as carry out diagnosis 
of internal conditions and optimize building’s energy operation. The system inte-
grates a decision support model that contributes to the management of the daily 
energy operations of a typical building.  Another field in which such systems can 
be integrated is hybrid vehicles. In [13], an overview of different control methods 
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is given and a new rule-based EMS is introduced, based on the combination of 
Rule-Based and Equivalent Consumption Minimization Strategies (RB-ECMS). 

 
Usually the goals of an agent with an overall aim of energy efficiency and agents 

taking into consideration user preferences in a room are conflicting. One agent tries to 
maximize energy savings while other agents try to maximize user value. In terms of 
the Intelligent Building, this is the main trade-off. Another type of conflicting goal 
situation can be exemplified by the adjustment of temperature in a meeting room in 
which people with different preferences regarding temperature will meet. In addition 
to that, agent based systems sometimes need to reason under uncertainty which may 
lead to undesirable effects. The main characteristic of agent-based systems is that they 
are autonomous and they don’t require human intervention. These systems are suita-
ble when the aim is general power consumption reduction and efficiency and human 
monitoring is not required. 

On the other hand Rule-Based systems are more suitable in the case that user wants 
certain operations to be performed under certain circumstances. These systems’ main 
objective as well, is to provide power efficiency and better usage of resources. One 
benefit towards agent-based systems is that the computation time in rule-based  
systems is considerably smaller, as they don’t take into consideration all the environ-
mental parameters but just those who were selected by the user. Rule-based systems 
operate in an autonomous way defined by the user. 

The system developed for this research belongs to the second category. It is a Rule-
Based system that provides the user the capability to create and set policies under 
which an AmI environment will operate and manage its resources. In essence, user 
defines the behavior of the environment depending on its state. In that way, the sys-
tem gives him the capability to act instantly towards the changes that occur in the 
environment without monitoring the devices himself. Furthermore, it provides him the 
option to form sequences of conditions that concern various changes in the state of the 
environment, which they could not be evaluated directly before, and lots of occur-
rences would have slipped through. In order to support portability, the system is plat-
form-independent integrating a Web Services middleware. 

One of the most important characteristic of the system is that it was designed to fo-
cus on the operations which the smart devices perform. By this way, the user does not 
need to know much information about the devices themselves but he can make his 
selections regarding the operations he wants to do. 

On the following sections the architecture and the application that implemented the 
policies system, are analyzed. 

3 System Overview 

The Smart International Hellenic University (Smart IHU) project [9] is a research 
project in the field of Information Communication Technologies (ICT) for sustainable 
growth, energy efficiency and better quality of life. It follows the Green ICT guide-
lines and the prototype of the Smartbuilding/Smartgrid. The aim of the project is to 
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design, develop and evaluate a platform consisting of sensor networks of smart devic-
es, create a middleware for the integration of heterogeneous networks and provide a 
variety of functionalities. 

3.1 Smart Building Overview 

The Smart Building concept enables remote monitoring and management of processes 
while providing energy efficiency. The objective of this platform is to design, develop 
and evaluate a smart building in the International Hellenic University (IHU) and de-
liver the following services to the end users: Power Consumption Monitoring, Energy 
Efficiency savings and, Building Automation. 

 

Fig. 1.   Architecture of the Smart University System 

In the smart building environment, whose architecture is presented in Figure 1, a 
number of different sensors and gateways are placed throughout the building.  The 
deployed networks involve different communication protocols, such as WiFi and 
Zigbee, and industry standards for the building automation. However, the proposed 
architecture introduces integration of different software architectures based on web 
services. More particularly, the system is designed for remote Internet-based opera-
tion: all building-wide monitoring and controlling capabilities are published in the 
form of modular web services, while automation design involves one centralized sys-
tem to control the lights, electrical devices and room temperature in a room. 

3.2 Information Integration 

Smart IHU, as most ambient intelligence approaches, is based on the Service Oriented 
Architecture (SOA). SOA is a set of principles and methodologies for designing and 
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developing software in the form of interoperable services. Smart IHU architecture, as 
presented in Figure 1, facilitates the integration of heterogeneous data by associating 
each sensor and actuator with Semantic Web Services, described in OWL-S and based 
on an ontology manager hosted in the IHU Agent. 

3.3 Middleware and Ontology 

In the computer industry, middleware is a general term for any programming that 
serves to "glue together" or mediate between two separate and often already existing 
programs. Typically, middleware programs provide messaging services, so that dif-
ferent applications on different platforms can communicate. The systematic tying 
together of disparate applications, often through the use of middleware, is known as 
enterprise application integration (EAI). 

Smart IHU integrates aWESoME middleware [10]. The services aWESoME mid-
dleware provides, can be either sensor operations or actuator operations. The devices 
used to form the network can be classified as: Smart Plugs which are sensors and 
actuators at the same time, Sensor Boards which are sensors connected in a common 
board and Smart Clampers which act as sensors too. As far as these devices are con-
cerned, aWESoME provides services that get current power consumption in Watts, 
total usage in kWh, switch their power supply on and off or get power status. Also 
there have been developed services that always return temperature, humidity and 
luminance from a sensor along with timestamp of the reading, as well as averages, 
minimum and maximum values for these readings in a given time span. Internal data 
such as system time and date are retrieved from simulated services created by the 
system. The application we developed will consume these services in order to interact 
with the AmI environment. 

The BOnSAI ontology (a Smart Building Ontology for Ambient Intelligence) [11] 
is implemented for the purpose of modeling the Smart IHU system. Although BOn-
SAI is developed for that purpose, it can be used for any AmI environment with simi-
lar characteristics. It is designed to maintain all the relevant information about the 
devices, the services and the operations they provide, the attributes of the environ-
ment or even characteristics of the user. Operations of the services provided, are clas-
sified into sensor operations and actuator operations. This discrimination is substantial 
for segregating the operations in relevance to their function. As far as actuator opera-
tions are concerned, the user can define which operations are conflicting with each 
other, in order to prevent concurrent activation of them. 

4 Prestige 

The Smart IHU architecture which complies with the principles defined in an AmI 
environment requires high-level applications that will facilitate and manage its opera-
tion. PRESTIGE (a Policies Production System for AmI Environments) is a desktop 
application developed under this framework, Figure 2. It implements a rule-based sys-
tem for energy management of an AmI environment. Its main objective is to provide 
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better monitoring and management of the resources, so as to achieve energy efficiency 
and reduce power consumption. 

4.1 Technical Specifications 

The tool is implemented in Java programming language. JDK 7 and its relevant API 
are used for the design of the system's data structures and functions. The GUI (Graph-
ical User Interface) is developed with java swing, the primary java GUI widget tool-
kit. Swing was preferred against AWT because it provides more powerful and flexible 
components. 

PRESTIGE is based on the BOnSAI ontology [11] and aWESoME middleware 
which we mentioned above. The system derives from BOnSAI all the relevant infor-
mation for the attributes and characteristics of the Smart IHU environment. This in-
formation includes data about the devices and the functions they perform, the services 
and their operations, the parameters of the environment and their domain, the location 
of every component in the environment and finally, data about the actions and the 
effects they have. For that purpose, Apache Jena framework [15] is used. Jena is a 
Java framework for building Semantic Web applications. PRESTIGE makes use of 
the ontology API for handling OWL and RDFS ontologies, which is provided, in 
order to retrieve all the relevant data from a specific BOnSAI ontology file which is 
an instantiation of an AmI environment. All the data retrieved, are stored in static data 
structures designed to maintain all the needed information. 

In order to use the services that manage and monitor the devices, aWESoME mid-
dleware is integrated in the system. The services are classified according to the opera-
tion they perform into two main categories: to those who perform sensor operations 
and to those who perform actuator operations. This discrimination is made at BOnSAI 
ontology instantiation. Sensor Operations are used to form policies under which spe-
cific Actuator Operations will be performed. Any service that makes use of a de-
vice(Sensor, Actuator), takes device's ID as input, unlike to those who are used for 
monitoring which have no input. The connection with aWESoME middleware is es-
tablished with the deployment of Web Service Clients which consume the WSDL 
descriptions of the services provided by the middleware. For that purpose, Java API 
for XML Web Services (JAX-WS) is used [17]. 

4.2 Operation 

The tool's main operation is to provide the user the capability to form policies under 
which, specified actions will be performed in an AmI environment. The system  
retrieves all the data regarding the service operations from the ontology file of in-
stances when application is initiated. After the tool is started, four main functions are  
provided: 

(i) Rules Synthesis: 
The system gives the user the capability to organize rules in tasks, in order to aggregate 
and discern relative rules. Thus, the first thing to do is to create a new task or load an 
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already saved one. Then he can add new rules or edit them. All these operations can be 
initiated either from menus or from the relevant toolbar buttons, as shown in Figure 2. 
A rule consists of conditions (at least one) and actions (at least one). A condition is a 
comparison expression in which the left part is the parameter (luminance level, power 
consumption, temperature, etc) that the user wants to check and the right part is the 
value for the comparison. The real-time value of this parameter is obtained by a web-
service which interacts with the relevant sensor device. The domain of the value is 
defined by the parameter, in the ontology. At that point, where the user chooses to 
create a condition, the tool gives him a list of sensor operations, a list of devices that 
support the selected operation, a list of comparison symbols depending on the opera-
tion and a corresponding value field to fill in. After the user makes his choices he can 
add the condition. Since a condition is created, the user can edit the conditions list 
adding new ones or deleting them.  
 

 

Fig. 2. PRESTIGE application main interface 

In correspondence to that, the same procedure must be done for inserting actions 
(turn on or off devices, set luminance level, etc), which are assignment expressions. 
When user chooses to insert an action, the tool gives him a list of actuator operations 
to choose, a list of devices that support the selected operation and a relevant value 
field depending on the operation. The actions which are created by the user for a spe-
cific rule are bind together with logic "AND" as well as the conditions. This means 
that the actions of a rule will be ready for execution only if all the conditions which 
are set for that rule, are verified. In addition to the above, the user has to assign a 
number to the rule he wants to add. This number has a range from 1 to 100 and is 
used to represent the priority of a rule towards another. The smaller the number,  
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the higher priority is set for this rule. The priority factor will be used in order to avoid 
simultaneous execution of conflicting rules. Finally, since the user has inserted all the 
conditions and actions needed, he can choose to add the rule. The rule is then created 
by the tool from the condition and action lists and is inserted in the rule table of the 
selected task. Every rule is assigned to a specific ID that defines it. Since a rule is 
created, subsequently the user can edit it, remove it or add new rules (each rule is 
independent of another). 

(ii) Monitoring: 
Every task integrates two lists: the list of all the rules that are composed by the user, 
upper table in Figure 2 and the monitoring list, bottom table in Figure 2, which in-
cludes all the activated rules. The activated rules are the ones that the user selected 
from the rules list, in order to be monitored and evaluated. A rule is idle by default. In 
case the user activates a rule (a capability provided by the tool) then the rule is  au-
tomatically inserted in the monitoring list. The monitoring list is managed by a thread 
which runs in parallel to the application. This thread scans the list consecutively at a 
predefined period of time and checks the rules included in it. If all the conditions of 
an active rule are verified then the conflict resolution mechanism (described below) is 
triggered, in order to determine whether the actions of the rule will be performed or 
not. All the rules that are verified and executed, constitute the execution set. At any-
time, user can disable an already active rule, which means that rule is removed from 
monitoring list and becomes idle. 

(iii) Conflict Resolution: 
The rules that contain actions which can be performed at the same time and affect the 
same device, changing its state, are conflicting. To ensure that conflicting rules cannot 
be executed simultaneously, a control mechanism is introduced. Whenever all the 
conditions of a rule are verified and the relevant actions are about to be performed, 
this mechanism is applied in order to conclude whether the rule will be executed or 
not, based on a priority factor selected by the user and the execution set. The rule is 
compared with the others that are included in the execution set. If the rule's action 
conflicts with another that has lower priority according to the factor selected, then the 
action is performed and the rule enters the execution set. The other rule with the lower 
priority is excluded from the set. PRESTIGE provides to the user a list of four factors 
to choose. At anytime, the user can select from the menu which one of the factors 
below will be used. These factors are: 

 
• Priority Number: A number with a range from 1 to 100. This number is inserted 

when user creates a rule, as described above. The lower the number the bigger 
priority for the rule. 

• Earliest Time of Activation (ETOA): The rule that was activated first, will have 
bigger priority against a conflicting rule that was activated later. 

• Latest Time of Activation (LTOA): The rule that was activated last, will have 
bigger priority against a conflicting rule that was activated earlier. 
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• Rule Length: The more conditions a rule consists of, the lower priority it has. 
This factor can be used for rules that are created for a specific device and consist 
of one or two conditions. 

 
Looking into recent conflict resolution literature, a lot of interesting approaches can 
be found. In [18] a representation model, called contextual defeasible logic is  
presented along with a proposed algorithm for distributed query evaluation that im-
plements the proof theory of contextual defeasible logic. In addition, a rule-based 
recognition system for hierarchically-organized activities is proposed in [19]. This 
system returns only logically consistent scenarios. In our implementation we used the 
control mechanism, described above, in order to make the conflict resolution function 
easier to be configured and more transparent towards the user. 
 
(iv) Execution: 
The execution of a rule regards the application of the actions that includes. Every 
action concerns an operation that will be performed by a web-service that controls a 
specific actuator device. The web-service that is assigned for this operation is trig-
gered and the relevant action is performed. An executed rule is indicated with the 
label "Enabled" in the monitoring list, first rule in Figure 2. In case the rule is not 
verified or rejected by the conflict resolution mechanism, it is not executed and it is 
indicated with the label "Disabled", second rule in Fig. 2. In the following section, a 
real-life scenario of using PRESTIGE in a Smart Building is presented. 

4.3 Real-Life Scenario 

In order to evaluate the operation of the tool, a real-life scenario created which in-
cludes various rules and multiple tasks. The tool was set to run on a smart Building 
that complies with the specifications of the Smart IHU architecture. The scenario 
consists of five tasks, Table 1. The first task (Environment) is about monitoring envi-
ronmental parameters, the second (Power) is about reducing power consumption re-
duction and the third (Time) is about performing actions at predefined date and time. 
These tasks are generic and concern the management of the building. The last two 
tasks (Lab, Office) are more specific and handle the operation of the devices in two 
rooms. The rules for each task are implemented according to the procedure that is 
indicated in section 4.2. For instance, regarding the first rule of the environmental 
task, we selected to monitor the external temperature and humidity and to turn off all 
the PCs in the building in case that the conditions we set for these attributes are veri-
fied. This rule's priority number is set to 1. Before this rule is activated, the monitor-
ing time was set to 40 seconds, the priority number is selected as priority factor and 
the office and lab task's rules with priority number equal to 4, were already executed. 
When this rule is activated and enters the monitoring list, the web-services which 
retrieve the data from temperature and humidity sensors respectively, are triggered 
every 40 seconds. If the values retrieved verify both the conditions, then the conflict 
resolution mechanism is applied on every action that is going to be performed. The 
execution set consists of the two rules mentioned above. The mechanism detects the 
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conflict regarding the state of the Monitor PC. Based on the priority factor, the action 
of the first rule of the environment task which has higher priority is executed and the 
office task's rule is excluded from the execution set. Whenever any other rule of either 
task is activated, the same procedure is followed. The table of all the tasks and rules 
created for this scenario is shown below: 

Table 1.   Table of policies divided into three tasks 

Task Condition(s) Action(s) 
Environmental  Temperature at Data Center > 

47 AND Humidity > 80% 
 
Temperature at Office < 17 
Light > 70% 

Turn OFF Data PC at Data Center 
AND Turn OFF Monitor PC 
AND Turn OFF Mainframe 
Turn ON Radiator at Office 
Set Luminance Level to 40%. 

Power Power Consumption at Lab > 
800 
Calibration of Data PC > 2 

Turn OFF Data PC AND Turn 
OFF Mainframe 
Turn OFF Data PC 

Time At 13:00 pm 
After 25/4/12 AND at 11:00 
pm 

Turn ON Mainframe 
Turn OFF Radiator at Lab 

Lab At 8:30 pm Turn ON Data PC 

Office At 9:00 pm Turn ON Monitor PC 

5 Conclusions 

Research activity in Ambient Intelligence field is growing rapidly nowadays. Never-
theless, there are still many matters and issues to be considered. The huge number of 
capabilities and functionalities that an AmI Environment can provide makes man-
agement even more difficult and complex. The main objective for an Ami Environ-
ment is to be able to adapt its operation in proportion to interaction with human or 
elements incorporated in it. 

In terms of AmI technology there have been proposed and developed many appli-
cations and architectures under which an AmI system will be constructed and operate. 
IHU (International Hellenic University) deployed such an architecture, Smart IHU. 
This specific project regards the implementation of a 'Smart' Building according to the 
standards of an AmI System. The main target of Smart IHU, is the efficient manage-
ment of the devices of the settlement in correspondence to the state of the environ-
ment they belong, so as to achieve power efficiency and much better usage of the 
available resources. So far, several tools have been developed to support its operation, 
which aim to provide remote management and administration of the system for a  
certified user. 

One functionality that was not provided by any other system, was the ability  
towards the user to program the devices to adapt their operation in an autonomous 
way, any time they sense a sequence of events/changes that occur in the environment. 
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This conception, led to the implementation of a policies writing system by which a 
user will be able to create rules that define the operation of the devices of the AmI 
environment. 

PRESTIGE (a Policies Writing System for AmI Environments) which is presented 
in this paper, is a tool that we developed for this purpose. It provides the user the  
capability to program the operation of the devices, defining conditions upon which 
relevant actions will be performed. PRESTIGE was set to operate in Smart IHU envi-
ronment for almost a year and proved to be very effective. By using this system, the 
user has a much more effective supervision of the AmI Environment. Certainly, there 
are many improvements to be done, in order to make the system more independent 
and efficient. 
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Abstract. Nowadays, the increased level of uncertainty in various sectors has 
posed great burdens in the decision-making process. In the financial domain, a 
crucial issue is how to properly allocate the available amount of capital, in a 
number of provided assets, in order to maximize wealth. Automated trading 
systems assist the aforementioned process to a great extent. In this paper, a  
basic type of such a system is presented. The aim of the study focuses on the 
behavior of this system in changes to its parameter settings. A number of inde-
pendent simulations have been conducted, for the various parameter settings, 
and distributions of profits/losses have been acquired, leading to interesting 
concluding remarks. 

Keywords: automated trading system, ant colony optimization, technical  
indicators, distributional analysis. 

1 Introduction 

In the financial sector, there are a number of crucial issues, which affect the decision-
making process. Market news, corporate developments and a vast network of individ-
ual investors’ choices, all of them play a vital role in the formation of the global  
financial picture. If any technological advances are added in the above factors, it can 
be easily understood that the decision-making process is not an easy task, by no 
means. In the financial domain, interesting tasks to be tackled could be the following: 
forecast/predict the future price of an asset, optimally allocate the available amount of 
capital in a number of assets, produce buy/sell signals based on a set of technical 
rules, whose main purpose is to identify market trends, patterns or other characteris-
tics. In this paper, the problems of optimal asset allocation and finding proper buy/sell 
signals are tackled with the application of an automated trading system. 

An automated trading system refers to the implementation of a specific trading 
strategy, which comprises a set of rules and technical indicators [1]. Automation as-
sists the trading process to a great extent, especially if someone considers merits such 
as the elimination of emotional trading (by the individual investor), more consistent 
behavior etc. What is more, efficient algorithms are able to handle the vast amount of 
available information leading to quick decisions. In this paper, in particular, the work 
focuses on the application of a hybrid nature-inspired intelligent system as the first 



 Nature-Inspired Intelligent Techniques for Automated Trading 265 

component of the trading process, and afterwards a set of technical rules based on 
statistical properties.  

Nature-inspired intelligence consists of algorithms, whose strategy stems from the 
way real-life systems and networks work and evolve. They are stochastic problem-
solving approaches, aiming at approximating the optimal solutions, most of the time 
leading to a near-optimum point. However, due to their effective searching strategies, 
this solution is acceptable both in terms of execution time and quality. Two of the 
most widely applied algorithms of this category are the Ant Colony Optimization 
(ACO) and the Particle Swarm Optimization (PSO) algorithms [2]. 

The aim of this paper is to present the applicability of such a trading system, and 
study its behavior through a parameter tuning process. Results are based on indepen-
dent simulation leading to distribution of outcomes, which partially eliminates the 
issue of stochasticity, in a way. This kind of analysis leads to interesting remarks, as it 
will be shown. The current paper is organized as follows. In section 2, a brief presen-
tation of automated trading systems is shown. In section 3, the proposed trading sys-
tem is presented. In section 4, the statistical properties of the simulations’ results are 
discussed and analyzed. Finally, in the last section, some interesting concluding  
remarks are outlined. 

2 Literature Review 

Automated trading is not necessary related to the application of artificial intelligent 
schemes. In this section, the focus is going to be to automated trading facilitated by 
the use of intelligent algorithms. In [1], the design and optimization of an automated 
trading system is discussed. The optimization process refers to the parameter tuning 
of the technical indicator used, i.e. MACD, and the aim of the paper is to enhance the 
performance of the system itself. Results indicate that the optimized settings of the 
technical indicator work generally better than default ones. In [6], an emulation of a 
trading system consisting of rules based on combinations of different indicators at 
different frequencies and lags is presented. At first, a genetic algorithm is applied in 
order to produce an initial portfolio (set) of trading rules. Afterwards, a Genetic Pro-
gramming type algorithm is used in order to produce these new rules, using this initial 
population of rules. Data consist of US Dollar/British Pound spot prices from 1994 to 
1997. The best produced rule found by the developed system is found to be modestly, 
but significantly, profitable. In [7], authors introduce adaptive reinforcement learning 
as the basis for a fully automated trading system, designed to trade on foreign ex-
change markets. The specific intelligent algorithm applied was recurrent reinforce-
ment learning (RRL). The trading system comprises three stages: the basic trading 
system (layer 1), the risk and performance layer (layer 2) and the parameter optimiza-
tion layer (layer 3). Layer 1 refers to the application of RRL, whereas layer 2 eva-
luates trade recommendations by considering additional risk factors related to the real 
world conditions, before taking the final decision. A quite interesting approach is 
presented in [8], where a genetic algorithm based fuzzy neural network is applied in 
order to formulate the knowledge base of fuzzy inference rules which can measure the 
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qualitative effect on the stock market. As a next step, these effects are integrated with 
technical indicators through the artificial neural network. Data from the Taiwan stock 
market were used to assess the utilization of the proposed hybrid scheme. Results 
indicate that the NN considering both the quantitative and qualitative factors performs 
better than simpler cases. In another study [9], an adaptive computational intelligence 
system for learning and evolving trading rules is proposed. The rules are represented 
using a fuzzy logic rule base, whereas an evolution process similar to the genetic al-
gorithm is applied in order to enhance their ability. Data consist of stocks for the pe-
riod 1999-2005. Simulation results indicate that the proposed intelligent scheme can 
beat both individual trading rules and market indices. Finally, an important and quite 
recent study [10] deals with the parameter optimization process of technical indica-
tors, with the use of a nature-inspired intelligent algorithm, namely the particle swarm 
optimization (PSO). PSO optimizes the weights of the technical indicators. The pro-
posed system is compared to individual technical indicators, the market itself, and 
another trading system optimized by a genetic algorithm-based MOO method. Results 
indicated that the system performed well in both training and testing data sets. 

As it can be seen by the previous analysis, trading systems are standardized 
processes. They might refer to the management of technical indicators or even more 
complex systems. The important thing to note is that computational intelligence may 
provide suitable algorithms which can enhance the performance of the system at-
hand, thus leading to better decision-making for investors. 

3 Automated Trading-System 

Within the framework of this study, the proposed automated trading system comprises 
of two individual processes. More specifically, the first one deals with the formation 
of an optimal asset portfolio, whereas the latter one aims at producing buy/sell signals 
based on the price fluctuations of the constructed portfolio (which can be referred as a 
‘synthetic asset’). In the current section, a brief description of these components is 
going to be made. 

Optimal portfolio construction is a challenging task for decision makers. In es-
sence, the goal is to find a combination of assets, and the corresponding percentage of 
capital to be invested in each one of them, in order to optimize a given objective and 
satisfy some realistic constraints. The first person who provided a complete frame-
work for this kind of problems was Harry M. Markowitz, with his seminal paper [11]. 
In this study, the optimization problem is decomposed into two sub-problems. The 
first one refers to the optimal asset selection, whereas the second one deals with op-
timal weight (percentage of capital invested in each asset) calculation. For the con-
struction of the synthetic asset, Ant colony optimization algorithm (ACO) [12] was 
applied. In the process of constructing the synthetic asset, a mathematical program-
ming methodology, namely the Levenberg-Marqardt algorithm (LMA) [13], is ap-
plied for weight calculation. The synthetic asset is constructed in the training interval. 

A set of technical indicators are, then, applied to the constructed asset in the invest-
ing interval (out-of-sample data). These indicators are applied separately, so each one 
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of them provides a different profit/loss profile. The first one is based on the concept 
of moving averages and is called the Moving Average Convergence Divergence 
(MACD) [14]. The second one is a typical investors’ benchmark, which is based on 
buying the underlying asset in the beginning of the investing interval and selling it at 
the end of it. 

At this point, it is crucial to highlight specific aspects of the proposed trading 
scheme, which refer to the time period of analysis: 

- The investing interval succeeds the training interval, and can be considered as 
unknown data to the system. 

- The two intervals do not overlap. 
- The system is not static, but it moves through time (rolling window concept), 

and can be explained as follows. Let us consider that the first estimation time 
interval contains the first 1:n observations. In this sample, the fund is optimal-
ly constructed. Thereafter, in time interval n+1:n+1+m, technical indicators 
are applied to the fund. The next estimation interval is defined at the time pe-
riod 1+rw:n+rw, where rw is the length of the rolling window. The corres-
ponding forecasting interval as n+rw+1:n+rw+1+m. This is repeated until the 
full time period under investigation is covered. 

In order to make this point clearer, an example from the first time period is pro-
vided. Based on the parameters shown below, the first estimation interval is 1:100, in 
which the hybrid algorithm (ACO with LMA component) is applied with the aim of 
finding a near-optimum, if not the optimal, portfolio. The optimization problem is 
shown below. Then, the optimized fund is traded in the forecasting interval, 101:150, 
in which two commonly used technical rules are applied separately. In essence, buy 
and sell signals are traced in this time period. As it is aforementioned, the system is 
dynamic. The next fund is constructed in the following time interval 26:125, and it is 
traded in the interval 126:175. So, estimation and forecasting interval of different, but 
not the same, funds do overlap.  

Finally, we outline the optimization problem: 
 
 Objective:                       (w): 0 

 s.t.  

 

1 

, 1, … ,  
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4 Simulation Results 

As it was aforementioned, in order to get a better understanding of the algorithmic 
system’s behavior, a set of 100 independent simulations were executed, for various 
combinations of settings. In the following table, the parameter settings both for the 
algorithms and the optimization problem are presented.  

Table 1. Parameter settings 

Ant Colony Optimization Algorithm
Population 100/200 
Generation 20/30 
Evaporation rate 70% 
Percentage of best ants (applied 

in the solution update process) 
10% 

  
Portfolio Optimization problem 

Cardinality 10 
[wl wu] [-0.5 0.5] 
H (downside deviation of 

DJIA1) 
0.0106 

  
System’s parameters 

Estimation time interval 100 
Forecasting time interval 50 
Rolling window 25 

 
Dataset comprises daily closing prices of 30 stocks from the Dow Jones Industrial 
Average (DJIA) for the time period 03/Jan/2005 - 11/Nov/2011. This time period was 
characterized by instability and many uptrend and downtrend cases. 

In Table 2, the main statistical measures describing a distribution are presented. 
Numbers in the table’s cell refer to profit/loss achieved by the system, in each case. 

For each one set of parameters, 100 independent runs of the trading system were 
executed. The main reason for doing that was the stochastic behavior of the nature-
inspired component (i.e. ant colony optimization algorithm). In each single run, the 
‘optimal’ portfolio (synthetic asset) found by the ACO algorithm was different, thus 
leading a number of profit/loss profiles. So, the distribution produced by the set of 
independent executions could shed some light as far as the behavior of the NII tech-
nique is concerned, and how this affects the profit/loss of the overall strategy.  

The main statistical measures used to describe the distribution were: average prof-
it/loss, standard deviation, skewness, kurtosis, and maximum and minimum value. As 
the table indicates, increasing the number of generations by 50%, slightly affects the  
 

                                                           
1  DJIA stands for Dow Jones Industrial Average. This financial index is considered by many 

experts as the market representative – benchmark. 
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Table 2. Basic statistical measures for the simulations’ results 

  

Population 
100 
/generation 
20 

Population 
100/ 
generation 30 

Population 
200/generatio
n 20 

Benchmark 

Average value 1014,1 1018,2 1079 592,6 

Standard  
deviation 531,1 489,9 504,5 

749,3 

Skewness 0,0783 -0,097 0,1956 0,2633 

Kurtosis 2,428 2,5449 2,9134 2,2574 

Maximum 2311,5 2038,4 2617 2236,1 

Minimum -19,9 -289,1 -58,4 -809,6 

 
mean value, in a positive way. However, it sure yields a more narrow distribution 
(values around the mean) as the standard deviation decreases. Values of skewness 
indicate that in both cases the majority of profits/losses are centered on the mean val-
ue. Kurtosis in both cases approximates the value of 3, which is characteristic of the 
normal distribution. An odd outcome is that both the maximum and minimum prof-
it/loss is smaller in the case where the number of generations increased. This should 
make us skeptical and cautious before leading to a safe conclusion. However, it was 
expected that the increase of the number of generations could yield better results. On 
the other hand, increasing the size of population by 100%, induce a clearer effect on 
the mean value (and the overall distribution, as well). The average profit has been 
increased at about 6,5%, and in the same time the standard deviation of profits/losses 
has been decreased at about -5%. Skewness and kurtosis lead to the same remark, i.e. 
the distribution of results approaches the case of normal distribution. The maximum 
value has increased 13,22%, whereas the minimum value has decreased at about 
190%. Ignoring the effect on the minimum value, the overall picture of the distribu-
tion has shown that by increasing the size of population, the trading system is guided 
to better solutions, from an investor’s point of view. 

Moreover, in order to highlight some aspects of the proposed system’s efficiency, 
results from a standard benchmark technique are presented in the last column of  
table 2. The benchmark’s specific characteristic is that it incorporates a random 
searching algorithm, rather than an intelligent technique, in order to form the synthet-
ic asset. As it can be seen from the basic statistical analysis, the distribution yielded 
from the independent simulations of the random benchmark averages low, in compar-
ison to the intelligent technique. Also, the standard deviation of profits is very large, 
partly explained by the large difference between the minimum and maximum value. 
Skewness and kurtosis are almost comparable to the other cases. However, as it is 
mentioned above, the difference is obvious in the measures of average value and 
standard deviation. 
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5 Conclusions 

In the scope of this study, a type of automated trading system has been presented. The 
system consists of two basic components: a NII algorithm for constructing the syn-
thetic asset, and a set of technical indicators for producing buy/sell signals based on 
the behavior of this asset. The NII applied, was ACO algorithm, which is based on the 
way a real-life ant colony works and evolves. This trading scheme may act as a deci-
sion support tool for individuals, who are interested in investing in financial markets 
and in the same time taking into consideration much of the economy’s information. 

Due to the stochasticity of the system, mainly the NII component, a number of in-
dependent simulations were executed, for various values of the parameter settings. 
Therefore, the authors wanted to check the behavior of the profit/loss profile in each 
case. Based on the outcomes, a preliminary assumption might be that the size of 
population positively affects the system’s performance. However, this cannot be said 
for the number of generations, as it would be expected. What is more, the proposed 
trading system yields better result than a standard financial benchmark, namely the 
random portfolio selection method. 

A main future goal is to provide results from additional simulation experiments, so 
as to lead to safer conclusions regarding the system’s performance. More parameters 
should be checked, as well. What is more, a set of simulations using other NII algo-
rithms, such as genetic algorithms, particle swarm optimization (PSO) algorithm etc., 
are underway. 
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Abstract. Source code and metric mining have been used to successfully assist 
with software quality evaluation. This paper presents a data mining approach 
which incorporates clustering Java classes, as well as classifying extracted clus-
ters, in order to assess internal software quality. We use Java classes as entities 
and static metrics as attributes for data mining. We identify outliers and apply 
K-means clustering in order to establish clusters of classes. Outliers indicate  
potentially fault prone classes, whilst clusters are examined so that we can es-
tablish common characteristics. Subsequently, we apply C4.5 to build classifi-
cation trees for identifying metrics which determine cluster membership. We 
evaluate the proposed approach with two well known open source software sys-
tems, Jedit and Apache Geronimo. Results have consolidated key findings from 
previous work and indicated that combining clustering with classification  
produces better results than stand alone clustering. 

1 Introduction 

Quality evaluation is an important software engineering issue, addressed by various 
methods, in many cases involving metrics [1][2]. As the volumes of code produced 
increase so does the need for automating the process. Experience shows that collect-
ing and analyzing fine grained test defects from large, complex software systems is 
difficult [1]. Data mining has been shown to facilitate quality evaluation when applied 
directly to source code as well as metrics extracted from code [3][4][5]. 

Static analysis using software quality metrics means that the code is analyzed 
without having to execute the program [2]. Static analysis tools for finding low-level 
programming errors are especially useful for evaluating maintainability, understanda-
bility, testability and expandability of the software [6]. Static analysis can also be 
applied early in the development process, to provide early fault detection, at a point 
where the code does not have to be fully functional, or even executable. Several tools 
of this nature already exist [7]. However size scaling challenges obstruct the evalua-
tion of large data sets. Static analysis is unlikely to be adopted for improving software 
quality in the real world if it does not scale beyond small benchmarks. 

In order to deal with this issue, we propose static analysis, using object oriented 
metrics combined with data mining techniques for analyzing large and real-world 
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software systems. Using these metrics reflects a software system’s source code 
attributes, such as volume, size, complexity, cohesion and coupling. Our approach is 
suitable for Java systems, which can easily be extended to cater for other object 
oriented languages. Data mining in static analysis allows for managing large volumes 
of data and is capable of producing unexpected results. This work does not only focus 
on software quality assessment, but also assesses the suitability of metrics for the 
evaluation, which is a useful and novel part of the evaluation process. 

In order to do so, we identify outliers and employ K-means for clustering Java 
classes together according to their metric related similarity. Outliers are candidates for 
manual inspection, as they may be fault prone. Subsequently we use clusters as class 
labels and employ C4.5 decision tree classification algorithm for evaluating the se-
lected metrics, in order to reflect their importance on defining clusters and evaluate 
software quality. Using C4.5 allows for establishing which metrics play an important 
role in the evaluation process and highlights metrics which do not affect tree building. 
We used source code from various large open source java systems in order to validate 
this approach. Experiments indicated that combining clustering with classification 
produces better results than stand alone clustering. 

The rest of this paper is organized as follows: background and related work are 
discussed in section 2. Section 3 details the approach. Experimental results for vali-
dating the approach are described in section 4. Section 5 briefly discusses evaluation 
issues and threats to validity. The paper concludes with directions for future work in 
section 6. 

2 Background and Related Work 

Different quality metrics can be used to evaluate source code [8]. Chidamber and 
Kemerer in their seminal work [9] proposed the following metrics, now known as  CK 
Suite: Weighted Methods per Class (WMC), Response For a Class (RFC), Depth of 
Inheritance Tree (DIT), Number Of Children (NOC), Coupling Between Object 
classes (CBO), Lack of Cohesion in Methods (LCOM). Several additions to the CK 
Suite have been made to cater for complexity [10]. Other metrics often used in quality 
assessment include Halstead’s Maintainability Index (MI) [11], McCabe’s Cyclomatic 
Complexity (CC) [12] and Lines Of Code (LOC). Various techniques have been  
proposed for analyzing source code and improving software development and  
maintenance. 

Metrics help efficiently assessing software quality; however, they can be hard to 
manually calculate for vast amounts of code. Several approaches employ data mining 
to extract useful information from metrics for large software systems [3][13][14][15]. 
Details on object oriented metrics and rational for their selection can be found in [16]. 
Related work on object oriented source code can also be found in [17] where a subset 
of the CK object oriented metrics was used. 

Mining large data volumes poses challenges, starting off with data preprocessing, 
metric and algorithm selection [18]. Clustering, and in particular K-means, has been 
used for mining source code and metrics, due to its simplicity and low-time complexi-
ty. It requires pre-defining the number of clusters K, but selecting a suitable value for 
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K can be done by running a number of experiments, depicting the Sum of Squared 
Error (SSE) over K and identifying a “knee” in the diagram [19]. Identifying outliers 
can be also very useful, given that these represent “unusual” instances.   

Classification, on the other hand, has not been extensively used for source code 
metrics, despite its simplicity and ability to extract rules that can be easily understood 
and interpreted by users. Decision trees classifiers produce descriptive models suita-
ble for source code assessment.  

Tribus et al. [5] focused on using classifiers for knowledge discovery and trouble-
shooting software written in C. Menzies et al. used data mining to predict errors and 
assist large project management [4]. They used metrics such as McCabe’s CC, Hals-
tead’s MI as well as LOC for C code, and classifiers such as C4.5. Prasad et al. pro-
posed an approach for source code evaluation by knowledge engineering [23]. It  
discovers weaknesses and errors in code using text mining, specifically using the 
frequency of words or symbols in C++ code.  

Alternative approaches were formulated previously by Antonellis, et al. [17], 
where the criteria for code quality evaluation were associated with the ISO/ICE-9126 
standard for software maintainability, which also includes functionality, efficiency 
and portability. Object-oriented metrics were used to measure class similarity, assess 
software maintainability and manage large systems [21][22]. We use this work that 
showed the correlation between source code analysis and classes’ similarity as a 
foundation for this paper, particularly for selecting object-oriented metrics and  
clustering algorithms, for analyzing, understanding, and controlling software. 

3 Approach 

This section presents the proposed approach which: (i) extracts metrics from Java 
code, (ii) finds outliers and potentially fault prone Java classes, and clusters classes 
based on their similarity according to selected metrics, and (iii) categorizes clusters 
using classification, in order to get insights into the clustering results and to produce a 
description model capable of assessing metric values in each cluster, with regards to 
their ability to evaluate software quality. 

3.1 Preprocessing and Outlier Detection 

Initially, the source code is parsed to extract data, such as variable names, functions, 
dependencies and calculate metrics for every class, such as cohesion, coherence, 
complexity and size. Data and metrics are stored in a database [20]. Each class is 
treated as a vector with as many dimensions as the number of attributes (metrics) 
used, that is seven.  

At this point we can look for extreme points (outliers) in the 7-dimensional space. 
The existence of outliers can indicate individuals or groups that display behavior very 
different from most of the individuals of the dataset. Outlier detection has many ap-
plications, including data cleaning. In order to do so, we use the Inter-Quartile Range 
(IQR) technique, used for describing the spread of a distribution.  
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It is based on the graphical technique of constructing a box plot, which represents 
the median of all the observations and two hinges, or medians of each half of the data 
set. Most values are expected in the interquartile range (H) to be located between the 
two hinges. Values lying outside the ±1.5H range are termed as “mild outliers” and 
values outside the boundaries of ±3H as “extreme outliers”. This method represents a 
practical alternative for manual outlier detection, in the case of examining each varia-
ble class individually, and proves to be very efficient in handling multidimensional 
values. 

Frequently, outliers are removed to improve the accuracy of the estimators, but 
sometimes, deleting an outlier that has a certain meaning, means also deleting its cer-
tain explanation. In our case, despite of the fact that we find outliers, that does not 
block out the continuation of the process, because they are part of the software source 
code considered.  

3.2 Clustering Methodology 

The next step involves clustering Java classes and corresponding metrics using  
k-Means to establish similarity, without outlier removal. Keeping outlier classes is 
advisable as they are not an effect of noise or faulty information, but part of the soft-
ware. For determining the most appropriate number of clusters K, we took into ac-
count that a small number of clusters is desirable in this domain, as it provides better 
software overview and essentially easier error or weakness prediction. A grouping 
into a large number of clusters would not facilitate error discovery; k-Means is fast 
for small values for K.  

k-means is repeatedly executed providing information on data smoothness. The 
measure used here is the Sum of Squared Error (SSE). Selection of the right SSE 
requires several iterations of the algorithm, which increases considerably the duration 
of the process, but produces alternative sets of clusters and, in several cases, a “knee” 
in the diagram indicates an appropriate value for K.  

It should be noted that, although the values for K we are interested in is small 
enough to facilitate software analysis and comprehension, there is no 'right' or 'wrong' 
cluster number. The “ideal” K is defined either using the SSE or by analyzing each set 
of clusters and the classes they contain. Collected results are stored in tables and clus-
ters are analyzed for controlling the characteristic values for each cluster, as well as, 
the uniformity using the mean and variance. 

3.3 Classification into Clusters Methodology 

In the final step of the process, a decision tree is built, using C4.5 in order to get in-
sights into any source code vulnerabilities. Internal nodes of the tree correspond to 
some metric and leaves represent clusters.  C4.5’s use of information gain serves not 
only for categorizing data, but also for highlighting which metric is higher in the tree 
hierarchy. Metrics that play more important role in node splitting are the most effec-
tive on clustering.  
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C4.5’s post-pruning evaluates the estimated misclassification error at each node 
and propagates this error up the tree. At each node, C4.5 compares the weighted error 
of each child node with the misclassification error, if the children nodes were pruned 
assigned as the class label of the majority class. So, metrics that had no part in cluster 
separation are not present in the tree hierarchy and their ability to evaluate software 
quality is deemed low.  

Metrics that are present in the tree hierarchy characterize the clusters. In other 
words, we can test the utility of every metric on a specific data set. Adding up to pre-
vious results, we conclude that it would take more clusters to be able to separate into 
groups, according to the different characteristics evaluated. When these metrics are 
missing, the software presents universality and regularity. However, as the clustering 
process divides the source code into clusters with related classes, there is no need for 
extended division of the existing clusters. Thus, through the descriptive model is 
created a subway map for software evaluation leading to clusters.  

It is a handy and informative way to identify weaknesses in the software source 
code, and certainly a way to know which metric values need improvement, to migrate 
any class to a different cluster. It is also a useful guide, for the developers, when ex-
tending the software, since they know that the desired characteristics need to have 
classes created with the objective of smoothness and good software design. Certainly, 
it is not an illustrative tool that can operate standalone. 

4 Experimental Results 

This section describes experiments conducted to analyze and find weaknesses in 
source code of Java open source systems. We detail here two case studies: a code 
editor and an application server. First we describe the experimental setup. 

1. Extract and store software metrics in a database using Java Analyzer [20]. For the 
remaining steps we used Weka [19]. 

2. Apply Outlier detection with IQR in order to detect classes with special or excep-
tional characteristics.  This process identifies fault-prone areas of code that require 
further testing. A maintenance engineer is able to access these classes directly, as 
they are shown separated from the rest of the source code. We do not remove these 
classes for the rest of the process. 

3. Apply k-Means Clustering to classes based on their metric values. We select a low 
SSE value, in order to ensure that the classes in the same cluster are similar as op-
posed to classes in different clusters. 

4. As soon as the clustering process is finished, the maintenance engineer can look in-
to each cluster separately, in order to judge for every cluster, but he/she can get an 
overview of the system without having to examine each class separately. 

5. Finally we classify the clusters that are formed in step 3, in order to assess the abil-
ity of metrics to evaluate software quality. Building the decision tree enables ana-
lyzing the ability of each metric to support software quality assessment. 



278 D. Papas and C. Tjortjis 

4.1 Case Study 1: JEdit 

JEdit is an open source code editor for 211 programming languages, written in Java 
and well-known to java developers [24]. Its large size and public availability make it 
suitable for data mining and for result replication if needed. We used 4 recent versions 
of JEdit (4.3, 4.4.1, 4.5 and 5.0), in order to be able to compare results and track evo-
lution traits. We applied preprocessing and looked for outliers in versions 4.3, 4.4.1, 
and 4.5; outlier classes are available in all editions. High complexity, outlier classes 
and corresponding WMC values are shown in Table 1. 

Table 1. JEdit outlier classes 

Class Name WMC 

Parser 351 

GUI Utilities 71 

ActionHandler 41 
 

Table 2. Clustering 4 versions of JEdit 

Version Classes Outliers Clusters SSE 

4.3 808 172 14 6.1 

4.4.1 935 182 4 7.7 

4.5 953 - 5 9.7 

5.0 1077 155 5 10.5 

 
We conducted outlier qualitative analysis and observed classes which have suffi-

ciently high RFC, i.e. classes with many local methods, thereby reducing code exten-
sibility, and in many cases associated with high complexity and large LOC. As a  
result, controlling these classes is quite difficult, whilst scalability is limited. Regard-
ing inheritance, we observed low values for DIT and NOC, which limit code  
reuse. Finally, there are outliers with very little consistency, resulting in reduced en-
capsulation and data encryption. Greater method consistency means better class  
implementation. 

Next we applied clustering. Table 2 displays comparative experimental data from 
analyzing each of the 4 versions of JEdit. SSE shows how close to each other are the 
classes in clusters, as points in the 7- dimensional space. Avoiding outlier removal 
resulted in outliers getting grouped together into clusters with extreme values for 
some metrics. Such clusters are observed in all of JEdit’s versions.  

A typical example is the 2nd cluster in JEdit 4.4.1, which contains only four 
classes. Typical outlier class here is Parser with 366 LOC and 44 CBO. Also, a clus-
ter found in JEdit 5.0 consisting of 42 classes, contains the same classes as the corres-
ponding cluster of JEdit 4.4.1. An important observation is that in each version of 
JEdit there was one cluster containing the largest part of the code, except from classes 
that have high or low values on some metrics, such as outliers, classes associated with 
the Graphical User Interface (GUI) or interface classes. 

The final step of the process involves cluster classification, and produced similar 
results for all the JEdit versions. This step attempts to assess the metrics’ ability to 
evaluate software quality and determine how easy it is for each metric to partition the 
code. This provides useful information related to code disadvantages and aspects the 
design team has to focus on. Fig. 1 shows part of the pruned tree with 99.48 %  
accuracy created by C4.5 for JEdit 4.5. 
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Fig. 1. Classification results for JEdit 

All cases of classifying clusters in JEdit with pruning had a confidence factor of 
0.25. However, increasing confidence factor did not improve accuracy. For instance, 
when confidence factor set to 1 and the tree is not pruned, results were the same. So, 
we found that omitting pruning did not improve accuracy, and, given that pruned trees 
are easier to understand one could opt for skipping pruning.  

Table 3. JEdit: metric hierarchy  

# Metric Metric Type

1st DIT Inheritance 

2nd RFC Messaging 

3rd CBO Coupling 

4th LOC Volume 

5th WMC Complexity 
 

Table 4. Clustering Geronimo 

Version Classe
s 

Clusters SSE 

2.1.8 2.523 5 51.1 

3.0.0 3.100 7 3128 
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In the case of JEdit, LCOM and NOC are missing from the tree, meaning that in 
this case these metrics are used neither standalone, nor in conjunction with other  
metrics for clustering classes. We assume that DIT may have replaced NOC in clus-
tering, as they are both related to inheritance. Interpreting the results for JEdit, we 
conclude that object oriented design metrics are more important than others. Further-
more, partitioning metrics according to their information gain value creates an inhe-
ritance and messaging measure that help us understand that software has scaling 
properties into these fields of design. 

From a strategic project management perspective, all JEdit versions are well de-
signed, but some classes have high complexity. Such clusters, containing high com-
plexity classes, are the 4th cluster in version 5.0 containing 260 classes. That is a 
feature which considerably reduces software scalability. From the code reuse perspec-
tive, the inheritance relationship is quite low. Finally, the symbiotic relationship is 
quite high, resulting in fault proneness. 

4.2 Case Study 2: Apache Geronimo 

In order to reliably evaluate the proposed approach, we conducted a second experi-
mental case study with a different type of open source software, the Apache Geroni-
mo application server, written in Java [25]. It is widespread to server users, mainly for 
its functionality, such as supporting Eclipse servers for group writing Java code. The 
two versions we analyzed are 2.1.8 and 3.0.0. It is worth noting that the two versions 
have differences, including several new functions in 3.0.0. 

This time we did not preprocess for finding outliers and extreme values. It is a 
large software system, and we wanted to analyze all the code and evaluate the charac-
teristics of clustering in grouping outliers. Thus, groups of outliers were expected to 
be displayed after clustering [18]. First we clustered version 2.1.8. The iterative 
process did not result in finding a 'knee' in the curve of SSE, a fact that complicated 
the selection of K. The uniformity of the SSE and the number of clusters show that 
the code is consistently written. Nevertheless, 5 is a number of clusters where the 
slope of the SSE curve starts stagnating. So it is preferred to choose k=5 as this is also 
a convenient number of groups of classes, as explained earlier. 

 

Fig. 2. Clustering results for Apache Geronimo v.2.1.8 & 3.0.0 
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As far as version 3.0.0 is concerned, in a similar fashion we chose K=7. The figure 
below shows how the SSE decreases in relation to the number of clusters. As we see, 
the curve displays a knee between 3 and 4, but the slope of the SSE is large also be-
tween 3 and 10. This shows that a good K, is between 3 and 10 and will be chosen 
according to our needs. R should not be too large, because of the difficulty of further 
analysis results e.g. K = 50. For the continuity of the selected number of clusters, the 
SSE varies linearly with the number of clusters. 

Observing the distribution of clusters in the two versions, we see that it has 
changed enough, nevertheless, in both cases there are clusters with small numbers of 
classes, outliers, mainly due to complexity and coherence. Their percentage in the 
case of version 2.1.8 is 3% of the total code (Cluster 3) while in case of 3.0.0 consti-
tutes 2.3% (Cluster 5). Whilst in the same direction as the previous version, the clus-
ters of the next version contain the same classes. From a strategic perspective, the 
versions of Geronimo are well written and the most crowded classes have good metric 
values and require no special changes. The fact that some classes have larger size than 
others should not be of concern, as it is expected that some classes of the system to 
handle more data and functions than others.  

Generally, the system is not badly designed; nevertheless one could reduce the 
consistency of complex classes breaking them into smaller, thus distributing functio-
nality. Considering classes with many correlations, that are directly related, one could 
try reducing the connections. Cluster 0 of version 3.0.0 appears to have large children 
with several abstract classes, which could help future software expansion. Increasing 
the heredity in relation to the earlier version, indicates that the designers were con-
cerned about future extensions, while moving in the same direction and reducing the 
complexity in relation to the number of classes. 

In the next part of the experiment, we classify classes according to the previously 
resulted clusters, aiming at understanding important each metric is in affecting the 
clustering process. In other words, we try to explain and evaluate the ability of every 
metric used for clustering in the evaluation, to partition the software. In the case of 
Apache Geronimo, the classification process produced more complex results, as its 
size was bigger than JEdit. The size of the generated tree for 5 clusters in version 
2.1.8 was 59 and the total number of leaves was 30. Again, as with JEdit, the highest 
information gain metric was DIT, followed by RFC. It is interesting that both versions 
of Geronimo produced the same metric hierarchy in the classification tree, as well as 
identical results with JEdit at the top and bottom of the tree. Table 5 displays the me-
tric hierarchy produced by classification for Apache Geronimo. 

In the case of classification accuracy, C4.5 misclassified seven instances (0.28% 
classification error) with confidence factor 0.25. We also examined other options in 
the classification process in order to find better results. The results without pruning 
were not better results in terms of accuracy but changed the metric hierarchy. More 
specifically, WMC was found second in the hierarchy along with RFC, in order to 
classify instances from clusters with outliers with big complexity.  
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Table 5. Apache Geronimo 2.1.8: metric hierarchy  

# Metric Metric Type

1st DIT Inheritance 

2nd RFC Messaging 

3rd LOC Volume 

4th CBO Coupling 

5th LCOM Cohesion 

6th WMC Complexity 

We did not use the unpruned tree to evaluate the ability of the metrics because of 
the complexity of the tree consisting of 92 nodes, which appeared to merge metrics in 
order to find a good classification result. Using all of the metrics reduced accuracy 
from 99.72% to 99.33%. We continued trying out our options with 0.1 confidence 
factor, where accuracy was only reduced to 99.25% whilst reducing the tree size to 55 
with 28 leaves. 

5 Evaluation and Threats to Validity 

The proposed evaluation was based on two criteria: firstly, it should be flexible, suita-
ble and easy for analyzing systems and for assessing the ability of metrics to evaluate 
quality of systems with different functionality and nature. Secondly, it should be  
valid, reflecting the views and intuitions of the experts. Based on these criteria,  
we conducted two case studies on JEdit and Apache Geronimo, open source Java  
applications.  

The aim of these case studies was to evaluate the selection of metrics, as well as 
the approach for assessing software quality. Starting with the evaluation and the selec-
tion of the metrics, we used a very popular suite, the CK metric suite [10] and a me-
tric extraction application, which was made in order to extract and save the metric 
information from java source code [20]. The metric extraction rules we follow are 
described in section 2.  

The proposed approach aims at finding weaknesses in source code, by identifying 
outliers and discovers classes that require attention by the software engineers. In sec-
tion 4, we suggested several classes that need the attention of a supervisor software 
engineer. Search classes in modern software are oversized so their management be-
comes quite difficult; controlling such classes is quite laborious. The previous sub-
process produces good results as the clustering of classes. In this part of the process 
we used a statistical overview. The IQR is a famous and useful path to find outliers in 
an unknown allocation. In our case, they were different across systems we tested, so 
validating the process was an important decision.  
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Thereafter, according to the proposed approach, we group similar classes through 
clustering. We display groups of classes with similar characteristics, which are not 
necessarily related to the class that implements them. Ranking the classes in clusters 
is determined by their distances, according to the values of their variables. This is 
suitable for their evaluation, regardless of their function, particularly in cases where 
the assessment has to be extended in the software. It is possible that someone outside 
the software development team can control the operation of the group.  

The clustering process also has supervisory scope by the supervisor of the devel-
opment team, and who can recognize the parts of code (clusters) which need better 
design. With regards to the validity of this process, we used SSE to guarantee that 
classes in the same cluster are correlated and classes in different clusters are not. With 
the continuous examination of the number of clusters, we tried to achieve the best 
possible result for their selection, so that a small number of them characterize the 
entire cluster population. 

After the clustering process, we continue to the final and the most crucial part of 
the approach, where we use classification to access the ability of the metrics to eva-
luate the software. The aim of this process is to assess the ability of each metric to 
evaluate software quality depending on their ability of partitioning classes into clus-
ters. We used the well known classification algorithm C4.5, which uses information 
gain as a splitting criterion. Also, by using pruning, we aim to display only the impor-
tant metrics. Metrics that are not displayed in the tree do not play a crucial role in 
software evaluation.  

Aiming to facilitate managerial decision making development, a decision tree is 
used as a classifier, with the objective knowledge about the behavior of groups that 
were created by clustering. Assistance is provided through understanding clusters, and 
the manager's decision to lead their team to draw lines using set point measures that 
lead to clusters with desired characteristics. Also, the decision tree can be used to 
understand the weaknesses of the source, as observed in the experimental procedure 
and the case of Apache Geronimo, where many classes were not reusing code without 
using data abstraction. 

6 Conclusions and Further Work 

We propose a source code quality evaluation approach, based on static analysis, using 
object oriented metrics. The use of these metrics reflects attributes, such as volume, 
size, complexity, cohesion and coupling. This work also focuses on assessing metric 
suitability for evaluation, which is to the best of our knowledge is novel. In order to 
do so, we employ C4.5 to evaluate the selected metrics and source code attributes in 
order to reflect their importance on evaluating software quality. By using this decision 
tree algorithm, we can separate the metrics which had a premium role in the process 
of evaluation and also make a decision related to the metrics participation in the 
process of quality evaluation. 

Despite the positive results of this approach, there are certain limitations. The most 
important limitation is the lack of full automation, as decisions have to be made  
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during the data mining process. This limitation may be overcome with further work 
on the availability of open source big projects and the ability to track to big compa-
nies’ projects.  

The proposed approach produces good results in the field of fault behavior detec-
tion with data preprocessing, grouping/organizing the classes with clustering  
techniques and finally categorizing the clusters using a description model with classi-
fication, so project managers have the ability to understand better the advantages and 
disadvantages of code. This approach facilitates maintenance engineers to identify 
classes which are fault prone and more difficult to understand and maintain, as well 
as, to assess the capability of expanding the system.  

Data preprocessing and mining object oriented metrics extracted from source code, 
has the desirable result of testing driven by the metric characteristics instead of con-
ducting directly changes on the source code. That reflects the most important aspects 
of a system concerning its quality and maintainability. The selected metric suite is the 
CK-suite [9], a well-known metric suite used for measuring the design of object 
oriented programs. 

Starting with data preprocessing we chose the IQR statistical method because of its 
capability to respond to unknown data distributions, where the spread of the values is 
unknown, and differs across systems. In other words, with this type of preprocessing 
we can propose a small volume of likely fault prone classes, in a large class collec-
tion, so that the maintenance team, instead of checking all of the source code can 
immediately check the potentially fault prone proposed classes. 

Secondly, we employ k-Means in order to manage large volumes of classes.  
k-Means offers a popular solution for clustering data, depending on their distance in 
space. Clustering utilizes the selected metrics for measuring distance. Every class is 
represented by a 7-dimension vector in space, so the algorithm works iteratively in 
order to group the classes. Classes with similar characteristics tend to be on the same 
cluster and non-associated classes are placed in other clusters. Then, we characterize 
each cluster as a single version of a category.  Instead of just statistically analyzing 
the clustering results for evaluating metrics, we propose a classification process, using 
C4.5 in order to categorize clusters according to the features (metrics) used for node 
splits. This analysis facilitates decision making and assists categorization of clusters 
of similar classes using a decision tree. 

In addition, we have experimented with several open source systems. Arguably, 
more can be done to expand the data sets to be used, both in terms of identifying sys-
tems of different kinds, and identifying important and relevant flaws and other soft-
ware problematic behavior.  

The results of our experiment show, that using clustering and classification algo-
rithms on software metrics can facilitate fault prone classes detection and create sys-
tem overviews, so further analysis can easily take place. In addition, maintainability 
and extendibility can be assessed by the “clustering followed by classification” tech-
nique we propose.  

We plan to use other clustering techniques such as density based or hierarchical 
clustering in the future, given that the number of clusters is not known in advance. 
Using human experts will also consolidate validating the approach.  
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To sum up, the proposed approach provides a data mining model that can be used 
to discover useful information about software internal quality according to selected 
metrics. Different metric suites may assess software quality from another point of 
view. Data mining is a dynamic field and providing potential adjustments to software 
engineering offers notable results, especially as there is a growing need for discover-
ing new methods to address contemporary software systems.  
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Abstract. Argument extraction is the task of identifying arguments,
along with their components in text. Arguments can be usually decom-
posed into a claim and one or more premises justifying it. Among the
novel aspects of this work is the thematic domain itself which relates
to Social Media, in contrast to traditional research in the area, which
concentrates mainly on law documents and scientific publications. The
huge increase of social media communities, along with their user ten-
dency to debate, makes the identification of arguments in these texts a
necessity. Argument extraction from Social Media is more challenging
because texts may not always contain arguments, as is the case of legal
documents or scientific publications usually studied. In addition, being
less formal in nature, texts in Social Media may not even have proper
syntax or spelling. This paper presents a two-step approach for argument
extraction from social media texts. During the first step, the proposed
approach tries to classify the sentences into “sentences that contain ar-
guments” and “sentences that don’t contain arguments”. In the second
step, it tries to identify the exact fragments that contain the premises
from the sentences that contain arguments, by utilizing conditional ran-
dom fields. The results exceed significantly the base line approach, and
according to literature, are quite promising.

1 Introduction

Argumentation is a branch of philosophy that studies the act or process of form-
ing reasons and of drawing conclusions in the context of a discussion, dialogue,
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or conversation. Being an important element of human communication, its use is
very frequent in texts, as a means to convey meaning to the reader. As a result,
argumentation has attracted significant research focus from many disciplines,
ranging from philosophy to artificial intelligence. Central to argumentation is
the notion of argument, which according to [1] is “a set of assumptions (i.e.
information from which conclusions can be drawn), together with a conclusion
that can be obtained by one or more reasoning steps (i.e. steps of deduction)”.
The conclusion of the argument is often called the claim, or equivalently the con-
sequent or the conclusion of the argument, while the assumptions are called the
support, or equivalently the premises of the argument, which provide the reason
(or equivalently the justification) for the claim of the argument. The process
of extracting conclusions/claims along with their supporting premises, both of
which compose an argument, is known as argument extraction and constitutes
an emerging research field.

Arguments are used in the context of a live or textual dialogue. An argument
is the part of the sentence which contains one or more premises, that serve as a
support to a claim, which is the conclusion [1,2,3]. According to the state of the
art, there are relationships between claims and premises that existing approaches
exploit in order to perform the identification of arguments in a sentence. Being
an emerging research field, the existing research is rather limited and focused
on specific domains such as law texts[4] and scientific publications. Social Media
is a much less explored domain with only one publication related to product
reviews on Amazon [5].

The difficulty of processing social media texts lies in the fact that they are
expressed in an informal form, and they do not follow any formal guidelines
or specific rules. Therefore, if we consider the variety of different users that
publish a message and the fact that most messages are simple and informal,
the probability of an argumentative sentence is rather low. Furthermore, some
messages may even lack proper syntax or spelling.

Although there are a number of issues and difficulties in performing argument
extraction on social media, the processing of such corpora is of great importance.
Nowadays, the way that we communicate has changed. If someone wants to
discuss something, or just seeks advice on a specific subject of interest, he/she
just “posts” or replies to “posts” in social media, possibly providing arguments
about a specific subject. It is also quite possible to post something entirely
irrelevant or without any support for a possible claim. Therefore, the automated
argument extraction on such corpora is extremely useful in order to acquire all
the informative posts/comments (containing arguments) and discard the non-
informative ones (the messages without an argument). Such a process can be
extremely desirable for a wide range of applications, from supporting the decision
making of a potential product buyer, who needs to decide based on product
reviews from owners, to summarising discussions.

Argument extraction can also help in politics. Within the political domain
it could help politicians identify the peoples’ view about their political plans,
laws, etc. in order to design more efficiently their policies. Additionally, it could
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help the voters in deciding which policies and political parties suit them better.
Social media is a domain that contains a massive volume of information on every
possible subject, from religion to health and products, and it is a prosperous
place for exchanging opinions. Its nature is based on debating, so there already
is plenty of useful information that waits to be identified and extracted.

However, argument extraction is not an easy task, as in many cases it is dif-
ficult even for humans to distinguish whether a part of a sentence contains an
argument element or not. It may require some thought to recognize the premises
and the claim, and how related they are to each other in the context of a cor-
rectly composed argument. Automatic argument extraction is a quite complex
procedure, but there are a number of approaches that try to tackle this problem.
Following the state of the art, our approach studies the applicability of exist-
ing approaches on the domain of social media. Following a two-step approach,
we classify sentences as argumentative (containing arguments) or not, through
the use of machine learning techniques, such as Logistic Regression, Random
Forest, Support Vector Machines, etc. As a second step, Conditional Random
Fields are employed in order to extract segments that correspond to premises in
argumentative sentences.

The rest of the paper is organized as follows; Section 2 refers to the related
work on argument extraction, section 3 describes the proposed methodology
and the corresponding features used for our approach. Section 4 presents the
experimental results and the tools we utilized and finally, section 5 concludes
the paper and proposes some future directions.

2 Related Work

The area of automatic argument extraction is a relative new research field, as
it has already been mentioned. One implication of this, is the absence of widely
used corpora in order to comparably evaluate approaches for argument extrac-
tion. A recent and extensive survey of theories of argumentation, argumentation
representations and applications targeting the social semantic web can be found
in [6]. However, despite the plethora of applications targeting argumentation,
almost all of them rely on manual entry of arguments by the users, and the do
not attempt to automatically identify and extract them from documents. Since
our work is focused on automatic argument extraction, we are going to present
the most influential approaches that relate to the automatic identification and
extraction of argument elements from texts.

Understanding discourse relations between statements is a key factor for iden-
tifying arguments and their components in a textual document. For this reason
argumentation models, as well as cue words, are employed in order to find these
possible discourse relations. Most recent approaches employ machine learning
and statistical approaches, usually dividing the problem as a multiple step ap-
proach. Palau et al. [4,7] methodology for extracting arguments from legal docu-
ments use this type of approach: as a first step they work at the sentence level by
trying to identify possible argumentative sentences. Seeing it as a classification
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task, they employ feature vectors of fixed length as a representation, containing
suitable features for the selected domain. Employing different classifiers, such
as maximum entropy [8], naive Bayes [9], and support vector machines [10],
they comparatively evaluate their approach on the Araucaria corpus1 and on
the ECHR corpus [11], achieving an accuracy of 73% and 80% respectively. As
a second step they try to identify groups of sentences that refer to the same
argument, using semantic distance based on the relatedness of words contained
in sentences. As a third step they detect clauses of sentences through a parsing
tool, which are classified as argumentative or not with a maximum entropy clas-
sifier. Then argumentative clauses are classified into premises and claims through
support vector machines. The structure of the argument is identified by employ-
ing a context-free grammar that was manually created, obtaining 60% accuracy
on the ECHR corpus. Another machine learning based approach, presented in
Angrosh et al.[12], employs supervised learning (conditional random fields [13])
for context identification and sentence classification of sentences in the “related
work” section of research articles, based on rhetorical features extracted.

There are also approaches that employ rules in order to perform the same
task. Schneider and Wyner [5,14] propose a methodology on the camera-buying
domain, where the actual argument extraction is performed through the usage of
a rule-based system. The system is given as input an argumentation scheme and
an ontology concerning the camera and its characteristic features. These are used
to define the relevant parts of the document, concerning the description of the
parts of the camera. After this step is performed, the argumentation schemes
are populated and along with discourse indicators and other domain specific
features, the rules are constructed. An interesting aspect of this work is the
fact that they applied argument extraction on product reviews in an electronic
shop which is related to social media, in contrast to the majority of the work
presented in the area of argument extraction which focuses on legal documents
and scientific publications.

3 Proposed Approach

In order to perform argument extraction in the context of social media we fol-
lowed a two-step approach. The first step includes the identification of sentences
containing arguments or not. This step is necessary in order to select only the
sentences that contain arguments, which constitute the input for the second step.
The second step involves the usage of Conditional Random Fields (CRFs) [13] in
order to identify the textual fragments that correspond to claims and premises.

3.1 Step A: Identification of Argumentative Sentences

Seeing the identification of argumentative sentences as a supervised classification
task, we explored a small set of machine learning classifiers, such as Logistic

1 http://araucaria.computing.dundee.ac.uk/

doku.php#araucaria argumentation corpus

http://araucaria.computing.dundee.ac.uk/doku.php#araucaria_argumentation_corpus
http://araucaria.computing.dundee.ac.uk/doku.php#araucaria_argumentation_corpus


Argument Extraction from News, Blogs, and Social Media 291

Regression [15], Random Forest [16], Support Vector Machines [10], Naive Bayes
[9] etc. Our main research axis is not to identify the best performing machine
learning algorithm for the task, but rather to study the applicability of features
from the state of the art to the domain of social media. The suitability of the
existing features in this domain will be evaluated and existing features will be
complemented with new features that are more suitable for our domain.

The features that we have examined can be classified in two categories: fea-
tures selected from the state of the art approaches, and new features that look
promising for the domain of our application, which involves texts from social
media. The features taken from the state of the art approaches are:

1. Position: this feature indicates the position of the sentence inside the text.
The possible values are nominals from this set {top, top-mid, middle, middle-
bot, bottom} which indicate one of the five possible positions of the sentence
in the document. The motivation for this feature is to check whether the
position of the sentence in the document is decisive for argument existence.

2. Comma token number, is the number of commas inside a sentence. This
feature represents the number subordinate clauses inside a sentence, based
on the idea that sentences containing argument elements may have a large
number of clauses.

3. Connective number : is the number of connectives in the sentence, as connec-
tives usually connect subordinate clauses. This feature is also selected based
on the hypothesis that sentences containing argument elements may have a
large number of clauses.

4. Verb number : is the number of the verbs inside a sentence, which indicates
the number of periods inside a sentence.

5. Number of verbs in passive voice: this feature is a different version of the
previous feature which takes into account the voice of the verbs, counting
only the one found in passive voice.

6. Cue words : this feature indicates the existence and the number of cue words
(also known as discourse indicators). Cue words are identified through a
predefined, manually constructed, lexicon. The cue words in the lexicon are
structural words which indicate the connection between periods or subordi-
nate clauses.

7. Domain entities number : this feature indicates the existence and the number
of entity mentions of named-entities relevant to our domain, in the context
of a sentence.

8. Adverb number : this feature indicates the number of adverbs in the context
of a sentence.

9. Word number : the number of words in the context of a sentence. This feature
is based in the hypothesis that when we have an argument, usually, we deal
with a larger sentence.

10. Word mean length: this is a metric of the average length (in characters) of
the words in the context of a sentence.

In addition to the features found in the literature, we have examined the
following set of additional/complementary features:
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1. Adjective number : the number of adjectives in a sentence may characterize
a sentence as argumentative or not. We considered the fact that usually in
argumentation opinions are expressed towards an entity/claim, which are
usually expressed through adjectives.

2. Entities in previous sentences : this feature represents the number of entities
in the nth previous sentence. Considering a history of n = 5 sentences,
we obtain five features, with each one containing the number of entities in
the respective sentence. These features correlate to the probability that the
current sentence contains an argument element.

3. Cumulative number of entities in previous sentences : This feature contains
the total number of entities from the previous n sentences. Considering a
history of n = 5 we obtain four features, with each one containing the cu-
mulative number of entities from all the previous sentences.

4. Ratio of distributions : we created a language model from sentences that
contain argument elements and one from sentences that do not contain an
argument element. The ratio between these two distributions was used used
as a feature. We have created three ratios of language models based on
unigrams, bigrams and trigrams of words. The ratio can be described as

P (X|sentence contains an argument element)
P (X|sentence does not contain an argument element) ,

where X ∈ {unigrams, bigrams, trigrams}.
5. Distributions over unigrams, bigrams, trigrams of part of speech tags (POS

tags): this feature is identical to the previous one with the exception that
unigrams, bigrams and trigrams are extracted from the part of speech tags
instead of words.

3.2 Step B: Extraction of Claims and Premises

Once we have identified the argumentative sentences, our approach proceeds
with the extraction of the segments that represent the premises and the claims.
In order to perform this task Conditional Random Fields (CRFs) [13] were em-
ployed, because it is a structured prediction algorithm, required for the task
of the identification of claims and premises segments. In addition, CRFs can
also take local context into consideration, which is important for the nature of
this problem, as it can help maintain linguistic aspects such as the word or-
dering in the sentence. The features utilized in this step are: a) the words in
these sentences, b) gazetteer lists of known entities for the thematic domain re-
lated to the arguments we want to extract, c) gazetteer lists of cue words and
indicator phrases, d) lexica of verbs and adjectives automatically acquired us-
ing Term Frequency - Inverse Document Frequency (TF-IDF) [17] between two
“documents”: The first document contained all the verbs/adjectives in an argu-
mentative sentence whereas the second one contained the verbs/adjectives from
the non-argumentative ones. The reason for restricting lexica to verbs and adjec-
tives was the fact that premises usually contain a lot of adjectives and attribute
claims through verbs.
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4 Empirical Evaluation

In this section the performance of the proposed approach will be examined.
The performance metrics that will be used in order to evaluate our approach is
accuracy, precision, recall and F1-measure. The accuracy denotes the correctness
of the prediction for the instances of both classes that are to be classified. In
our case where arguments are sparse compared to the sentences that do not
contain arguments, accuracy is not enough as we are mainly interested in the
detection of sentences that contain arguments. Precision, recall and F1-measure
can complement this task. Precision denotes how well the classifier can classify
instances correctly within the performed classifications, whereas recall measures
the fraction of relevant instances that are correctly retrieved from all the possible
instances. F1-measure combines precision and recall as the harmonic mean.

4.1 Corpus and Preparation

All the experiments were conducted on a corpus of 204 documents collected from
the social media, concerning the thematic domain of renewable energy sources.
All documents are written in Greek, and originate from various sources, such as
news, blogs, sites, etc. The corpus was constructed by manually filtering a larger
corpus, automatically collected by performing queries on popular search engines
(such as Bing2), Google Plus 3, Twitter 4, and by crawling sites from a list of
sources relevant to the domain of renewable energy. The selected documents were
manually annotated with domain entities and text segments that correspond to
argument premises. It must be noted that claims are not expressed literally
in this thematic domain, but instead they are implied : in this specific domain
claims are not represented into documents as segments, but they are implied by
the author as positive or negative views of a specific renewable energy entity
or technology. Thus, in our evaluation corpus, domain entities play the role of
claims, as authors argument in favor or again technologies by presenting and
commenting on their various advantages or disadvantages.

The corpus has a total of 16000 sentences, where only 760 of them were
annotated as containing argument elements. Related corpora that were used
in the evaluation of similar approaches are the Araucaria corpus [18], which is
a general corpus that has a structured set of documents in English, and the
ECHR corpus [19] which is a corpus that contains annotated documents from
the domain of law and legal texts, which is also in English. Unfortunately, we
weren’t able to gain access to any of them, limiting our ability to compare the
proposed approach to the current state of the art for the English language. To our
knowledge, no corpus annotated with arguments exists for the Greek language.

Our approach has been implemented within the Ellogon language engineer-
ing platform [20], as well as the Weka [21] framework. Ellogon was utilized for

2 http://www.bing.com/
3 https://plus.google.com/
4 https://twitter.com/

http://www.bing.com/
https://plus.google.com/
https://twitter.com/
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the linguistic processing of the Greek language (tokenisation, sentence splitting,
part-of-speech tagging, cue word lookup, etc.) and the creation of the feature
vectors. The first step of our approach, concerning the classification of sentences
as argumentative or not, was performed with the help of Weka. The second step
of our approach, which is the identification of the segments of premises, was
performed with the help of the CRF implementation contained in Ellogon.

4.2 Base Case

Since this specific corpus is used for the first time for argument extraction it is
useful to calculate a base case that can be used to measure the performance of
our approach. For this reason we have constructed a simple base case classifier:
All manually annotated segments (argument components) are used in order to
form a gazetteer, which is then applied on the corpus in order to detect all
exact matches of all these segments. All segments identified by this gazetteer
are marked as argumentative segments, while all sentences that contain at least
one argumentative segment identified by the gazetteer, are characterised as an
argumentative sentence. Then argumentative segments/sentences are compared
to their “gold” counterparts, manually annotated by humans. Sentences that
contain these recognized fragments are marked as argumentative for the first
step base case, while segments marked as argumentative are evaluated for the
second step base case. The results are taken through 10-fold cross validation on
the whole corpus (all 16.000 sentences) and are shown in Table 1.

Table 1. Evaluation results of the base-case classifiers

Precision Recall F1-Measure

Step A 14.84% 35.52% 20.50%

Step B 23.10% 21.15% 21.24%

4.3 Evaluation of the Argumentative Sentences Identification

In order to characterize and classify a sentence as a sentence which contains
arguments or not, we utilized a number of well-known classifiers. Each sentence
is represented by a fixed-size feature vector, using the features described in sec-
tion 3, including a class representing whether it is argumentative or not. The
labelled instances were used as input in order to test a variety of classifiers in-
cluding Support Vector Machines, Naive Bayes, Random Forest and Logistic
Regression.

The training and the evaluation of the classifiers was achieved by using the
corpus already described in subsection 4.1. As already mentioned there are too
many instances that correspond to sentences without arguments. So in order to
create a more balanced dataset we applied a sampling which randomly ignores
negative examples so as the resulting set contains an equal number of instances
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from both classes. We performed two evaluations: one using 10-fold cross valida-
tion on the sampled dataset, and one splitting the initial dataset in two parts.
The first part contained 70% of the instances, was sampled and used as a train-
ing set. The obtained model was evaluated on the remaining 30% of (unsampled)
instances which was used as a test set. The performance of the second approach
achieved 49% accuracy. The overall performance of the first approach (10-fold
cross validation on sampled dataset) is shown in tables 2, 3 and 4.

Table 2. Results of various classifiers for the first step, evaluated with 10-fold cross
validation (both classes)

Step A: State of the art + new features

Precision Recall F1-Measure Accuracy

Naive Bayes 74.10% 74.00% 74.00% 73.99%

Random Forest 74.60% 74.40% 74.30% 74.38%

Logistic Regression 77.10% 77.10% 77.10% 77.12%

Support Vector Machines 76.00% 76.00% 76.00% 76.01%

Step A: State of the art features

Precision Recall F1-Measure Accuracy

Naive Bayes 67.40% 65.40% 64.60% 65.44%

Random Forest 64.50% 64.50% 64.50% 64.47%

Logistic Regression 68.30% 68.30% 68.20% 68.25%

Support Vector Machines 68.40% 68.10% 68.00% 68.12%

Table 3. Results of various classifiers for the first step, evaluated with 10-fold cross
validation (only positive class)

Step A: State of the art + new features

Precision Recall F1-Measure

Naive Bayes 72.50% 76.10% 74.30%

Random Forest 72.70% 72.50% 72.60%

Logistic Regression 76.80% 76.90% 76.80%

Support Vector Machines 74.70% 77.70% 76.20%

Step A: State of the art features

Precision Recall F1-Measure

Naive Bayes 61.30% 81.40% 69.90%

Random Forest 64.50% 62.40% 63.40%

Logistic Regression 68.60% 65.70% 67.10%

Support Vector Machines 70.30% 61.30% 65.50%

4.4 Evaluation of the Claim and Premise Segments Extraction

In order to utilize conditional random fields for the identification of premise
fragments in a sentence we used the BIO representation. Each token is tagged
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Table 4. Results of various classifiers for the first step, evaluated with 10-fold cross
validation (only negative class)

Step A: State of the art + new features

Precision Recall F1-Measure

Naive Bayes 75.50% 71.90% 73.70%

Random Forest 73.30% 73.50% 73.40%

Logistic Regression 77.40% 77.30% 77.40%

Support Vector Machines 77.40% 74.40% 75.90%

Step A: State of the art features

Precision Recall F1-Measure

Naive Bayes 73.30% 49.90% 59.40%

Random Forest 64.50% 66.50% 65.50%

Logistic Regression 67.90% 70.80% 69.30%

Support Vector Machines 66.50% 74.80% 70.40%

Table 5. Example of the BIO representation of a sentence

BIO tag word prev. word next word ...

B-premise Wind - turbines ...

I-premise turbines Wind generate ...

I-premise generate turbines noise ...

I-premise noise generate in ...

O in noise the ...

O the in summer ...

O summer the - ...

with one of three special tags, B for starting a text segment (premise), I for a
token in a premise other than the first, and O for all other tokens (outside of the
premise segment). For example the BIO representation of the sentence “Wind
turbines generate noise in the summer” is presented in Table 5.

The overall performance of the second step is shown in the table 6. The dataset
was composed from all the sentences that contained argumentative fragments
from the manual annotation.

It is clear that in both steps the results of the proposed approach are above the
base case. In the first step, where we identify sentences that contain arguments,
there is an increase in performance from 20% to 77%, by using the logistic regres-
sion classifier. Continuing to the second step also our results are above the base
case. We have measured an increase from 22% to 43% in F1-measure, regarding
the identification of the argumentative fragments, through the use of condi-
tional random fields. Additionally, our corpus had very sparse argumentative
sentences in many domains. Following the state of the art, approaches are eval-
uated on datasets containing an equal number of instances for argumentative and
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nonargumentative segments.Thus,we also performeda similar evaluation through
the use of subsampling where negative examples were randomly rejected.

Table 6. Evaluation results of CRFs for the second step, evaluated with 10-fold cross
validation

Step B: Identifying claim/premise segments

Precision Recall F1-Measure

CRF 62.23% 32.43% 42.37%

5 Conclusion

In this research paper we proposed a two step approach for argument extraction
on a corpus obtained from social media, concerning renewable energy sources in
the Greek language. In the first step we employed a statistical approach through
the use of machine learning and more specifically, the logistic regression classifier.
The results concerning this first phase are quite promising, since they exceeded
significantly the accuracy of our base case classifier in the identification of argu-
mentative sentences. The addition of complementary features was also justified,
since they increased the performance further, thus providing a more accurate
extraction of argumentative sentences. As far as the second step is concerned,
CRFs are quite promising due to the fact that they are a structure prediction
algorithm, required for the identification of segments, and due to their perfor-
mance on the task that outperformed the base classifier.

Regarding future work, it would be interesting to explore additional new fea-
tures for the first step in order to boost the accuracy even further, but considering
features like verbal tense and mood, which according to [22] are good indicators
of arguments. In addition, we could possibly explore more sophisticated machine
learning algorithms that better suit the task of identifying sentences that con-
tain arguments. For the argumentative segment extraction we would try other
structure prediction algorithms such as Markov models and explore complemen-
tary features as well. Additionally, it would be nice to have a more comparable
evaluation with the rest of the state of the art, if the Araucaria and the ECHR
corpora are made publicly available again. Finally since we would prefer to work
on real-world data, it would also be interesting to explore techniques that can
counter the unbalanced data that are present in our dataset, without sampling.

Acknowledgments. The research leading to these results has received funding
from the European Union’s Seventh Framework Programme (FP7/2007-2013)
under grant agreement no 288513. For more details, please see the NOMAD
project’s website, http://www.nomad-project.eu.

http://www.nomad-project.eu


298 T. Goudas et al.

References

1. Besnard, P., Hunter, A.: Elements of Argumentation. MIT Press (2008)

2. Blair, J., Anthony Tindale, C.W.: Groundwork in the Theory of Argumentation.
Argumentation library, vol. 21. Springer (2012)

3. Cohen, C., Copi, I.M.: Introduction to Logic, 11th edn. Pearson Education (2001)

4. Palau, R.M., Moens, M.F.: Argumentation mining: the detection, classification and
structure of arguments in text. In: ICAIL, pp. 98–107. ACM (2009)

5. Wyner, A., Schneider, J., Atkinson, K., Bench-Capon, T.: Semi-automated argu-
mentative analysis of online product reviews. In: Proceedings of the 4th Interna-
tional Conference on Computational Models of Argument, COMMA 2012 (2012)

6. Schneider, J., Groza, T., Passant, A.: A review of argumentation for the social
semantic web. Semantic Web 4(2), 159–218 (2013)

7. Moens, M.F., Boiy, E., Palau, R.M., Reed, C.: Automatic detection of arguments
in legal texts. In: ICAIL, pp. 225–230. ACM (2007)

8. Berger, A.L., Pietra, V.J.D., Pietra, S.A.D.: A maximum entropy approach to
natural language processing. Comput. Linguist. 22(1), 39–71 (1996)

9. Nir Friedman, D.G., Goldszmidt, M.: Bayesian network classifiers. Machine Learn-
ing 29, 131–163 (1997)

10. Cortes, C., Vapnik, V.: Support-vector networks. Machine Learning 20(3), 273–297
(1995)

11. Mochales, R., Ieven, A.: Creating an argumentation corpus: Do theories apply to
real arguments?: A case study on the legal argumentation of the echr. In: Proceed-
ings of the 12th International Conference on Artificial Intelligence and Law, ICAIL
2009, pp. 21–30. ACM, New York (2009)

12. Angrosh, M.A., Cranefield, S., Stanger, N.: Ontology-based modelling of related
work sections in research articles: Using crfs for developing semantic data based
information retrieval systems. In: Proceedings of the 6th International Conference
on Semantic Systems, I-SEMANTICS 2010, pp. 14:1–14:10. ACM, New York (2010)

13. Lafferty, J., McCallum, A., Pereira, F.: Conditional random fields: Probabilistic
models for segmenting and labeling sequence data. In: Proc. 18th International
Conf. on Machine Learning, pp. 282–289. Morgan Kauffmann (2001)

14. Schneider, J., Wyner, A.: Identifying consumers’ arguments in text. In: Maynard,
D., van Erp, M., Davis, B. (eds.) SWAIE. CEUR Workshop Proceedings, vol. 925,
pp. 31–42. CEUR-WS.org (2012)

15. Colosimo, M.S.B.: Logistic regression analysis for experimental determination of
forming limit diagrams. International Journal of Machine Tools and Manufac-
ture 46(6), 673–682 (2006)

16. Leo, B.: Random forests. Machine Learning 45(1), 5–32 (2001)

17. Manning, C.D.: Prabhakar Raghavan, H.S.: Introduction to Information Retrieval.
Cambridge University Press (2008)

18. Reed, C., Rowe, G.: Araucaria: Software for argument analysis, diagramming and
representation. International Journal of AI Tools 14, 961–980 (2004)

19. Palau, R.M., Moens, M.F.: Argumentation mining. Artif. Intell. Law 19(1), 1–22
(2011)

20. Petasis, G., Karkaletsis, V., Paliouras, G., Androutsopoulos, I., Spyropoulos, C.:
Ellogon: A new text engineering platform. In: Third International Conference on
Language Resources and Evaluation (2002)



Argument Extraction from News, Blogs, and Social Media 299

21. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The
weka data mining software: An update. SIGKDD Explorations 11(1) (2009)

22. Florou, E., Konstantopoulos, S., Koukourikos, A., Karampiperis, P.: Argument
extraction for supporting public policy formulation. In: Proceedings of the 7th
Workshop on Language Technology for Cultural Heritage, Social Sciences, and
Humanities, pp. 49–54. Association for Computational Linguistics, Sofia (August
2013)



 

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 300–312, 2014. 
© Springer International Publishing Switzerland 2014 

A Learning Analytics Methodology for Student Profiling  

Elvira Lotsari1, Vassilios S. Verykios2, Chris Panagiotakopoulos3
,  

and Dimitris Kalles2 

1 Faculty of Pure and Applied Sciences, Open University of Cyprus, Cyprus 
2 School of Science and Technology, Hellenic Open University, Greece 

3 Department of Education, University of Patras, Greece 

Abstract. On a daily basis, a large amount of data is gathered through the par-
ticipation of students in e-learning environments. This wealth of data is an inva-
luable asset to researchers as they can utilize it in order to generate conclusions 
and identify hidden patterns and trends by using big data analytics techniques. 
The purpose of this study is a threefold analysis of the data that are related to 
the participation of students in the online forums of their University. In one 
hand the content of the messages posted in these fora can be efficiently ana-
lyzed by text mining techniques. On the other hand, the network of students in-
teracting through a forum can be adequately processed through social network 
analysis techniques. Still, the combined knowledge attained from both of the 
aforementioned techniques, can provide educators with practical and valuable 
information for the evaluation of the learning process, especially in a distance 
learning environment. The study was conducted by using real data originating 
from the online forums of the Hellenic Open University (HOU). The analysis of 
the data has been accomplished by using the R and the Weka tools, in order to 
analyze the structure and the content of the exchanged messages in these fora as 
well as to model the interaction of the students in the discussion threads.    

Keywords: Data Analytics, Social Network Analysis, Text Mining,  
Educational Data Mining, Learning Analytics. 

1 Introduction 

Nowadays, the online fora have become one of the most popular communication tools 
in e-learning environments. That communication, especially in distance education, is 
among the key factors to benefit learning. For example, an online discussion forum 
provides motivation for collaboration and group-work for achieving a common goal 
with personal contribution from every participant. Moreover, an online forum is a 
significant source of information for educators, and this is why Learning Analytics 
has become an attractive field among researchers. The online asynchronous discus-
sions, which take place in these environments, play an important role in the collabora-
tive learning of students. According to Brindley et al. [3], collaborative learning  
appears to increase the sense of community, which is related to learner satisfaction 
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and retention. These factors are important for the students off campus in distance 
education, not only for their cognitive improvement but also to avoid drop out. The 
students are actively engaged in sharing information and perspectives through the 
process of interaction with other students [5]. In this paper, by using a Learning Ana-
lytics methodology we discover information by linking patterns that are hidden in the 
educational contexts of students, and we evaluate them in order to improve the quality 
of the online student learning at large. From the text messages exchanged among 
students, we can also extract useful information and figure out certain points for pro-
viding personalized help [1]. In order to take full advantage of all this information 
derived from the participation of the students, we need to understand their patterns of 
interactions and answer questions like "who is involved in each discussion?", or "who 
is the active/peripheral participant in a discussion thread?" [9]. 

In this study, by using social network analysis techniques, we try to focus on the 
analysis of the interaction of students in online discussions. Text mining was con-
ducted to explore patterns and trends through the content of the exchanged messages. 
We used the well-known statistical software environment R as well as the data mining 
toolkit WEKA, for the data analysis since they both provide a broad range of statistic-
al, data mining and visualization techniques. 

The rest of the paper is structured as follows. In Section 2 we outline the related 
work on social network analysis and mining on online forums with the main emphasis 
to distinguish the contributions of this paper. In Section 3, we describe the learning 
analytics methodology that we follow for student performance profiling. In Section 4 
we present our analysis and we justify its practicality by evaluating the experimental 
results produced. Finally, we conclude and summarize our findings in Section 5. 

2 Related Work 

Lopez et al. [8] describe the potential of the classification via a clustering approach in 
an educational context. The idea of using this kind of approach is to predict the final 
marks of the students by examining their participation in the forums. In this work, 
three experiments were carried out. Through these experiments the authors compared 
the accuracy of several clustering algorithms with that of traditional classification 
algorithms. The comparison was conducted in the base of predicting whether a stu-
dent passes or not a course based on his participation in forums.   

An interesting broad overview of recent studies on social network analysis tech-
niques was presented in Rabbany et al. [10]. In their study, the authors described exist-
ing works and approaches on applying social network techniques for assessing the 
participation of the students in the online courses. They presented their specific social 
network analysis toolbox, for visualizing, monitoring and evaluating the participation 
of the students in a discussion forum. Following this line of research, in our study, we 
use both text mining and social network analysis techniques to assess the learning 
process of students’ participation in the online discussion.      
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3 Student Profiling via Text Mining and Social Network 
Analysis Techniques  

The methodology of learning analytics includes the gathering of the data, which are 
derived from the students and the learning environment they participate, and the intel-
ligent analysis of this data for drawing conclusions regarding the degree of the partic-
ipation of students in the forums and how this affects learning. The main goal of this 
methodology is to understand and optimize the learning processes and also to improve 
the environments in which these processes occur [6].  

In this section, we demonstrate the methodology that we followed for student pro-
filing. We employed text mining and social network analysis techniques in order to 
uncover hidden and important patterns from the participation of the students in the 
online forum.  

3.1 Description of the Data 

As we have already mentioned, the study was conducted using real data in Greek 
language from the Hellenic Open University. We draw data from the Information 
Systems postgraduate program of study and, specifically, from a module named "Spe-
cialization in Software Technology". The data is anonymized by replacing the names 
of the students with the registration number (ID). The data set consists of 64 students. 

3.2 Text Mining of Forum Data 

Our analysis starts by extracting the text of messages from the discussion forum.  
Thereafter, the text is converted to a corpus from which we removed punctuations, 
numbers and hyperlinks. After that, the corpus is transformed in order to build a doc-
ument-term matrix. In this matrix, each row represents a term, each column represents 
a document and an entry in this matrix is the number of the occurrences of the term in 
the document. In order to reduce the dimension of the matrix, we created a dictionary 
with specific terms pertaining to the learning materials of the module we studied. 
Thus, the matrix only contains words from the dictionary.  

In order to find links between words and groups of words, from the document-term 
matrix, we apply different graph mining techniques. First, we find frequent terms with 
frequency greater or equal than ten. A plot of words along with their frequencies is 
presented in Figure 1. Then we find an association between a pair of words by using 
function "findAssocs" from tm package from R. For instance, the terms that asso-
ciated with the word "correlation" with a value of greater or equal than 0,25 are the 
following ones: "entity" (0.62), "type" (0.47), "ternary" (0.34), and "attribute" (0.29), 
which indicates a high correlation among terms related to one of the main subjects of 
the module, which is the Conceptual Database Modeling. Another example is the 
word "class" that is highly correlated with the terms "method" (0.63) and "superclass" 
(0.46), all of them referring to the Java language.   
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Fig. 1. A plot of terms along with their frequency of occurrence for terms that appear at least 
ten times in the forum discussions 

Then, we applied hierarchical clustering, a method of cluster analysis which  
attempts to build a hierarchy of clusters, following an agglomerative method (bottom-
up). This method starts with each term in its own cluster, and eventually all terms be-
long to the same cluster. As we can see in Figure 2, the dendrogram is shaped into nine 
clusters. In each cluster, we can discern the discussion topic. For instance, the 3rd clus-
ter, from the right, includes words such as "data", "database", "systems", "sql", "query" 
and "relation", which are all referring to the Relational Database Model.    

 

Fig. 2. Clusters of terms indicating frequently co-occurring terms in the discussion forum 
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In the next step, we present in Figure 3, the frequency of the participation of the 
students in the discussion forum. In the sequel, the threads that the students have 
mostly participated in, are indicated in Figure 4. It is obvious that only a part of the 
population of students participated in the discussions by either initiating a new discus-
sion thread or by replying to some other discussion started by another student. 

 

 

Fig. 3. Anonymized student IDs along with their participation frequency in the forum 

 
Fig. 4. Pie Chart of the most frequent threads in the forum 

According to Table 1, the most "active" students are the ones with IDs 83117 and 
61122. The frequency of their participation in the online forum is 21. Students with 
IDs 83172 and 84521 participate in 20 and 13 posts respectively, follow in ranking.   

In order to select specific variables and observations from the data set, we use the 
subset() function. Thus, we select rows that have a value of participation no greater 
than 21. Then, we maintain the variables "student id", "start posting" and "final 
mark". The results are summarized in Table 1. The variable "start posting" represents 
the number of posts that each student has started, while "final mark" is the total score 
for each student.   
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Table 1. Indicators related to the participation of students in the forum along with final grade 
information for analyzing the effect of student participation 

STUDENT ID PARTICIPATION START POSTING FINAL MARK 

85606 1 - 7.0 

84632 1 1 8.7 

84613 1 - 8.5 

84595 1 1 6.2 

84542 1 - 5.6 

84525 1 - 7.2 

83125 1 - 9.0 

83051 1 - 6.1 

84568 2 1 7.2 

84558 2 1 6.8 

84537 2 - 6.6 

83112 2 - - 

83054 2 - 7.2 

61163 2 1 - 

84538 3 - 5.3 

83133 3 2 5.4 

75733 3 2 6.9 

84553 3 - 7.7 

84518 4 - 7.1 

83151 5 2 - 

83114 5 - 8.4 

83086 5 - 7.4 

75748 5 1 7.1 

75739 5 1 6.6 

84599 6 2 6.7 

84648 6 3 7.2 

84631 8 3 6.3 

83056 8 4 8.0 

68501 9 1 - 

83100 12 5 6.8 

83048 12 4 6.4 

84521 13 2 5.6 

83172 20 7 9.0 

83117 21 2 6.9 

61122 21 9 7.3 

3.3 Social Network Analysis of Forum Data 

In this section, we analyze the interaction of the students in the online forum as well 
as the correlation between the terms that are spotted in their discussions. Our analysis 
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is conducted by using social network analysis techniques provided through various 
libraries in R. For that purpose, we built a network of students based on their co-
occurrence in the same thread and a two-mode network that relies on both terms and 
posts. 

First we built a network of students to illustrate the interactions among students in 
the same class. Each node represents a student and each edge represents a correlation 
between two students. The label size of vertices in the graph is based on their degree 
of participation and the width of edges is based on their weights. Thicker edges 
represent higher degree of correlation. The network of students is depicted in Figure 
5. From the graph, we can understand how influential a student is within this social 
network. The students with higher levels of participation in the discussion forum are 
at the center of the network. For instance, students with IDs 83117, 61122 and 83172 
are located close to the center as, according to Table 1, they have the highest frequen-
cy of participation in the forum. In other words, they are the most active students in 
the class.   

 

 

Fig. 5. Network of students: The size of nodes indicates the degree of student's participation in 
the online forum as well as the centrality/leadership in the discussion. The labels id1, id2 and 
id3 are referring to course/module instructors. 

 

Subsequently, we built a two-mode network, which is composed of two types of 
nodes: students and threads. With the turquoise color, we illustrate the nodes of 
threads and with purple color the nodes of students. The graph in Figure 6 represents 
the threads each student participates in, as well as how many different students are 
involved in each thread. For example, the student with ID 84525 participates in the 
3rd thread. However, in the 3rd thread two more students are involved: 61163 and 
84631. 
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Fig. 6. A Two-Mode Network of Students and Threads 

Finally, we built a two-mode network which consists of both terms and posts. With 
green color we demonstrate the vertices of terms and with pink color the vertices of 
posts.  

Figure 7 presents a group of posts and their associated keywords, such as "operat-
ing systems", "mysql database management system", "page table", "virtual machine", 
"sql query", "programming method", "key constraint", "BlueJ Java IDE", "linux shell 
script", "awk-sed-grep", and "ternary correlation".   

Through the R statistical package, we can select the discussions that contain a spe-
cific group of terms we are interested in. Thus, we can distinguish the topics in which 
the majority of students are involved, and as result, we can identify either any weak-
nesses a group of students possibly has with respect to the understanding of the study 
materials or areas where certain study materials are not adequately explained for the 
whole class.     
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Fig. 7. A Two-Mode Network of Terms and Posts 

3.4 From Data in Learning Management Systems to Student Performance 

A forum mechanism helps capture the vibes of an online community and allows a 
community moderator (that’s the role of the tutor in a student community) to appre-
ciate how individual members demonstrate unique personality traits when contribut-
ing to group discussion activities. But a forum mechanism, nowadays, rarely exists in 
a vacuum. More often than not, it is part of a learning management system which 
serves as the focal point for most educational activities, including grading. It is, thus, 
straightforward to reflect on how one might be able to associate forum activity indices 
with student performance. 

As a matter of fact, this particular strand of questioning has influenced the prelimi-
nary results reported in this section. We have built a dataset out of the students in the 
module, which consists of project (homework) performance, forum activity and final 
exam performance. Homework in the course of a HOU module, consists of six (6) 
projects, distributed throughout a 10-month period (spanning a full academic year). 
Forum activity is as reported in Table 1. We have used the WEKA data mining tool 
for all of our experiments below. 
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A casual first observation arose after we clustered the data (using a k-means va-
riant), focusing on the six homework grades and the forum participation metric, where 
the result was a clear emergence of two clusters, with one of the clusters consisting of 
students with higher homework grades and lower forum participation and the other 
cluster consisting of students with lower homework grades and higher forum partici-
pation (Table 2). This is a most striking observation and allows one to conjecture that 
forum higher-caliber students do not feel like they have enough to gain from partici-
pating in a forum discussion. 

Table 2. Mean values for the pair of emerging clusters 

Attribute More Active (42) Less Active (22) 

Homework #1 9.15 8.36 
Homework #2 8.56  5.74 
Homework #3 9.59 6.64 
Homework #4 8.43 3.34 
Homework #5 8.26 6.20 
Homework #6 7.72 5.27 
Participation 2.05 5.05 

Start 0.57 1.41 
 

The above results cannot capture how a student progresses through a module. They 
treat homework grades and forum participation as quantities that may be interesting to 
mine for associations but, from another point of view, may also be treated as constant 
(i.e., they do not capture how a student may progress from low performance to higher 
performance throughout a module). Now, as most experienced tutors/instructors will 
likely testify, it is rather unusual for a student to demonstrate a huge shift in perfor-
mance within the time limits of a module. As a result, we deem the above results to be 
fairly accurate. 

However, this also gives rise to a more compelling question. Given that one has 
access to forum participation and homework grades, is it straightforward to attempt to 
forecast the final exam grade based on this data [2, 4]. Table 3 shows the results ob-
tained through two simple regression techniques, a linear one and a tree [7] one (note 
that results may be interpreted in terms of forecasting though, in reality, they refer to 
cross-validated testing of data spanning one academic year). Therein, both techniques 
confirm that the 3rd homework is important in determining whether a student will do 
well or not; subsequently, the tree technique focuses on the 2nd homework whereas 
the linear technique elevates the importance of how many threads a student initiates 
(allowing the observer to conjecture that interested students who tend to initiate dis-
cussions may eventually surpass their difficulties). 
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Table 3. Forecasting the final student grade 

 Model       
RMSE 

Linear 0.3083 * START + 0.407  * PROJ1 + 

0.8547 * PROJ3 + -0.2115 * PROJ4 + 

0.1942 * PROJ5 + 0.1168 * PROJ6 + 

-6.6887 

1.744 

Tree if PROJ3 < 5.85 then forecast 1.36 

elseif PROJ3 >= 5.85 then 

   if PROJ2 < 7.4 then forecast 5.4  

   elseif PROJ2 >= 7.4 then forecast 6.8 

1.845 

 

We note that the mean exam grade is about 6. As a result the RMSE reported cap-
tures fairly well the extent to which we may offer feedback to the student with some 
confidence as regards the predicted exam performance. It goes without saying that 
this cannot be used as an advice. This is counter-productive. It may trigger a self-
fulfilling prophecy if failure is forecasted and could trigger complacency if success is 
forecasted. Rather, it should be interpreted as a warning bell. Furthermore, it is com-
pletely different to forecast failure in a module where students customarily pass in 
excess of 90% (as is the case in the module we report on) as opposed to a module 
where students pass at a rate of about 30% (as is the case in many first year modules). 

4 Evaluation and Results 

In this work we used traditional data mining, along with text mining and social net-
work analysis techniques in order to analyze data originating from the participation of 
students in discussion forums along with data related to the performance of students 
in the module. We managed, through graphs, to outline the profile of the students who 
participate in a discussion online forum. Specifically, Figure 3 and Figure 5 give us 
the frequency of participation of students and they demonstrate the active as well as 
the peripheral students. From Figure 6, an instructor can derive information about 
which students participate in which threads and also how many different students are 
involved in each thread. Thereby, s/he has an overall view of the difficulties that the 
students in the module may face. This enables the instructor to focus his attention on 
some specific concepts in his course. By doing so, he will try to enrich his educational 
material and he will ameliorate the learning process. The topics that are mostly  
discussed on the discussion forum stand out in Figure 4.  

At the end, and by looking at the characteristics of each student demonstrated in 
Table 1, we can deduce that their final mark is not strongly related to their participa-
tion in the discussion forum. We could say that the performance of the mediocre  
students, regarding their courses is improved by expressing their queries and by ex-
changing messages and aspects with their fellow students and also their instructors.  
A coincidence with the experimental results presented above, is presented with the 
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results in Section 3.4, which indicates that a trend may have been identified as  
opposed to something of temporary nature. 

5 Conclusions and Future Work 

In this study, we present a learning analytics methodology that we followed for stu-
dent profiling. We used text mining and social network analysis techniques along with 
classification and clustering techniques, in order to draw conclusions and unearth 
important patterns from raw data related to the participation of postgraduate students 
in the online forum of the module they have registered in. 

We use both R and Weka software environments for the data analysis and mining 
in order to illustrate who is involved in each discussion and who is the ac-
tive/peripheral participant in a discussion thread. In addition, we manage to visualize 
the groups of terms that were mostly discussed in the online forum. Moreover, we 
summarize the characteristics of each student in a table, from which we can conclude 
that students' final mark is not based on their participation on the discussion forum. 
Other complementary results generated with classification and clustering techniques 
are also enlightening about the complicated process of the student learning in a group 
of peers and from a distance. 

In the future, we plan to analyze a dataset of bigger volume and variability that it 
will consist of data about postgraduate students that have a temporal dimension, ob-
serving the progress students make as they move along the thematic modules of the 
entire program of study.   

References 

1. Abel, F., Bittencourt, I., Costa, E., Henze, N., Krause, D., Vassilev, J.: Recommendations 
in Online Discussion Forums for E-Learning Systems. IEEE Transactions on Learning 
Technologies 3(2), 165–176 (2010) 

2. Kalles, D., Pierrakeas, C.: Analyzing Student Performance in Distance Learning with Ge-
netic Algorithms and Decision Trees. Applied Artificial Intelligence 20(8), 655–674 
(2006) 

3. Brindley, J.E., Walti, C., Blaschke, L.M.: Creating Effective Collaborative Learning 
Groups in an Online Environment. IRRODL 10(3) (2009),  
http://www.irrodl.org/index.php/irrod/article/view/675/1271 
(retrieved January 10, 2014) 

4. Kalles, D., Pierrakeas, C., Xenos, M.: Intelligently Raising Academic Performance Alerts. 
In: 1st International Workshop on Combinations of Intelligent Methods and Applications 
(CIMA), 18th European Conference on Artificial Intelligence, Patras, Greece, pp. 37–42 
(July 2008) 

5. Yusof, E.N., Rahman, A.A.: Students’ interactions in online asynchronous discussion fo-
rum: A social network analysis. In: International Conference on Education Technology 
and Computer, pp. 25–29 (2009) 

6. Siemens, G., Baker, R.S.J.: Learning Analytics and Educational Data Mining: Towards 
Communication and Collaboration. In: LAK 2012 (2012) 



312 E. Lotsari et al. 

7. Breiman, L., Friedman, J.H., Olshen, R.A., Stone, C.J.: Classification and regression trees. 
Wadsworth, Monterey (1984) 

8. Lopez, M.I., et al.: Classification via clustering for predicting final marks based on student 
participation in forums. In: Educational Data Mining Proceedings (2012) 

9. de Laat, M., Lally, V., Lipponen, L., Simons, R.-J.: Investigating patterns of interaction in 
networked learning and computer-supported collaborative learning: A role for social net-
work analysis. International Journal of Computer-Supported Collaborative Learning 2(1), 
87–103 (2007) 

10. Reihaneh Rabbany, K., Takaffoli, M., Zaïane, O.R.: Social network analysis and mining to 
support the assessment of on-line student participation. ACM SIGKDD Explorations New-
sletter 13(2), 20–29 (2012) 



 

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 313–326, 2014. 
© Springer International Publishing Switzerland 2014 

A Profile-Based Method for Authorship Verification 

Nektaria Potha and Efstathios Stamatatos 

Dept. of Information and Communication Systems Eng. 
University of the Aegean 

83200 – Karlovassi, Greece 
pothanektaria@hotmail.com, stamatatos@aegean.gr 

Abstract. Authorship verification is one of the most challenging tasks in style-
based text categorization. Given a set of documents, all by the same author, and 
another document of unknown authorship the question is whether or not the lat-
ter is also by that author. Recently, in the framework of the PAN-2013 evalua-
tion lab, a competition in authorship verification was organized and the vast 
majority of submitted approaches, including the best performing models, fol-
lowed the instance-based paradigm where each text sample by one author is 
treated separately. In this paper, we show that the profile-based paradigm 
(where all samples by one author are treated cumulatively) can be very effective 
surpassing the performance of PAN-2013 winners without using any informa-
tion from external sources. The proposed approach is fully-trainable and we 
demonstrate an appropriate tuning of parameter settings for PAN-2013 corpora 
achieving accurate answers especially when the cost of false negatives is high. 

1 Introduction 

Nowadays, text categorization provides effective solutions for handling the huge vo-
lumes of electronic text produced in Internet media [1]. The three main directions of 
distinguishing between texts are their topic, sentiment, and style. The latter is a useful 
factor to identify document genre and reveal information about the author(s). Author-
ship analysis attracts constantly increasing attention due to the large potential of im-
portant applications in intelligence (e.g., linking terrorist proclamations), security 
(e.g., verifying the identity of a person using a system), civil law (e.g., solving copy-
right disputes) etc.  

Authorship attribution is the identification of the true author of a document given 
samples of undisputed documents from a set of candidate authors and has a long re-
search history [6, 8, 20]. There are three main forms of this task usually examined in 
the relevant literature: 

• Closed-set attribution: The set of candidate authors surely includes the true author 
of the questioned documents. This is the easiest version of the problem and most 
studies have focused on this, providing encouraging results. It should be noted that 
it is not an unrealistic scenario since in many forensic applications the investigators 
are able to filter out most of the persons involved in a case and produce a closed-
set of suspects. 
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• Open-set attribution: The set of candidate authors may not contain the true author 
of some of the questioned documents. This is a much more difficult task especially 
when the size of the candidate set is small [12]. This setting fits all kind of applica-
tions including cases where anyone can be the true author of a questioned docu-
ment (e.g., identifying the person behind a post in a blog). 

• Authorship verification: This may be seen as a special case of open-set attribution 
where the set of candidate authors is singleton. As mentioned earlier, small candi-
date sets in open-set attribution are hard to be solved. All authorship attribution 
cases can be transformed to a set of separate authorship verification problems. So, 
the ability of a method to deal effectively with this fundamental task is crucial. 

Very recently, there have been attempts to focus on fundamental problems of author-
ship attribution. Koppel et al. discuss the problem of determining if two documents 
are by the same author [13, 14]. This is a special case of the authorship verification 
task where the set of documents by the candidate author is singleton. In the PAN-
2013 evaluation lab [9], a competition in authorship verification was organized where 
each verification problem consisted of a set of (up to 10) documents of known author-
ship by the same author and exactly one questioned document. The study of various 
attribution methods in such fundamental problems enables us to extract more general 
conclusions about their abilities and properties. 

All authorship attribution methods fall under one of the following basic paradigms: 

• Instance-based paradigm: All available samples by one author are treated separate-
ly. Each text sample has its own representation. Since these approaches are usually 
combined with discriminative machine learning algorithms, like support vector 
machines, they require multiple instances per class. Hence, when only one docu-
ment is available for a candidate author, this document has to be split into multiple 
samples.  

• Profile-based paradigm: All available text samples by one candidate author are 
treated cumulatively, that is they are concatenated in one big document and then a 
single representation is extracted to become the profile of the author.  

In general, the former is more effective when multiple documents per author are 
available or when long documents (that can be split into multiple samples) are availa-
ble. On the other hand, the profile-based paradigm is more effective when only short 
and limited samples of documents are available. Despite these advantages that are 
crucial when only one or two documents of known authorship are available, in PAN-
2013 evaluation campaign 17 out of 18 participants followed the instance-based para-
digm [9]. The only profile-based submission was ranked at the 11th position [2]. 
Therefore, it seems that instance-based approaches are more appropriate for author-
ship verification. 

In this paper we claim the opposite. We present an authorship verification method  
following the profile-based paradigm and apply this method to the corpora produced in 
the framework of PAN-2013 using exactly the same evaluation setting. We provide evi-
dence that profile-based authorship verification can be very effective surpassing the best  
performing submissions of that competition. The proposed approach is fully-trainable.  
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We show how the parameters of our method can be tuned given a training corpus so  
that the proposed method to be effectively applied to different natural languages and 
genres.  

The rest of this paper is organized as follows: Section 2 presents previous work in 
authorship verification while Section 3 describes the proposed profile-based method. 
In Section 4 the experiments performed using the PAN-2013 corpora are presented 
and Section 5 includes the main conclusions drawn from this study and discusses 
future work directions. 

2 Previous Work 

The authorship verification task was first discussed by Stamatatos et al. [18]. They 
proposed an attribution model based on stylometric features extracted from an NLP 
tool and used multiple regression to produce the response function for a given author. 
Then, a threshold value (defined as a function of the multiple correlation coefficient) 
determines whether or not a questioned document was written by the examined au-
thor. This model was applied to a corpus of newspaper articles in (Modern) Greek 
providing good false acceptance rates and moderate false rejection rates. 

A seminal authorship verification approach was proposed in [11]. The so-called 
unmasking method builds an SVM classifier to distinguish an unknown text from the 
set of known documents (all by a single author). Then, it removes a predefined 
amount of the most important features and iterates this procedure. If the drop in clas-
sification accuracy is not high, then the unknown document was written by the ex-
amined author. The logic behind this method is that at the beginning it will always be 
possible for the classifier to distinguish between the texts. When the the texts are by 
the same author, the differences will be focused on very specific features while when 
the texts are not by the same author the differences will be manifold. After the remov-
al of some important features, texts by the same author will be difficult to be distin-
guished while in the opposite case, it will continue to be relatively easy to find other 
differences among them. The unmasking method is very effective when long docu-
ments are available since the unknown document has to be segmented into multiple 
pieces to train the SVM classifier. Its application to books was exceptional [11]. 
However, if only short documents are available, this method fails [16].  

More recently, Koppel and Winter proposed the impostors method to determine 
whether two documents were by the same author [14]. This method first finds docu-
ments of similar genre and topic in the Web (the so-called impostors) and then it 
builds an ensemble model to verify whether one of the given documents is more simi-
lar to the other given document (same author) or one of the impostors (different au-
thor). Essentially, this method attempts to transform authorship verification from a 
one-class classification problem (i.e., the class of documents by a certain author) to a 
multi-class classification problem by introducing additional classes using documents 
found in external sources (i.e., the Web) and achieves very good results. However, 
since this process is automated, there is always the danger of retrieving a document 
that accidentally is by the same author with the documents of questioned authorship.  
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In the PAN-2013 evaluation lab, an authorship verification competition was orga-
nized [9]. The produced corpora covered three natural languages (i.e., English, Greek, 
and Spanish) and consist of a set of verification problems. Each problem provides a 
set of up to 10 documents by a single author and exactly one questioned document. In 
total, 18 teams participated in this competition. In general, the participant verification 
models can be distinguished into two main categories [9]: 

• Intrinsic verification models: They are based exclusively on the set of documents 
of known documents by the same author and the questioned documents. They face 
the verification task as a one-class classification problem. Typical approaches of 
this category are described in [5, 7, 15]. 

• Extrinsic verification models: In addition to the given set of documents of known 
and unknown authorship, they use additional documents from external sources. 
They face the verification task as a multi-class classification problem. The winner 
participant, a modification of the impostors method, followed this approach [17]. 
Other similar approaches are described in [22-23]. 

The organizers of the evaluation campaign also reported the performance of a simple 
meta-model combining all the submitted outputs [9]. That heterogeneous ensemble 
had the best overall performance in both binary answers and real scores.  

As concerns text representation, all kinds of features already studied in authorship 
attribution can also be used in authorship verification. At PAN-2013, the participants 
mainly used character features (i.e., letter frequencies, punctuation mark frequencies, 
character n-grams, etc.) and lexical features (i.e., word frequencies, word n-grams, 
function word frequencies, etc.) that are also language-independent. The use of more 
sophisticated syntactic and semantic features doesn’t seem to offer a significant ad-
vantage in this task possibly due to the low accuracy of the tools used to extract such 
features [9].  

An important aspect is the appropriate parameter tuning of a verification model. 
Especially when the corpus comprises texts coming from different genres and natural 
languages, the verification model could be fine-tuned for each language/genre sepa-
rately to improve its performance [7, 17]. According to each particular verification 
method, the parameters can be the type of used features, the number of used features, 
the threshold value used to produce the final decision, etc. 

3 The Proposed Method 

The method examined in this paper is a modification of the Common N-Grams (CNG) 
approach originally proposed by Keselj et al. [10] for closed-set attribution and later 
modified by Stamatatos [19]. Following, the profile-based paradigm, this method first 
concatenates all samples of known authorship into a single document and then ex-
tracts a character n-gram representation vector from this big document to serve as the 
author profile. Another vector is produced from the questioned document and the two 
vectors are compared using a dissimilarity function. If the resulting score is above  
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a certain threshold the questioned document is assigned to the author of known docu-
ments. This process is depicted in Figure 1. The original CNG approach uses profiles 
of the same length [10]. The modification of Stamatatos [19] uses assymetric profiles 
where the profile of the unknown text has the maximum possible length while the 
profile of the known texts by one candidate author is pre-defined. In our approach, the 
profile lengths of known and unknown documents are parameters to be set. 

In total, the proposed approach has 4 parameters to be tuned. The first is the order of 
character n-grams (n). The second is the profile size of the questioned document (Lu), 
while the third refers to the corresponding profile size of the documents of known au-
thorship (Lk). The last one is the dissimilarity function (d) discussed in Section 3.1.  

Three PAN-2013 participants were also based on modifications of CNG. Jankows-
ka, et al. [7] and Layton, et al. [15] modified this method to follow the instance-based 
paradigm, that is they produce separate representation vectors for each document of 
known authorship. The method of Jankowska, et al. requires at least two documents 
of known authorship [7]. Therefore in problems with just one document of known 
authorship they split it into two segments. The method described in [2] is more similar 
to ours since it also follows the profile-based paradigm. However, in our method we 
extract appropriately-tuned profile lengths for the questioned and known documents. 
Moreover, we examine a wider range of parameter values and select appropriate lan-
guage-specific parameter settings. 

3.1 Dissimilarity Function 

Given two documents x and y and their profiles P(x) and P(y) (i.e., the sets of the 
most frequent character n-grams), the original CNG method [10] used a symmetrical 
dissimilarity function described as follows:  
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where fx(g) and fy(g) are the normalized frequencies of occurrence of the character n-
gram g in documents x and y, respectively. This function is very effective when the 
profile sizes are of similar size. However, when one profile is much shorter than the 
other, this measure becomes unstable and unreliable for closed-set attribution. An 
alternative and stable function in imbalanced conditions was introduced in [19]: 
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This is not a symmetrical function since it assumes that the first document is the ques-
tioned one and possibly shorter or much shorter than the second document of known 
authorship. Another alternative measure used in the Source Code Author Profiling 
(SCAP) method with very good results is the simplified profile intersection (SPI): 

 )()())(),(( yPxPyPxPSPI ∩=  (3) 

That is the mere counting of common character n-grams in both profiles. Note that 
SPI is a similarity function while d0 and d1 are dissimilarity functions. To have com-
parable dissimilarity measures one can use 1 – SPI(P(x),P(y)). In this study we used 
normalized versions of d0, d1, and SPI measures, as the one described in [21]. 

3.2 Production of Binary Answers and Probability Estimates 

Having a dissimilarity score is not enough in authorship verification. We need a bi-
nary answer: a positive one in case the questioned document is estimated to be by the 
same author or a negative one in case it is estimated the opposite. In addition, we need 
a probability score for a positive answer to show the degree of certainty of that esti-
mation. To produce binary answers, the most common approach is the definition of a 
threshold value. Any problem with score more than that threshold is considered to be 
a positive case. Usually, the definition of such threshold values depends on the train-
ing corpus [7, 17].  

In this study, we use a simple thresholding procedure. Based on the dissimilarity 
scores produced for the problems of the training corpus that belong to the same ge-
nre/language we scale these values to the set [0,1] inclusive. Then, we use the same 
scaling function for every given evaluation problem belonging to the same ge-
nre/language. That way, the resulting score can be seen as a probability estimation of 
a negative answer (since we originally have dissimilarity rather than similarity 
scores). Its complementary value corresponds to the probability estimate of a positive 
answer. Let x be a verification problem, score(x,dissimFunction) be the dissimilarity 
score for this problem based on dissimFunction, and Y be a set of training verification 
problems of similar genre/language. Then, the probability estimate of a positive an-
swer is expressed as: 

 ( ) 1 ( ( , ), ) (4) 
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Then, according to the percentage of positive/negative problems in the training 
corpus, we estimate the threshold value. For example, in a balanced corpus with 50% 
positive and 50% negative verification problems (as the one used in PAN-2013 com-
petition), a “positive” binary answer (same author) is assigned to any verification 
problem x with p+(x)>0.5. All problems with probability score lower than 0.5 will get 
the binary value “negative” (different author). Finally, all problems with score equal 
to 0.5 will remain unanswered, given that this option is allowed (as happened in the 
PAN-2013 competition). 

4 Experimental Study 

4.1 The PAN-2013 Evaluation Setting 

In the framework of PAN-2013, an authorship verification corpus was built and re-
leased in early 2013 [9]. It includes a set of separate verification problems, each prob-
lem provides a set of up to 10 documents of known authorship, all by the same author, 
and exactly one questioned document. The corpus is segmented into a training part 
and an evaluation part. The latter was used for the final ranking of the participants and 
was released after the end of the submission deadline.  

Three natural languages are represented in the corpus: English, Greek, and Span-
ish. The English part includes extracts from published textbooks on computer science 
and related disciplines. The Greek part contains opinion articles from a weekly news-
paper while the Spanish part includes excerpts from newspaper editorials and short 
fiction. The PAN-2013 organizers report that the Greek part of the corpus is more 
challenging since they used stylometric techniques to match documents by different 
authors and find stylistically different documents by the same author. The language of 
each problem is encoded in its code name. 

Table 1 shows some statistics of this corpus. As can be seen, the Greek part has 
more and longer documents while the Spanish part is under-represented especially in 

Table 1. Statistics of the PAN-2013 authorship verification corpus 

 
#problems #documents 

#characters 
(thousands) 

Training 35 189 1,535 
- English 10 42 265 
- Greek 20 130 1,204 
- Spanish 5 17 65 
Test 85 435 3,211 
- English 30 157 977 
- Greek 30 178 1,714 
- Spanish 25 100 520 
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the training corpus. The latter makes the estimation of appropriate parameter settings 
for the Spanish part very difficult. 

The PAN-2013 participants were asked to produce a binary YES/NO answer for 
each problem (corresponding to same author or different author) and, optionally, a 
probability estimate of a positive answer. Submissions were ranked based on recall 
and precision of correct answers combined by the (micro-average) F1 measure. In 
addition, the participants that also produced probability estimates were ranked accord-
ing to the area under the receiver operating characteristic curve (ROC-AUC) [9]. In 
this paper, we follow exactly the same evaluation settings to achieve compatibility of 
comparison with previously reported results. 

4.2 Experiments 

To find the most appropriate values for the 4 parameters of our method we examined 
a range of possible values and extracted the best models based on their performance 
on the PAN-2013 training set. We used ROC-AUC as the evaluation criterion. The 
following range of values were examined: Lk ∈ {1,000, 2,000, …, 20,000}, Lu ∈ 
{1,000, 2,000, 10,000}, n ∈ {3,4,5}, and d ∈ {d0, d1, SPI} as defined in formulas (1), 
(2), and (3). We first examined the entire training set and extracted global parameter 
settings. Then, the language information was considered and local parameter settings 
were produced for each one of the three languages.  

Global Settings. The extracted global parameter settings, where the whole training 
corpus was considered, can be seen in Table 2. Figure 2 shows the AUC of authorship 
verification models based on different dissimilarity functions and the range of values 
of Lk when Lu=10,000 and n=5 for the full PAN-2013 training and test corpora. In 
both training and test corpora the basic patterns are the same. The best and more sta-
ble dissimilarity function is d1. In addition, d0 is competitive only for small values of 
Lk while its performance is negatively affected by increasing Lk. On the other hand, 
SPI achieves its best performance in around Lk=8,000. After that point its perfor-
mance is similar with that of d1. The best performing model for the training corpus 
(d=d1, Lk=2,000) may not be the best performing model for the test corpus but it is 
very close to that. 

 

Table 2. Global and local parameter settings of our approach extracted from the PAN-2013 
training corpus 

 Lu Lk n d 

Global 10,000 2,000 5 d1 
Local     
- English 1,000 1,000 5 d1 
- Greek 10,000 2,000 5 d1 
- Spanish 10,000 2,000 5 d1 
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Fig. 2. The performance (AUC) of the proposed verification models on the training (left) and 
test (right) corpora with Lu=10,000 and n=5 and different dissimilarity functions 

 

Fig. 3. The performance (AUC) of the proposed verification models on the training (left) and 
test (right) corpora with Lu=10,000 and d=d1 and different orders of character n-grams 

 

Figure 3 depicts the AUC scores of the verification models on the training and test 
sets based on Lu=10,000, d=d1 and different values of n and Lk. Long character n-grams 
(n=5) seem to be the best and more stable option. On the other hand short n-grams 
(n=3) perform poorly. The same pattern applies to both training and test corpora. 

Figure 4 shows the AUC scores of the verification models on the training and test 
sets based on d=d1 and n=5 for different values of Lk and Lu. Apparently, increasing Lu 
helps to improve performance. For Lu>7,000 the performance is stabilized. This 
means that from the document of unknown authorship, all possible character n-grams  
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Fig. 4. The performance (AUC) of the proposed verification models on the training (left) and 
test (right) corpora with d=d1, n=5, and different sizes of Lu 

should be included in the verification model. This is not the case with the documents 
of known authorship. It seems that relatively low values of Lk (lower than 5,000) help 
achieving the best performance. In other words, from the documents of known au-
thorship only the most frequent character n-grams should be included in the verifica-
tion model. These patterns are consistent in both training and test sets. 
 

 
Fig. 5. The performance (AUC) of the proposed verification models on the English part of the 
training (left) and test (right) corpora with d=d1, n=5, and different sizes of Lu 

 
Local Settings. To extract local settings, we examine each subset of problems of the 
training set belonging to a certain language separately. As can be seen in Table 1, the 
Spanish part of the PAN-2013 training is very limited and it does not enable the  
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estimation of appropriate parameter values (i.e., most of the parameter value combi-
nations give perfect results). Therefore, for the Spanish language we used the global 
parameter settings. Moreover, to enrich the English part of the training corpus, we 
augmented it by adding more problems based on variations of the initial problems in 
English. For instance, from a problem with three documents of known authorship we 
can produce five more problems taking all available subsets of the three known doc-
uments as separate verification problems. That way, we formed an augmented version 
of the English part of the training corpus consisting of 24 problems, all of them varia-
tions of the initial 10 problems.  

The extracted local parameter settings can be seen in Table 2. The global parameter 
values coincide with those of the Greek part of the corpus. As already mentioned the 
global parameter settings were selected for the Spanish part. As concerns English, for 
parameters n and d, the selected values remain the same with the global settings but 
Lu and Lk are different (smaller). 

 
 

Table 3. F1 scores of the proposed models, the participants and meta-model of PAN-2013 

 Overall English Greek Spanish 
PAN-

2013 rank 

Seidman [17] 0.753 0.800 0.833 0.600 1st 
Halvani [5] 0.718 0.700 0.633 0.840 2nd 
Layton et al. [15] 0.671 0.767 0.500 0.760 3rd 
Jankowska et al. [7] 0.659 0.733 0.600 0.640 5th 
Van Dam [2] 0.600 0.600 0.467 0.760 11th 
Meta-model [9] 0.814 0.867 0.690 0.898 - 
Our method  
(global settings) 

0.729 0.633 0.767 0.800 - 

Our method  
(local settings) 

0.788 0.800 0.767 0.800 - 

Table 4. AUC scores of the proposed models, the participants, and meta-model of PAN-2013 

 Overall English Greek Spanish 
PAN-

2013 rank 

Jankowska et al. [7] 0.777 0.842 0.711 0.804 1st 
Seidman [17] 0.735 0.800 0.830 0.600 2nd 
Ghaeini [4] 0.729 0.837 0.527 0.926 3rd 
Meta-model [9] 0.841 0.821 0.756 0.926 - 
Our method  
(global settings) 

0.789 0.795 0.787 0.917 - 

Our method  
(local settings) 

0.845 0.877 0.787 0.917 - 
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Fig. 6. The ROC curves of the proposed approach (local settings) on the test corpus (all 3 
languages) and the corresponding curves of the PAN-2013 winners and the PAN-2013 meta-
model 

 

The performance of the verification models on the English part of the training and 
test corpora for d=d1, n=5 and different values of Lu and Lk is shown in Figure 5. Ap-
parently, low values of Lu seem to be the most effective ones. This is consistent in both 
training and test corpora. When compared with the results depicted in Figure 4, we see 
that the pattern obtained from the entire training corpus (also valid for the Greek part 
of the corpus) does not apply to the English part of the corpus. For the latter, the most 
effective option is to extract profiles of equal and small size (1,000 character n-grams) 
from both the unknown document and the documents of known authorship, that is only 
the most frequent character n-grams are necessary to achieve good performance. 

Comparison with PAN-2013 Participants. As already mentioned, the evaluation 
procedure we followed is directly comparable with the one performed in the frame-
work of the PAN-2013 competition on authorship verification [9]. Therefore, we can 
directly compare our results with those of the PAN-2013 participants.  

Table 3 shows the performance in terms of F1 of the binary answers of our method 
on the test corpus with global and local settings. Overall results as well as language-
specific results are presented. Moreover, the corresponding results of the top perform-
ing PAN-2013 participants together with the only profile-based participant method [2] 
and the meta-model combining all submitted methods are reported. The proposed 
approach based on local settings outperforms every single PAN-2013 participant 
when the overall performance (F1) is considered. However, the meta-model continues 
to be the overall best performing model. On the other hand, our approach achieves 
more balanced performance in all three languages in comparison to the meta-model. 
The version of our method based on global settings is also very effective with the 
exception of the English part and would be ranked 2nd at PAN-2013. 
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The evaluation of our approach based on the AUC scores of the probability esti-
mates for the entire test corpus and its every language-specific part, is shown in Table 
4. Again, the corresponding results for the best performing methods from PAN-2013 
and the meta-model combining all submitted models are reported. The proposed ap-
proach based on local settings outperforms all others in overall AUC including the 
PAN-2013 meta-model. Our method achieves the best results in the English part and 
it is very close to the best results in the Spanish part of the test corpus. 

Finally, Figure 6 depicts the ROC curves for the whole test corpus (including 3 
languages) of our method (using local settings) and the corresponding curves of the 
two best performing models at PAN-2013 as well as the meta-model combining all 
submitted methods. As can be seen, our approach clearly outperforms the methods of 
[7] and [17]. It also outperforms the meta-model for large FPR values. On the other 
hand, the meta-model is more effective for low FPR values. This means that when the 
cost of false positive errors (i.e., incorrect assignment of a document to an author) is 
considered high, the meta-model wins. In contrast, when the cost of the false negative 
errors (i.e., miss of a real assignment) is considered high, our approach is better.  

5 Conclusions 

In this paper, we examined a profile-based method for authorship verification. In 
contrast to prior evidence, we demonstrated that a profile-based method can be very 
effective in this task. Our approach is better than any single PAN-2013 participant 
achieving higher overall F1 and AUC scores. Moreover, it is very competitive to the 
heterogeneous meta-model [9], especially when false negatives have high cost.  

The fact that the proposed method is less effective in the Greek part of the corpus 
is partially explained by the difficulty of this corpus since PAN-2013 organizers took 
special care so that the texts by different authors to be stylistically similar and the 
texts by the same author to be stylistically dissimilar. This difficulty is reflected in the 
average performance of PAN-2013 participants on this part of the corpus that was 
significantly lower with respect to the rest of the corpus. However, a better explana-
tion is that PAN-2013 organizers used a variation of CNG to find stylistically similar 
or dissimilar texts [9]. It can be claimed, therefore, that the Greek part of the PAN-
2013 corpus is negatively biased for approaches based on modifications of CNG. 

The proposed approach is fully-trainable. Although the training corpus used in this 
study is not large, we managed to extract language-specific parameter settings im-
proving the performance in comparison with the case when global settings are used. 
The performance patterns are consistent in both training and test corpora demonstrat-
ing the robustness of our method. 

The proposed approach belongs to the family of intrinsic verification methods 
where no external resources are used by the verification model. Given that extrinsic 
models seem to be very effective in authorship verification, it could be interesting to 
investigate how our method can be modified to also use external resources and trans-
form the verification task from a one-class problem to a multi-class problem. Another 
important future work dimension is to apply the discussed method to verification 
problems with short documents (e.g., tweets) where the profile-based paradigm has an 
inherent advantage over instance-based methods. 
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Abstract. Harvesting the web and social web data is a meticulous and
complex task. Applying the results to a successful business case such as
brand monitoring requires high precision and recall for the opinion min-
ing and entity recognition tasks. This work reports on the integrated plat-
form of a state of the art Named-entity Recognition and Classification
(NERC) system and opinion mining methods for a Software-as-a-Service
(SaaS) approach on a fully automatic service for brand monitoring for
the Greek language. The service has been successfully deployed to the
biggest search engine in Greece powering the large-scale linguistic and
sentiment analysis of about 80.000 resources per hour.

1 Introduction

Sentiment analysis and opinion mining are relatively new areas of natural lan-
guage processing that seek to capture an aspect of text beyond the purely factual.
Contrary to facts, which are objective expressions about entities, events and their
attributes, opinions are subjective expressions of emotions, feelings, attitudes or
sentiments towards entities, events and their properties. One important aspect
of opinions is the fact that they have targets: opinions are expressed for objects
(i.e. entities or events) and their attributes. There are several levels of granular-
ity regarding the detailing of the target identification in sentiment analysis. The
vast majority of approaches that have been presented in the literature can be
classified in the following three categories: a) Document level: determine whether
a document expresses opinion and identify the sentiment of the document as a
whole. b) Sentence level: identify is the sentence contains opinions and determine

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 327–340, 2014.
c© Springer International Publishing Switzerland 2014
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the sentiment of the whole sentence. c) Attribute level: identify object attributes
and determine the sentiment towards these attributes.

Reputation management on the other hand, relates to monitoring the reputa-
tion or the public opinion of an individual, a brand or a product. Social Web is
of course a valuable resource for detecting and monitoring customer feedback, in
order to detect early warning signals to reputation problems and content which
damages the reputation of an entity. However, the detection of this information
is not an easy task, not only because of the technological challenges the identi-
fication and extraction technologies face with natural language processing, but
also due to size of the social web and the amount of resources that need to be
processed. As a result, the employed technologies must be both accurate in the
results that they produce, and computationally efficient in order to be exploited
in a commercial environment.

In this paper we present a real world application which applies natural lan-
guage processing on the large scale, aiming to detect opinion polarity about a
vast collection of individuals, companies and products in the Greek Web, as har-
vested by the larger search engine in Greece. Commercialised under the brand
name “PaloPro”, this application is the first commercial automated platform
for reputation management in Greece, driven by the co-operation of two compa-
nies: Intellitech1, responsible for the linguistic analysis, and Palo2 which harvests
the Greek Web and commercialises the final product. We will try to present an
overview of the “PaloPro” application and the challenges we are facing regarding
the linguistic technologies employed for detecting named-entities and opinions
about these entities in the context of a large-scale, real-world application for the
less linguistically resourced Greek language.

The rest of the paper is organised as follows: In section 2 the application
“PaloPro” is presented, while section 3 presents “OpinionBuster”, which is re-
sponsible for recognising named-entities (section 3.1) and detecting polarity for
each recognised entity mention (section 3.2). An empirical evaluation with the
help of two manually annotated “gold” corpora is presented in section 4, along
with an evaluation on two specific entities, while section 5 concludes this paper.

2 A Real-World Application for Large-Scale Reputation
Management: “PaloPro”

PaloPro is a subscription service which aggregates all news, blog posts, discus-
sions and videos in Greek through a simple, friendly and useful tool for moni-
toring and analysis, in effect a Reputation Management System. The user has
the opportunity to view in real-time, the source of the buzz, the parameters that
affect the positive, negative or neutral reputation towards an organization and,
ultimately, the overall polarity sentiment and trend on the Web. This is achieved
by gathering and processing all references through natural language technolo-
gies that extract entities and opinions about these entities. Being a commercial

1 Intellitech Digital Technologies PC: http://www.intellitech.gr
2 Palo Digital Technologies Ltd: http://www.palo.gr

http://www.intellitech.gr
http://www.palo.gr
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subscription service, the requirements for accurate results are high for the un-
derlying linguistic processing infrastructure, aiming at achieving accuracy over
85% for both the named-entity recognition and the polarity detection tasks.

The data are collected and cleaned by a plethora of real-time crawlers, which
aggregate data from different sources, including traditional news, forums and
social media such as blogs, Twitter and Facebook posts. The crawling and storage
procedure is fully controlled in such a way that the system may provide a near
real-time analysis to the end user. Based on the update frequency of each source,
the crawling mechanism is adjusted and prioritizes consecutively all the sources.
Multiple layers of spam filtering are deployed to ensure that clean data are
provided to the analysis modules. The amount of documents crawled in a typical
day usually exceeds 2.5 million documents. The main content is collected from
about 1.500 different websites which are categorised based on their importance
(rank) and the news domain of expertise. Most of them are news portals spanning
broad domains of news articles.

A complementary source of content of journalistic orientation are the 10.000
blogs that the mechanism is parsing. The text is usually informal, sometimes
with relaxed syntax. In blog posts, there is, also, a larger number of idiomatic
expressions compared to traditional journalistic sources. A very large portion of
the data comes from social networks such as Facebook, Twitter and Youtube.
The system collects and analyses the all the posts, tweets and video comments
from all Greek open profiles and in parallel leverages the potential sources and
multimedia within these posts. Forum posts is another source of content with
informal text, like Blogs, but also contains continuity and related text snippets
that represent the forum conversations. From this type of source more detailed
insights about user interactions are collected.

PaloPro is organised around the notion of the “workspace” or “dashboard”,
via which the reputation of sets of user-selectable entities or user-specified key-
words are monitored. The user may create a new workspace and is expected to
select one or more persons, companies, locations, brands, or product names from
a large database of monitored entities (figure 2), and/or define a set of keywords,
in case an entity is not contained into the database of monitored objects. The
user may define any number of workspaces, all of which are visible when the user
logs on to system, as shown in figure 1.

Custom dashboards specific to business of journalistic needs may be created
and edited. The auto-generated dashboard information may be accessed at any
time and updated instantly with real-time data. Each dashboard, once selected,
is initially presented through an overall summary, which presents activity over
time (figure 4). This summary is followed by a more detailed report over the
various sources, the top influencers, and the “sentiment radar”, which present
various aspects of the analytics. Various levels of abstraction may be accessed,
offering schemas that range from an overview report to the detailed information
extracted (as represented by the text segments that are analysed in the actual
documents) about an entity. For example, figure 5 lists all the postings found in
Facebook about an entity, in a specific day.
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Fig. 1. The initial view of PaloPro, presenting the set of user-defined workspaces

Fig. 2. Selecting entities from
the system’s database, during
workspace creation

Fig. 3. The “Sentiment Radar”, providing
an overview of the overall opinion polarity
for an entity over time

Through the system, a user has access to information related to different en-
tities or keywords such as persons, organisations, companies, brands, products,
events etc. that are monitored by the system in the crawled corpora, along with
sentiment (currently limited to polarity) about them. Automated alerts can be
set up so that the service may deliver instant notifications whenever the data
matches some predefined, user-specified criteria, as new information is extracted
or when the extracted information exceeds certain user-configurable thresholds.
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Fig. 4. Overall summary of a dashboard, summarising activity over time

Fig. 5. Facebook insights about the closing of the Greek national television organisation
on June 11, 2013

In addition, within PaloPro, a competitive reputation analysis involves identify-
ing competitive results that rank for content and other parameters, to empower
the end user to identify instances where existing content could potentially be
promoted and where gaps occur in content that may be enhanced further.
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3 Large-Scale Polarity Detection for Entities:
“OpinionBuster”

OpinionBuster is the product that powers PaloPro, as it is responsible for the
extraction of named-entities and the polarity associated with their mentions in
texts. Able to locate entities and polarity to a wide range of thematic domains,
OpinionBuster integrates state of the art approaches for natural language pro-
cessing, ranging from ontologies and rule-based systems to machine learning
algorithms. OpinionBuster has been developed in the context of the Ellogon3

[1] language engineering platform: being coded in C/C++, Ellogon offers the
required computational efficiency (both in used memory and processing speed)
for a commercial product, achieving a processing speed of 100 documents per
second, per processing thread, on an Intel 3930K processor.

3.1 OpinionBuster: Named-Entity Recognition

Named Entity Recognition (NER) is the task of locating mentions of entities
related to the thematic domain, and classifying these mentions into categories,
with typical categories being names of persons, organisations, companies, and lo-
cations, expressions of time, monetary expressions, etc. NER is a well-established
technology for English, while a significant number of approaches for other lan-
guages can be found in the literature. Furthermore, NER research has been
conducted in a wide range of domains ranging from newspaper texts to highly
scientific domains such as biomedicine. NER for the news domain has been
promoted by a number of evaluation campaigns including the CoNLL shared
tasks [2,3], the Automatic Content Extraction (ACE) program [4] and the TAC
Knowledge Base Population Evaluation task [5]. The two most successful and
established techniques for NER are supervised machine learning and the use
of hand-written rule-sets. Both techniques require a considerable investment of
manual effort, either in producing annotated training data or developing rules.
As a result, more recent trends in the field tend to exploit large external knowl-
edge sources, such as Wikipedia or DBPedia. Several approaches of NER systems
for various languages are presented in [6], while recent surveys of ontology-based
information extraction systems are presented in [7,8,9]. From a commercial point
of view, NER is also an established technology supported by products such as
OpenCalais4 and AlchemyAPI5, which support entity recognition in a small set
of languages, including English, French, German, Italian, Portuguese, Russian,
Spanish, and Swedish. To our knowledge, OpinionBuster is the first product that
offers NER for the Greek language.

However, using any approach for reputation management requires a high level
of accuracy, and usually requires entities that are not commonly found, such as
political parties, or products of a specific company and its competitors. Achiev-
ing high accuracy levels without the use of domain knowledge is very difficult,

3 http://www.ellogon.org
4 http://www.opencalais.com/
5 http://www.alchemyapi.com/

http://www.ellogon.org
http://www.opencalais.com/
http://www.alchemyapi.com/
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if not impossible. As a result, OpinionBuster exploits a large set of knowledge
sources, as well as state-of-the-art approaches for its NER component, including:
a) Open (and linked) data based on various sources, such as the various languages
of Wikipedia (as entities can appear either in Greek or in other languages, de-
pending on their place of origin), various governmental sites that provide lists
of parliament representatives and government members, the registry of compa-
nies that participate to the Greek stock market, etc. b) An ontology of enti-
ties maintained internally by Intellitech, which contains entities that are mainly
found in the Greek market (such as products and companies), usually associ-
ated with a thematic domain which can aid in entity disambiguation. c) A NER
extraction grammar, specifically designed for the extraction of named-entities.
This grammar is a probabilistic context-free grammar and has been automati-
cally extracted from (manually selected) positive examples only, with the help
of the eg-GRIDS+ grammatical inference algorithm [10,11]. d) A thematic do-
main identifier, which classifies a document into one or more predefined thematic
domains, aiming at providing a disambiguation context for named entity disam-
biguation. e) A machine learning based NER component based on Conditional
Random Fields [12,13,14]. f) A rule-based co-reference resolution component.
g) A rule-based named entity disambiguation component, which disambiguates
mentions of entities that share the same surface forms according to the thematic
domain(s) of the document and the context the forms appear within. h) A set of
filtering rules, that combine the information generated by all the aforementioned
components and decide upon the final classification of word forms detected as
possible mentions of entities.

The motivation behind the use of so many knowledge sources and processing
approaches, is of course the requirement for high accuracy. Detecting unambigu-
ous entity names in Greek such as “Obama” may be trivial, but identifying that
“Alpha” refers to “Alpha TV” station, “Alpha” beer or “Alpha Bank” requires
contextual and domain information. Similarly, the word form “Aegean” may refer
to even more entities, including the Aegean sea, the Aegean Airlines, 2-3 hotels
named “Aegean”, to “Aegean Oil”, to the shipping companies “Aegean Ferries”
and “Aegean Flying Dolphins”, to “Aegean College”, to “Aegean Power”, to the
newspapers “Aegean Press” and “Aegean Times”, to the “Rethimno Aegean”
basketball team, to the helicopter model “Aegean Hawk”, etc. It is not uncom-
mon for companies to use popular words in their names, such as the company
“Πλαίσιο” (“Plaisio”), which has several meanings in Greek, including “frame”
and “in the context of”. Distinguishing among “στο πλαίσιο της περιοχής” (at
the local “Plaisio” store) from the “στο πλαίσιο της έρευνας” (in the context
of research) and the rest of the more than 6.000 expressions we have already
identified the word “πλαίσιο” is used, is not an easy task.

3.2 OpinionBuster: Sentiment Analysis

Sentiment analysis and opinion mining are research areas of natural language
processing that seek to capture an aspect of text beyond the purely factual. Con-
trary to facts, which are objective statements about entities, events and their
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attributes, opinions are subjective expressions of emotions, feelings, attitudes or
sentiments towards entities, events and their properties. Sentiment analysis is
an active and popular research field, where many new approaches are presented
each year. Almost all approaches exploit a knowledge source (i.e. a lexicon) of
sentiment bearing words, and try to detect sentiment or polarity of a word in its
context. Sentiment Analysis within a multilingual context has to meet several
challenges, especially since the majority of research on sentiment analysis has
concentrated only on monolingually and mostly for English. There are mainly
two approaches in multilingual sentiment analysis: statistical and lexical. Sta-
tistical approaches need training data from different languages that are usually
sparse, while lexical approaches demand lexical resources in different languages
that are not always available.

In order to alleviate the problem of resources scarcity, several approaches have
been presented that aim in acquisition of lexica or grammars for sentiment anal-
ysis. In [15] an approach is presented that tries to project resources for English
into Romanian. Having as a starting point a lexicon of English sentiment bear-
ing words and annotated corpora for subjectivity (subjective/objective), both
the lexicon and the annotated corpora are translated into Romanian, and sub-
sequently used for training a statistical classifier for performing sentence level
subjectivity classification. The automatic extraction of subjectivity lexica for
languages with scarce resources is also studied in [16], where bootstrapping is
applied on a small raw corpus initialized with a basic lexicon of a small set
of seed words. The focus of this method is also on Romanian but it is appli-
cable to any other language. Moreover, in [17], domain specific keywords are
selected by comparing the distribution of words in a domain-specific document
with the distribution of words in a general domain corpus. The context of each
keyword helps to produce collocation patterns. By these local grammar patterns,
sentiment bearing phrases are extracted and classified. This approach applied
the proposed local grammar approach for performing sentiment classification of
financial news streams within a multilingual framework (English, Arabic, and
Chinese).

Machine learning approaches have been broadly exploited in sentiment analy-
sis. The cornerstone on sentiment analysis is [18] where the authors compare the
effectiveness of Naive Bayes, Maximum Entropy and Support Vector Machines in
order to classify opinion in movie review documents. In [19] the authors combine
two machine-learning classifiers through precision-based vote weighting, in order
to explore the challenges of portability across domains and text genres. Their
sentiment analysis system integrates a corpus-based classifier with a lexicon-
based system trained on WordNet glosses and synsets, aiming at developing a
system that relies on both general and domain-specific knowledge.

Besides research on sentiment classification of documents, there is also sig-
nificant work on sentiment classification of sentences, mainly through super-
vised statistical learning. Sentiment level classification of newspaper headlines
exploiting a variety of machine learning techniques has been the goal of the Af-
fective Text Task of SemEval ’07 [20]. A similar task, concerning the sentiment
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classification of newspaper headlines is addressed in [21]. Moreover in [21], struc-
tured models such as Hidden Markov Models (HMMs) are exploited in sentiment
classification of headlines. The advantage of HMMs against other machine learn-
ing approaches employed until now in sentiment analysis is that the majority of
them are based on flat bag-of-features representations of sentences, without cap-
turing the structural nature of sub-sentential interactions. In contrast, HMMs,
being sequential models, encode this structural information, since sentence ele-
ments are represented as sequential features.

OpinionBuster employs a rule-based approach for performing polarity detec-
tion, based on compositional polarity classification [22]. OpinionBuster is cur-
rently restricted to detecting the positive, negative or neutral polarity for entity
mentions in texts. It analyses the input texts with the aid of a polarity lexicon
that specifies the prior polarity of words, which contains more than 6.000 Greek
words (and more than 12.000 unique word forms, as Greek is an inflectional
language). As a second step, a chunker is used to determine phrases that are the
basis for a compositional treatment of phrase-level polarity assignment. Once po-
larity has been detected, it is distributed over the involved entity mentions with
the help of subcategorization frames for verbs, which in our case are manually
constructed patterns aiming at detecting the basic syntactic structures around
the verbs, in order to distinguish whether the entity mentions receive or generate
the polarity detected in the phrases. In case, however, a verb is encountered that
cannot be handled by a rule then a simple heuristic is applied, which assigns the
detected polarity to all entity mentions within the phrase.

4 Empirical Evaluation

In order to evaluate our system, we have manually annotated a corpus with all
mentions of entities, along with the polarity these mentions can be associated
with. The corpus has been collected from two popular Greek news papers, “Real
News”6 and “Kathimerini”7 by monitoring the RSS feeds provided by the news
papers. Despite the fact that our system covers a large number of domains, we
have opted to monitor only the section related to politics, from both news papers.
The two newspapers were monitored for a period of about two months, from De-
cember 1st, 2012 to January 31st, 2013. From the collected corpus, 2,300 texts
were selected and manually annotated by two annotators. Inter-annotator agree-
ment was measured above 97% for the task of annotating mentions of entities,
and above 89% for the task of polarity detection for these entity mentions.

The annotated corpus that has been used as a gold standard, contains 49,511
entity mentions. Regarding named entity recognition, OpinionBuster was able
to identify 48,827 entity mentions, out of which 45,789 mentions were identical
to manually annotated ones, leading to a precision of 93.78%, with a recall equal
to 92.48% and an F1-Measure equal to 93.12%. Regarding polarity detection,
OpinionBuster was able to identify a polarity for all entity mentions recognised

6 http://www.real.gr/
7 http://www.kathimerini.gr/

http://www.real.gr/
http://www.kathimerini.gr/
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(48,827), 31,754 of which were correct, leading to a precision of 65.03%, with a
recall equal to 64.13% and an F1-Measure equal to 64.58%. Most of the failures
related to opinion mining have to do with the absence of subcategorization frames
for the involved verbs, without which our system is not able to attribute polarity
to the correct entity mentions, resulting in the use of a simple heuristic that
distributes the average polarity of a phrase to all entity mentions within the
phrase. It should be noted that all the documents of the gold corpus used in this
empirical evaluation are news items, and that the corpus does not contain any
comments done by users or other kind of social data, such as tweets or Facebook
postings.

4.1 Evaluation on the NOMAD Corpus

NOMAD8 (Policy Formulation and Validation through non Moderated Crowd-
sourcing) is an EU-funded project that aims to aid modern politicians in testing,
detecting and understanding how citizens perceive their own political agendas,
and also in stimulating the emergence of discussions and contributions on the
informal web (e.g. forums, social networks, blogs, newsgroups and wikis), so as
to gather useful feedback for immediate (re)action. In this way, politicians can
create a stable feedback loop between information gathered on the Web and the
definition of their political agendas based on this contribution. The ability to
leverage the vast amount of user-generated content for supporting governments
in their political decisions requires new ICT tools that will be able to analyze
and classify the opinions expressed on the informal Web, or stimulate responses,
as well as to put data from sources as diverse as blogs, online opinion polls and
government reports to an effective use. NOMAD aims to introduce these different
new dimensions into the experience of policy making by providing decision-
makers with fully automated solutions for content search, selection, acquisition,
categorization and visualization that work in a collaborative form in the policy-
making arena.

One of the central elements within the NOMAD project is the identification
of arguments in favour or against a topic, and the opinion polarity expressed on
the informal Web towards these arguments. For the purposes of evaluation of the
NOMAD system, a “gold” annotated corpus has been created, from 500 articles
gathered from the Greek Web, relevant to the thematic domain of renewable
energy sources. These 500 articles have been collected by performing queries on
popular search engines using suitable terms, without restring their origin. As a
result the corpus contains articles from news, sites, blogs, etc. The articles have
been manually annotated with entities relevant to renewable energy sources, and
arguments towards these entities, related to the advantages and disadvantages
of the various energy sources (represented by the entities). In addition, each
argument has been labelled with the opinion polarity of the author of each article
towards the argument, using three labels “positive”, “neutral” and “negative”.
The corpus has been annotated by two annotators, where conflicts have been

8 http://www.nomad-project.eu/

http://www.nomad-project.eu/
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resolved by a third annotator in order to create an annotated corpus of high-
quality.

OpinionBuster has been applied on this corpus, with the aim to label the man-
ually annotated arguments with opinion polarity information, exploiting both
internal (the words of the arguments) and contextual information (the words
of the sentence containing the argument). OpinionBuster has been applied on
120 articles (out of the 500 annotated articles), which contained 940 annotated
arguments. OpinionBuster assigned a polarity label on 814 arguments, out of
which 604 were correct, exhibiting a precision of 74.20%, with a recall equal
to 64.25% and an F1-Measure equal to 68.87%. Most of the errors of Opin-
ionBuster on this thematic domain can be attributed to various energy-related
terminology that was absent from the polarity lexicon, but also on the absence
of domain knowledge about specific objects, such as the negative impact nuclear
power has on the public opinion, leading to negativity of arguments related to nu-
clear power, without this negativity being expressed linguistically in the articles.
Finally, OpinionBuster failed to detect correctly situations where comparisons
were made, and an energy source that pollutes the environment may be thought
positively, if it is polluting less than an alternative energy source.

4.2 Case Study: Empirical Evaluation on Two Specific Entities

In the previous two empirical evaluations, OpinionBuster has been evaluated
with the help of manually annotated corpora, containing a wide range of entities
and polarities associated to them. In this third evaluation we are going to eval-
uate OpinionBuster’s output on real system data, as processed by PaloPro. In
order to perform this evaluation, we concentrated on only two entities, the mobile
telephone company “Vodafone”, and the Greek bank “Τράπεζα ΄Αλφα” (“Alpha
Bank”). All documents (news articles, blogs, tweets and Facebook postings) re-
ferring to both entities, have been collected and evaluated by two annotators:
For each document, the annotators have measured whether each entity has re-
ceived the correct opinion polarity considering all the mentions of the entity in
the document. The evaluation results are shown in tables 1 and 2, where the
number of documents are displayed (both the total number of documents con-
taining the entity, and the number of documents in which the entity has been
labelled with the correct opinion polarity), along with accuracy. As we can see

Table 1. Evaluation results for the entity “Vodafone”

Correct Total Accuracy

Sites 7 9 77.78 %

Blogs 18 18 100.00 %

Facebook 166 183 90.71 %

Twitter 122 158 77.22 %

Overall 313 371 84.37 %
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Table 2. Evaluation results for the entity “Alpha Bank”

Correct Total Accuracy

Sites 62 78 79.49 %

Blogs 55 69 79.49 %

Facebook 7 8 87.50 %

Twitter 100 129 77.52 %

Overall 223 282 79.08 %

from the results shown in these two tables, OpinionBuster performs quite well
on this task, achieving an accuracy around 80%.

5 Conclusions

In this paper the first large-scale real-world application for reputation manage-
ment for the Greek Web has been presented. Online Reputation Management is
a novel and active application area for the natural language processing research
community. Sentiment analysis plays a central role in this area, as it provides
the main mechanism for keeping track of polarity, opinion, attitude, feelings on
the web, etc. People use the social media to write news, blog posts, comments,
reviews and tweets about all sort of different topics. Even simplistic sentiment
analysis, such as polarity detection, can provide valuable insight to reputation
management specialists, when tracking products, brands and individual persons,
as the specialist can easily determine whether the monitored entities are viewed
positively or negatively on the Web. PaloPro provides polarity analysis across the
different data inputs and strives for precise and accurate results not only at the
document level, but also on the attribute level by extracting opinion polarity for
specific mentions of an entity in texts. Mining opinion polarity at the attribute
level eliminates false results and makes the analysis more precise for the tracked
entities, in comparison to polarity mining at the document or sentence level.

In PaloPro users seek to monitor their company, organization, services or
products. The data related to these categories often contains valuable insights
about the thoughts, needs and wants of consumers/clients. Most users do online
research but most of the time it’s impossible to monitor their reputation across
all the data channels. PaloPro and its sentiment analysis feature ascertains how
news, blogs and social media users affect reputation by applying robust sentiment
analysis methods to classify polarity for this reputation. Prior to public release
of this feature, potential customer survey results suggested that even opinion
polarity mining can became a good starting point for creating an automated
management platform for reputation.

Regarding the natural language processing infrastructure, responsible for the
recognition of entity mentions and their polarity, the performance has been mea-
sured to be above 93% for the detection of entity mentions, which is an excellent
result for the Greek language, on the thematic domain of news about politics.
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On the other hand, polarity detection did not exhibit the same performance lev-
els, measuring a performance of about 64%, lower than the desired performance
of 85%.
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Abstract. In this work, we consider a transfer learning approach based
on K-means for splice site recognition. We use different representations
for the sequences, based on n-gram graphs. In addition, a novel represen-
tation based on the secondary structure of the sequences is proposed. We
evaluate our approach on genomic sequence data from model organisms
of varying evolutionary distance. The first obtained results indicate that
the proposed representations are promising for the problem of splice site
recognition.

1 Introduction

Computational biology provides a wide range of applications for machine learn-
ing methods. These methods are often used to model biological mechanisms to
describe them and ultimately understand them. For building such models it is
important to have a reasonably sized training set, which is often not available for
many applications. In the biomedical domain obtaining additional labeled train-
ing examples can be very costly in both money and time. Thus, it may be useful
to combine information from other related tasks as a way of obtaining more
accurate models and reducing labeling cost. However, many machine learning
methods work well only under the common assumption that the training and
test data are drawn from the same domain. When the domain changes most
statistical models need to be rebuilt from scratch using newly collected and la-
beled training data. Knowledge transfer would greatly improve the performance
of learning by avoiding expensive data labeling efforts. In recent years, transfer
learning has emerged as a new learning framework to address this problem. It
tries to extract knowledge from previous experience and apply it to new learning
domains or tasks.

Existing transfer learning approaches can be categorized into three main types
[9], based on the characteristics of the source and target domains and tasks:

1. Inductive transfer: The target task is different from the source task and some
labeled data in the target domain are required. For document classification,
two tasks are considered different if either the label sets are different in the
two domains, or the source and target documents are very imbalanced in
terms of user-defined classes. Depending on the availability of labeled data
in the source domain, we distinguish two subcategories:
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– Labeled data in the source domain are available. This setting is similar
to multitask learning.

– No labeled data in the source domain are available. This setting is similar
to self-taught learning.

Most existing approaches of this type focus on the former subcategory.
2. Transductive transfer learning setting: The source and target tasks are the

same, while the source and target domains differ. For document classification,
two domains are considered different if either the term features are different,
or their marginal distributions are different. No labeled data for the target
domain are available, while labeled data are available for the source domain.

3. Unsupervised transfer learning: Similar to inductive transfer learning, the
target task is different from but related to the source task. However, the
unsupervised transfer learning focuses on solving unsupervised learning tasks
in the target domain, such as clustering. There are no labeled data available
in either the source or the target domains.

In our work, we are focusing on transductive transfer learning. In particular,
we are taking a closer look at a common special case of splice site recognition,
where different tasks correspond to different organisms. Splice site recognition
is a sub-problem of the most general topic of gene prediction problem.

In figure 1 the major steps in protein synthesis are presented: transcription,
post-processing and translation. In the post-processing step, the pre-mRNA is
transformed into mRNA. One necessary step in the process of obtaining mature
mRNA is called splicing. The mRNA sequence of a eukaryotic gene is “inter-
rupted” by noncoding regions called introns. A gene starts with an exon and
may then be interrupted by an intron, followed by another exon, intron and so
on until it ends in an exon. In the splicing process, the introns are removed. There
are two different splice sites: the exon-intron boundary, referred to as the donor
site and the intron-exon boundary, that is the acceptor. Splice sites have quite
strong consensus sequences, i.e. almost each position in a small window around
the splice site is representative of the most frequently occurring nucleotide when
many existing sequences are compared in an alignment [11]. The vast majority of
all splice-sites are so called canonical splice-sites, which are characterized by the
presence of the dimers GT and AG for donor and acceptor sites, respectively [15].
These dimers occur very frequently at non splice-sites positions, which makes
this specific classification problem extremely unbalanced. For splice site recogni-
tion, one must solve two classification problems: discriminating true from decoy
splice sites for both acceptor and donor sites. Because all these basic mechanisms
tend to be relatively well conserved throughout evolution, we can benefit from
transferring knowledge from a different organism to another, taking into account
the commonalities and the differences between the two domains.

We are applying a transfer learning method to face the problem of poorly
annotated genomes, for predicting splice sites. We are using a modified version
of clustering algorithm of K-means, in which the commonalities between the
two domains are taken into account. In this work, we are focusing more on
the different representations of the sequence, and how the latter can influence
the results.
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Fig. 1. Splice sites in the DNA sequences [12]

The rest of the paper is organized as follows. In the next section, the state-of-
the-art in splice site recognition is presented. Then, the representations that we
propose are described. In the fourth section, we explain the proposed transfer
learning approach. Then, the experimental evaluation of our methods is pre-
sented, as well as the obtained results. In the last section, the main conclusion
and the future directions of this work are presented.

Fig. 2. Example of splice sites and non splice site sequences [12]
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2 Related Work

In the literature, there are several approaches for splice-site detection. Most
of them are based on Support Vector Machines (SVMs), neural networks and
Hidden Markov Models (HMM).

In [14] SVMs are proposed for splice-site recognition: the SVM classifier is
trained, using as labeled data, a subsequence consisting of only local information
around the potential splice site. A new support vector kernel is also proposed. A
comparison is performed in [11], where Markov models are proposed, as well as
SVMs with different kernels: the locality improved kernel, originally proposed for
recognition translation initiation sites [21], the SVM-pairwise kernel using align-
ment scores [14], the Tangent vectors Of Posterior log-odds (TOP) kernel mak-
ing use of a probabilistic model [16], the standard polynomial kernel [17] and the
weighted degree kernel [14]. A predictor based on the latter kernel has been suc-
cessfully used in combination with other information for predicting the splice-site
form of a gene, while outperforming other HMM based approaches [12]. [19] pro-
posed the usage of linear SVMs on binary features computed from di-nucleotides,
an approach which also outperformed previous Markovmodels. In [10], a different
approach has been proposed, based on a multilayer neural network method with
Markovian probabilities as inputs. A comparison between different approaches is
performed in [15]. The latter comparison has shown that the engineering of the
kernel, the careful choice of features and a sound model selection procedure are
important for obtaining accurate predictions of splice-sites.

Multi-task learning methods, which are a special case of transfer learning, are
often used for solving problems of computational biology. In [18], two problems
of sequence biology are presented, where multi-task learning was successfully
applied according to regularization-based methods with a special focus on the
case of hierarchical relationship between tasks. Domain adaptation methods are
also useful in solving problems of bioinformatics and computational biology.
The problem of mRNA splicing has been studied in [13]. In particular, transfer
learning methods have been applied on genomic sequence data of model organ-
isms that are not closely related. Another transfer learning approach has been
proposed in [6], where an algorithm that combines labeled sequences from a
well studied organism with labeled and unlabeled sequences from a related less
studied organism is evaluated. In [20] recurring sequence motifs of proteins are
explored with an improved K-means clustering algorithm on a new dataset. The
structural similarity of recurring sequence clusters is studied to evaluate the
relationship between sequence motifs and their structures. In the latter, an im-
proved version of K-means tries to choose suitable initial points, which are well
separated and have the potential to form high-quality clusters.

3 Data Representation

As in the majority of the above methods, we consider the task of identifying the
so-called acceptor splice sites within a large set of potential splice sites based
on a sequence window around a site. In this study, we choose to experiment
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with different representations based on these sequence windows. In particular,
we propose the application of the n-gram graph (NGG) representation method-
ology [4], which manages to capture both local and global characteristics of the
analysed sequences.

The main idea behind the n-gram graphs is that the neighborhood between
sub-sequences in a sequence contains a crucial part of the sequence information.
The n-gram graph (Figure 3), as derived from a single sequence, is essentially a
histogram of the co-occurrences of symbols. The symbols are considered to co-
occur when found within a maximum distance (window) of each other. The size
of the window, which is a parameter of the n-gram graph, allows for fuzziness
in the representation of co-occurrences within a sequence. The fact that n-gram
graphs take into account co-occurrences offers the local descriptiveness. We also
achieve robustness, since we do not consider only one neighbour but as many as
the window dictates. The fact that they act as a histogram of such co-occurrences
provides their global representation potential.

As opposed to probabilistic models, the n-gram graphs are deterministic. As
opposed to n-gram models, n-gram graphs offer more information, based on
the representation of co-occurrences. Overall, they provide a trade-off between
expressiveness and generalization.

The n-gram graph framework, also offers a set of important operators. These
operators allow combining individual graphs into a model graph (the update op-
erator), and comparing pairs of graphs providing graded similarity measurements
(similarity operators). In the sequence composition setting, the representation
and set of operators provide one more means of analysis and comparison, one
that is lacking from widely-implemented probabilistic models such as HMMs.

Fig. 3. n-gram graph representation [4]

The n-gram graph is a graph G =< V G, EG, L,W >, where V G is the set of
vertices, EG is the set of edges, L is a function assigning a label to each vertex
and to each edge and W is a function assigning a weight to every edge. The graph
has n-grams labeling its vertices vG ∈ V G. The edges eG ∈ EG connecting the
n-grams indicate proximity of the corresponding vertex n-grams. The weight of
the edges can indicate a variety of traits. In our implementation we apply as
weight the number of times the two connected n-grams were found to co-occur.
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It is important to note that in n-gram graphs each vertex is unique. To create the
n-gram graph from a given sequence, a fixed-width window Dwin of characters
around a given n-gram N0 is used. All character n-grams within the window are
considered to be neighbors of N0. These neighbors are represented as connected
vertices in the text graph. Each edge e =< a, b > is weighted based on the
number of co-occurrences of the neighbors within a window in the sequence.

Based on the above representation of n-gram graphs, we experiment with
three variations: we consider the whole sequence window around the acceptor,
only the sequence part before the acceptor and finally the sequence part after
the acceptor. In other words, we divide each sequence in two parts according
to the dimer AG (the acceptor), so we have one n-gram graph for representing
the left part of the sequence, one for the right and one for the whole sequence.
The idea is to see if the subsequence after the splice site is more important than
the subsequence of the splice site for the task of recognition, or if the whole
subsequence is needed. We experiment with combinations of all three of them
(Figure 5).

The second representation we propose is based on the idea of representing
the structure of the sequence, i.e. the so called secondary structure of the se-
quence [1], using n-gram graphs. The intuition behind the use of the structure
is that splice site positions, compared to genome windows that are in coding or
non coding genome, also differ in their structure compositions, as suggested in
[3,8]. That occurs since splice site positions are “loosely” connected compared
to genome regions, in order for the spliceosome to attach. To capture this in-
formation, we obtain the most probable m-RNA structure which has the least
energy.

Fig. 4. RNAfold web server result [5]

For the calculation of the structure feature, we used the RNAfold web server1,
which predicts minimum free energy structures and base pair probabilities from
single RNA or DNA sequences [5]. The result can be represented in a dot-bracket
notation, i.e. using the three symbols alphabet “ ( ) . ”: The set of matching
parenthesis denotes a match, while the dots represent the non matching elements,
as shown in Figure 4. Based on this alphabet we create the n-gram graph as
before, by consedering as sequence the given representation.

1 http://rna.tbi.univie.ac.at/cgi-bin/RNAfold.cgi

http://rna.tbi.univie.ac.at/cgi-bin/RNAfold.cgi
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Fig. 5. The four different representations used

4 Proposed Approach

We propose a modified version of the K-means clustering algorithm, for transfer-
ring knowledge from an organism with well annotated genome (source domain)
to another organism with poorly annotated genome (target domain). We use the
data representations that we analyzed in the previous section and the N-gram
graph distance function as a distance measure. We assume that we have two
classes, the positive one (if a sequence is a splice site) and a negative one. For
each of the two classes, we create two representative N-gram graphs, based on
the sequences from the source domain which belong to each of the classes. The
representative graph for a set of sequences, can be seen as an analogy to the
centroid of a set of vectors.

In the n-gram graph framework there are different ways to measure similarity.
We choose the Value Similarity (VS) function [4]. This measure quantifies the
ratio of common edges between two graphs, taking into account the ratio of
weights of common edges. In this measure each matching edge e having weight
wi

e in graphGi contributes to VS, while not matching edges do not contribute. As
we want to measure distance instead of similarity, we use the distance = 1−V S.

In our method, we want to take into account the domain difference. In partic-
ular, we first initialize the target centroids of the clusters to be the same as the
source domain centroids. Then, in each iteration, we take into account both the
distance from the target clusters (which change over the iterations, as instances
of the target domain are assigned to them) and the source classes (which remain
stable). The intuition behind this approach is that in each iteration, the target
centroids will be “moved” closer to the target domain data. As we are consid-
ering different organisms, we suppose that the distribution of the data are a bit
different.

The distance on its own does not provide enough information, but the dif-
ference of the distances between the two classes has been proven much more
informative. As a result, for every sequence of the target domain we calculate
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the distance from each of the two classes (i.e. the representative graphs) and we
keep their difference. This difference can be either positive of negative. To take
into account the target clusters, we calculate the difference of the distance from
the target clusters as well.

Suppose that xj
i is the instance we want to classify, and cj and kj are the

centroids of the target and the source domain clusters, respectively. Then, in
order to classify the instance to the target clusters, we use the following objective
function:

J =
∑
j

∑
i

(1− α) ∗ d(xj
i , cj) + α ∗ d(xj

i , kj) (1)

where
∑

j d(x
j
i , cj) and

∑
j d(x

j
i , kj) are the differences of the distances of the

instance xi from the target clusters and the source classes, respectively.
The parameter α takes values from zero to one, depending on how much we

want the source domain to impact the classification. For α zero, then only the
source domain instances are taken into account, while for α one, the source
sequences are taken into account only for the initialization.

The steps of the proposed approach are given in algorithm (1).

Algorithm 1. Proposed Approach
– Represent all sequences as n-gram graphs
– Compute the source domain centroids, by calculating the mean graph
– Initialize the centroids for the target domain, using the source domain centroids

repeat

– Assign each instance of the target domain to cluster according to the objective
function (1)

– When all instances are assigned to the clusters, recalculate the new centroids

until convergence or a number of iterations ;

To measure the distance between the instances and the centroids we use the
distance function of n-gram graphs, which is a graph similarity measure [GK10].

As we mentioned in the previous section, we want to study the different rep-
resentations we propose. For this reason, we used different strategies:

– Each of the four representations alone (the whole sequence, sequence before
the acceptor, sequence after the acceptor, structure representation).

– All Features Majority Strategy (AFMS). The idea is to use majority voting
between the 4 representations of each sequence. In case of a tie the sum of
absolute values which is higher is selected.

– All Features Ensemble Strategy (AFES). AFES computes the sum of the
distances from each representation of the sequence. The sequence is classified
according to the sign of the output (negative class if the sum is negative,
positive if the sum is positive).
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5 Experiments

5.1 Dataset

To evaluate the proposed approaches, we used the dataset on splice sites, pro-
vided by [15]. We consider the task of identifying the so-called acceptor splice
sites within a large set of potential splice sites based on a sequence window
around a site. The idea is to consider the recognition of splice sites in different
organisms (Figure 6): in all cases, we used the very well studied model organism
C.elegans as the source domain. As target organisms we chose two additional ne-
matodes, namely, the close relative C.remanei, which is diverged from C.elegans
by 100 million years, and the more distantly related P.pacificus, a lineage which
diverges from C.elegans by more than 200 million years. The third target organ-
ism is D.melanogaster, which is separated from C.elegans by 990 million years.
Finally, A.thaliana diverges from the other organisms by more than 1, 600 million
years. It is assumed that a larger evolutionary distance will likely also have led
to an accumulation of functional differences in the molecular splicing machinery.
We therefore expect that the differences of classification functions for recognizing
splice sites in these organisms will increase with increasing evolutionary distance.

Fig. 6. The distance in years between C.elegans and the other organisms

The dataset contain C.elegans as source with 25000 examples with ratio
positive/negative=0.01. The target organisms contain 2500 examples due to
limitations in computational resources. For the target organism the ratio posi-
tive/negative ratio was also kept to 0.01.

Evaluation Measures. To evaluate the performance of the models, we measure
our prediction accuracy in terms of area under the Receiver Operator Character-
istic Curve (auROC) [7,2]. The reason we chose this measure is that the dataset
is very unbalanced and accuracy would be misleading. In addition, this is the
standard measure used in various works in the literature.
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5.2 Results

Our intention was to measure the impact of using the source domain knowledge
on the final result. This is why we introduced the parameter α, which controls
how much weight we give to the centroids of the source domain. The α parameter
can vary from zero to one. Zero means that we only take into account the source
data and not the target clusters. If α is one, it means that in the first iteration we
use the source centroids, but from the second iteration, we only use the centroids
found from the target domain data. For all other values of α in between, the linear
combination of the aforementioned is used. We tested all the representations and
the proposed strategies for different values of α. Below, we present the results
obtained for α 0.2, 0.6 and 1.

Fig. 7. Results for all organisms, using AFES

From the Figures 7 and 8 it can be seen that in the case of α = 0.2 the
results are stable across the different iterations, because the centroids from the
target domain do not contribute much. Thus, this can be considered as the base
case for the experiments. In case of α = 0.6, the contribution of the current
centroids increases, but the initial centroid still contribute. It is observed in that
case that most of the algorithms perform worse than in 0.2. Also it can be seen
that drosophila oscillates and needs many more iterations to converge. That
could indicate that the more “knowledge” is pumped from the target organism
the worse the results are. If that was verified for α = 1.0 then the method
would be inapplicable. But instead it can be seen that when we use α = 1.0,
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Fig. 8. Results for all organisms, using AFMS

thus initializing with the centroids of the source organism, and then we iterate
only using knowledge from the target domain, the results are much better for
AFMS and AMES methods. We see that in these cases we reach auROC about
0.65 or more, with the algorithm converging quite fast.

That indicates that the knowledge obtained from the source domain is better
to be used only for the initialization of the centroids and not during the iter-
ations. In addition, comparing AFMS and AFES, it can be seen that AFMS
is more stable than AFES in most of the cases, without extreme oscillations.
Also, the classification potential of AFMS strategy seems to be greater in most
organisms, which clearly indicates that the majority vote is the better strategy.

As mentioned before, we experiment also with each representation alone. The
first three representations (the whole sequence, sequence before the acceptor
and sequence after the acceptor) are doing worse than the ensemble and the
majority strategies (AFES and AFMS, respectively). Nevertheless, the structure
feature alone, seems to give some important information, at least for the closely
related organisms. For the evolutionarily furthest organisms, it is more difficult to
achieve good results, most probably because the secondary structure of the DNA
sequence has changed more over time. In Figure 9, we can see the obtained results
for α = 1.0. That indicates that the novel proposed feature of constructing n-
gram graphs from the representation of the structure can give us some important
information, and it could be used as an independent additional feature for splice
sites algorithms.

It is worth mentioning that we used only a subset of the whole dataset, due
to computational limitations, thus we cannot present an exact comparison with
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Fig. 9. The results using the structure representation

other approaches. Nevertheless, the results we obtained seems to be comparable
with state-of-the-art approaches, as for example the SVM approaches in the work
of [13], where the results on a similar dataset vary from 40% to 75%.

6 Conclusions

In this paper, we studied the problem of splice site recognition. We proposed dif-
ferent representations for the sequences, as well as a transfer learning approach
based on K-means. The proposed representations are based on n-gram graphs.
We experimented with the different parts of the sequences around the splice
sites acceptor and the preliminary results are promising. We proposed a novel
representation based on the secondary structure of the sequences. To our knowl-
edge, such a feature has not been mentioned in the literature for the splice site
recognition problem. Our results indicate that the secondary structure contains
important information and should be studied more thoroughly.

As future steps, more experiments should take place to better understand the
importance of the different representations, as well as the differences between the
organisms. Also, a detailed comparison with state-of-the-art approaches should
be done.

Acknownledgement. The authors want to thank Sotiris Konstantinidis for
the interesting discussions on the secondary structure of the gene sequences.
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12. Rätsch, G., Sonnenburg, S., Srinivasan, J., Witte, H., Müller, K.-R., Sommer, R.,
Schölkopf, B.: Improving the c. elegans genome annotation using machine learning.
PLoS Computational Biology 3, e20 (2007)

13. Schweikert, G., Widmer, C., Schölkopf, B., Rätsch, G.: An empirical analysis
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Abstract. Recent developments in cloud computing technologies, the wide-
spread use of mobile smart devices and the expansion of electronic health 
record system, raise the need of on-line collaboration among geographically 
distributed medical personnel. In this context, the paper presents a web based 
intelligent platform, capable of hosting medical collaborative services and fea-
turing intelligent medical data management and exchange. Our work emphasiz-
es on client-side medical data processing over an intelligent online workflow  
library. We introduce a Remote Process Calling scheme based on WebRTC 
(peer-to-peer) communication paradigm, eliminating the typical bandwidth bot-
tleneck of centralized data sharing and allowing the execution of intelligent 
workflows. 

Keywords: Electronic health record, telemedicine, collaborative diagnosis, peer 
to peer networks, intelligent workflows, DICOM format. 

1 Introduction and Related Work 

Team-based treatment has become common practice, mostly in complex medical 
cases where difficult decisions are required.  For example, when determining the dis-
ease stage in a cancer patient, or when planning a treatment strategy that involves 
concurrent or sequential treatments of different modalities (chemotherapy or radia-
tion), several disciplines are involved and synchronous interaction among them in a 
multidisciplinary team (MDT) is preferred.  This change in healthcare practice, from a 
single clinician to a group of clinicians managing a patient, resulted in the develop-
ment of multidisciplinary team meetings (MDTMs), also being recommended world-
wide, particularly for publically funded healthcare.  Furthermore, as healthcare  
continues to become more centralized and specialized, communication technology is 
being deployed to enable multidisciplinary team (MDT) services to be provided over 
large geographical areas. One of the most vital procedures requested by clinicians 
during an MDTM, is medical image and report sharing. We propose an intelligent 
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web based software collaboration platform, leveraging robust Internet technologies 
such as WebRTC, NoSQL and AI on Big Data, while hiding all interoperability issues 
from the users. The development of similar distributed collaborative systems has re-
ceived the attention of several research groups during the last years. INTERMED [1] 
is designed to enhance the communication among patients and multidisciplinary 
health providers. TeleMed [2] is a visualized, action-oriented decision-support tool, 
providing to the physicians collaborative sessions and access to basic patient data. 
HTML5 Zero Footprint DICOM viewer is the latest medical imaging development 
product by LEADTOOLS, offering image processing on the browser. Typical imple-
mentations are bandwidth and device dependent, while they do not support collabora-
tive creation of workflows. In medical image processing, the exchanged data between 
servers and clients are bandwidth intensive. In this work we introduce an intelligent 
collaboration platform fusing the principles of heterogeneous Workflow Management 
Systems and AI. The innovation of the proposed system resulted by the adoption of 
client-side computing enabled with WebRTC and Web 2 web stacks (HTML 5, Java-
Script, CSS 3) [3]. The paper introduces a PRPC (Peer Remote Process Calling) scheme 
that enables clinicians to collaborate over a web application. Collaborating clinicians 
can follow intelligent pathways with medical image processing support. 

2 System Architecture 

According to Figure 1, the proposed system consists of User Access Control (UAC), 
Real Time Communication (RTC) signaling and Participant server (PAS) subsystems. 
UAC is responsible for user authentication and authorization. RTC coordinates initial 
communication stages, while PAS enumerates securely the user profiles to all poten-
tial callers-participants. It also hosts a database with dynamically adopted workflows 
associated with specific work scenarios.  PAS provides clinicians with the required 
URIs and methods for transparent (HL7 messaging) interoperability with third party 
clinical systems (e.g. PACS, LIS, EMR). AI algorithms analyze clinician interactions 
through Big Data analytics in EMRs, offering partial differential diagnosis or  
new tests. 

Medical 
data access

Medical 
data access

UAC
Author.

Authent.

p2p channels  
Physician A Physician B

RTC signaling 
server

signaling

PACS  

Participants 
server

Peer lookup

PKI sessions

 

Fig. 1. System Interconnection 
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2.1 User Application Module Block Diagram 

The collaborative web based software platform features multi-channel video confe-
rencing, workspace screen and file sharing, chat rooms and annotations. Figure 2 
presents the modular architecture of the client collaborative environment, as well as 
the corresponding protocols used for data exchange. 

IPT

Collaborative work environment

DIV
Conf. 

Engine
Text.
Com.

webRTC data channels

CMM

SMU

udpTCP

https

File 
sharing

Web browser

 

Fig. 2. Client module structure 

The proposed software encapsulates three autonomous modules: Image Processing 
Toolbox (IPT), DICOM image viewer (DIV) and Smart Communication Unit (SCU). 
The IPT is based on our own developed JS image processing library that reads images 
from the DIV, a web whiteboard that renders medical images (format agnostic). Im-
ages are fetched from the participant's PACS channel or local data storage. Symmetric 
SCUs exchange asynchronous JSON messages describing the shared image 
processing commands. During the initialization of a collaborative session, the MDTM 
moderator shares (publish) an image on the common whiteboard, while it gets dis-
played on the screen of each connected peer over a WebRTC data channel. In typical 
collaborative environments subsequent image modifications are exchanged as image 
data sets [4] (bandwidth intensive), while in our implementation only pairs of 
workflow identifications and parameters are being exchanged. The reception of the 
broadcasted message-object (passive SCU’s) triggers an interaction with the Image 
Processing Toolbox (IPT). The received object triggers the workflow that is corre-
lated with, which sequentially modify the displayed medical image in the DICOM 
image viewer. 

2.2 Communication Sequence 

The described collaborative work environment has strict security requirements, due to 
the exchange of highly sensitive data and leverages https protocol and PKI authoriza-
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tion. UAC requests a private key from a third trusted acquiring a digital signature 
(Figure 3). WebRTC provides secure channels based on encryption policies. During 
registration user A acquires a private signature. PAS (user directory) is informed for 
the new registration and returns to user A the manifest of all online participants 
matching to his contact list. After user B logins, PAS updates asynchronously the 
contact list of physician A. After initial negotiations, the data channels are set up and 
the call between A and B commences.  
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Fig. 3. Communicational sequence diagram for a collaborative session 

Client server-connection is based on https protocol. Authorization, authentication, 
accessibility is provided by the User Access Control unit. UAC request a private key 
from a third trusted party acquiring a digital signature. WebRTC provides secure 
channels based on encryption policies. Moreover there is no need to encrypt all data  
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transferred through channels as they have not the same sensitivity. The sequence of 
the exchanged messages is illustrated in Figure 3. During registration user A receives 
his secure identification and acquires a private signature. PAS is informed for the new 
registration and returns user A the list of his online contacts. After user B login, PAS 
update asynchronously the contact list of physician A. A calls B and after negotiating 
the communication parameters the data channels are set up to support the collabora-
tive services. Last but not least, every client’s module is assigned to a dedicated data 
channel offering less multiplexing while increasing communication fault tolerance. A 
typical example SCU message transmitted over a dedicated data channel, illustrating 
the corresponding semantics is as follows: 

{  
 name: “myWorkflow”,  
 workflow:[{label: “im2bw”, parameters:[RGB,level]}]  
} 

All messages exchanged over SCU data channel, comply to the following grammar: 
<S> ::= { name: <string>, workflow: [<command-list>]} 
<command-list> ::=  <command> | <command>, <command-list> 
<command> ::= {label: <string>, parameters: [<attribute-list>] } 
<attribute-list> ::= ε | <attribute> | <attribute> ,<attribute-list> 
<attribute> ::= <string> | <number> | <fpnum> 
<fpnum> ::= <number>, <number> 
<string> ::= <nonDigit> | <digit> | <digit><string> | <nonDigit><string> | ε 
<digit> ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 
<nonDigit> ::= A | B | … | z | _ | … | ! |  A | … | ω 
<number> ::= <digit><number>| <digit> 

3 Use Case Scenario and Evaluation 

A single 512 matrix CT1 image contains 0.5 megabytes (512 x 512 x 16 bits) of  
data. An average CT study is composed of 300 x 2.5 mm images contains 150 MB 
(300 x 0.5 MB) of data. The maximum lossless compression applicable to data is 3:1, 
giving a total of 50 MB [5]. In our scenario physicians A and B are connected through 
a symmetric 50 Mbit/s peer-to-peer data channel.  In the proposed implementation the 
CT study will be transmitted once requiring 24s (150MB / 50 Mbit/s). Further 
workflows, applied to the CT study, are transmitted through the SCUs. A typical 
workflow consisting of 3 commands (RPC), each one requiring 3 floating-point argu-
ments, leads to a 120 bytes object. This is transmitted in 1.8  10 s (120 Bytes / 50 
Mbit/s. In a typical screen sharing environment, the aforementioned interaction should 
last 0.08s. (0.5 MB / 50Mbit/s) plus the latency due to image processing. This does not 
apply with our approach, as processing takes place almost simultaneously on both 
client devices.  

                                                           
1  Computer Tomography.  
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4 Conclusion 

The proposed collaborative work environment promotes physician collaboration and 
easy data exchange using almost any smart device, leveraging access to intelligent 
workflow libraries. The consumer demand and bring-your-own-device trend, lead us 
to implement the client framework on the web browser, instead as a standalone appli-
cation. Our implementation does not require any plug-ins or external software. It re-
sembles a typical web application, while the main image processing takes place in the 
client side. The meaning and practical use of facts or evidence is subjective upon 
different situations and participants [6]. Our proposed collaboration paradigm un-
leashes medical scientific evidence as the most essential process for better diagnosis, 
elevating it from grounded moral and situational considerations. 
 
Acknowledgment. Part of this work has been funded by Project: “PINCLOUD -  
Providing Integrated eHealth Services for Personalized Medicine utilizing Cloud In-
frastructure”, Operational Programme «Competitiveness and Entrepreneurship» 
(OPCE ΙΙ). 

References 

[1] Stiefel, S.C., Huyse, F.J., Söllner, W., Slaets, J., Lyons, J., Latour, C., van der Wal, N., De 
Jonge, P.: Operationalizing integrated care on a clinical level: The INTERMED project. 
Medical Clinics of North America 90(4), 713–758 (2006) 

[2] Kilman, D., Forslund, D.: An international collaboratory based on virtual patient records. 
Communications of the ACM 40(8), 111–117 (1997) 

[3] Catayama, S., Goda, T., Shiramatsu, S., Ozono, T., Shintani, T.: A fast synchronization 
mechanism for collaborative web applications based on HTML5. In: SNPD 2013 - 14th 
ACIS International Conference on Software Engineering, Artificial Intelligence, Network-
ing and Parallel/Distributed Computing (2013) 

[4] Maglogiannis, I., Delakouridis, C., Kazatzopoulos, L.: Enabling collaborative medical di-
agnosis over the Internet via peer to peer distribution of electronic health records. Journal 
of Medical Systems 30(2), 107–116 (2006) 

[5] Strickland, N.H.: Multidetector CT: What do we do with all the images generated? British 
Journal of Radiology 77(SPEC ISS), S14–S19 (2004) 

[6] Måseide, P.: The deep play of medicine: Discursive and collaborative processing of evi-
dence in medical problem solving. Communication and Medicine 3(1), 43–54 (2006) 



 

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 360–369, 2014. 
© Springer International Publishing Switzerland 2014 

Knowledge-Poor Context-Sensitive Spelling Correction 
for Modern Greek 

Spyridon Sagiadinos, Petros Gasteratos, Vasileios Dragonas, Athanasia Kalamara, 
Antonia Spyridonidou, and Katia Kermanidis 

Ionian University, Department of Informatics, Corfu, Greece 
{p10gast,p10drag,p10kala1,p10sagi,p10spyr,kerman}@ionio.gr 

Abstract. In the present work a methodology for automatic spelling correction 
is proposed for common errors on Modern Greek homophones.  The proposed 
methodology corrects the error by taking into account morphosyntactic infor-
mation regarding the context of the orthographically ambiguous word. Our me-
thodology is knowledge-poor because the information used is only the endings 
of the words in the context of the ambiguous word; as such it can be adapted 
even by simple editors for real-time spelling correction. We tested our method 
using Id3, C4.5, Nearest Neighbor, Naive Bayes and Random Forest as machine 
learning algorithms for correct spelling prediction. Experimental results show 
that the success rate of the above method is usually between 90% and 95% and 
sometimes approaching 97%. Synthetic Minority Oversampling was used to 
cope with the problem of class imbalance in our datasets. 

Keywords: Context-sensitive spelling correction, Random Forest, Modern 
Greek, SMOTE, knowledge-poor spelling prediction, supervised learning, im-
balanced dataset, minority class over-sampling. 

1 Introduction 

Nowadays, we are all accustomed to using a modern word processor which includes 
automatic spelling correction. However, these spelling correction tools usually rely on 
dictionaries to detect misspellings. 

More difficult to detect are errors on valid words, according to the accompanying 
dictionary, but they are not the words that were intended for in the particular sentence. 
Instead they are words that look or sound similar to the correct word. For example, 
the words “peace” and “piece” of the English language are pronounced the same, both 
are valid and any English dictionary should contain them; however if the user uses by 
mistake the one in place of the other, an error would occur because their meaning is 
totally different and a common spell checker would not detect it. 

These errors account for anywhere from 25% to over 50% of observed spelling er-
rors [1,2] in the English language. In many other languages, and the Greek language 
is a good example of this, there is more than one way to pronounce a vowel. For ex-
ample in the Greek language there are two distinct vowels that sound as an “o”, name-
ly “ο” and “ω”, six different ways someone could write the sound “e” (as in “be”), 
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“ι”, “η”, “υ”, “ει”, “οι” and “υι”, and two ways to form in writing the sound “e” (as in 
“best”), “ε” and “αι”. 

The above reasons create lots of ambiguities, that, unless we have enough informa-
tion about the context of the word in the sentence or the whole text, are difficult to 
solve. Some common types of orthographic ambiguity of homophones in the Greek 
language are presented in Table 1 between Word1 and Word2. 

Table 1. Greek language common ambiguities  

Word 1 Meaning Word 2 Meaning Pronounced as 

λύπη sorrow (noun) λείπει is missing  (verb)  `lipi 
καλή good  (adjective, 

feminine, singular) 
καλοί good  (adjective, 

masculine, plural) 
ka`li 

πίνετε drink (verb, active, 
plural, 2nd person) 

πίνεται drink (verb, passive, 
singular, 3rd person) 

`pinete 

 
Those kinds of errors are quite frequent. A big part of the adjectives, numerals and 
pronouns end in “η” in their feminine form and in “οι” in the plural form, forming 
homophones. A big part of Greek verbs end in “αι” in the 3rd personal singular pas-
sive form and in “ε” in the 2nd person plural active form. The remaining word is the 
same, forming thus another set of homophones that often get misspelled. 

Since the above problem focuses on valid words, the error correction method must 
be based on information obtained from the surrounding words in the sentence and the 
meaning they hold, thus any spelling correction methodology has to adopt a context-
based approach. Various context-based approaches have been suggested that use ei-
ther statistical techniques [3,4,5] or machine learning techniques based on the words 
appearing before or after the critical, orthographically ambiguous, word [6,7,8,9]. The 
machine learning techniques mentioned above use predefined confusion sets of ambi-
guous words, features based on the presence of particular words, and part-of-speech 
(PoS) tags in the context of the critical word. These features are used by methods like 
Bayes [8] to predict the correct spelling. 

The work presented here is the first, to the authors’ knowledge, regarding context 
sensitive spelling correction for Modern Greek. Our method tries to resolve the ambi-
guity by using the endings of the surrounding words; as such it doesn’t depend on any 
‘high’ level linguistic information, i.e. PoS tags, morphological processing, syntactic 
analysis. This feature makes our method easily adaptable to any word processor for 
real-time spelling correction in contrast to related work. Also this is the first time that 
a work in the field of spelling correction copes with the problem of class imbalance 
(SMOTE)[10]. 

As the Greek language can have numerous categories and types of ambiguities, we 
chose to experiment with two of the most common types. The first ambiguity set is 
the one occurring from verbs that can be written in two different forms, one in the 
active voice and one in the passive voice, both forms sounding the same, and the only 
difference in writing is the ending of the verb. For example: 
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• Εσείς πίνετε κρασί.   (Translation: “You (plural) drink wine”. ) 
• Αυτό το νερό δεν πίνεται.  (Translation: “This water cannot be drunk”.) 

The words underlined are the same verb (drink) in a different voice value, but is pro-
nounced exactly the same in both sentences. The only way to find out which is the 
correct way to spell it is by understanding the meaning of the whole sentence. The 
second ambiguity set is similar: 

• Αυτή η καρέκλα είναι πολύ καλή.  (This chair is very good. The word “chair” is 
feminine in the Greek language) 

• Αυτοί οι μαθητές είναι καλοί.  (These pupils are good.) 

The same adjective (good) appears in both sentences but in the first it is singular 
/feminine and in the second it is plural/masculine. Again the word is pronounced ex-
actly the same, although written with a different ending, and the only way to discover 
the difference is by reading the whole sentence and understanding the meaning of it. 

2 Related Work 

As far as we know there is no work addressing this kind of errors for Modern Greek 
automatically. Nevertheless there is work on other languages (mostly English), that 
addresses the same problem using a variety of methods and algorithms.  

Golding and Roth [6] present a Winnow-based algorithm (WinSpell). They use two 
types of features: context words and collocations. Context-word features test for the 
presence of a particular word within ±k words of the target word; collocations test for 
a pattern of up to ℓ contiguous words and/or PoS tags around the target word.  

Schaback and Li [11] present a method that corrects non-word and real word errors 
simultaneously. To achieve this they include features from the character level, phonet-
ic level, word level, syntax level, and semantic level. For the syntactic level features 
they use a fixed length of three PoS tags and no explicit words. They train their sys-
tem using the above features for the 14.000 most frequent lemmata in their lexicon.  

Carslon and Fete [7] use predefined confusion sets together with a database of n-
gram statistics for sizes 1 to m, and context words less than m words to the left and 
right of the target word. The algorithm then selects the word from the confusion set 
with the highest probability. If no candidate is found m is reduced until m = 1, where 
the result is the most frequent word.  

Golding and Schabes [8] use a combination of two methods. The first method is 
the use of PoS tags trigrams (not of words, as in previous works). This method gives 
good results when the words in the confusion set have different PoS tags. The second 
method is Bayes, a Bayesian hybrid method [12], for the case where the words have 
the same PoS tag. 

Mays, Damerau and Mercer [5] study the effectiveness of applying a statistical 
model of language that has demonstrated success in the task of speech recognition in 
the field of spelling correction. In this model, syntactic, semantic, and pragmatic 
knowledge is conflated into word trigram conditional probabilities. These conditional 
probabilities are derived from statistics gathered from large bodies of text. 
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3 Spelling Correction of Modern Greek Homophones 

3.1 Overview 

As already stated earlier, the method presented here tries to resolve the ambiguity by 
obtaining information from the endings of the words before and after the critical 
word.  

The first step is to create a feature-value vector which will contain those endings. 
We chose to experiment with a maximum of five words before and after the critical 
word, and with a maximum of three letters for each ending, thus creating a vector 
which will hold a maximum of 30 features (five words before, five words after and 
for each word the last one, two and three letters). 

The next step was to create two datasets to experiment with, one for each ambigui-
ty set. This was done with the help of a corpus large enough to provide us with 
enough sentences that fall into one of our ambiguity sets. For each sentence a vector 
was created containing the values of the characteristics discussed above. 

The Modern Greek text corpus used for the experimental process comes from  
the Greek daily newspaper “Eleftherotypia” (http://www.elda.fr/catalogue/en/text/ 
W0022.html). A subset of the corpus (250K words) is used for the experiments  
described herein. 

After the creation of the two datasets we experimented on various combinations of 
the above features, using various machine learning algorithms, in an effort to find the 
combination that produces the highest performance in correctly resolving the ambiguity. 

3.2 Creating the Datasets 

We chose to experiment with two of the most frequent types of ambiguity in the 
Greek language. The first one is whether a verb should be written with the ending “-
αι” or “-ε”. The second one is whether a word should be written with the ending “-οι” 
or “-η”. Of course, for such an ambiguity to exist, the critical word should be ortho-
graphically correct with both endings, so the first step towards the creation of the 
datasets was to extract the corpus’ sentences that contain such words, and then check 
them with traditional dictionary spell-checking software if they are valid with both 
endings. We discarded the sentences that contained no words matching our criteria. 

The next step towards creating the dataset was to choose the set of features the vec-
tor would contain. As stated earlier, we had to be able to experiment with combina-
tions of words and their endings as features and the words should be as close to the 
critical word as possible. Only the words of the current sentence would be taken into 
account so, if, for example, the critical word was the first word of the sentence, then 
the features corresponding to the words positioned before that word would receive a 
dash (“-“) value. The same applies if we seek the final three letters in a word that 
contains only one or two letters.  

For example, let’s suppose that the word “καλοί” is our critical word in the sen-
tence “αυτοί οι μαθητές είναι καλοί”, of page 3. Let’s also suppose that we want to  
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take into account 2 words before and 2 words after the word “καλοί” for the creation 
of our vector and our goal is to find out whether the word “καλοί” is correct or wheth-
er it should be replaced with the word “καλή” which is pronounced exactly the same. 
Table 2 contains the vector for this example. 

Table 2. Sample vector for example of page 4 

1w-2 2w-2 3w-2 1w-1 2w-1 3w-1 1w+1 2w+1 3w+1 1w+2 2w+2 3w+3 c 

ς ές τές ι αι ναι - - - - - - οι 
 

In the column labels of Table 2, the first character is the number of word ending cha-
racters and the last two characters form the position of the word relative to the critical 
word. For example, 3w-1 stands for the last three characters of the word right before 
(-1) “καλοί”, i.e. the word “είναι” in our example. We observe that since our critical 
word is the final word of the sentence, we put dashes to the values corresponding to 
the words following the critical word. The last column is the class label of the word, 
pointing out that the word in this sentence should be written with a “οί” instead of  
“η”. In both our ambiguity sets the class takes one of two values, i.e. the spelling form 
of the critical word. 

We chose to include one more feature in the verbs’ (-ε/-αι) ambiguity set: whether 
the sentence is a question or not. We chose to do so because, after a careful examina-
tion of the corpus, we noticed that when a question mark was present at the end of the 
sentence, one of the two classes was heavily favored. 

Our vectors consisted of 31 features (plus one only for the verbs vector) because 
we used 5 words before and 5 after the word instead of the 2 before and 2 after of our 
previous example. One vector was created for every corpus’ word that matched our 
type of ambiguity.  

After the completion of the previous procedure we noticed that both of our datasets 
were imbalanced as shown on Table 3.  

Table 3. Original class distribution  

 Dataset 1 (ε/αι) Dataset 2 (η/οι) 
Class 1(αι/οι)  727   376 
Class 2 (ε/η)   60  1669 
Total  787  2045 

Table 4. Class distribution after SMOTE 

 Dataset 1 (ε/αι) Dataset 2 (η/οι) 
Class 1(αι/οι)   727 1669 
Class 2 (ε/η)   724 1669 
Total  1451 3338 

 
To balance the classes of the datasets we applied the SMOTE filter of WEKA 3.6.10 
software http://www.cs.waikato.ac.nz/ml/weka. With SMOTE [10] - the minority 
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class is over-sampled by taking each minority class sample and introducing synthetic 
examples along the line segments joining any/all of the k minority class nearest 
neighbors. Even though our features are all nominal values, the implementation of 
SMOTE in WEKA can handle this type of value as described in [10]. The result is 
shown in Table 4. 

The above are the final datasets that were used in our experiments. 

3.3 Experimental Setup 

We used WEKA 3.6.10 to conduct our classification experiments. For each dataset 
the same procedure was followed. We chose to experiment with the following classi-
fication algorithms: 

• Id3 
• C4.5 
• Nearest Neighbor (k-NN) 
• NaiveBayes 
• RandomForest 

We used 10-fold cross validation for testing. Also C4.5 was in prune mode with a 
confidence factor set to 0.25 and 2 as the minimum number of objects in a leaf. Near-
est Neighbor used no distance weighting, LinearNNSearch as the nearest neighbor 
search algorithm and the window size was set to 0. Random Forest was using unli-
mited maximum depth and the number of features used for each run was calculated by 
the formula: log2(n)+1 where n is the total number of features. 

For every experiment, a number of features and an algorithm had to be chosen. In-
itially we started with all features available, running an experiment for every algo-
rithm. After that, we continued by removing features of the words that were further 
from the critical word, concluding the experiments with only 1 feature selected. We 
experimented with all possible combinations that exist, starting with 5 words before 
and 5 words after the critical word (we will refer to it as [-5,5] window) and reducing 
features one by one, thus shrinking the window towards the critical word:  [-5,4] , [-
5,3] , … , [-5,0] and then [-4,5] , [-4,4] , … , [-4,0], concluding with [0,1]. This is a 
total of 35 combinations (6*6 excluding the [0,0] window) and for each combination 
all 5 algorithms were tested for a total of 13*35=455 experiments (Nearest Neighbor 
for k=1,3,5 and Random Forest for the number of created trees=10,20,…,70) . 

3.4 Results 

After running the experiments we analyzed the results to find the best combination of 
feature set and algorithm for each of the two ambiguity sets. These are presented in 
Tables 5 and 6. 

We observe that for both ambiguity sets Id3 and Random Forest scored the highest 
results. However the results of Id3 (based on the classified instances) are misleading 
since he gave a lot of unclassified examples (sometimes they were about 21% of all 
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the examples) so we expect that if those examples were classified randomly (as the 
more daring C4.5 algorithm does) its score would dramatically decrease. That leaves 
us with our second best choice which is the Random Forest algorithm. 

Table 5. Results for verbs ending in  “-αι” or “-ε” 

Algorithm Window Classes Precision Recall F-measure 

Id3 [0 , 3]  -αι 0.954 0.966 0.960 
-ε 0.978 0.970 0.974 

Random Forest (50 trees) [-2 , 4]  
 

-αι 0.952 0.950 0.951 
-ε 0.950 0.952 0.951 

Nearest Neighbor (k=1) [0, 3] -αι 0.953 0.949 0.951 
-ε 0.949 0.953 0.951 

Naive Bayes [-2, 5] -αι 0.957 0.923 0.940 
-ε 0.925 0.959 0.942 

C4.5 [-2, 1] -αι 0.926 0.911 0.918 
-ε 0.912 0.927 0.919 

Table 6. Results for words ending in  “-οι” or “-η” 

Algorithm Window Classes Precision Recall F-measure 

Id3 [-5 , 5] -οι 0.953 0.956 0.954 
-η 0.953 0.956 0.954 

Random Forest (60 trees) [-2 , 5] -οι 0.912 0.958 0.935 
-η 0.956 0.908 0.931 

Naive Bayes [-2, 3] -οι 0.910 0.940 0.925 
-η 0.938 0.907 0.922 

Nearest Neighbor (k=1) [-2, 1] -οι 0.899 0.944 0.921 
-η 0.941 0.894 0.917 

C4.5 [-3, 0] -οι 0.875 0.889 0.882 
-η 0.887 0.873 0.880 

 
Other sensible choices that gave us not much lower scores could be the Naive Bayes 
algorithm (about 94%) and the Nearest Neighbor algorithm for k=1 (about 93%), 
while C4.5 and Nearest Neighbor for k=3 and k=5 usually failed to achieve scores 
higher than 90%. 

Golding and Roth [6]  with their Winspell algorithm achieve an average result of 
96.4%. Golding and Schabes [8] with their hybrid Trigram – Bayes method achieve 
an average result of around 93.6%. Our method achieves an average result of 94.2% 
for the two ambiguity sets. But as we have already mentioned we use only low level 
information (word endings) in contrast to the others methods which use high level 
information (PoS tags). 

As we can see, almost all of the algorithms give their best results for window sizes 
that favor the words following the critical word. This is an indication that in Modern 
Greek, for these ambiguity sets, the syntactic information of the words after the  
critical word are more important in resolving the ambiguity. Also the slightly lower 
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results that our method achieved for words ending in “-οι, -η” is an indication that 
most likely more features need to be included (bigger window size).  

In Table 7 we can see the effect of different window sizes on the results of one of 
the algorithms (Random Forest with 10 trees). By varying the one of the two size 
parameters the difference is not so large (around 0.020) and that holds for almost all 
of the algorithms. 

Table 7. Window size effect on Random Forest (10 trees) 

Window Classes Precision Recall F-measure 

[-5, 5]  -οι 0.909 0.944 0.926 
-η 0.942 0.905 0.923 

[-4 , 5]  
 

-οι 0.896 0.944 0.919 
-η 0.941 0.891 0.915 

[-3, 5] -οι 0.901 0.946 0.923 
-η 0.943 0.896 0.919 

[-2, 5] -οι 0.897 0.951 0.923 
-η 0.948 0.891 0.918 

[-1, 5] -οι 0.901 0.949 0.925 
-η 0.946 0.897 0.921 

[0, 5] -οι 0.877 0.941 0.908 
 -η 0.936 0.868 0.901 

 
In Table 8 we can see the results of the Random Forest algorithm for the verbs ambi-
guity set. The results show that the maximum difference between the results is small 
(around 0.01). So we do not believe that the number of trees is a decisive factor of our 
experiments. 

Table 8. Different number of trees for Random Forest [-2, 4] 

Trees Classes Precision Recall F-measure 

10  -αι 0.958 0.935 0.946 
-ε 0.937 0.959 0.947 

20  
 

-αι 0.958 0.946 0.952 
-ε 0.947 0.959 0.953 

30 -αι 0.958 0.948 0.953 
-ε 0.948 0.959 0.953 

40 -αι 0.958 0.950 0.954 
-ε 0.951 0.959 0.955 

50 -αι 0.960 0.956 0.958 
-ε 0.956 0.960 0.958 

60 -αι 0.960 0.955 0.957 
-ε 0.955 0.960 0.957 

70 -αι 0.959 0.956 0.957 
-ε 0.956 0.959 0.957 
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In Table 9 we can see the effect of using SMOTE. The results for two of the algo-
rithms (Naive Bayes and Random Forest) for the minority class before its application 
are very low. The use of SMOTE dramatically changes that. 

Table 9. Results before and after using SMOTE (window size [-5, 5]) 

Algorithm SMOTE Classes Precision Recall F-measure 

Naive Bayes No -αι 0.929 0.974 0.951 
-ε 0.240 0.100 0.141 

Naive Bayes Yes -αι 0.962 0.900 0.930 
-ε 0.905 0.964 0.934 

Random Forest (10 trees) No -αι 0.928 1.000 0.963 
-ε 1.000 0.067 0.125 

Random Forest (10 trees) Yes -αι 0.953 0.939 0.946 
-ε 0.946 0.953 0.947 

4 Suggestions for Further Experimenting 

In the method presented herein we experimented with various machine learning algo-
rithms and various combinations of features for the automatic spelling correction of 
Modern Greek homophones. Our method was limited to two types of ambiguity, so 
should someone wish to extend our research, this could be done by applying the me-
thodology to more spelling ambiguities. 

Furthermore, there still are numerous combinations of features that could be tested; 
someone for example could create vectors with just one, two or three letters for word 
endings. Finally, other supervised learning algorithms (e.g. Support Vector Machines) 
could be experimented with. 

5 Conclusion 

Words that are pronounced the same but have a different meaning constitute a serious 
orthographic ambiguity problem. Context-sensitive spelling correction is the solution 
but at what cost in resources. In Modern Greek, as this work shows, we can use low 
level information, such as the endings of words around the target word, to correct this 
type of errors. Such information is easily available to any word processor, so this 
method can be easily adapted to a spell checker to address this type of errors. 
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Abstract. This paper presents an overview of the Text-to-Speech synthesis sys-
tem developed at the Institute for Language and Speech Processing (ILSP). It 
focuses on the key issues regarding the design of the system components. The 
system currently fully supports three languages (Greek, English, Bulgarian) and 
is designed in such a way to be as language and speaker independent as possi-
ble. Also, experimental results are presented which show that the system pro-
duces high quality synthetic speech in terms of naturalness and intelligibility. 
The system was recently ranked among the first three systems worldwide in 
terms of achieved quality for the English language, at the international Blizzard 
Challenge 2013 workshop.    

Keywords: Text to speech, unit selection, TTS, concatenative speech synthesis. 

1 Introduction 

Text-to-Speech (TTS) synthesis is a major domain of research and development in 
digital signal processing and language technologies. The scope of TTS systems is to 
dynamically convert textual input into synthetic voice. In recent years, TTS systems 
have shown a significant improvement as far as the quality of the synthetic speech is 
concerned and have become an essential component in human computer interaction 
and artificial intelligence applications [1], [2], [3].  

Nowadays, modern TTS systems employ a corpus-based technology and are cate-
gorized as either Unit Selection systems or Statistical Parametric systems usually 
based on Hidden Markov Models (HMM) [1]. Among them, although HMM  
synthesis may offer some advantages in terms of computational resources and voice 
manipulation and adaptation, Unit Selection is still the predominant approach for 
achieving high quality, near-natural speech synthesis. In principle, this method makes 
no explicit assumptions regarding the underlying speech model and relies on runtime 
selection and concatenation of speech units from a recorded large speech database 
based on explicit matching criteria, so as to capture the characteristics of a targeted 
voice and at the same time deliver context-specific prosodic behavior [4]. Although 
the framework of unit selection systems is common, early design methodologies and 
decisions, adoption of language or speaker specific underlying models and techniques 
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(e.g., rule-based), are critical factors that influence the flexibility to easily adapt to 
other languages as well as to produce sufficient speech output quality.   

This paper presents an overview of the ILSP TTS System, a core engine for cor-
pus-based unit selection speech synthesis systems, developed at the Institute for Lan-
guage and Speech Processing (ILSP)/ R.C. “ATHENA” and initially designed based 
on the Greek language. However, following and relying basically on a data driven 
approach, most of its modules are designed to be language-independent, with already 
successful migrations and small customizations to other languages such as English, 
Bulgarian as well as Hindi, offering equally high-quality results. This is confirmed 
from the results of the Blizzard Challenge 2013 workshop [5], an international chal-
lenge of the speech synthesis community, where the ILSP TTS system ranked among 
the first three systems worldwide for the English language and first for the Hindi lan-
guage. A description of the underlying system and techniques used are provided, as 
well as information about obtained evaluation results. The rest of this paper is orga-
nized as follows. First, a description of the system is given with some detail on signif-
icant modules. Next, experimental evaluation results are presented for all languages. 
The paper concludes with discussion and issues for further work.  

2 The ILSP Unit Selection TTS System  

A general block diagram of a corpus based unit selection TTS system is shown in Fig. 
1a. Based on that, the general architecture of the ILSP Corpus-based Unit Selection 
TTS system is depicted in Fig. 1b. There are two main components, namely the Fron-
tend Natural Language Processing unit (NLP) and the Backend Digital Signal 
Processing unit (DSP). The NLP component accounts for every aspect of the linguis-
tic processing of the input text, whereas the DSP component accounts for the speech 
signal manipulation and the output generation.  

The speech database usually consists of a sufficient corpus of appropriately se-
lected naturally spoken utterances, carefully annotated at the unit level. The speech 
units are diphones that is, speech chunks formed as an adjacent pair of phones includ-
ing the transition phase between them. Each utterance comes from a text corpus de-
signed to cover as many units as possible in different phonetic and prosodic contexts. 
The resulting repository of speech units may have little or great redundancy that also 
significantly affects both speech variability and overall quality. Also, the speech data-
base contains all the necessary (meta-) data and functional parameters for the unit 
selection stage of the synthesis. 

2.1 The NLP Frontend Module 

The NLP component is mainly responsible for the tokenization and sentence splitting, 
the analysis and the transformation of the input text into an intermediate symbolic 
format, appropriate to feed the DSP component. Furthermore, it provides all the es-
sential information regarding prosody, that is, pitch contour, phoneme durations and 
intensity. It is usually composed of a word- and sentence- tokenization module, a text 
normalizer, a letter-to-sound module and a prosody generator. All these components 
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are essential for disambiguating and expanding abbreviations, numerals and acro-
nyms, for producing correct pronunciation, and also for identifying prosody related 
anchor points. More specifically, regardless the language, the steps that are followed 
at the NLP module are as follows. The input text is fed into a parsing module, where 
sentence boundaries are identified and extracted. This step is important since all re-
maining modules perform only sentence-level processing. The identified sentences 
are then fully expanded by a text normalization module, taking care of numbers, ab-
breviations and acronyms. 
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Fig. 1. General architectural diagram of (a) corpus based unit selection TTS and, (b) the ILSP 
TTS system 
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Then, the letter-to-sound module transforms the expanded text in an intermediate 
symbolic form related to phonetic description (i.e., grapheme to phoneme conver-
sion). For each supported language, a method similar to the one described in [6] was 
followed that is the extraction of a set of automatically-derived rules together with a 
lexicon-based approach and an exception dictionary, produced from the analysis of a 
large text corpus of each language. A custom phoneme set was adopted for each  
language. 

Regarding prosodic analysis, a distinct characteristic of the ILSP TTS system is 
that no explicit prosodic modeling is performed. Neither by assuming explicit prosody 
model nor in terms of target pitch values and duration models. The overall approach 
used for handling prosody is by taking into account the distance of a diphone from 
prosodically salient units in its vicinity, such as stressed syllables, pauses, and sen-
tence boundaries, and the type of these units discriminating between declarative,  
interrogative and exclamatory sentences. This information is fed to the target cost 
component of the overall cost function in the unit selection module explained later. 
The main motivation behind such a rather plain but data-driven approach, is that natu-
ralistic prosody patterns can be expected to emerge from the corpus through the unit 
selection process, assuming that the corpus is large enough and that the major factors  
affecting prosody have been taken into account into recordings. It is assumed that, in 
corpus based TTS systems, intonation and the units in the speech database cannot be 
treated separately. This fact leads to data-driven intonation models which resort to the 
speech database not only to retrieve speech units but also to acquire actual pitch  
patterns of the specific speaker. In terms of language dependency, only minor adapta-
tions and customizations are necessary as, for example, the secondary stress encoun-
tered in other languages (e.g., English). 

2.2 The DSP Backend Module 

The DSP component includes all the essential modules for the proper manipulation of 
the speech signal, that is, selection of units to be synthesized, prosodic analysis and 
modification, speech signal processing and generation.  

The unit selection module performs the selection of the speech units from the 
speech database using explicit matching criteria [4]. Using a spoken corpus (i.e., the 
speech database) as the acoustic inventory this module provides a mechanism to au-
tomatically select the optimal sequence of database units that produce the final speech 
output, the quality of which depends on its efficiency. The optimization criterion is 
the minimization of a total cost function which is defined by two partial cost func-
tions, namely the target cost and the concatenation or join cost functions. 

The target cost function measures the similarity of a candidate unit with its pre-
dicted specifications (as derived from NLP) and is defined as, 
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where, u1
n = {u1, u2, …, un} are the candidate (sequence) units, t1

n = {t1, t2, …, tn} are 
the target (sequence) units, ),( ii

t
j utC  is a partial target cost, p is the dimension of the 

target feature vector and 
t
jw is a weighting factor for every partial target cost. The 

target feature vector typically employs target values for prosody and contextual fea-
tures. The concatenation (join) cost function accounts for the acoustic matching be-
tween pairs of candidate units and is defined as, 
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j uuC −  is a partial join cost , q is the dimension of the join feature vector 

and c
jw is a weighting factor for every partial join cost.  

The target and join feature vectors typically includes similarity measurements for the 
spectral, prosodic and contextual dimensions. The total cost function is defined as, 
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where, tW and cW are the scalar weights that denote the significance of the target and 

the join costs, respectively.  
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Fig. 2. An example illustrating the unit selection process for the diphone sequence 
{/_e/,/el/,/la/,/a_/}: The best path is depicted with the solid grey line and the best sequence path 
is based on the cumulative total score 

 
The goal of the unit selection module is to search and find the speech unit sequence 

which minimizes the total cost, hence to specify, 
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The selection of the optimal speech unit sequence incorporates a thorough search 
(usually a Viterbi search) which involves comparisons and calculations of similarity 
measures between all available units, often employing heuristics to guide and/or limit 
the search for higher efficiency. An example of the unit selection search is shown in 
Fig. 2 for the utterance /ela/ comprising the diphones {/_e/,/el/,/la/,/a_/} having N, M, 
K and J number of instances in the speech database respectively. 

For the target cost, the ILSP TTS system employs two cost components namely, 
one that accounts for the similarity of the phonetic context, which spans two phones 
on each side of the diphone and one that accounts for the similarity of the prosodic 
context i.e., pattern. For the concatenation cost, also two components are utilized, one 
that accounts for pitch continuity (pitch difference) and one that accounts for spectral 
similarity. For the latter, the system currently employs Euclidean distance on Mel 

Frequency Cepstral Coefficients (MFCCs). The weights tW , cW , 1
tw , tw2  cw1 , cw2 ,  

for each component of the cost functions are manually tuned and are phoneme depen-
dent.   

Since not only the spectral cost but also the total join cost in general, are important 
factors for achieving high quality speech synthesis [7], [8], [9], a data-driven ap-
proach can be sought for here as well, which will exploit the natural similarity of 
consecutive speech frames in the speech database. To this end, there is an ongoing 
research in the group towards establishing a framework for the computation of the 
total concatenation jointly with the spectral cost based on one-class classification 
approaches while at the same time alleviating the need for weight tuning [10]. 

After unit selection, the next step is to produce the synthetic speech signal by con-
catenation the selected diphones. Only minor modification is performed to the result-
ing pitch contour in order to remove any significant discontinuities at the boundaries 
of consecutive voiced units and to smooth the overall pitch curve. A polynomial in-
terpolating function (similar to low-pass filtering) is used on the pitch contour to per-
form the smoothing. Finally, a custom Time Domain Overlap Add (TD-OLA) method 
is used to concatenate the selected units and apply the smooth pitch contour, in a pitch 
synchronous method, that is by extracting the pitch periods of the speech signal, win-
dowing each segment with a Hanning window centered on every glottal closure point 
and then moving the segments closer or further apart to achieve pitch lifting or lower-
ing. The manipulated segments of the consecutive units are overlapped and added to 
perform their concatenation [11]. 

3 TTS System Software Platform 

The architectural design of the underlying software platform of the TTS system fol-
lows a pipelined modular paradigm developed in C++. Every component of the sys-
tem, as depicted in Fig. 1b, is a separate module that implements a common high level 
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module interface. The communication between the components is performed via a 
component independent data structure. This universal data structure is an XML based 
schema which is an extension to the Speech Synthesis Markup Language (SSML). 
Each component enriches the incoming XML structure by updating the nodes and 
attributes that are relevant to its designed purpose, e.g., convert text to phonemes and 
add the phoneme related elements to the XML document. This modular middleware 
highly facilitates the seamless integration of new components, such as text normaliza-
tion modules, letter-to-sound converters, etc. This enables rapid development of new 
languages and/or voices, as only the language and/or voice dependent modules need 
to be developed. 

The data components of the system also follow this modular approach. Every data 
module is exposed via an interface to every module that needs to use it. The data 
packaging is transparent to the modules, and data modules are independently devel-
oped. The system can be configured to run with any combination of processing and 
data modules depending on the desired outcome, e.g. a specific language/voice com-
bination or a text-only processor. 

4 Experimental Evaluation 

TTS system evaluation has to do mainly with assessing the produced synthetic voice 
in terms of achieved quality, the latter being projected in several dimensions covering 
the notion of naturalness and intelligibility. Until now, the ILSP speech synthesis 
system has been evaluated against a number of either formal or informal acoustic 
experiments for all supported languages. These experiments and their outcome are 
described as follows. 

4.1 Greek 

The system has been evaluated against a set of acoustic experiments with the partici-
pation of 10 native Greek-speaking people comprised of both speech experts as well 
as non-experts. The speech database was 4-hour long with a female speaker. The ex-
periments aimed to evaluate different dimensions of the synthetic speech quality via a 
sentence-level and a paragraph-level acoustic test. The stimuli consisted of 30 ran-
domly selected sentences with an average of 15 words per sentence, as well as  
medium-sized paragraphs which were synthesized using the TTS system, and the 
listeners were asked to rate three quality dimensions for each sentence as well as five 
quality dimensions for each paragraph by grading on a scale of 1 to 5 for each dimen-
sion where 1 means low quality and 5 means natural quality as shown in table 1. For 
sentence-based evaluation the dimension of articulation is considered whereas for 
paragraph-based evaluation the more general dimension of pronunciation is used. 
Tables 2 and 3 summarize the mean scores (MOS) and the standard deviations of the 
responses. 
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Table 1. Scale labels for MOS evaluation 

 Naturalness Ease of  
listening 

Articulation Pleasantness Intelligibility Pronuncia-
tion 

  

1 Unnatural No meaning  
understood 

Bad Very unpleasant Unclear all  
the time  

Bad   

2 Inadequately 
natural 

Effort  
required 

Not very clear Unpleasant Not very 
 clear 

Not very 
clear 

  

3 Adequately 
natural 

Moderate  
effort 

Fairly clear Fair Fairly  
clear 

Fairly clear   

4 Near natural No appreciable  
effort required 

Clear enough Pleasant Clear  
enough 

Clear enough   

5 Natural No effort  
required 

Very clear Very Pleasant Very 
 clear 

Very clear   

Table 2. MOS evaluation results for the Greek language on a sentence level 

 Naturalness Ease of listening Articulation 

MOS 3.68 4.35 4.05 

STD 0.61 0.62 0.67 

 

Table 3. MOS evaluation results for the Greek language on a paragraph level  

 Natural-
ness 

Ease of 
listening Pleasantness Intelligibility Pronunciation 

MOS 3.58 3.73 3.74 3.79 3.50 

STD 0.68 0.55 0.80 0.71 0.73 

 
From the results it is observed that the TTS system achieve high performance as far 

as its output quality is concerned given that scales of 4 and 5 correspond to near natu-
ral or natural speech.  

4.2 English 

For the English language, the ILSP TTS system was formally assessed in the context 
of the international speech synthesis scientific challenge namely, the Blizzard Chal-
lenge 2013 [5]. The aim of this challenge is to evaluate TTS systems over the same 
speech data that is to build TTS systems using the same speech database, differing 
only on the tools and techniques that each participant employs for its own system. The 
2013 challenge was to build a TTS system from a large amount of audiobook speech 
data that is to give a notion of expressive speech synthesis [12], [13].      

As well as for all other systems, for the tasks of the Blizzard challenge the ILSP 
TTS system was built in two ways: 1) by using all available audio data, after having 
discarded 8 out of the 30 available audiobooks (Task 1) and 2) by using only two 
audiobooks (Task 2). More details can be found in [12]. For the assessment of the 
TTS systems in coping with books, seven different aspects were tested in total: over-
all impression, pleasantness, speech pauses, stress, intonation, emotion and listening.  
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Table 4. The overall results for Task 1 on paragraphs for all systems and all listeners 

 Overall 
Impression Pleasantness Speech 

pauses Stress Intonation Emotion 
Listening Effort 

A 4,7 4,6 4,6 4,7 4,6 4,6 4,7 

B 1,7 1,7 1,9 1,9 1,8 2 1,5 

C 2,7 2,5 3 2,9 2,6 2,4 2,7 

F 1,7 1,7 2,2 2 1,9 1,7 1,8 

H 1,8 1,7 2,4 2,1 1,7 1,3 1,9 

I 2,7 2,5 3,1 3 2,7 2,4 2,7 

K 3 3 3,2 3 3 2,8 3 

L 2,8 2,9 2,8 2,7 2,6 2,8 2,6 

M 3,6 3,5 3,4 3,3 3,2 3,3 3,3 

N 2,2 2,3 2,1 2,1 2,1 2,1 2,1 

P 1,1 1,1 1,5 1,2 1,1 1,1 1 

Table 5. The overall results for Task 2 on paragraphs for all systems and all listeners 

 Overall 
Impression Pleasantness Speech 

pauses Stress Intonation Emotion 
Listening Effort 

A 5,0 4,7 4,9 4,9 4,8 4,8 4,9 

B 1,9 2,0 2,1 2,0 2,0 2,4 1,8 

C 2,7 2,7 3,3 3,0 2,9 2,6 2,9 

D 2,0 1,9 1,9 2,0 2,0 2,1 1,8 

E 2,0 2,0 2,2 2,2 2,1 2,4 1,8 

F 2,4 2,1 2,7 2,6 2,4 2,2 2,3 

G 1,5 1,4 2,8 2,4 2,3 1,9 1,7 

H 2,1 2,2 3,0 2,8 2,3 1,8 2,5 

I 2,6 2,5 3,2 3,0 2,8 2,5 2,7 

J 2,2 2,2 2,4 2,4 2,4 2,4 2,2 

K 2,9 3,3 3,3 3,2 3,3 3,2 3,3 

L 3,1 3,0 3,2 3,0 2,9 3,1 2,9 

M 3,0 3,4 3,4 3,3 3,2 3,2 3,2 

N 2,8 3,0 2,9 2,8 2,8 2,8 2,8 

O 1,0 1,0 1,9 1,6 1,4 1,2 1,1 
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In the next tables the results of the MOS evaluation are given. It is important to notice 
that a large body of evaluators was participated to assess the TTS systems. In the 
results our system is identified with the letter “L”, while “A” and “B” are the natural 
speech and the “Festival” system accordingly, and act as a benchmark system. 

The ILSP TTS system performed exceedingly well, especially in Task 2 of limited 
data compared to Task 1, where it was rated first in the overall impression criterion 
among all listeners. In addition, the ILSP TTS system ranked among the first three 
systems. 

4.3 Indian 

The ILSP TTS system has also been formally assessed in the context of the Blizzard 
Challenge 2013 on building a TTS system for 4 Indian languages, namely Hindi, 
Bengali, Kannada, and Tamil. The assessment of the stimuli focuses on the natural-
ness and the similarity to the original speaker, as well as on the word error rate. In 
both metrics for similarity to the original speaker and naturalness, our system was 
rated first in all subtasks, with significant difference from the rest, in most cases. The 
results are given in the following table. Although the training data was very limited 
the results were exceedingly good except for the subtask of Kannada, where the data 
set included very poor recordings This is a substantial result giving a clear evidence 
that not only the TTS system but also the tools and the techniques it utilizes is to a 
large extent language and speaker independent. 

Table 6. The overall results for the Indian language tasks for our system. All data and all 
listeners are included. 

 Naturalness Similarity 

Hindi 3,6 3,0 
Bengali 3,8 3,4 

Kannada 3,7 2,5 
Tamil 3,8 3,3 

4.4 Bulgarian 

To assess the Bulgarian speech synthesis system, a set of acoustic experiments was 
performed similarly to the ones regarding the Greek language targeting different di-
mensions of the quality, covering naturalness, intelligibility and speech flow. A final 
set of questions was used to capture the participants’ opinion regarding the appro-
priateness of the synthesis system for different application areas. A group of 30 native 
Bulgarian speakers participated in the evaluation. Among them, 10 had a background 
in linguistics or previous experience related to the subject and, for the purposes of 
these experiments, where considered as a distinct group. The experiments were per-
formed in an unsupervised setting, after the necessary guidelines and instructions 
have been provided to the participants. They were able listen to each stimulus more 
than once. 
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The aim of the first experiment was to evaluate the performance of the TtS system 
in terms of naturalness. The MOS was again used as the subjective scoring method. 
The stimuli consisted of 35 randomly selected, medium-sized sentences with an aver-
age of 13 words per sentence. The listeners were asked to rate three quality dimen-
sions for each sentence by scoring on a scale of 1 to 5 for each dimension according 
to the label scales of table 2 and table 1. Table 7, summarizes the MOS and the stan-
dard deviations of the responses, discriminating between “expert” and “non-expert” 
listeners. Interestingly enough, the opinions of the two groups where highly consis-
tent. It is worth noting that the “ease of listening” and the “articulation” received re-
markably high grades, which were consistent among both experts and non-experts. 
Furthermore, the overall score for “naturalness” which lies near 4 is particularly high, 
considering that 4 corresponded to “near natural”. 

 

Table 7. MOS evaluation results for the Bulgarian language on a sentence level 

  Naturalness Ease of listening Articulation 

Non-
Experts 

MOS 3,53 4,41 4,13 

STD 0,96 0,66 0,77 

Experts 
MOS 3,46 4,39 4,08 

STD 1,00 0,68 0,81 

Overall 
MOS 3,67 4,44 4,24 

STD 0,87 0,56 0,63 

 

Table 8. MOS evaluation results for the Bulgarian language on a paragraph level 

  Quality 
Ease of 

listening Pleasantness
Understandability Pronunciation 

Non-
Experts 

MOS 3,57 3,69 3,67 3,75 3,47 

STD 0,76 0,83 0,86 0,70 0,78 

Experts 
MOS 3,54 3,64 3,53 3,72 3,48 

STD 0,84 0,87 0,84 0,75 0,83 

Overall 
MOS 3,62 3,78 3,96 3,80 3,46 

STD 0,55 0,75 0,83 0,59 0,68 

 
Table 8, illustrates the MOS results obtained for the assessment on a paragraph 

level. Once again, the TTS system performed very well and no appreciable deviation 
was observed between the responses of the expert and non-expert groups. This gives a 
clear evidence of the high quality synthetic speech that the system delivers.    

A final set of questions was used to capture the participants’ opinion regarding 
how appropriate it would be for the synthesis system to be used in different applica-
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tion areas. A rating scale of 1 to 5 with 1 corresponding to “inappropriate” and 5 to 
“completely appropriate” was used. The results obtained for the different application 
areas are summarized in the figure below (“Bad/Poor” corresponds to rates 1-2, “Fair” 
corresponds to rate 3, and “Good/Excellent” corresponds to rates 4-5). The results 
offer a clear indication that the synthesis system is highly regarded as a very appro-
priate tool in almost all the application areas. It is worth noting that the lowest score 
was received for “Audio books”. This was expected (as shown in section 4.2) since 
book reading not only represents one of the most demanding areas for TTS technolo-
gy, but also because the formal speaking style, as the one used for this system, usually 
employed in synthetic voices is often less appropriate. It is important to notice that the 
TTS system for the Bulgarian language was based on a speech database of about 2h of 
duration using a female speaker narrating in a neutral reading style. 

 

Good Excellent

Bad Poor

Fair

I don't know

Websites News portals Audio books

Accessibility tools Telecom

 

Fig. 3. Responses regarding the suitability of the TTS system in different application areas 

5 Discussion - Towards High Quality Expressive Speech 
Synthesis  

One of the most important scientific and development challenges in next generation 
TTS, is Emotional or Expressive Speech Synthesis as it can enhance future natural 
speech interfaces and dialog systems [13]. Currently, as most approaches in generat-
ing expressive speech synthesis employ either simplified modifications of prosodic 
quantities or try to identify and model universalities in how expressiveness is mani-
fested across speakers in general, the obtained results are rather poor. Employing a 
hardwired set of emotions leaves a large set of interesting issues and applications 
unaddressed as such models are unable to capture the rich variability and subtle 
nuances of expression in human speech. Fully-blown emotions cannot be expected in 
most domains and applications where it is impossible to cast rich expressive styles in 
terms of such a plain (and archetypical) set of emotions. Many speech applications 
involve other expressive speaking styles in addition to, or instead of, the expression of 
emotions.    

To this end, a trainable data-driven framework capable of looking and extracting 
measurable regularities, patterns and latent structure in the acoustic and prosodic fea-
tures of expressive human speech would be beneficial compared to conventional  
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approaches of model-based categorical analysis [14]. Also, such an approach is more 
consistent with the perceptual attributes of expressive speech, the underlying recorded 
corpus as well as the specific speaker and would address the whole chain of analyz-
ing, modeling and synthesizing expressive speech by a proper integration to the unit 
selection process. In other words, this approach aims to reveal underlying structure 
and expressive speaking styles directly linked to the given speaker and speech corpus 
in an efficient trainable and integrable manner. This is an ongoing work of the group 
towards the enhancement of the TTS system, where some preliminary indicators has 
shown a very promising potential [12].   

6 Conclusions and Further Work 

In this paper we have presented an overview of the ILSP Unit Selection TTS system 
describing its key components. The system is designed in a modular architecture and 
it follows a data driven language independent approach so as to be as transparent as 
possible to new languages and voices. Experimental evaluation has shown that the 
system is capable of producing high quality synthetic speech covering many and often 
demanding application domains, especially when trained on proper speech stimuli. 
Future work will focus on developing a framework of both trainable cost functions for 
the unit selection module and for incorporating expressiveness and emotional notion 
based on data driven methodologies derived from the underlying speech corpus.    
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Abstract. This paper presents an underwater warp estimation approach
based on generalized regression neural network (GRNN). The GRNN,
with its function approximation feature, is employed for a-priori estima-
tion of the upcoming warped frames using history of the previous frames.
An optical flow technique is employed for determining the dense motion
fields of the captured frames with respect to the first frame. The proposed
method is independent of the pixel-oscillatory model. It also considers
the interdependence of the pixels with their neighborhood. Simulation
experiments demonstrate that the proposed method is capable of esti-
mating the upcoming frames with small errors.

Keywords: Artificial neural network, optical flow, prediction, and un-
derwater imaging.

1 Introduction

When imaging through the water, light rays from objects go through several
reflection and refraction before being captured by the camera, resulting in
non-uniform blurring and random geometric distortions of the acquired short-
exposure images. These degradation effects are aggravated by light attenuation,
path radiance, and particle scattering [1–5]. Therefore, underwater imaging poses
significant challenges at extended ranges when compared with similar problems
in the air. Fig. 1 illustrates a common example of underwater imaging prob-
lem where the camera observes an underwater object through the water surface.
When the water surface is still, the camera observes the object p at its original
location, that is, there is no distortion in the captured image. However, when
the water is wavy, the normal to the water surface N is tilted by an angle. The
apparent position of p changes to p′, resulting in a geometrically distorted image.

Prediction of the turbulence induced warping ahead of time is of interest, as
the estimation of the next warped frames can provide two types of advantages [6];
firstly, it may reduce the computational burden of the image registration algo-
rithm by starting with a better estimation of warp in post-processing applica-
tions. Secondly, it can provide a better approximation of the corrective surface
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time = t time = t+1

p p pʹ

Camera Camera 
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Object Object 

Water surface 

Fig. 1. A simple illustration of underwater imaging and the consequence of refraction

curvature needed to be assumed by the deformable mirrors in real-time adaptive
optics (AO) applications. A few shift maps prediction methods have been pro-
posed for imaging through the air. In [7], a linear Kalman filter approach on a
pixel-by-pixel basis is introduced for predicting the warping or shift maps, where
the average wander of each pixel of a static scenery over a certain period of time
is assumed to be zero. Based on this, each pixel wander is modeled using a sim-
ple oscillator system and characterized by time-dependent differential equations,
which is not always a practical assumption [8]. In a subsequent paper [9], a sta-
tistical approach is presented for estimating the covariance matrices required for
Kalman filter based shift maps restoration. In [10], the authors propose a hybrid
extended Kalman filter (HEKF) for fine tuning the oscillator parameters and
improving the performance of warp estimation. A robust extended Kalman filter
(REKF) is proposed in [11] to handle the time-varying model uncertainties. One
of the limitations of these implementations of Kalman filter approaches is that
each pixel is assumed to oscillate independently of its neighbors, and also inde-
pendently in the horizontal and vertical directions. But in reality, there exists a
substantial correlation between the wander of each pixel and the wander of its
neighbors. Another limitation is that inappropriate selection of Kalman filter pa-
rameters may cause inaccurate prediction and sometimes divergence. Therefore,
in order to predict the warping of underwater images, we considered a neural
network estimator as a possible replacement for the existing Kalman filter. This
will not only eliminate several limitations of Kalman filter approaches but also
incorporate intelligence into the system.

Artificial neural networks (ANNs) are computational tools modeled on the
interconnection of the neurons in the animal central nervous systems. Over the
last few decades, ANNs have been widely used in image processing applications
because of their adaptive and learning capabilities. They are applied for a variety
of imaging application, e.g., image preprocessing, reconstruction, restoration,
enhancement, compression, segmentation, feature extraction and optimization
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[12]. Radial basis networks (RBNs), with their function approximation feature,
can be utilized for warping function estimation of upcoming frames in underwater
imaging. This eliminates the model dependency of the prediction techniques
and assists the measurement of each pixel’s shifts considering its neighborhood.
In comparison with standard feed-forward neural network (FFNN) and back-
propagation neural network (BPNN), RBNs may require more neurons, but they
can be designed to be quicker than others [13]. The training data of the RBN are
obtained from the previously captured frames by applying an image registration
technique. There are several image registration techniques in the literature, such
as, differential elastic image registration, non-rigid image registration, gradient
based optical flow, and cross-correlation. Each registration technique has its own
advantages and disadvantages. Among them, optical flow techniques are capable
of providing better measurements of the pixel warping within shorter processing
time [14–16].

In this paper, we present a simple and efficient algorithm for predicting the
warping of upcoming frames of the underwater object or scene. We employ a
GRNN, a variant of RBN for its fast learning feature and highly parallel structure
[13]. A high accuracy optical flow technique based on coarse-to-fine strategy is
utilized for determining the flow vectors. The performance of the algorithm is
analyzed by applying it to synthetically warped and real-world video sequences.

The rest of the paper is organized as follows: section 2 presents an insight
into the image registration technique based on optical flow. Section 3 describes
the structure of the GRNN designed for experiments. Section 4 presents the
details of the proposed warp estimation algorithm. Simulation experiments are
included in section 5. Finally, section 6 concludes the paper and provides our
future research directions.

2 Image Registration

Image registration is used for determining the motion fields between two image
frames which are taken at different times t and t+Δt. The optical flow constraint
states that the gray value of a moving pixel should be consistent along the flow
vector and the flow field should be piecewise smooth [14], i.e.,

I(x, y, t) = I(x+ xs, y + ys, t+ 1) (1)

where u = (xs, ys) is the optical flow vector of a pixel at x = (x, y) from time
t to time t+ 1. The objective function in the continuous spatial domain can be
written as:

E(xs, ys) =

∫
ψ(|I(x + u)− I(x)|2) + αφ(|∇xs|2 + |∇ys|2)dx (2)

where ψ(·) and φ(·) are robust functions [17], ∇ is the gradient operator and
α weights the regularization. A discrete version of (2) is considered here for
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simplicity in implementation. After modifying the objective function in (2), it
becomes:

E(dxs, dys) =

∫
ψ
(
|I(x + u+ du)− I(x)|2

)
+

αφ
(
|∇(xs + dxs)|2 + |∇(ys + dys)|2

)
dx (3)

Using first-order Taylor series, the term I(x+u+du)−I(x) can be expanded
as:

I(x+ u+ du)− I(x) ≈ Iz(x) + Ix(x)dxs + Iy(x)dys (4)

where Iz(x) = I(x + u) − I(x), Ix(x) =
∂
∂xI(x + u), Iy(x) =

∂
∂y I(x + u). The

continuous function in (3) can be discretized as:

E(dXS, dYS) =
∑

x

ψ

((
δTx (Iz + IxdXS + IydYS)

)2
)
+ αφ

((
δTx Dx(XS + dXS)

)2

+
(
δTxDy(XS + dXS)

)2
+

(
δTx Dx(YS + dYS)

)2
+

(
δTxDy(YS + dYS)

)2)
(5)

where XS, YS are the vectorized form of xs, ys; Ix = diag(Ix) and Iy = diag(Iy)
be diagonal matrices where the diagonals are the frames Ix and Iy; Dx and
Dy represent the matrix corresponding to x− and y− derivative filters; δx is
the column vector that has only one nonzero (one) value at location x, e.g.,
δxIx = Ix(x). Assuming

fx =
(
δTx (Iz + IxdXS + IydYS)

)2
, and gx =

(
δTxDx(XS + dXS)

)2
+(

δTxDy(XS + dXS)
)2

+
(
δTxDx(YS + dYS)

)2
+
(
δTxDy(YS + dYS)

)2
(6)

(5) can be rewritten as:

E(dXS , dYS) =
∑
x

ψ(fx) + αφ(gx) (7)

In this approach, the iterative reweighted least square (IRLS) method is used

to find dXS , dYS so that the gradient
[

∂E
∂dXS

; ∂E
∂dYS

]
= 0. Deriving ∂E

∂dXS
and

∂E
∂dYS

using (7) and setting those equal to zero, the obtained equations are as
follows: [

Ψ ′I2x + αL Ψ ′IxIy
Ψ ′IxIy Ψ ′I2y + αL

] [
dXS

dYS

]
= −

[
Ψ ′IxIz + αLXS

Ψ ′IyIz + αLYS

]
(8)

where L is a generalized Laplacian filter defined as L = DT
xΦ

′Dx + DT
y Φ

′Dy,

Ψ ′ = diag
(
ψ′(fx)

)
, Φ′ = diag

(
φ′(gx)

)
. The equations in (8) contain nonlinear

functions and are solved by the fixed-point iterations [15,16]. Using few outer and
inner fixed-point iterations, the shift map is computed through a coarse-to-fine
refining scheme on a dense Gaussian pyramid.
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3 Generalized Regression Neural Network

GRNN, as proposed by D.F. Specht in [13] is a special case of RBNs with a one
pass learning algorithm and is capable of approximating any arbitrary linear or
non-linear function from historical data. The structure of a GRNN is compara-
tively simple and is capable to converge to the underlying function of the data
with only a few samples [13]. Fig. 2 shows the general architecture of GRNN. It
consists of four layers: input, pattern, summation, and output layers. In Fig. 2,
u and v represent the input and output vectors, respectively, and m is the total
number of vectors. In this paper, the GRNN is trained for an image window
of 4×4 pixels at a time which means the value of m is 16. The basic output
equation of the GRNN with m inputs and one output is given by [18]:

v(u) =

∑
iWiθi(u)∑
i θi(u)

(9)

where Wi is the weight connection between the ith neuron in the pattern units
and the corresponding neuron in the summation units; θi is the Gaussian radial
basis function such that

θi(u) = exp

[
− (u− ui)

T (u − ui)

2σ2

]
(10)

where ui is a single training vector in the input space, and σ is the smoothing
factor. In GRNN, the smoothing factor is a constant between 0 and 1, which is the

u1 u2 u3 um
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.. . .

... .. . ..

. .

vmv3v1 v2

Input
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Pattern

Units
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Fig. 2. General GRNN architecture



An Artificial Neural Network Approach for Underwater Warp Prediction 389

only parameter needed to be chosen. When σ is large, the function approximation
is forced to be smooth, whereas a smaller value of σ allows the data to fit
very closely. Therefore, appropriate smoothing factor can smooth out noise and
provide better estimation of warping functions.

4 Warp Estimation Algorithm

The warp estimation algorithm is developed for predicting the next distorted
frame of the underwater object given only a few short-exposure frames of the
object as input. No previous knowledge of the waves or the underwater object
is assumed. In this algorithm, GRNN is applied for determining the underlying
input-output relationship or mapping from a set of input-output data [19]. The
shifts of pixels are considered as training data for the network. Estimation is
limited to one directional shift (either x− or y− direction) at a time. The first
warped frame is assumed as the reference frame. To start with the algorithm at
least one input-output data is required. Therefore, the estimation may start for
the 3rd upcoming frame. The procedures are described in steps below:

1. Initialization: Apply the image registration technique to determine the shifts
of each pixel of the first two frames, say z1 and z2. Where z represents the
measured pixel shifts in the x− or y− direction. z1 is by default zero and is
considered as input data while z2 is considered as output or target data for
training with the neural network.

2. For frame k (k > 2),
2.1. Training: Train the GRNN with the input-output data set.
2.2. Prediction: Simulate the network for predicting the pixel’s next shift

ẑk with the present input value zk−1.
2.3. Filtering: Pass the estimated shifts through a median filter to soften

the outliers.
2.4. Registration: Capture the kth frame and apply the image registration

for calculating its pixel shifts, zk. The number of training data is in-
creased by one.

3. k = k + 1, go to step 2 until stop.

The accuracy of the estimation depends on the number of training data. For
estimating the kth frame, the number of training data available is (k− 2). When
the GRNN is trained with multiple input predictor variables, z will be a matrix
instead of a vector.

5 Simulation Experiments

The proposed underwater warp estimation method was implemented in MAT-
LAB and tested on an Intel Core i7-2600 CPU 3.40GHz machine with 8GB
RAM. The performance of the method is measured by using a synthetically
warped underwater sequence [20]. Fig. 3 shows a sampling of the test sequence.
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The sequence consists of 61 frames, each of 268×292 pixels. The method was also
applied on a real underwater sequence [5]. The real sequence contains 120 frames,
each of 192×288 pixels, a sampling is shown in Fig. 4. The estimation capability
of the proposed method is verified by determining various quality metrics, e.g.,
mean squared error (MSE) and variance map.

Fig. 3. A sampling of synthetically distorted Brick images

Fig. 4. A sampling of naturally distorted Water-Colgate images
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5.1 A Single Pixel’s Shift

The GRNN was trained considering a neighborhood of 4×4 pixels to predict the
next warp of each pixel using the trained network. The estimated shifts were
compared with the measured shifts obtained through the optical flow technique.
Fig. 5 (a) and (b) show the comparison for the synthetic Brick sequence for the
pixel at image coordinate (x = 230, y = 230) in the x− and y− directions,
respectively. It is noted that, even though the pixel’s wander is not periodic, the
neural network estimator copes up with the changes, proving a good estimation
closer to the measured values. The MSEs between the estimated and measured
shifts are obtained as 0.47 and 0.38 for the x− and y− directional shifts, re-
spectively. Similarly, Fig. 6 shows the results for the Water-Colgate sequence for
the pixel at image coordinate (x = 170, y = 170); MSE of 0.61 and 1.04 are
calculated for the x− and y− directional shifts, respectively.

0 10 20 30 40 50 60
−8

−6

−4

−2

0

2

4

6

8

Frame Number

Sh
if

t [
pi

xe
l]

 

 
Measured
Estimated

(a) x−directional shifts

0 10 20 30 40 50 60
−5

−4

−3

−2

−1

0

1

2

3

4

5

Frame Number

Sh
if

t [
pi

xe
l]

 

 
Measured
Estimated

(b) y−directional shifts

Fig. 5. Estimated and measured shifts of the pixel at image coordinate (x = 230,
y = 230) for the Brick sequence
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Fig. 6. Estimated and measured shifts of the pixel at image coordinate (x = 170,
y = 170) for the Water-Colgate sequence
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Fig. 7. Frame by frame shift map MSE for (a) Brick sequence, and (b) Water-Colgate
sequence

5.2 Framewise Shift Map MSE

The MSE between estimated and measured shift maps is calculated for each
frame k using:

MSEk =
1

M ×N

N∑
x=1

M∑
y=1

(ŝ(k)x,y − s(k)x,y)
2 , k = 1, ...,K (11)

where ŝ(k) and s(k) at time index k are any predicted shift map and measured
shift map, respectively. M × N represents the size of each frame, and K is the
total number of frames. Fig. 7 illustrates the frame by frame MSE values for
the Brick sequence and the Water-Colgate sequence, respectively. The errors are
within 1 pixel for most of the frames.

5.3 Variance Map

The variance map is an image formed by the absolute displacement variance
value for the shift at each pixel. It is a visual representation of the distribution
of “wobble” across the frame. The variance of the predicted shift maps at each
pixel (x,y) can be calculated as:

σ2
x,y =

1

K

K∑
k=1

(
ŝ(k)x,y − ¯̂sx,y

)2
(12)

where again, ŝ(k) at time index k is any predicted shift map and ¯̂s is the time
averaged shift map. The performance of the prediction across whole set of frames
can be represented by a single value using the average of the variance map. It is
calculated as:

〈σ2〉 = 1

M ×N

∑
x

∑
y

σ2
x,y (13)
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(a) (b)

Fig. 8. ROI variance maps: (a) Brick sequence, and (b) Water-Colgate sequence

where 〈〉 is the average operator. Fig. 8 (a) and (b) present the region of interest
(ROI) variance maps for the Brick and Water-Colgate sequences, respectively.
A central ROI was chosen to discard edge artifacts. The darker areas indicate
lower variance. For the Brick sequence, the low variance areas dominate with
some lighter regions; mean variance of 0.46 is calculated. Whereas for the Water-
Colgate sequence, as expected, the variance is comparatively higher because of
the higher distortions, which is also reflected by the higher mean variance value
of 1.33.

6 Conclusion

In this paper, a GRNN based approach has been implemented for predicting the
warping of upcoming geometrically distorted frames in underwater imaging. The
proposed approach is independent of pixel oscillatory model and considers the
interdependence of each pixel with its neighborhood as it is the case in reality.
The simulation tests have been carried out on synthetic and real-world video
sequences. It has been demonstrated that the method has good warp prediction
capabilities. The real-time parallel implementation of this method using GPUs
(graphical processing units) or FPGAs (field programmable gate arrays) will
allow its application to real-time surveillance.
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Abstract. Aiming at automatic detection of non-linguistic sounds from vocali-
zations, we investigate the applicability of various subsets of audio features, 
which were formed on the basis of ranking the relevance and the individual 
quality of several audio features. Specifically, based on the ranking of the large 
set of audio descriptors, we performed selection of subsets and evaluated them 
on the non-linguistic sound recognition task. During the audio parameterization 
process, every input utterance is converted to a single feature vector, which 
consists of 207 parameters. Next, a subset of this feature vector is fed to a clas-
sification model, which aims at straight estimation of the unknown sound class. 
The experimental evaluation showed that the feature vector composed of the 
50-best ranked parameters provides a good trade-off between computational 
demands and accuracy, and that the best accuracy, in terms of recognition accu-
racy, is observed for the 150-best subset. 

Keywords: Non-linguistic vocalizations, sound recognition, audio features, 
classification algorithms. 

1 Introduction 

Over the last decade, there is an increase in the scientific community’s interest about 
processes that involve automatic signal processing. Audio is a corner stone on the 
types of signals of interest due to the fact that there is a big amount of applications in 
which the audio data are available and accessible and there are also numerous applica-
tions in which audio data manage to express the information that should be under 
processing. 

Since speech plays a significant role in our life, automatic speech processing tool-
kits have been investigating several underline characteristics that subsist within the 
speech intervals. As a typical example, an automatic speech recognizer exports from a 
voice signal the transcription in a series of letters, in contrast of a human ear that can 
perceive underline characteristics about the speaker (e.g. identification, emotional and 
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linguistic details). One major phenomenon that subsists within the speech intervals is 
the non linguistic sounds. This type of audio event includes vocalizations that can’t be 
transcript (in contrast with humans talking that can be transcript into a series of let-
ters). Nevertheless, non linguistic sounds can offer details about underline characteris-
tics, for instance speaker’s health, emotional status and sleepiness/boredom could be 
revealed from cough, laugh or yawing. 

Owing to this observation, several studies have investigating the effect on adding 
into the set of events of interest the non linguistic sounds. Characteristics examples 
could be found in articles [1,2] in which the authors utilize the non linguistic sound in 
interesting types of experiments and more particularly they visualized laughing, cry-
ing, sneezing and yawning and they create a real time cough detection and processing 
system correspondingly. The basic areas of applications in which non linguistic 
sounds take place among the events of interest are the medical decisions [2, 3, 4, 5, 6], 
the animation [1], the paralinguistic recognition for post processing emotion recogni-
tion [7] and the surveillance [8]. 

The nature of the audio problem (e.g. the goals of the processing) defines the set of 
the events of interest. Non linguistic sounds occur in several speech intervals (espe-
cially in those where the speaker doesn’t dictate an a priori text) but their discrimina-
tion (as long as the post processing recognition and discrimination among them or 
among their subcategories) should start from the labeling while the a priori close set 
of events of interest is defined. While some of the non linguistic sounds could be 
subcategorized, the main sound events are (i) laugh [9, 10, 11, 12, 13, 14, 15, 7], (ii) 
cough [16, 2, 3, 5, 6], (iii) snoring [17, 18], (iv) cry [9, 4], (v) scream [9, 19, 20, 8], 
(vi) breathing and other noises [10, 11, 18], (vii) sighing [11] and (viii) raised  
voice [19]. 

Non linguistic sounds are commonly handled with typical audio processing archi-
tectures.  A decomposing of the audio signals into a frame sequence and subsequently 
into a feature vector sequence following by a classification algorithm is a typical me-
thod of processing.  

Starting with the pre-processing and the parameterization, typical type of analysis 
is the short-time analysis of the audio signal in both time and frequency domain. The 
audio signal is divided into a series of frames and thereafter a series of feature extrac-
tion algorithms are applied in each frame. Several well known and commonly used, in 
the audio processing literature, feature have been explored, such us (i) the Mel fre-
quency cepstral coefficients MFCC [9, 16, 12, 2, 3, 4, 20, 18], (ii) Spectral Features 
[16, 13, 19, 20, 17] (iii) the pitch [12, 14, 7, 19, 13, 17], (iv) the zero crossing rate 
(ZCR) [16, 12, 20], (v) the Perceptual Linear Prediction PLP [10, 14, 7], (vi) the Li-
near Prediction Coefficients LPC [4, 8], (vii) the energy [12, 14, 7] and (viii) the 
Harmonic to Noise Ratio [16]. 

During the classification, the feature vector sequence is driven into a powerful ma-
chine learning algorithm. Each vector is assigned as one of the classes that a priori has 
been defined as class of the close set of events of interest. Either as events of interest 
in an audio processing algorithm or as discrimination target in an audio discrimination  
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problem, non linguistic sounds have been driven into several types of machine learn-
ing algorithms (e.g. probabilistic or discriminative). Some of the commonly used are 
(i) the Support Vector Machine SVM [9, 7, 16], (ii) the hidden markov models HMM 
/ the hidden markov models HMM with automatic speech recognizer ASR / the Gaus-
sian mixture models GMM [18, 10, 11, 7, 16, 2, 3, 8, 20], (iii) the Neural Networks 
[10, 12, 16, 4], (iv) the Boosting Technology [13], (v) the k-Nearest Neighbor [17] 
and (vi) the fuzzy logic [19]. 

Expanding the architecture block diagram with techniques commonly found within 
architecture schematics of audio recognition problems, studies have shown that the 
discrimination ability of the feature set could be explored. There are techniques that 
evaluate the discrimination ability of a feature into the specific set of audio events of 
interest and techniques that are applied onto the feature vector sequence to change the 
feature space into a less dimensional component space. Commonly found, among the 
non linguistic recognition problems, techniques are (i) the Non-Negative Matrix Fac-
torization [10], (ii) the Mutual Information [16] and (iii) the Principal Component 
Analysis [15]. 

In the present work, we aim to apply architecture of sequential discrete steps into a 
database for discriminate non linguistic vocalization. After the initial pre-processing 
and the parameterization of the audio recordings, we investigate the effect of evalua-
tion of the features based on their relevance in the discrimination problem. Moreover 
we created subspaces that hold only the most relevant features (each subspace is de-
fined from different minimum level of relevance) and we explore their corresponding 
models we powerful machine learning algorithms. The rest of the article is organized 
as followed: Session 2 holds information about the system description, in session 3 
we analyze the details about the experimental setup concerning the audio events  
of interest in the database, the selection of features and the evaluation and classifica-
tion algorithms, in session 4 there are the results and finally session 5 holds the  
conclusions. 

2 System Description 

The discrimination of non linguistic events of interest from speech events is based on 
a two phase classification method. Initially the training phase produces suitable train-
ing models for the upcoming testing signals using the information of a close set of 
training recording, while the testing phase fed by the training phase seeks to categor-
ize the incoming data. A short-time analysis of the audio signals in both time and 
frequency domains is the base in which the recognition results are compared with the 
labels of the events in frame level. A technique of initial evaluation of the significance 
of the feature regardless of their relevance during the training phase and the forward-
ing of the outcome in the testing phase is acting upon the models. The details about 
the current architecture appeared in Figure 1. 

With more detailed analysis, the training phase starts by defining an audio record-

ing set }{ rXX =  that consists of labeled audio files, each of which within there are  
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Fig. 1. Block diagram of general architecture 

labeled the audio events of interest. The process of discrete steps, that construct the 
training phase, starts with a short time analysis by decomposing the audio signal into 
a sequence of parameters forward from a technique that selects features with high 
discrimination ability and ends with the construction of sound models. The short time 
analysis divides each audio recording into frames. The frames of all files are extracted 
from the same analysis in terms of equal and constant size and time shift step. The-

reafter the set of files that include the frame sequences }{ rOO =  are driven into the 

feature extraction block. Within, a number of parameterization algorithms extract 
feature in each frame. With each frame decomposed as a set of parameters,  
these frame sequences can be projected into a feature space. As a result, the frame 
sequences are replaced from feature vector sequences. Afterwards, the files of  

feature vectors sequences }{ rVV =  are driven into a feature ranking algorithm.  
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Each feature is ranked about its relevance to the discrimination, namely its discrimi-
nation ability. This process measures the degree of necessity of the feature, since in 

the upcoming step, a feature subset jS  of the N features with ranking score above a 

priori target level is computed. At the end of the training phase, the subsets along with 

the initial feature vector sequence create the training models jM . 

Before the incoming audio file Y enters the testing phase, information about the 
training phase fed the testing procedure. Apart from the fact that the pre-processing 
stage should be the same with the one of the training phase, the subsets selection 
about the features, and of course the corresponding models, should inform the corres-
ponding testing steps. Afterwards the incoming audio recording is sequentially trans-

formed into a frame sequence YO and into a feature vector sequence 
JCV . The  

classification results are produces when the feature vector sequence is driven into the 
classifier f  with the corresponding training models. 

Further fine tuning of this architecture and more specific during the feature extrac-
tion or the feature ranking/selection is the key element on the processes of restructur-
ing the multidimensional feature space into a less dimensional component space. The 
selection of subsets is based on experimental conditions. 

3 Experimental Setup 

The experimental setup for the evaluation of the architecture described in Section 2 is 
presented in the current Section. The following subparagraphs referring to the collec-
tion of data, the description of the feature set and the evaluation and classification 
algorithms. 

3.1 Audio Data Description 

For the training and the evaluation of our architecture we relied on existing audio  
data collection, due to the lack of one database appropriate and widely accepted  
for experimenting on non linguistic recognition and discrimination. In particular,  
our data were collected from (i) the BBC broadcast news database [21], (ii) the  
BBC SFX Library [22], (iii) the Partners In Rhyme database [23] (iv) and the  
SoundBible database [24]. The events gathered from non broadcast sources have been 
convolved with silence intervals of broadcast transmissions. All audio data were 
stored in single-channel audio files with sampling frequency 8 kHz and resolution 
analysis 8 bits per sample. The audio dataset is manually annotated by an expert  
audio engineer. The selected audio data collection of audio recordings, total duration 
of approximately 354 seconds, consists of speech events and eleven different non 
linguistic vocalizations. The time distribution of each sound event appears in the  
following Table. 
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Table 1. Duration distrubution of sound events of interest 

Sound Type Duration 
(in seconds) 

Breathing 31.01 
Burp 22.30 

Cough 26.35 
Cry 9.82 

Hiccup 1.06 
Kiss 15.11 

Laugh 71.71 
Scream 42.41 
Sneeze 2.63 
Speech 103.28 
Whistle 10.08 

Yawning 17.85 

3.2 Feature Extraction 

Considering the type of our problem, a typical pre-processing algorithm based on 
short time analysis and frame blocking is quite appropriate. In our experiments  
we rely on dividing the audio strings into overlapping frames of constant length  
of 25msec with constant time shift of 10mesc. Additional pre-processing is based  
on applying a 1st order FIR pre-emphasis filter followed by a Hamming  
windowing. 

In the literature there is a big amount of well known feature extraction algorithms 
that have commonly used in audio recognition problems in which events such us 
speech or music have a big share in the time distribution. Our experiments were car-
ried out using the OpenSmile [25] framework. Our feature extraction processed was 
based on extracting an big amount of feature and potentially features that cover dif-
ferent categories of characteristics. The feature vector is initially constructed using the 
time domain feature of (i) zero crossing rate (ZCR). Thereafter we added the (ii) 
energy. From the domain of features that are extracted from filter banks, we use the 
standard algorithmic procedures to extract the (iii) Mel Spectrum, the (iv) MFCC [26] 
and the (v) CHROMA coefficients [27, 28]. With the usage of statistical function on 
the FFT Magnitude we compute the (vi) energy of bands, the (vii) roll off, the (viii) 
flux, the (ix) centroid, the (x) maximum position and the (xi) minimum position are 
computing. Additionally with the usage of a combine technique of autocorrela-
tion/cepstrum/pitch we compute the (xii) pitch, the (xiii) pitch envelope and the  
(xiv) voicing probability. The feature vector was completed by adding the (xv) first 
and second derivatives (delta and double delta coefficients) of all the previously  
mentioned features. 
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Fig. 2. The Pre-Processing and Parameterization Procedure 

3.3 Feature Evaluation and Selection 

After the extraction of the features, the evaluation ranks the significance of each fea-
ture, namely its discriminative ability in the specific audio dataset. The evaluation 
was carried out using the ReliefF algorithm [29]. This mathematical algorithm calcu-
lates the quality of each feature and with that it indicates the degree of importance. 
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The selection procedure ensures that the features with ranking scores inside the a 
priori determined levels will grouped inside the subset. The resulting subsets are used 
for the construction of the sound type classification models during the training phase 
as well as reform the feature extraction algorithm in the test phase, as described in 
Section 2. 

3.4 Pattern Recognition 

The construction of the pattern recognition algorithm is based on the WEKA software 
toolkit. The selection of classifiers used in our experiments include some well known 
and commonly used machine learning algorithms, and more specific the (i) k-nearest 
neighbor classifier (IBk) [30], the (ii) C4.5 decision tree learner (J48) [31], the (iii) 
two-layered back-propagation multilayer perceptron neural network (MLP) [32], the 
(iv) a support vector classifier (SMO) [33] and (v) the naïve Bayes classifier [34]. 

4 Experimental Results 

The results of our experiments are presented in the following table. In particular Table 
2 presents the appliance of powerful machine learning algorithm, in our case the  
k-nearest neighbor classifier (IBk) the C4.5 decision tree learner J48, the MLP, the 
SVM and the Naive Bayes in our database. 

We created a series of clusters that corresponds to different subspaces of the fea-
ture space. In more details, we create clusters that hold the N-best features for N equal 
to 10, 20, 50, 100, and 150 features that have been evaluated as those with the biggest 
discrimination ability and we create a last cluster holding the entire feature space. the 
non-linguistic sound recognition results are shown in Table 2. 

Table 2. Detection accuracy (in percentages) 

Method N=10 N=20 N=50 N=100 N=150 N= 207 
IBk 62.22 72.02 82.56 83.12 86.35 85.73 
J48 58.21 68.09 80.39 81.22 85.45 84.44 

MLP 65.23 77.66 83.87 85.01 91.87 89.46 
SVM 66.32 81.55 90.75 92.37 96.01 95.14 

N. Bayes 48.98 50.08 52.76 53.08 59.11 57.32 

 
As can be seen in Table 2, the two discriminative classifeirs, i.e. the SVM and 

MLP achieved the highest non-liguistic sound recognition scores. Specifically, the 
support vector machine method outperformed all other classification algorithms 
achieving performance equal to 96%, when using the N=150 best audio features. The 
second best perfoming classifier, i.e. the MLP neural network achieved significantly 
lower performance in all N-best cases. The superiority of the SVM algorithm is 
probably owed to the high dimentionality of the feature space, since SVMs do not 
suffer from teh curse of dimentionality phenomenon. 
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It is worth mentioning that for all evaluated classification methods the best 
performance was achieved for the N=150 best audio features, which indicated the 
importance of feature ranikng and selection of feature subspace. Moreover, the N=50 
best fearures offer a good trade-off between computational demands and accuracy, 
since the non-linguistic sound recognition performance for the N=50 best audio fea-
tures is comparable to the one achieved for the N=150 best features. 

5 Conclusion 

In this article we presented an architecture for non-linguistic sound recognition from 
audio signals. Specifically, we investigate the applicability of various subsets of audio 
features, which were formed on the basis of ranking the relevance and the individual 
quality of several audio features. Based on the ranking of the large set of audio de-
scriptors, we performed selection of subsets and evaluated them on the non-linguistic 
sound recognition task. During the audio parameterization process, every input utter-
ance is converted to a single feature vector, which consists of 207 parameters. Next, a 
subset of this feature vector is fed to a classification model, which aims at straight 
estimation of the unknown sound class. The experimental evaluation showed that the 
best performing algorithm was the support vector machines achieving recognition 
accuracy equal to 96.01% for the 150 best audio features. Finally, the feature vector 
composed of the 50-best ranked parameters was found to provide a good trade-off 
between computational demands and accuracy. 
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Abstract. A method using Zernike Moments and Histogram of Oriented Gra-
dients for classification of plant leaf images is proposed in this paper. After 
preprocessing, we compute the shape features of a leaf using Zernike Moments 
and texture features using Histogram of Oriented Gradients and then the Sup-
port Vector Machine classifier is used for plant leaf image classification and 
recognition. Experimental results show that using both Zernike Moments and 
Histogram of Oriented Gradients to classify and recognize plant leaf image 
yields accuracy that is comparable or better than the state of the art. The method 
has been validated on the Flavia and the Swedish Leaves datasets as well as on 
a combined dataset. 

Keywords: Leaf recognition, Zernike moments, Histogram of oriented gra-
dients, support vector machine.  

1 Introduction 

Plants play a vital role in the environment. There is huge volume of plant species 
worldwide and their classification has become an active area of research [1]. A plant 
database is of obvious importance for archiving, protection and education purposes. 
Moreover, recognition of plants has also become essential for exploiting their medi-
cinal properties and for using them as sources of alternative energy sources like  
bio-fuel. The classification of plant leaves is a useful mechanism in botany and agri-
culture [3]. Additionally, the morphological features of leaves can be employed in the 
early diagnosis of certain plant diseases [5].  

Plant recognition is a challenging task due to the huge variety of plants and due to 
the many different features that need to be considered. There are various ways to rec-
ognize a plant, like flower, root, leaf, fruit etc. Recently, computer vision and pattern 
recognition techniques have been applied towards automated process of plant recogni-
tion [2]. Leaf recognition plays an important role in plant classification and its key 
issue lies in whether the chosen features have good capability to discriminate various 
kinds of leaves. Computer aided plant recognition is still challenging due to improper 
models and inefficient representation approaches.  
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A lot of work has been focused on the shape description of the leaves. In the past 
decade, research on contour-based shape recognition [18-19] was more active than 
that on region-based [17]. In [15] they introduced a multiscale shape-based approach 
for leaf image retrieval. The leaf represented by local descriptors associated with 
margin sample points. Within this local description, they studied four multiscale tri-
angle representations: the well-known triangle area representation (TAR), the triangle 
side lengths representation (TSL) and two other representations, triangle oriented 
angles (TOA) and triangle side lengths and angle representation (TSLA). In this re-
search they used 1-NN as classifier. In [16] they proposed a contour-based shape 
descriptor, named Multiscale Distance Matrix (MDM), to capture shape geometry 
while being invariant to translation, rotation, scaling, and bilateral symmetry and to 
classify the plants they used 1-NN as classifier. The color information was incorpo-
rated in the plant identification in [11] and [12] and RBPNN was used as classifier. 
However most researchers avoid using color, mainly due to its dependency on the 
illumination. 

Some other researchers focused on green leaves and ignored color information on 
the leaf. In [10] they used PNN to classify 32 species of plants. All the plants  
they used in their research had green leaves. Also in [24] Zulkifli used General Re-
gression Neural Networks (GRNN) and invariant moment to classify 10 kinds of 
plants. They did not include color features to the classifier. Furthermore, in [14]  
they used K-SVM to classify 32 species of plants and they also did not use any color 
features. 

This paper differs from the previous approaches due to the fact that we propose a 
method for recognizing leafs using as shape descriptor the Zernike Moments (ZM) 
and as a descriptor for the interior of the leaf the Histogram of Oriented Gradients 
(HOG). Support Vector Machine (SVM) has been used as a classifier, which is among 
the best methods for discriminative models.  

Experimental results on Flavia dataset [21] indicates that the proposed method 
yields an accuracy rate of 97.18%, on Swedish Leaves dataset [22] 98.13%. When we 
combine both Flavia and Swedish Leaves the obtained accuracy is 97.65%. To our 
knowledge these results are similar or better than the state of the art, and it is the first 
time someone combines these two popular databases. 

An overview of the method is given in Fig. 1. More specifically we perform a pre-
processing step, then we extract a feature vector per image and finally we do the clas-
sification of the image.  

The rest of the paper is organized as follows. In the next section we describe the 
preprocessing steps. In section 3 we outline the feature extraction method and in sec-
tion 4 we outline the classification method. In section 5 we give the experimental 
results of our method and section 6 concludes this paper.  
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Fig. 1. Proposed method for leaf classification 

2 Image Pre-processing 

2.1 Convert RGB Image to Binary Image 

Each RGB image is firstly converted into grayscale. We do not employ color due to 
its dependency on the illumination, so after that we calculate a threshold using Otsu’s 
method and using this threshold level we convert the grayscale image to binary, so 
that we can have the leaf image in white and background in black. All images are 
scaled in 512x512 resolution. 

2.2 Eliminating the Petiole 

Some leaves have petioles so we have to eliminate them, because they can distort the 
overall shape. For that we use the Distance Transform operator which applies only to 
binary images. It computes the Euclidean distance transform of the binary image. For 
each pixel in binary image, the distance transform assigns a number that is the dis-
tance between that pixel and the nearest nonzero pixel of binary image. 

2.3 Center the Image 

After converting the image to binary we find the connected components of image and 
use the centroid property to find the center of mass of the region, so we can move the 
image to the center. This is necessary for the Zernike Moments calculation. 
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Fig. 2. a) RGB image, b) Grayscale image, c) Binary image and petiole elimination, d) Cen-
tered binary image, e) Cropped Grayscale image 

3 Feature Extraction 

In this paper we use Zernike Moments (ZM) on centered binary images and Histo-
gram of Oriented Gradients (HOG) on cropped grayscale images to extract and calcu-
late features of leaf image. 

3.1 Zernike Moments (ZM) 

We use Zernike Moments (ZM) to extract features using the shape of leaf. The com-
putation of Zernike moments from an input image consists of three steps: computation 
of radial polynomials, computation of Zernike basis functions, and computation of 
Zernike moments by projecting the image on to the basis functions. 

The procedure for obtaining Zernike moments from an input image begins with the 
computation of Zernike radial polynomials. The real-valued 1-D radial polynomial 
Rnm is defined as  

( , , )( | |)/ ,  (1) 

where, 

( , , ) ( 1)  ( )!! | |2 ! | |2 !  
(2) 
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In (1), n and m are generally called order and repetition, respectively. The order n 
is a non-negative integer, and the repetition m is an integer satisfying n − |m| = (even)  
and  |m|≤n.  

The radial polynomials satisfy the orthogonal properties for the same repetition, 
 ( , ) ( , )  

                               

                                                 ( )   0 , otherwise ,  

 
Zernike polynomials V(ρ,θ) in polar coordinates are formed  by   

  ( )e , | | 1  (3) 

where (ρ,θ) are defined over the unit disk, j = √ 1 and  is the orthogonal radial 
polynomial defined in equation (1). 

Finally, the two dimensional Complex Zernike Moments for a NxN image are de-
fined as, 

1  π ( , )    ( , )  (4) 

where f(x,y) is the image function being described and * denotes the complex conju-
gate [6]. 

3.2 Image Reconstruction Using Zernike Moments (ZM) 

Let f(x,y) be an image function with dimension NxN, their moments of order n with 
repetition m are given by, 

( , ) N N ( , )  (5) 

Expanding this using real-values functions, produces: 

( , )  N C   cos( ) S sin( ) ( ) C2 ( ) (6) 
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composed of their real (Re) and imaginary (Im) parts: C 2Re ∑  ∑ ( , ) ( ) cos( )                (7) S 2Im ∑  ∑ ( , ) ( ) sin( )           (8) 

bounded by  y 1 . 

 
a) b) 

Fig. 3. a) Original image, b) Reconstructed image from Zernike Moments 

Based on [23] the Zernike Moments have the following advantages: 

• Rotation Invariance: The magnitudes of Zernike Moments are invariant to rotation. 
• Robustness: They are robust to noise and minor variations in shape. 
• Expressiveness: Since the basis is orthogonal, they have minimum information 

redundancy.  

3.3 Histogram of Oriented Gradients (HOG) 

The Histograms of Oriented Gradients (HOGs) are feature descriptors used 
in computer vision and image processing for the purpose of object detection (e.g., 
[20]). The technique counts occurrences of gradient orientation in localized portions 
of an image. This method is similar to that of edge orientation histograms, scale-
invariant feature transform descriptors, and shape contexts, but differs in that it is 
computed on a dense grid of uniformly spaced cells and uses overlapping local con-
trast normalization for improved accuracy. 

The essential concept behind the Histogram of Oriented Gradient descriptors is that 
local object appearance and shape within an image can be described by the distribution 
of intensity gradients or edge directions. The implementation of these descriptors can 
be achieved by dividing the image into small connected regions, called cells, and for 
each cell compiling a histogram of gradient directions or edge orientations for the pix-
els within the cell. The combination of these histograms then represents the descriptor. 
For improved accuracy, the local histograms can be contrast-normalized by calculating 
a measure of the intensity across a larger region of the image, called a block, and then 
using this value to normalize all cells within the block. This normalization results in 
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better invariance to illumination changes or shadowing [8]. Since the HOG descriptor 
operates on localized cells, the method upholds invariance to geometric and photome-
tric transformations, except for object orientation.  

The concept of HOG is particularly appealing for the classification of leaves due to 
the nature of their region, which contains many visible veins (see Fig. 4). Those veins 
are very informative about the specific class the leaf belongs to. Furthermore, the 
gradients that HOG capitalizes upon, are unlike the color features that some research-
ers use (e.g., [12]), generally robust to illumination changes and color differences due 
to the leaf maturity. 

 
 
 
 
 

  

Fig. 4. Veins of leaf 

4 Classification 

For the classification we have employed the Support Vector Machine (SVM), which 
is appropriate for the task of discriminative classification between different classes 
[9]. SVM can simultaneously minimize the empirical classification error and maxim-
ize the geometric margin. SVM can map the input vectors to a higher dimensional 
space where a maximal separating hyperplane is constructed. Two parallel hyper-
planes are constructed on each side of the hyperplane that separate the data. An  
assumption is made that the larger the margin or distance between these parallel 
hyperplanes the better the generalization of the classifier will be. We consider a set of 
n data points of the form ( , ), , , , , … … … … ( , ) , where yn is  
either 1 or -1 indicating the class to which xn the point belongs. Each xn is a  
p-dimensional real vector. We want to find the maximum-margin hyperplane that 
divides the points having yn  = 1 from those having yn = -1. Any hyperplane can be 
written as the set of points x satisfying 

w.x – b = 0,                                                                  (9) 

where “.” denotes the inner product and w the normal vector to the hyperplane. The 

parameter  determines the offset of the hyperplane from the origin along the normal 

vector w. If the training data are linearly separable, we can select two hyperplanes in a 
way that they separate the data and there are no points between them, and then try to 
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maximize their distance. The region bounded by them is called "the margin". Slack 
variables allow a tradeoff between misclassification of samples and overall perfor-
mance. More details can be found in [9].  

5 Experimental Results 

To test the proposed method we first used Flavia dataset, then we used the Swedish 
Leaves dataset and at last we combined both the Flavia and Swedish Leaves dataset. 
We have 47 species from both datasets, 32 species from Flavia dataset and 15 species 
from Swedish Leaves dataset.  

In Flavia dataset we used 50 samples per species. For each species we used 40 
samples for training and 10 for testing. 

In Swedish Leaves dataset first we used 50 samples per species for training and 25 
samples for testing and second we used 25 samples for training and 50 for testing to 
compare results with other methods. 

After the calculation of Zernike Moments and Histogram of Oriented Gradients on 
both datasets, we concatenated the features from both datasets, but this time we used 50 
samples per species from Swedish dataset. After that, we used 40 samples per species for 
training and 10 samples for testing. The feature extraction from both datasets is the same. 

To compare and see if the difference lies in features or in classifier, we also com-
puted chebyshev moments and concatenated with Histogram of Oriented Gradients 
features.  After the training and testing results, we saw that the accuracy was lower 
than the other method. 

Firstly, the gradient was simply obtained by filtering it with two one-dimensional 
filters: horizontal: (-1 0 1) and vertical: ( 1 0 1) . The second step was to split the 
image into 4x4 cells and for each cell one histogram is computed according to the 
number of bins orientation binning. The numbers of bins we used is 9. The result of 
the feature vector of HOG is a 144 dimensional vector for every image leaf. This 
vector is a computation of 4x4x9 and that’s how we got the 144 dimensional vector.  
Different normalization schemes are possible for a vector V, containing all histograms 
of a given block.  The normalization factor Nf  that we used is: 

 L2-norm: Nf = / || ||                                            (10)   

All images were normalized with respect to orientation, so that the major axis ap-
peared vertically. This establishes a common reference for the HOG descriptors.  
We computed Zernike Moments up to order n=20 and the result was a 121 dimensional 
vector for every image leaf, which was normalized by computing the complex modulus. 

In this paper we used linear SVM as classifier. Before we started the classification 
we concatenated Zernike Moments (ZM) and Histogram of Oriented Gradients (HOG) 
arrays and then we normalized our data into range [0, 1]. After obtaining the best C 
parameter for our training model we calculated the overall accuracy of our system. 

Using Zernike Moments (ZM) up to order 20 and Histogram of Oriented Gradients 
(HOG) as features, resulted in a highest accuracy of 97.18% for using only Flavia data-
set, 98.13% for using only Swedish Leaves dataset and 97.65% for using both datasets, 
which are listed in Table 1. The test and training samples were randomly selected as 
indicated in Tables 2, 3. 
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Fig. 5. Overview of the Swedish Leaf Dataset 

 

Fig. 6. Overview of the Flavia Leaf Dataset 

Table 1.  

Dataset Features Classifier Best 
Accuracy 

Flavia ZM + HOG Linear SVM 97.18% 

Flavia 
+ Swedish Leaves 

ZM + HOG Linear SVM 97.65% 

Swedish Leaves ZM + HOG Linear SVM 98.13% 

Table 2. Comparison based on the Swedish Leaves database 

Method Features Classifier 
Training 

Data 
Testing 

Data 
Best 

Accuracy 

[16] 
MDM-CD-

C 
1-NN  25 samples 50 samples 91.07% 

[16] 
MDM-CD-

A 
1-NN  25 samples 50 samples 91.33% 

[16] 
MDM-CD-

M 
1-NN  25 samples 50 samples 91.20% 

[16] MDM-RA 1-NN  25 samples 50 samples 91.60% 
[15] TSLA 1-NN  25 samples 50 samples 96.53% 
[15] TSL 1-NN  25 samples 50 samples 95.73% 
[15] SPTC + DP 1-NN  25 samples 50 samples 95.33% 
[15] TAR 1-NN  25 samples 50 samples 90.40% 
Our ZM + HOG SVM 25 samples 50 samples 95.86% 
Our ZM + HOG SVM 50 samples 25 samples 98.13% 
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Table 3. Comparison based on the Flavia database 

Method Features Classifier 
Training 

Data 
Testing 

Data 
Best 

Accuracy 

[11] 

Shape Features 

RBPNN  40 samples 
10 

samples 
95.12% 

Vein Features 
Color Features 

Texture Features 
Pseudo-Zernike 

Moments 

[12] 

Shape Features 

RBPNN  40 samples 
10 

samples 
93.82% 

Vein Features 
Color Features 

Texture Features 
Zernike 

Moments 

[10] 

Geometrical 
Features 

PNN  40 samples 
10 

samples 
90.30% 

Morphological 
Features 

[14] 

Geometrical 
Features 

K-SVM  40 samples 
10 

samples 
96.20% 

Morphological 
Features 

[14] 

Geometrical 
Features 

SVM  40 samples 
10 

samples 
94.50% 

Morphological 
Features 

Our ZM + HOG SVM 40 samples 
10 

samples 
97.18% 

Our method seems to outperform other methods on the Flavia dataset, which is 
currently the most popular benchmark and is very close to the best reported in the 
Swedish Leaves. That could be attributed to the fact that we use some of the best de-
scriptors for the shape (contour) and for the internal structure of the leaf (veins). 
These are actually the essential visual properties that need to be captured. It is ex-
pected that the better the state of the art in this representation becomes, the higher the 
recognition accuracy will be. 

6 Conclusion 

A new approach of plant classification based on leaves recognition is proposed in this 
paper. The approach consisted of three phases namely the preprocessing phase, fea-
ture extraction phase and the classification phase. We could classify plants via the leaf 
images loaded from digital cameras or scanners. 
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Zernike Moments (ZM) and Histogram of Oriented Gradient have been used for 
feature extraction and Linear SVM has been adopted for classification. Compared to 
other methods, this approach is of comparable or better accuracy on the Flavia and 
the Swedish Leaves databases. To our knowledge it is also the first time that these two 
databases are combined.  
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Abstract. This paper proposes ways for estimating the ground resistance of 
several grounding systems, embedded in various ground enhancing compounds. 
Grounding systems are used to divert high fault currents to the earth. The prop-
er estimation of the ground resistance is useful from a technical and also  
economic viewpoint, for the proper electrical installation of constructions. The 
work utilizes both, conventional and intelligent data analysis techniques, for 
ground resistance modelling from field measurements. In order to estimate 
ground resistance from weather and ground data such as soil resistivity, rainfall 
measurements, etc., three linear regression models have been applied to a prop-
erly selected dataset, as well as an intelligent approach based in feed-forward 
neural networks,. A feature selection process has also been successfully applied, 
showing that features selected for estimation agree with experts’ opinion on the 
importance of the variables considered. Experimental data consist of field mea-
surements that have been performed in Greece during the last three years. The 
input variables used for analysis are related to soil resistivity within various 
depths and rainfall height during some periods of time, like last week and last 
month. Experiments produce high quality results, as correlation exceeds 99% 
for specific experimental settings of all approaches tested.  

Keywords: Ground Resistance, Soil Resistivity, Feed-forward Neural Net-
works, Linear Regression, Feature Selection.  

1 Introduction and Literature Review 

Grounding plays an important role in transmission and distribution network for the 
safe operation of any electrical installation. It is an essential part of the protection 
system of electrical installations and power systems against lightning and fault  
currents. Grounding systems are used to divert high fault currents to the earth. Thus,  
a properly designed grounding system capable of dissipating large currents safely to 



 Ground Resistance Estimation Using Feed-forward Neural Networks 419 

earth is required, regardless of the fault type. A grounding system in order to be effec-
tive, must have a ground resistance that has to be maintained in low levels during the 
whole year [1-2]. It is well known that most of the rise of potential of a grounding rod 
is determined by the soil resistivity surrounding the grounding rod and the magnitude 
of the applied current. As a result, it is desirable to obtain the lowest feasible ground 
resistance value, in order to provide the lowest impede path for fault currents to be 
dispersed into the earth, in the shortest time possible. 

However, most of the cases of electrical installations are characterized either by 
lack of space for the installation of the grounding systems, or the huge cost which 
often maybe prohibitive for the construction. In the last decades several techniques 
have developed for reducing the ground resistance value and maintaining it in low 
levels, with the use of ground enhancing compounds being predominant among them. 
Research works have been carried out on natural and chemical compounds all over 
the world. 

The objective of this paper is to utilize conventional and intelligent data analysis 
methodologies in order to estimate ground resistance. Specifically, three linear regres-
sion models have been used, as well as an intelligent approach based in feed-forward 
neural networks, for estimating ground resistance from weather and ground data such 
as soil resistivity, rainfall measurements, etc., succeeding to achieve high correlation 
results. A feature selection process has also been tested with success in the grounding 
estimation problem, showing that features selected for estimation agree with experts’ 
opinion on the importance of the variables considered.   

So far, researchers as Salam et al. [3] have successfully used ANNs to model and 
predict the relationship between the ground resistance and the length of the buried 
electrode in soil. Amaral et al. [4] attempted to correlate soil resistivity, injection 
current frequency and peak current with ground resistance value, while Gouda et al. 
[5] developed an ANN for grounding system designing, consisted of vertical rods. 
More recent researches [6-7] focused on modeling the correlation among ground re-
sistance, soil resistivity and soil humidity using ANNs and testing several training 
algorithms on them. This effort has been based on previous ANN architectures, de-
veloped in [8-9]. 

The rest of the paper is organized as follows:  
In Section the field measurements of soil resistivity and ground resistance are de-

scribed. Section 3 refers to the experimental results from the application of linear 
regression, feed-forward neural networks and feature selection techniques on the data 
gathered. Finally, Section 4 refers to conclusions and future work. 

2 Field Measurements of Soil Resistivity and Ground Resistance 

The data needed for the neural network training have been obtained by field mea-
surements performed in the context of an experiment, which is still carried out till 
nowadays, for the evaluation of ground enhancing compounds performance inside the 
National Technical University of Athens Campus, Hellas [10], under the supervision  
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and technical support of High Voltage Laboratory, School of Electrical and Computer 
Engineering. During the experimental procedure, six grounding rods have been tested, 
five of them embedded in various ground enhancing compounds (e.g. G2 in conduc-
tive concrete, G3 in bentonite, etc.) and one of them in natural soil as a reference elec-
trode (G1). All the measurements have been performed according to [2], since  
February 2011 till now. Soil resistivity was measured by using the 4-point method 
(Wenner method), at different distances (α) of 2m, 4m, 8m, 12m and 16m as shown in 
Fig. 1. Four electrodes 0.5m in length are driven in line, at equal distances a each 
other and in a depth b. A test current (It) is injected at the two terminal electrodes and 
the voltage (Ut) between the two middle electrodes is measured. The ratio Ut/It re-
sults the apparent resistance R (in Ω). Consequently, the apparent soil resistivity ρ is 
given by the following formula [2]: 

 4 4
2 2

1
2 2 2 2( 4 ) (4 4 )

aR aR
a a n

a b a b

π πρ = =
+ −

+ +

               
(1)

 

where variable n depends on the ratio value b/a and fluctuates between the values 
of 1 and 2. In the particular case of this experimental array where b<<a, the (1) is 
simplified to: 

2 Rρ πα=                                     (2) 

V

α

A

α αb

 

Fig. 1. Wenner method for measurement of apparent resistivity 

The 3-pole method, also known as the fall of potential method was used to accu-
rately measure the ground resistance of each main rod, using two probes driven into 
the soil at the distances of 20m and 40m from main rod, respectively [10] as shown in 
Figure 2.  
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Fig. 2. The fall of potential method for the measurement of ground resistance 

The rainfall height data were provided by the Hydrological Observatory of Athens, 
operated by the National Technical University of Athens. Due to the fact that soil 
humidity measurements require special and expensive sensors and equipment, rainfall 
height on the experimental field is used for a collateral estimation of soil humidity. 
The measurements have been repeated at regular time intervals. The variation of soil 
resistivity and ground resistance of enhancing compounds, based on experimental 
results, is presented in Figs. 3 and 4 respectively, so that the reader would be able to 
have a clear picture of the progress of the phenomenon by the ongoing experiment. 

 

 
 

Fig. 3. Soil resistivity versus time and rainfall at various depths 

 



422 T. Eleftheriadou et al. 

 

Fig. 4. Ground resistance of natural soil (Rg1) and ground enhancing compounds versus time 
and rainfall 

3 Methodologies and Experimental Results 

Linear Regression [11], Feed-forward Neural Networks [12] and Feature Selection 
Techniques [13] were used for modelling the ground resistance estimation from avail-
able data measurements. Specifically, in our experiments we initially trained three 
different linear regression models, and a number of feed-forward neural network con-
figurations (with a different selection on the number hidden nodes) for predicting the 
three variables of interest (Rg1, Rg2, and Rg4), i.e. the ground resistance value of  
the grounding systems 1, 2 and 4, under test. The natural and chemical properties of 
the ground enhancing compounds 3, 5 and 6 did not allow the yield of accurate results 
with satisfactory convergence, as these materials have been gradually absorbed by the 
surrounding soil, presenting a remarkable decrease in their performance. Therefore, 
the results from only three grounding systems (1, 2, and 4) have finally been used for 
the development of the presented models and the generalization of the algorithms, 
with no discount in accuracy and functionality. 

For all models, inputs and targets were normalized in the range [0 +1], mainly 
however, in order to avoid saturation of the sigmoid. As training inputs the features 
corresponding to all available predictors we used, as rainfall height r and soil resistivi-
ty ρ, namely rd, rw, rm, ρ2d, ρ4d, ρ8d, ρ12d, ρ16d, ρ2w, ρ4w, ρ8w, ρ12w, ρ16w, ρ2m, ρ4m,  
and rainfall (red). The indicators d, w and m correspond to daily, weekly and monthly 
values of rainfall height and soil resistivity, while numerical indicators correspond  
to the intermediate intervals among the auxiliary electrodes, as shown in Fig. 1. Due 
to the fact that, the ground resistance estimation is strongly depended on the relative 
magnitudes’ values of preceding periods of time, it was considered more appropriate 
for experimental values of broad preceding periods of time to be used, rather  
than those of previous day. Hence, the input nodes are the mean weekly value of soil 
resistivity at the depth of 1m, 2m, 4m, 6m and 8m, the mean monthly value of soil 
resistivity at depths of 1m and 2m, the total rainfall height of the day the measurement 
is carried out, the total rainfall height of the previous week and the total rainfall  
height of the previous month. It should be noted that the mean monthly values  
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of soil resistivity at depths of 1m and 2m were chosen as extra inputs because at 
greater depths, the soil is quite moist and soil resistivity is not affected in large scale 
by rainfall. The dataset consisted of 248 points covering the period from 17/02/2011 
to 19/07/2013. 

Table 1. Correlation averaged over the 10-fold CV splits and on the test set (separated by “/”), 
for Linear Regression and Feed-forward Neural Network models trained with all prediction 
variables. In bold we show the best result in terms of correlation on the test set. 

 
 

Predicted 
Variable 

Linear Regression 
Correlation (train/test)

Hidden 
Layer Size

Neural Network 
Correlation (train/test) 

Rg1 0.840/0.831 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

0.958/0.795 
0.971/0.827 
0.979/0.825 
0.985/0.646 
0.973/0.763 
0.982/0.558 

   0.984/0.774 
   0.983/0.751 
   0.985/0.678 
   0.987/0.739 
   0.976/0.825 

Rg2 0.921/0.747 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

0.982/0.720 
0.988/0.637 
0.990/0.589 
0.988/0.402 
0.991/0.497 
0.991/0.595 
0.992/0.549 
0.989/0.390 
0.989/0.458 
0.992/0.504 
0.990/0.456 

Rg4 0.943/0.689 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

0.989/0.463 
0.996/0.403 
0.995/0.419 
0.997/0.422 
0.996/0.505 
0.997/0.422 
0.996/0.415 
0.996/0.620 
0.996/0.457 
0.997/0.582 
0.997/0.539 
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For all models the dataset was linearly partitioned into two sets using 70% of the sam-
ples for training/validating the models and the last remaining 30% of the samples for 
testing the results. In turn, the first set was partitioned into k=10 subsets of equal size. Of 
the k subsets, a single subset was retained as the validation data set and the remaining k –
1 subsets were used as training data. The cross-validation process was repeated k times 
(k-fold Cross Validation - CV), with each of the k subsets used exactly once as the vali-
dation data. The k results from the k train/validation iterations were averaged to produce 
a single estimation. As a performance measure for the accuracy of the models we used 
the correlation between the actual and predicted Rg1, Rg2, and Rg4 values on the test set. 

Table 2. Linear Regression coefficients for all predicted variables 

REGRESSOR / 
PREDICTION VARIABLE 

Rg1 Rg2 Rg4 

rd -0.0400 -0.1156 -0.0933 

rw -0.1290 -0.0857 -0.0902 

rm -0.3074 -0.2375 -0.2625 

ρ2d 0.1860 0.3195 0.3079 

ρ4d 0.1973 0.3557 0.3571 

ρ8d 0.1157 -0.0017 0.0330 

ρ12d 0.1439 0.1661 0.1643 

ρ16d -0.0035 0.0727 0.1303 

ρ2w -2.96E+01 -5.83E+01 -2.86E+01 

ρ4w -3.51E+01 -6.90E+01 -3.57E+01 

ρ8w 0.0293 0.0218 0.0244 

ρ12w 0.0712 0.0523 0.0886 

ρ16w 0.0350 0.1298 0.1685 

ρ2m 0.0593 0.1590 0.1563 

ρ4m -1.39E+02 -2.53E+01 -2.24E+02 

red 0.0291 0.0033 0.0072 

Intercept (Constant) 0.1002 0.0906 0.0453 

The prediction accuracy of the models trained with all input variables is summa-
rized in Table 1. In each cell of this table we report (separated by “/”) the averaged 
correlation over all the 10-fold CV splits, and the correlation for the unseen, during 
training, 30% of the remaining samples (test set). As it can be seen from the table, the 
linear regression and neural network models exhibit, on the average, very good (and 
similar) performances over the CV folds (up to 99.7%). However, the correlation 
reported for the test set is lower, and is shown to decrease by 1% (for the linear re-
gression model), up to 37% (for the neural network models), compared to the correla-
tion reported for the corresponding CV fold.  

For the neural network models, the best correlation on the test set for predicting 
Rg1 was obtained with a neural network with 3 hidden nodes (82.7%), whereas for 
Rg2 the best result (72%) was achieved by a network with 2 hidden nodes, and for 
Rg4 by a network with 9 hidden nodes (62%). The best neural network performances 
are quite similar to the ones reported by the linear regression models, which indicates 
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that more complex non-linear model are probably unnecessary for this types of pre-
dictions, and likely to overfit. The coefficients calculated by the linear regression 
models are shown in Table 2. Figure 5 displays the graphical plots of the variables 
Rg1, Rg2, and Rg4 versus their predicted values for the linear regression and the best 
neural network models. 

 Linear Regression Best Neural Network model 

Rg1 

 

 

Rg2 

 

Rg4 

 

Fig. 5. Plots of the actual versus predicted values for Rg1, Rg2, and Rg4 produced by the Linear 
Regression, and best Neural Network models (as identified in Table 1) 

Even though from Table 2 we can infer the relevant importance of each predictor by 
the value of the corresponding coefficient calculated by the linear regression, this inspec-
tion might not necessarily reveal the best attribute set. To this end, we run a second round 
of experiments in order to determine the most relevant attributes of the whole dataset by 
trying all possible combinations of attribute selections. We adopted a brute force ap-
proach operator, i.e. we selected the best attribute set by trying all possible combinations 
of attribute selections when fed to a linear regression model. In order to establish a per-
formance measurement, which indicates how well a feature subset would perform on the 
given data set, we followed the same 10-fold CV approach described above, but this time 
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on the whole dataset. Table 3 shows the most relevant attributes discovered by this 
process for Rg1, Rg2, and Rg4. 

Table 3. Most relevant attributes for predicting Rg1, Rg2, and Rg4  

Rg1 Rg2 Rg4 

rd, rw, rm, ρ2d, ρ12d, ρ8w, 

ρ16w  
rd, rm, ρ2d, ρ4d, ρ8d, ρ12d, 

ρ16d, ρ8w, ρ16w, ρ2m, red 

rd, rm, ρ2d, ρ4d, ρ8d, ρ12d, ρ16d, 

ρ8w, ρ16w, ρ2m, red 

Table 4. Correlation averaged over the 10-fold CV splits and on the test set (separated by “/”), 
for Linear Regression and Feed-forward Neural Network models trained with the reduced 
feature set shown in Table 3. In bold we show the best result in terms of correlation on test set. 

Predicted 
Variable 

Linear Regression 
Correlation 
(train/test)

Hidden 
Layer Size 

Neural Network 
Correlation 
(train/test) 

Rg1 0.836/0.825 

2 
3 
4 
5 
6 
7 
8 

0.960/0.816 
0.968/0.856 
0.976/0.677 
0.980/0.662 
0.984/0.365 
0.979/0.544 

   0.980/0.451 

Rg2 0.920/0.749 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

0.982/0.589 
0.987/0.628 
0.992/0.504 
0.988/0.485 
0.989/0.516 
0.989/0.376 
0.990/0.504 
0.991/0.455 
0.992/0.412 
0.990/0.566 
0.991/0.524 

Rg4 0.942/0.694 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

0.990/0.424 
0.993/0.522 
0.996/0.541 
0.996/0.551 
0.996/0.535 
0.995/0.633 
0.995/0.484 
0.995/0.521 
0.996/0.586 
0.995/0.600 
0.995/0.571 
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 Linear Regression Best Neural Network model 

Rg1 

 

 

Rg2 

 

Rg4 

 

Fig. 6. Plots of the actual versus predicted values for Rg1, Rg2, and Rg4 produced by the Linear 
Regression and best Neural Network models (as identified in Table 4) 

Regarding the elements in Table 3 one could draw the conclusion that ground en-
hancing compounds (in this case Rg2 and Rg4) as chemical materials present more 
complex attitude than the natural soil (Rg1), thus they need more variables for the 
determination of their performance and the prediction of their behavior. A possible 
explanation to this fact is that, the soil in the experimental field does not present great 
non-uniformity, so besides the rainfall height measurements the more representative 
values of soil resistivity, which determine the behavior of Rg1, are the daily value in 
depths of 1m and 6m and the mean weekly value in depths of 4m and 8m. On the 
contrary, for the enhancing materials almost all the relevant variables, which cover all 
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the periods of time and all the depths of the ground field under test, effect on the ma-
terials behavior and are necessary for the targeted prediction. This fact is probably 
attributed to the chemical composition of the tested materials, which presents a multi-
variable behavior and needs more relevant attributes for a statistical analysis.  

Having obtained a new reduced feature set for each of the variables that we wish to 
predict, we then run the same experiments as described in the beginning of this sec-
tion, that is, we utilized three linear regression models and a number of feed-forward 
neural network configurations with a different selection on the number hidden nodes. 
Again, we split each reduced feature set using 70% of the samples for train-
ing/validating the models and the last remaining 30% of the samples for testing the 
results. The set with the 70% of the samples was partitioned into k=10 subsets of 
equal size for running the 10-fold CV. 

Table 4 summarizes the results that we obtained with the reduced feature sets. In 
this case also, the performances over the CV folds both for linear regression and neur-
al network models are similar to those with the full feature set (up to 99.6%). Similar-
ly, the correlation reported for the test set is lower, is shown to decrease by 1% for the 
linear regression model, and up to 36% for the neural network models, compared to 
the correlation reported for the corresponding CV fold.  

For the neural network models, the best correlation on the test set for predicting Rg1 
was obtained with a neural network with 3 hidden nodes (85.6%), whereas for Rg2 the 
best result (62.8%) was achieved by a network with 3 hidden nodes, and for Rg4 by a 
network with 7 hidden nodes (63.3%). Thus, with the reduced features sets, the corre-
lation on the test set for Rg1 and Rg4 slightly increases, whereas there’s a small de-
crease in the case of Rg2. Figure 6 also displays the graphical plots of the variables 
Rg1, Rg2, and Rg4 versus their predicted values for the linear regression and the best 
neural network models trained with the reduced features sets. 

4 Conclusions and Further Work 

The current work applied linear regression, feed-forward neural networks and feature 
selection techniques for modelling ground resistance with the use of field measure-
ments related to soil resistivity and rainfall. The work reflects extensive expertise and 
knowledge on the subject of grounding, which is of crucial importance in the proper 
design of electrical installations in constructions. Results show very good perfor-
mance of actual versus predicted values of ground resistance for three different 
ground enhancing compounds like conductive concrete or bentonite. For measuring 
the performance of the proposed methodologies, correlation averaged over the 10-fold 
CV splits and on the test set was used, for Linear Regression and Feed-forward Neur-
al Network models trained with either the reduced or the full feature set. Additional 
experimentation is underway, regarding both (a) the application of other intelligent 
techniques in the existing dataset, such as wavelet neural networks, inductive machine 
learning and hybrid intelligent schemes, and (b) the collection of additional data re-
garding daily and weekly measures for different types of grounding compound and 
different grounding materials and additives. 
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Abstract. The paper focuses on modern web development tools as a means of 
implementing a strategy board game in a web environment. We examine  
various Ajax frameworks in order to create the client side interface and the turn 
based interaction between players in the web. A rating system is implemented 
for measuring the skill of human and computer players alike, and a distributed 
architecture is proposed for aspiring AI researchers and enthusiasts, in order to 
integrate their game playing bots with the main server of the game.  

Keywords: Online board games, rating systems, web systems engineering. 

1 Introduction 

Over the last 20 years, the World Wide Web has evolved from just a means of 
requesting formatted text in the form of HTML from a web server, to a means of a 
bidirectional exchange of information between clients and servers with the use of 
dynamic web pages. At the same time, technologies for creating visual interfaces on a 
web browser have improved a lot. Many online games, which traditionally have been 
played in server-client desktop applications, are now available in web browsers. At 
the same time, AI in strategy games has boomed to such a degree that computer 
programs can now beat top human players. Examples of this, are chess, backgammon 
and checkers whereas poker still poses big challenges to researchers. 

RLGame is a relatively new game that resembles checkers. Attempts have been 
made to create a computer player for RLGame which utilized various artificial 
intelligence techniques, like reinforcement learning, neural networks, minimax etc [1-
4]. As its development is still immature for a computer program to play at a 
competent level, and the game is not yet widespread so as to investigate high level 
strategies, we aim to promote the interest towards RLGame by enticing more people 
to practice and play the game and by allowing AI researchers to experiment with 
computer bots which might plays the game at top level. For this reason, we created a 
game server where human players can play against each other from their web browser 
with a rich visual interface, using modern web development technologies. 

We also implemented a rating system, which serves as the measure of a player’s 
ability in the game, using Glicko [11], as it is quite modern and is widely used in 
chess ratings nowadays. To facilitate AI research, we plan to help researchers by  
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letting their bots battle against the human players logged in the RLGame server. To 
this end, the paper describes a distributed architecture which facilitates bot-server 
integration. We expect and certainly hope that we will be soon seeing humans and 
bots competing against each other for the highest possible rating. 

The rest of this paper is structured in five sections: we first offer some background 
on RLGame and earlier work, and then we set out describing the architecture of our 
server and the rating systems we implement for competing agents, before offering 
some research and development directions and concluding the paper. 

2 A Brief Background on Game Playing and Learning 

RLGame game is played on a square board of size n, by 2 players. Two square bases 
of size a are located on bottom left and top right corners. The top left belongs to the 
white player and the upper right belongs to the black player. At the beginning of the 
game each player possesses β pawns. The goal is to move a pawn into the opponent’s 
base or to force all of the opponent’s pawns out of the board.  

Every pawn in the base can move at one step to any of the adjacent to the base free 
squares. A pawn can move to a vertically or horizontally adjacent and empty square, 
provided that the maximum distance from its base is not decreased (so, backward 
moves are not allowed). Distance from the base is measured as the maximum of the 
horizontal and the vertical distance from the base (and not as a sum of these 
quantities). A pawn which cannot make a legal move is lost (more than one pawn may 
be lost in one round). If some player runs out of pawns he loses.  

Fig. 1 shows some indicative move examples. The leftmost board demonstrates a 
legal and an illegal move (for the pawn pointed to by the arrow - the illegal move is 
due to the rule that does not allow decreasing the distance from the home base). The 
rightmost boards demonstrate the loss of pawns (with arrows showing pawn 
casualties), where a “trapped” pawn automatically gets removed from the game. As a 
by-product of this rule, when all adjacent squares next to a base are occupied, the rest 
of the pawns inside the base are lost. 

 

Fig. 1. Some examples of RLGame moves 

In earlier work, neural networks were used in combination with reinforcement 
learning. Instead of just training the bot by letting it play against itself, games against 
humans were also used to accelerate the learning process [1, 2, 3]; a minimax tutor 
was also used [4].  
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An earlier web game server was developed using SCALA and the Lift framework 
for server side programming, while Javascript and Jquery were used for the game 
logic and web interface. Comet technology was used for the asynchronous calls from 
server to client [5]. In that server, a previously created Java applet was integrated [6] 
to allow human-vs.-computer games, where users play against a trained agent for 
which neural networks and reinforcement learning were used. Our approach is at the 
junction of solving games [7], generic engines for game playing [8] and, of course, 
web game servers. 

3 Server Infrastructure Implementation 

We reconstructed the web interface of the game server to pursue aesthetics and 
ergonomics. We used the recently booming Primefaces framework for the web 
interface and its utilities asynchronous calls from a server to the clients. To rank the 
players we added an implementation of the Glicko rating system as a measure of the 
player's capabilities; a player’s rating is updated after each game it plays. 

To facilitate artificial intelligence research in the game we propose a way, through 
which, anyone who creates a game playing bot will be able to pit it against human 
players in the RLGame server, using standard HTTP requests. The bots will connect 
to an http server, which exchanges  requests with the RLGame server (for example, 
when a human player makes a move, the RLGame server sends an http request with 
the coordinates of the move, encoded as GET or POST parameters). We want the AI 
developers to be free to develop in any language and technology they prefer, but a 
common language of communication with the RLGame server is necessary to achieve 
interoperability, hence the need to develop an http request interpreter which accepts 
and parses predefined commands transmitted through HTTP protocol. On top of that, 
a bot creator would construct a piece of middleware to just map inputs and outputs to 
the ones required by the HTTP interpreter. An architectural diagram of the proposed 
infrastructure is depicted in Figure 2. 

We used technologies from the Java ecosystem for the implementation of the game 
server. Tomcat 7 was chosen as the  web server, as it is more lightweight than full 
Java EE stack enabled application servers like JBOSS and Glassfish, although some 
additional Java EE technologies were used independently inside the project (like JSF 
and Hibernate). All necessary libraries apart from those contained in Tomcat were 
integrated in a java web project with the use of Eclipse IDE. 

Game server data (including, for example, player details and ranking) and play logs 
(containing opponent ids, results, lists of moves) are stored in a MySQL database. 
Hibernate was used for the Object Relational Mapping, and the automatic creation of 
the POJO classes was made with the use of Hibernate Utilities, a tool, for which 
Eclipse provides a GUI interface in the form of a plug-in. 

Primefaces is an open source Ajax-enabled JSF component library framework, 
whose features we used to create the web interface of RLGame server, and achieve 
the asynchronous communication between server and client. For the latter, we used 
the PrimePush utility, built on top of the Atmosphere framework. Primefaces was 
chosen over the other Ajax enabled JSF component libraries, due to the multitude of 
components it offers, the simplicity of integration within the Java web project and the 
clarity of its documentation.  
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Fig. 2. Architecture of the RLGame server 

To implement the web interface of the game server, various features of Primefaces 
were used, including a chat infrastructure based on the PrimePush utility.  

Primefaces offers a component named p:terminal, which is a very good 
simulation of a command line terminal running into a web browser. The user can type 
various commands which are parsed and executed at the server side. The developer 
can create at will its own commands and parse them in a managed (Java) bean 
method. This component was used to implement player invitations but has substantial 
further potential. The playing board was created with the use of the p:draggable 
and p:droppable components, which primefaces offer to allow drag-n-drop 
functionality for pawn manipulation. A typical board square consists of a p:panel, 
which contains  two p:outputLabel components each of them representing the 
black and white pawns.  One of those components or none of them can be rendered 
according to if a pawn is occupying the square. The representation of the board is kept 
on a java structure residing on the server. 

Multiplayer online games require asynchronous communication between the client 
and the server (or, between peers). An umbrella of techniques commonly used to 
achieve such communication is described by the generic name COMET or Ajax push 
[9]. Primefaces offers a relevant solution called PrimePush. 

Nearly all multiplayer games adopt some form of a rating system. Beyond settling 
the question of who is best, players are also interested in making it into a list of top  
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performers. Rating systems allow artificial intelligence equipped players to 
seamlessly rank against rated humans or other rated agents. This provides from  
a more objective evaluation of AI techniques, too, provided the player sample is large 
enough. The most widely known rating formula is the ELO formula [10]. ELO  
was widely used to measure the player ability in many games (e.g chess and 
backgammon). Games with big inherent randomness are usually associated with wide 
ratings ranges. Glicko and Glicko2 rating systems were conceived as an improved 
version of the Elo system, with an initial purpose to be used in chess [11] and 
introducing a reliability factor in rating. 

4 Conclusions 

Classic games, like chess, checkers and backgammon, have benefited from long-
standing research, which has born fruits as regards the ability to develop technological 
solutions that challenge and even surpass human supremacy in game playing [12-15]. 
Our approach in investing in infrastructures that facilitate the deployment of learning 
machines stems from the motivation to cut corners in learning by researching social 
interactions that may lead to the emergence of strong players. 

Web technologies are ever changing and evolving. A wealth of technical options is 
usually available to accomplish the same result but getting the combination right is a 
challenge. We chose the Java programming language ecosystem to develop our game 
server because most of the legacy systems we utilized for training a computer bot and 
creating a server were also developed in Java. Still, we have been able to conclude 
that, earlier work aside, primefaces proved interesting and its web interface 
components visually pleasing.  

Nowadays HTML5 (as well as a set of APIs that accompany it) is on the rise, and 
since it will most probably dominate the web in the future, we would expect to see the 
spawning of development efforts towards an implementation of the RLGame server 
with the use of HTML5. 

We are quite confident that the rating system we added to the server will boost the 
interest of human players into playing more games and devoting some mental energy 
to improve their strategies. 

Finally, we are now implementing the integration of computer bots into the 
RLGame server, to facilitate its interaction with third parties’ playing algorithms. We 
utilized a low level solution that adopts HTTP requests for this kind of architecture, 
but it remains to be seen if some higher level, more sophisticated technology, like 
web services, will eventually be more appropriate. 

Acknowledgements. A beta version of the RLGame server now offering a  
human-vs-human functionality is available at http://83.212.105.28:8080/ 
rlgameserver/, with bot integration aspects being under development. The work is 
carried out in the context of a M.Sc. dissertation project and access has been granted to 
all earlier dissertations and projects developed at a multitude of learning and research 
institutions, in Greece and in Cyprus. 
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Abstract. Single Nucleotide Polymorphisms (SNPs) are considered nowadays 
one of the most important class of genetic markers with a wide range of appli-
cations with both scientific and economic interests. Although the advance of 
biotechnology has made feasible the production of genome wide SNP datasets, 
the cost of the production is still high. The transformation of the initial dataset 
into a smaller one with the same genetic information is a crucial task and it is 
performed through feature selection. Biologists evaluate features using methods 
originating from the field of population genetics. Although several studies have 
been performed in order to compare the existing biological methods, there is a 
lack of comparison between methods originating from the biology field with 
others originating from the machine learning. In this study we present some ear-
ly results which support that biological methods perform slightly better than 
machine learning methods. 

Keywords: Feature selection, Single nucleotide polymorphism, SNPs, Bioin-
formatics, Machine learning. 

1 Introduction 

Single Nucleotide Polymorphisms (SNPs) are considered nowadays one of the most 
important classes of genetic markers in many scientific fields such as human genetics 
and molecular ecology. At the same time analyses of SNP data are nowadays gaining 
more popularity in many applications with great medical as well as economic interest, 
such as food traceability, discrimination between wild and framed population and 
forensic investigations [1]. 

In recent years, the advancement of biotechnology has made feasible the genotyp-
ing of thousands or even millions of SNPs and consequently the production of very 
large SNP datasets from a wide range of model and non model organisms. Two im-
portant tasks in terms of analyses, performed with SNP datasets are the individual 
assignment to groups of origin and the selection of the most informative markers 
(SNPs). In terms of computer science these are the classification and the feature selec-
tion tasks respectively.  
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The importance of feature selection for SNP datasets is beyond dispute either for 
biology or machine learning. From the computational view, feature selection aims to 
improve the prediction performance of the predictors through defying the curse of 
dimensionality, to provide faster and more cost effective predictors and to facilitate 
data visualization and data understanding [2]. From the biology perspective, the im-
portance of selecting the most informative markers from genome wide datasets has 
been stated in many scientific projects and publications [1, 3, 4] and are mainly eco-
nomic. The main drawback in using genome wide datasets is the high cost to produce, 
in contrast to smaller panels (datasets) which are cheaper and more flexible and can 
occur through/after the feature selection process.  

The methods to measure marker informativeness in population genetics and conse-
quently to select features are not similar to those used in the field of machine learning. 
More specifically, the two most popular genetic methods depend on the allele  
frequencies of a particular marker i.e. attribute (explained in subsequent section). 
Moreover the assignment success of the reduced dataset is evaluated through genetic 
assignment approaches or software such as GENECLASS2 [5]  

The purpose of this study is to compare, for the first time, the frequency based  
metrics which are used for feature selection purposes in population genetics with 
established methods from the field of machine learning and data mining and eventual-
ly determine which are more appropriate for feature selection when building models 
for the classification of individuals into groups of origin.  

2 Background Knowledge 

The Genetic Information: From DNA to Genome 
Deoxyribonucleic acid (DNA) is the primary hereditary material of all known living 
organisms. It is a very large molecule composed of smaller units linked together. 
These smaller units are four (for DNA) and are called nucleotides named adenine (A), 
cytosine (C), guanine (G), thymine (T).  

Genes are made of nucleotides and each one contains a particular set of instruc-
tions. A chromosome is an organized structure of DNA which contains genes as well 
as many other nucleotide sequences, with gene regulatory or no (known) function. 
The genome is the entirety of hereditary information possessed by an organism and it 
is encoded mostly in DNA.  

Single Nucleotide Polymorphisms – SNPs 
Single nucleotide polymorphism is the most common type of genetic variation. A 
SNP occurs when a Single Nucleotide (A, T, G or C) in the genome differs between 
members of a biological species or paired chromosomes. For instance, consider two 
DNA sequences from different individuals; seq1: ATCTG and seq2: ATGTG, which 
differ in the third nucleotide.   

An allele is one of the possible alternative forms of the same gene or same genetic 
locus. In the previous example there were two alleles, which is the most common case 
in SNP variations. A marker with only two alleles is called biallelic. 
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Population Genomic Datasets – SNP Datasets 
The dimensionality of SNP datasets can vary a lot depending on the number of differ-
ent SNPs analyzed multiplied by the number of samples analyzed. Animal datasets 
can reach a hundred thousand attributes (SNPs) whereas human dataset can easily 
contain over a million SNPs. Each attribute is a genotype which occurs from the com-
bination of two nucleotides in the two chromosomal copies of a diploid organism and 
thus can have at most three values. For instance, one SNP genotype can have the fol-
lowing values AA, GG and AG (GA is considered same) which occur from the com-
bination of the two alleles adenine and guanine.  

The term allele frequency refers to the frequency of each allele in a population. For 
instance, consider a dataset with five individuals. Assume that the first attribute can 
have the following values TT, CC, TC. Three individuals have values TT, one CC and 
one TC. The allele frequencies are 0.7 for the allele T and 0.3 for the allele C.   

3 Methods 

3.1 Feature Selection via Filter Methods 

Feature selection methods are divided in two major categories. The first category 
comprises of ‘filter’ methods, which evaluate the attributes based on general characte-
ristics of the data. The second category contains “wrapper” methods which use a ma-
chine learning algorithm to evaluate the candidate subset of features [6]. The main 
advantage of wrappers is that they commonly offer better classification accuracy 
which is the most important aim.  The main disadvantage of wrapper methods is that 
the algorithm will build a model many times in order to evaluate different subsets, 
which in some cases, such as SVMs, is too computationally expensive. This is an 
important drawback especially for SNP datasets which can be very large. On the con-
trary, the main advantage of filters is that they are much faster than wrapper methods.  

3.2 Evaluation Metrics 

Allele Frequency Based Methods 
In our study we included two methods for evaluation of marker informativeness from 
the field of population genetics, although until now several methods have been  
proposed. The first is Delta [7] which is without dispute the most commonly used 
method. The second one is Pairwise Wright’s FST [8] which is reported to be the most 
successful one [1].  For the two methods we use the same notations: pA

i is the fre-
quency of the allele A in the ith population, pA

j is the frequency of the same allele A in 
the jth population and pA is the frequency of allele A in all populations. The notations 
with the second allele B occur similarly. Delta and pairwise Wright’s FST are given by 
calculating the mean of their values out of all possible population combinations. 

Delta 
For a biallelic marker i.e a marker with two alleles the delta value is given by the 
following equation: 

 δ = |pA
i – pA

j| 
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Pairwise Wright’s FST 
For a biallelic marker the FST value is given by the following equation: 

 FST = (Ht – Hs) / Ht 

where Hs is the average expected heterogygosity across subpopulations and Ht is the 
expected heterozygosity of the total population [9] and they are given by the follow-
ing equations: 

 Ht = 2 pA pB 

 Hs = pA
i pA

j  + pB
i pB

j 

Machine Learning Methods 
The following two attribute evaluators from machine learning are implemented in 
Weka machine learning library [10]. 

InfoGain 
This criterion evaluates features by measuring the information gain with respect to the 
class [11]. Information gain is given by 

  ( )  ( | )  

where 

 ( )   ∑ ( )  ( ( )) 

 ( | )  ∑ ( ) ∑ ( | )  ( ( | )) 

ReliefF 
The general idea behind ReliefF [12] is that scores features according to their value’s  
ability to distinguish better instances from different classes and group together in-
stances of the same class. This is achieved by sampling instances randomly and 
checking neighboring instances of the same and different classes.  

3.3 Classification Algorithm – Decision Trees 

The comparison of the different feature ranking methods was made through the com-
parison of the classification accuracy of different subset of features, with decision 
trees (J48). Decision trees have many advantages such as simplicity and high interpre-
tability. Moreover, a feature selection process can aid the algorithm to produce small-
er and more predictive trees [11]. 

4 Evaluation 

The experiments were conducted on a dataset [4], which consisted of 59436 
attributes/SNPs and 446 instances/individuals that are almost equally distributed between 
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14 different classes/groups. For every feature selection method we followed the follow-
ing procedure: We built twelve times the classifier using 10 – fold cross-validation with 
different number of attributes. Each time we selected the top-k most informative SNPs 
(20, 40, 60, 80, 100, 120, 160, 200, 300, 400, 500, 1000) from the training folds in order 
to avoid having upwardly biased results. 
 

 

Fig. 1. Comparison of Feature selection methods through classification accuracy 

The results clearly show that the best method for selecting the most informative 
SNPs is Pairwise Wright’s FST which is the only method that reaches 90,1% accuracy 
so early (120 SNPs). The other methods need many more attributes to reach the same 
level of accuracy (Delta 89%/300SNPs, InfoGain 87/1000, ReliefF 89/500). Another 
interesting observation is that the first twenty SNPs selected by the machine learning 
methods are significantly more informative than those selected by the allele frequency 
methods. 

Table 1. Score with first 20 SNP and best score for each method 

 Delta PairwiseFST InfoGain ReliefF 
Best Score 89 90.1 87 89 

20 first SNPs 72.6 77.13 82.96 84.08 

5 Conclusion and Future Work 

Although some studies have been conducted to compare biological methods for se-
lecting the most informative markers from a SNP dataset, none of them compare bio-
logical with machine learning methods. In this study we present some early results of 
our attempt to compare the most successful biological with the most successful ma-
chine learning methods and determine which are the most appropriate for the task of 
informative SNP selection. In the future, we intend to broaden our study in various 
ways. Firstly, we intent to compare other more sophisticated techniques from the 
machine learning field. Secondly, we aim to evaluate methods with more classifiers  



 Feature Evaluation Metrics for Population Genomic Data 441 

in order to support our conclusions with more confidence and lastly, to run our expe-
riments with more datasets. Those datasets will contain populations/groups with vary-
ing degrees of differentiation trying to respond to real life biological problems.  
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Abstract. In this article, we investigate the performance of a seizure detection 
module for online monitoring of epileptic patients. The module is using as input 
data streams from electroencephalographic and electrocardiographic recordings. 
The architecture of the module consists of time and frequency domain feature 
extraction followed by classification. Four classification algorithms were eva-
luated on three epileptic subjects. The best performance was achieved by the 
support vector machine algorithm, with more than 90% for two of the subjects 
and slightly lower than 90% for the third subject. 

Keywords: Seizure, electroencephalogram, electrocardiogram, classification. 

1 Introduction 

The 1% of the world population suffers from seizures [1, 2]. Epilepsy is manifested 
through recurrent seizures, resulting from an abnormal synchronous activity in the 
brain involving a large network of neurons [3]. The epileptic seizures are the product 
of highly non-linear dynamics in the brain circuits evolving over time [4]. The pro-
ducing mechanism of seizure is not well known yet, thus making it's study a tedious 
task [4, 5]. 

Clues to the seizure producing process have began to emerge from the quantitative 
analysis of the electroencephalogram (EEG) [2, 4]. The epileptic seizures analysis is 
based on visual investigation of the EEG signal, which is performed manually by 
expert neurologists for the detection of patterns of interest, such as spikes or spike 
wave discharges [5]. Manual investigation is difficult, time-consuming and can be 
performed only by experts. Except this, the EEG signal analysis is highly subjective 
and thus frequently there is disagreement between expert neuroscientists. 

The electrocardiographic (ECG) signals can also offer valuable information related 
to the seizure discharges [4]. In [4, 6, 7, 8, 9] it has been reported that seizures are 
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often associated with cardiovascular and respiratory alterations. For the automatic 
analysis and detection of epileptic events from multimodal recordings (here EEG and 
ECG) several approaches have been proposed in the literature. 

In the general case, the analysis is based on the estimation of the EEG channels' 
spectral magnitude [4, 5, 6, 7]. Other reported EEG features are the autoregressive 
filter coefficients, the continuous and discrete wavelet transform, and the energy per 
brain wave (delta, theta, alpha, beta, gamma) bands [4, 6]. Except the frequency do-
main, time domain features have been proposed, such as zero-crossing rhythm [3] and 
statistics of the EEG samples per channel [4, 6]. The ECG features are mainly based 
on the heart rate estimation (after R-points detection) and statistics of it, i.e. heart rate 
variability [4, 6, 7, 8, 9]. 

A number of classification algorithms have been reported for seizure detection. 
The most widely used are the artificial neural networks [5, 6], the support vector ma-
chines [1, 3, 4], the decision trees [10] and other less popular methods [7, 8, 11]. 

In this paper we evaluate four widely used classification algorithms on the binary 
seizure detection task. Time and frequency domain EEG and ECG features reported in 
the literature are used here. The evaluated architecture is part of the ongoing work for 
constructing online tools for seizure detection and analysis for the needs of the 
ARMOR project [12]. 

2 Online Seizure Detection Module 

The presented module for seizure detection is part of the ARMOR project's [12] sys-
tem for monitoring and analysis of brain disorders. Within the ARMOR framework 
patients suffering from seizures are monitored through sensors and the multimodal 
data (EEG, ECG, EMG and EOG) are processed automatically (real-time by software 
tools) or semi-manually (offline with the support of software tools and visualizations) 
by neurology experts. The purpose of the online tools is to monitor and identify brain 
abnormalities for alarming. In the presented architecture of the seizure detection 
module the EEG and ECG recordings are used from the multimodal data, while EMG 
and EOG which are mainly used for movement/ artifact detection are not part of this 
study. The block diagram of the seizure detection architecture is illustrated in Fig. 1. 

 

Fig. 1. Block diagram of the online seizure detection module in the ARMOR concept 
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As can be seen in Figure 1, the captured multimodal data (EEG and ECG) are wire-
lessly transmitted from a wearable solution to a local gateway for online processing. 
During online seizure detection, the EEG and ECG signals are initially preprocessed. 
Preprocessing consists of frame blocking of the incoming streams to epochs of con-
stant length with constant time-shift. Each epoch is a matrix including the correspond-
ing time-frame's samples for the N -dimensional EEG signal appended by the ECG 
signal. After preprocessing, time-domain and frequency-domain features for the EEG 
and ECG signals are estimated. In specific, each of the N -dimensions of the  
EEG signal are processed by time-domain and frequency-domain feature extraction 
algorithms for EEG, while the ECG signal is processed by time-domain (based on 
heart rate estimation) feature extraction algorithms dedicated for electrocardiogram. 
The extracted time-domain and frequency domain features for the EEG, 

EEG

EEG

TNT ∈  and the ECG signal, ECGT
ECGT ∈ , are afterwards concatenated to a 

single feature vector 
( )EEG ECGN T TV ⋅ +∈  representing each of the epochs. 

During the training phase of the seizure detector a dataset of feature vectors with 
known class labels (labeled manually from medical experts) are used to train a binary 
model (two classes: seizure vs. non-seizure). At the test phase the existing seizure 
model is used in order to decide for each epoch's feature vector the corresponding 
class. Post-processing of the automatically detected labels can be performed for  
improving the performance of the architecture. 

3 Experimental Setup 

The online seizure detection module was evaluated on data collected within the 
ARMOR project. Specifically, data were collected in the Department of Clinical Neu-
rophysiology from 3 patients (IDs 07, 08 and 09) with diagnosed idiopathic genera-
lized epilepsy manifested with absences. Patients were recruited from the St Thomas’ 
epilepsy clinic and they were investigated with sleep video EEG after partial sleep 
deprivation, with extended, prolonged recording on awakening with one or multiple 
sessions of hyperventilation to reveal possible absences. All three patients had one or 
more clinical events of absences during the recording that were captured by the video 
EEG. The EEG (21 electrodes) and ECG data were recorded with sampling frequency 
equal to 500 Hz and the recordings were manually annotated by neurological experts. 

During pre-processing the time-synchronized EEG and ECG recordings were 
frame blocked to epochs of 1 second length, without time-overlap between successive 
epochs. For each epoch the following features were extracted: (i) time-domain fea-
tures: minimum value, maximum value, mean, variance, standard deviation, percen-
tiles (25%, 50%-median and 75%), interquartile range, mean absolute deviation, 
range, skewness, kyrtosis, energy, Shannon's entropy, logarithmic energy entropy, 
number of positive and negative peaks, zero-crossing rate, and (ii) frequency-domain 
features: 6-th order autoregressive-filter (AR) coefficients, power spectral density, 
frequency with maximum and minimum amplitude, spectral entropy, delta-theta-
alpha-beta-gamma band energy, discrete wavelet transform coefficients with mother 
wavelet function Daubechies 16 and decomposition level equal to 8, thus resulting to 



 Online Seizure Detection from EEG and ECG Signals 445 

a feature vector of dimensionality equal to 55 for each of the 21 EEG channels, i.e. 
1155 in total. For the ECG channel the following features were estimated: the heart 
rate absolute value (based on R-peak detection algorithm, implemented as in [13]) and 
variability statistics of the heart rate, i.e.  minimum value, maximum value, mean, 
variance, standard deviation, percentiles (25%, 50% and 75%), interquartile range, 
mean absolute deviation, range, thus resulting to a feature vector of dimensionality 
equal to 12. The dimensionality of the overall feature vector V  is 1155+12=1167. 

Binary seizure detection models were trained. Specifically, we relied on the sup-
port vector machines (SVMs), implemented with the sequential minimal optimization 
method and polynomial kernel function, a backpropagation multilayer perceptron 
(MLP) neural network, the k-nearest neighbor (IBK) algorithm and the C4.5 decision 
tree. All online seizure detection models were implemented using the WEKA ma-
chine learning toolkit software [14]. 

4 Experimental Results 

The online seizure detection module described in Section 2 was evaluated following 
the experimental setup described in Section 3. The recorded data, which consisted of 
three subjects (sub-07 subj-08 and sub-09) was used for evaluating subject-dependent 
seizure detection models, i.e. the evaluated training and test data subsets consisted of 
one subject in each experiment. In order to avoid overlap between the training and the 
test data ten-fold cross validation was followed. The detection accuracies for the on-
line module for the subjects 07, 08 and 09 are shown in Table 1. The accuracies are 
presented in percentages and the non-seizure state is denoted as clear. 

Table 1. Seizure detection accuracy (in percentages) for the four evaluated algorithms and for 
the three subjects 

Subject SVM MLP C4.5 IBk 
sub-07 96.11 92.93 81.91 91.67 
sub-08 88.81 82.37 76.02 80.61 
sub-09 92.48 87.50 79.34 84.86 

As can be seen in Table 1, the best performing algorithm is the SVMs followed by 
the MLP across all subjects. The C4.5 decision tree achieved the lower seizure detec-
tion accuracy for all subjects. Specifically, the detection accuracy per epoch for the 
best performing SVM algorithm varies from approximately 96% to 88%, while the 
second more accurate algorithm, i.e. the MLP, presents accuracy from approximately 
93% to 88% for the subjects 07-09 respectively. The significantly higher seizure  
detection accuracy of the best performing SVM algorithm (approximately 3% com-
paring to the second-best MLP algorithm, more than 10% higher than the C4.5) is 
mainly owed to the advantage of it when processing feature vectors of high dimensio-
nality. The 1167 length of the feature vector in combination with the limited amount 
of evaluation data offers advantage to the support vector machine based model, due to 
the curse of dimensionality effect [14]. 
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The accuracy performance across the three subjects varies approximately 4% for 
the best performing SVM algorithm. It is worth mentioning that the duration of each 
idiopathic generalized seizure occurrence was approximately 4 successive epochs, 
while the available seizure occurrences for subject 08 were significantly fewer than 
the ones of subject 07, which presented the best seizure detection performance. Al-
though direct comparison with other studies is not possible due to the different speci-
fications of each dataset, the achieved seizure recognition accuracy is competitive to 
the performance reported in the literature, which in most experimental setups varies 
from 80% to 95% [1, 5, 6, 7]. 

In a second step, we applied a post-processing smoothing window filter to the  
recognized labels of each frame (epoch). This post-processing aims at eliminating 
sporadic erroneous labeling of the current frame and contributes for improving the 
overall recognition accuracy. A simple and computationally effective rule for post-
processing is smoothing each decision (or score) with respect to its closest neighbors. 
In particular, when the N preceding and the N successive frames are classified to one 
of the two classes (seizure or clear) then the current frame is also (re)labeled as of this 
class. The length w of the smoothing window is subject to investigation and in the 
general case is equal to  w=2N+1, where N≥0. The case N=0 corresponds to eliminat-
ing the post-processing of the classified labels, while the cases N=1, 2 correspond to 
window size w=3, 5. The effect of the smoothing window in the online seizure recog-
nition performance for the best performing SVM algorithm is shown in Table 2. 

Table 2. Seizure detection accuracy (in percentages) for the best-performing SVM model and 
post-processing with different window size 

Subject w=1 w=3 w=5 
sub-07 96.11 96.84 92.07 
sub-08 88.81 89.45 83.23 
sub-09 92.48 93.20 88.44 

As can be seen in Table 2, the effect of a smoothing window for w=3 (i.e. for N=1) 
improved the detection accuracy for all evaluated subjects. However, the use of 
smoothing windows with bigger length significantly reduced the performance. The 
optimal size of the smoothing window will depend on the specifications of the data, 
which in our case for the seizure events are approximately 4 successive epochs.  

5 Conclusion 

In this paper, we examined the performance of a seizure detection module for online 
monitoring of epileptic patients, as part of a framework for monitoring of epileptic 
patients. The module is using as input data streams from electroencephalographic and 
electrocardiographic recordings. The architecture of the module consists of time and 
frequency domain feature extraction followed by classification. Four classification 
algorithms were evaluated on three epileptic subjects. The best performance was  
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achieved by the support vector machine algorithm, which more than 90% for two of 
the subjects and slightly lower than 90% for the third subject. The use of a post-
processing smoothing filter on the recognized labels showed that slight improvement 
of the overall performance can be achieved. 
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Abstract. Ontology evaluation has been recognized for a long time now
as an important part of the ontology development lifecycle, and several
methods, processes and metrics have been developed for that purpose.
Nevertheless, vagueness is a quality dimension that has been neglected
from most current approaches. Vagueness is a common human knowledge
and linguistic phenomenon, typically manifested by terms and concepts
that lack clear applicability conditions and boundaries such as high, ex-
pert, bad, near etc. As such, the existence of vague terminology in an
ontology may hamper the latter’s quality, primarily in terms of share-
ability and meaning explicitness. With that in mind, in this short paper
we argue for the need of including vagueness in the ontology evaluation
activity and propose a set of metrics to be used towards that goal.

1 Introduction

Ontologies are formal conceptualizations of domains, describing the meaning
of domain-specific data in a common, machine-processable form by means of
concepts and their interrelations [6]. Their primary function is to ensure that
the meaning of data exchanged between and within systems is consistent and
shared, both by humans and machines. Nevertheless, as a given ontology might
not always be able to perform this function in a satisfactory way for the domain
and/or application scenario at hand, a thorough evaluation of it should always
precede its release and usage.

Several ontology evaluation approaches have been proposed during the past
years. A typical categorization scheme for these approaches regards the process
by which evaluation is performed. Thus, one may find approaches that compare
the ontology to some “Gold Standard” ontology and measure the former’s fitting
degree to the latter [4], or approaches that do the same with data sources that
are relevant to the domain an ontology is supposed to cover [5]. There are also
evaluation approaches that use an ontology in some concrete application context
and evaluate it along with the application [9] and, finally, approaches that have
human users judging how well an ontology satisfies a set of predefined criteria
and requirements [11]. At the same time, different evaluation approaches define
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target different ontology dimensions. Thus, there are criteria and metrics related
to the content of the ontology (e.g. what entities does it contain), its structure
(e.g. how are entities related), its usability (e.g. how well documented it is) and
its functionality (e.g. how well can it answer particular queries).

In this paper, we are interested in an ontology evaluation dimension, which,
to the best of our knowledge, has not been considered in any existing evaluation
framework, namely vagueness. Vagueness is a common human knowledge and
language phenomenon, typically manifested by terms and concepts like high,
expert, bad, near etc., and related to our inability to precisely determine the
extensions of such concepts in certain domains and contexts. That is because
vague concepts have typically blurred boundaries which do not allow for a sharp
distinction between the entities that fall within their extension and those that
do not [8]. For example, some people are borderline tall: not clearly “tall” and
not clearly “not tall”.

In a previous paper, we have argued that the existence of vague terminology in
ontologies and semantic data can affect in a negative way ontology comprehensi-
bility and shareability and limit their value as a reusable source of knowledge [1].
The reason is the subjective interpretation of vague definitions that can cause
disagreements among the people who develop, maintain or, most importantly,
use a vague ontology. With that in mind, in this paper we focus on the problem of
assessing if and to what extent vagueness is present in an ontology, as well as to
what extent it hampers its quality, mainly in terms of meaning explicitness and
shareability. To facilitate this assessment we define a set of vagueness-oriented
ontology evaluation metrics and provide some guidelines for measuring them.

The structure of the rest of the paper is as follows. In the next section we
explain in more detail the motivation behind our work while in section 3 we de-
scribe a set of vagueness-specific ontology evaluation criteria and metrics as well
as guidelines for their assessment/measurement. Section 4 describes the process
and results of applying the framework for the evaluation of actual ontologies
and, finally, section 5 summarizes our work and outlines its future directions.

2 Motivation

The existence of vague terminology in ontologies and semantic data has already
been identified by the community [3] [1], as well as the potential negative effects
it may have on ontology comprehensibility and shareability [1] The reason is the
subjective interpretation of vague definitions that can cause disagreements
among the people who develop, maintain or, most importantly, use a vague
ontology.

Such a situation, for example, arose in a real life application scenario where,
while trying to develop an electricity market ontology for an energy-related
electronic marketplace, we faced significant difficulties in defining concepts like
“Critical System Process”, “Strategic Market Participant” or “High Profit Mar-
gin”. The reason was that when, for example, we asked our domain experts to
provide exemplar instances of critical processes, there were certain processes for
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which there was a dispute among the experts about whether they should be
regarded as critical or not. As it turned out, the source of the problem was not
only that different domain experts had different criteria of process criticality,
but also that no one could really decide which of those criteria were sufficient to
classify a process as critical. In other words, the problem was the vagueness of
the predicate “critical”, manifested by the existence of borderline cases regarding
its applicability.

More generally, as we have shown in [1], vagueness in ontologies can cause
problems in scenarios involving i) the structuring of data with a vague ontology
(where disagreements among experts on the validity of vague statements may
occur), ii) the utilization of vague facts in ontology-based systems (where reason-
ing results might not meet users’ expectations) and iii) the integration of vague
semantic information (where the merging of particular vague elements can lead
to semantic data that will not be valid for all its users).

3 Vagueness Metrics for Ontologies

3.1 Vagueness Spread

In an ontology the elements that may be vague are typically concepts, relations,
attributes and datatypes. A concept is vague if, in the given domain, context or
application scenario, it admits borderline cases, namely if there are (or could be)
individuals for which it is indeterminate whether they instantiate the concept.
Primary candidates for being vague are concepts that denote some phase or state
(e.g., adult, child) as well as attributions, namely concepts that reflect qualitative
states of entities (e.g., red, big, broken etc.).

Similarly, a relation is vague if there are (or could be) pairs of individuals for
which it is indeterminate whether they stand in the relation. The same applies for
attributes and pairs of individuals and literal values. Finally, a vague datatype
consists of a set of vague terms which may be used within the ontology as
attribute values. For example, the attribute performance, which normally takes
as values integer numbers, may also take as values terms like very poor, poor,
mediocre, good and excellent. Primary candidates for generating such terms are
gradable attributes such as size or height which give rise to terms such as large,
tall, short etc.

Given the above, the first vagueness-related metric we propose for an ontology
is Vagueness Spread (VS), namely the ratio of the number of ontological
elements (classes, relations and datatypes) that are vague (VOE), divided by
the total number of elements (OE):

V S =
|V OE|
|OE| (1)

This metric practically reflects the extent to which vagueness is present in the
ontology and it provides an indication of the ontology’s potential comprehensi-
bility and shareability; an ontology with a high value of vagueness spread is less
explicit and shareable than an ontology with a low value.
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Calculation of this metric is typically performed in a manual fashion by do-
main experts who need to identify the elements of the ontology that are vague.
This can be done by analyzing the elements’ definitions and deciding whether
they admit borderline cases. Thus, for example, the definition of the ontology
class “StrategicClient” as “A client that has a high value for the company” is
vague while the definition of “AmericanCompany” as ‘‘A company that has legal
status in the Unites States” is not. As part of our ongoing work, we are in the
process of developing a vague sense classifier that may be help domain experts
detect vague ontological definitions in a semi-automatic fashion; nevertheless
this is to be reported in a future work.

3.2 Vagueness Explicitness

A vague ontology element that is explicitly identified and documented as such,
is more usable than one that’s not. The reason is that without such an explicit
characterization, ontology users may not realize the fact that the element is vague
and use it, thus risking the potential consequences mentioned in the introduction.

Therefore, a second metric we propose is Vagueness Explicitness (VE),
namely the ratio of the number of vague ontological elements that are explicitly
identified as such (EVOE), divided by the total number of vague elements (VOE):

V E =
|EV OE|
|V OE| (2)

Obviously, the higher the value of this metric is, the better is the ontology.
As far as its calculation is concerned, this is done also in a manual fashion by
checking the elements’ definitions.

3.3 Vagueness Intensity

As suggested in the introduction, vague ontology elements can be problematic
because of the disagreement they may cause among the ontology’s users. The
higher this disagreement is, the more problems the element is likely to cause.
Thus, another vagueness-relatedmetric we define isVagueness Intensity (VI),
namely the degree to which the ontology’s users disagree on the validity of the
(potential) instances of the ontology elements. The exact formula for this met-
ric depends on the way one decides to measure user agreement. Our proposed
approach is to i) consider a sample set of vague element instances, ii) ask from
a group of potential ontology users to denote whether and to what extent they
believe these instances are valid and iii) Measure the inter-agreement between
users using Cohen’s Kappa (if users simply say “Agree” or “Disagree”) or its
weighted version (if users rate their agreement in some scale) [10]. For example,
the value of kappa for judges who either agree or disagree to a vague statement’s
validity is given as follows:

κ =
Pr(α) − Pr(e)

1− Pr(e)
(3)
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where Pr(α) is the proportion of times the judges agree and Pr(e) is the propor-
tion of times they are expected to agree by chance alone. Complete agreement
corresponds to κ = 1 , and lack of agreement (i.e. purely random coincidences
of rates) to κ = 0. Then, the value of VI for a set of S vague statements is the
average of the disagreements for each statement, namely:

V I =
1

|S|
∑
s∈S

(1 − κs) (4)

4 Vagueness Evaluation Examples

To illustrate how our proposed metrics can be applied in practice, we applied
them to two concrete ontologies. The first was the Citation Typing Ontology
(or CiTO1), a publicly available ontology that enables characterization of the
nature or type of citations, both factually and rhetorically, permitting these
descriptions to be published on the Web. CiTO consists primarily of relations,
many of which are vague (e.g., relations plagiarizes and citesAsAuthority). In
order to measure the vagueness spread of the particular ontology we had two
domain experts manually identify the elements that were vague. In the end, we
got 27 vague elements and 17 non-vague, resulting in a VS of 0.61. Vagueness
explicitness, in turn, was 0, practically because none of the vague elements were
identified as such. Finally, vagueness intensity is derived from a CiTO usage
experiment [7] where the authors measured the kappa value for 5 raters over 104
relation instances and obtained a kappa value of 0.16.

The second ontology was an enterprise ontology, developed in the context of
a decision support system for tender call evaluation [2]. This ontology defined
basic concepts and relations regarding an enterprise’s internal and external envi-
ronment (e.g. Business Function, Employee, Client, etc.), several of which were
vague (e.g. Competitor, High Potential Employee, etc.). Vagueness spread in this
case was lower than CiTO, (0.25) but its intensity (which we measured by having
members of the enterprise assess the validity of sample instances of the vague ele-
ments) was significant (0.75). Finally, vagueness explicitness was 1.0, practically
because we had developed the ontology ourselves, making sure that vagueness
was properly documented.

Table 1. Correspondence of Metamodel Elements to Required Vagueness Aspects

Ontology VS VE VI

CiTO 0.61 0.0 0.84

Enterprise Ontology 0.25 1.0 0.75

1 http://purl.org/spar/cito/

http://purl.org/spar/cito/
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5 Conclusions and Future Work

In this work we considered the phenomenon of vagueness and discussed its role in
the ontology evaluation process. We introduced three novel metrics, i.e., Vague-
ness Spread (VS), Vagueness Explicitness (VE) and Vagueness Intensity (VI)
that may be used in recognizing and calculating vagueness early enough within
an ontology structure, thus aiding towards its quality optimization. Among our
future work is to automate the vague element identification process as well as
to apply the metrics to a larger number of publicly available ontologies and
semantic datasets.
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Abstract. The Interval Algebra (IA) and a subset of the Region Con-
nection Calculus, namely, RCC-8, are the dominant Artificial Intelligence
approaches for representing and reasoning about qualitative temporal
and topological relations respectively. Such qualitative information can
be formulated as a Qualitative Constraint Network (QCN). In this frame-
work, one of the main tasks is to compute the path consistency of a given
QCN. We propose a new algorithm that applies path consistency in a ver-
tex incremental manner. Our algorithm enforces path consistency on an
initial path consistent QCN augmented by a new temporal or spatial en-
tity and a new set of constraints, and achieves better performance than
the state-of-the-art approach. We evaluate our algorithm experimentally
with QCNs of RCC-8 and show the efficiency of our approach.

1 Introduction

Spatial and temporal reasoning is a major field of study in Artificial Intelli-
gence; particularly in Knowledge Representation. This field is essential for a
plethora of areas and domains that include dynamic GIS, cognitive robotics,
spatiotemporal design, and reasoning and querying with semantic geospatial
query languages [3, 6, 8]. The Interval Algebra (IA) [1, 2] and a subset of the
Region Connection Calculus [9], namely, RCC-8, are the dominant Artificial In-
telligence approaches for representing and reasoning about qualitative temporal
and topological relations respectively.

The state-of-the-art technique to decide whether a set of IA or RCC-8 relations
is path consistent [13], considers the underlying complete graph of the respective
constraint network all at once. However, due to the recent work of Huang [5]
who showed that given a path consistent IA or RCC-8 network one can extend it
arbitrarily with the addition of new temporal or spatial entities respectively, we
could as well decide the path consistency of a constraint network by beginning
with a subnetwork comprising a single temporal or spatial entity and extending
it with a new entity at each step. This would allow us to work with a smaller
underlying graph for each addition of a temporal or spatial entity, as opposed to
considering the underlying graph of the entire constraint network for all entities.

� This work was funded by a PhD grant from Université d’Artois and region Nord-
Pas-de-Calais.
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The latter case is well described in the work of Gerevini [4, chapt. 3] for quali-
tative temporal reasoning who applies path consistency in an edge incremental
manner obtaining a time complexity of O(n2 · (n− 1)) = O(n3), where n is the
number of the temporal entities. In short, to decide the path consistecy of a con-
straint network of n entities, edge incremental path consistency considers O(n2)
constraints and for each contraint applies path consistency on the underlying
complete graph of the network which is of degree n − 1. The edge incremental
path consistency described in the work of Gerevini, has been established as the
state-of-the-art path consistency approach up to now. We will often refer to it
simply as one-shot path consistency, since it can be performed in a single appli-
ance of a path consistency algorithm that uses a queue initialized with all O(n2)
constraints to reason with a network of n entities. Our approach is different and
complementary to that of Gerevini, in that we process the constraint network in
a vertex incremental manner, deciding or maintaining its path consistency bit by
bit. To construct a path consistent network of n temporal or spatial entities, we
apply path consistency n− 1 times, one for every temporal or spatial entity that
is added in the initial single-entity subnetwork. At each appliance, the underlying
complete graph of the subnetwork along with the new entity has degree 1, . . .,
n− 1 respectively, and the new entity also brings O(1), . . ., O(n− 1) constraints
respectively, resulting in O(1 · 1 + . . . + (n − 1) · (n− 1)) operations. Thus, we
increase on average the performance of the path consistency algorithm, but do
not improve its worst-case complexity which remains O(n3). In this paper, we
make the following contributions: (i) we present an algorithm that maintains or
decides the path consistency of an initial path consistent constraint network aug-
mented by a new temporal or spatial entity and its accompanying constraints,
and (ii) we implement our algorithm and evaluate it experimentally with QCNs
of RCC-8, showing the efficiency of our approach.

2 Preliminaries

A (binary) qualitative temporal or spatial constraint language [11] is based on a
finite set B of jointly exhaustive and pairwise disjoint (JEPD) relations defined on
a domainD, called the set of base relations. The set of base relations B of a partic-
ular qualitative constraint language can be used to represent definite knowledge
between any two entities with respect to the given level of granularity. B contains
the identity relation Id, and is closed under the converse operation (−1). Indefi-
nite knowledge can be specified by unions of possible base relations, and is rep-
resented by the set containing them. Hence, 2B will represent the set of relations.
2B is equipped with the usual set-theoretic operations (union and intersection),
the converse operation, and the weak composition operation. The converse of a
relation is the union of the converses of its base relations. The weak composition
� of two relations s and t for a set of base relations B is defined as the strongest
relation r ∈ 2B which contains s ◦ t, or formally, s � t = {b ∈ B | b ∩(s ◦ t) �= ∅},
where s ◦ t = {(x, y) | ∃z : (x, z) ∈ s ∧ (z, y) ∈ t} is the relational composi-
tion. As illustration, consider the qualitative temporal constraint language IA [2],
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Fig. 1. IA and RCC-8 constraint languages

and the qualitative spatial constraint languageRCC-8 [9]. The set of base relations
of IA is the set {eq, p, pi,m,mi, o, oi, s, si, d, di, f, fi}.These thirteen relations rep-
resent the possible relations between time intervals, as depicted in Figure 1a. The
set of base relations of RCC-8 is the set {dc, ec, po, tpp, ntpp, tppi, ntppi, eq}.These
eight relations represent the binary topological relations between regions that are
non-empty regular subsets of some topological space, as depicted in Figure 1b (for
the 2D case). IA and RCC-8 networks are qualitative constraint networks (QCNs),
with relation eq being the identity relation in both cases.

Definition 1. A RCC-8, or IA, network is a pair N = (V,C) where V is a finite
set of variables and C a mapping associating a relation C(v, v′) ∈ 2B to each
pair (v, v′) of V × V . C is such that C(v, v) ⊆ {eq} and C(v, v′) = (C(v′, v))−1.

Given a QCN N = (V,C) and a new temporal or spatial entity α accompa-
nied by mapping C′ that associates a relation C(α, v) ∈ 2B to each pair (α, v)
of {α} × V , N , α denotes the QCN N ′′ = (V ′′, C′′), where V ′′ = V ∪ {α},
and C′′ is a mapping that associates a relation C(v, v′) ∈ 2B to each pair (v, v′)
of V × V and a relation C(α, v) ∈ 2B to each pair (α, v) of {α} × V . In what
follows, C(vi, vj) will be also denoted by Cij . Checking the consistency of a QCN
of IA or RCC-8 is NP-hard in general [7, 12]. However, there exist large max-
imal tractable subsets of IA and RCC-8 which can be used to make reasoning
much more efficient even in the general NP-hard case. These maximal tractable
subsets are the sets Ĥ8, C8, and Q8 for RCC-8 [10] and HIA for IA [7]. Consis-
tency checking is then realised by a path consistency algorithm that iteratively
performs the following operation until a fixed point C is reached: ∀i, j, k do
Cij ← Cij ∩ (Cik � Ckj), where variables i, k, j form triangles that belong to
the underlying complete graph of the input network [13]. If Cij = ∅ for a pair
(i, j) then C is inconsistent, otherwise C is path consistent. If the relations of
the input QCN belong to some tractable subset of relations, path consistency
implies consistency, otherwise a backtracking algorithm decomposes the initial
relations into subrelations belonging to some tractable subset of relations spawn-
ing a branching search tree [14]. Thus, the performance of path consistency is
crucial for the overall performance of a reasoner, since path consistency can be
used to solve tractable networks, and can be run as the preprocessing and the
consistency checking step of a backtracking algorithm.



Vertex Incremental Path Consistency for Qualitative Constraint Networks 457

3 iPC+ Algorithm

In this section we present a new algorithm that enforces path consistency in a
vertex increment manner. We call our algorithm iPC+, where symbol + is only
used to differentiate it from the edge incremental path consistency algorithm
of Gerevini [4, chapt. 3], as we consider extensions of a given QCN with a new
temporal or spatial entity accompanied by new sets of constraints.

Function iPC+(N � α)

in : A QCN N � α = (V ′′, C′′), where N = (V,C) is the initial path
consistent QCN augmented by a new temporal or spatial entity α.

output : False if network N � α results in a trivial inconsistency (contains the
empty relation), True if the modified network N �α is path consistent.

begin1

Q ← {(i, j) | (i, j) ∈ V × {α}};2

while Q �= ∅ do3

(i, j) ← Q.pop();4

foreach k ← 1 to V ′′
, (i �= k �= j) do5

t ← C′′
ik ∩ (C′′

ij � C′′
jk);6

if t �= C′′
ik then7

if t = ∅ then return False;8

C′′
ik ← t; C′′

ki ← t−1;9

Q ← Q ∪ {(i, k)};10

t ← C′′
kj ∩ (C′′

ki � C′′
ij);11

if t �= C′′
kj then12

if t = ∅ then return False;13

C′′
kj ← t; C′′

jk ← t−1;14

Q ← Q ∪ {(k, j)};15

return True;16

end17

iPC+ receives as input a QCN N , α = (V ′′, C′′), where N = (V,C) is the
initial path consistent QCN augmented by a new temporal or spatial entity α.
The output of algorithm iPC+ is False if network N , α results in a trivial
inconsistency, and True if the modified network N , α is path consistent. The
queue data structure is instatiated by the set of edges (i, j) ∈ V × {α} (line 2),
i.e., the set of edges corresponding to the new temporal or spatial entity α. Path
consistency is then realised by iteratively performing the following operation
until a fixed point C′′ is reached: ∀i, j, k perform C′′

ij ← C′′
ij ∩ (C′′

ik � C′′
kj),

where edges (i, k), (k, j) ∈ V ′′ × V ′′ (line 5).

Theorem 1. For a given QCN N , α = (V ′′, C′′) of RCC-8, or IA, where N =
(V,C) is the initial path consistent QCN augmented by a new temporal or spatial
entity α, function iPC+ decides the path consistency of QCN N , α.

If we start with a single-entity QCN and extend it one entity at a time applying
iPC+ in total n − 1 times, it follows that we will obtain a time complexity of
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Fig. 2. Performance of iPC+ and PC for QCNs of RCC-8

O(1 · 1+ . . .+(n− 1) · (n− 1)) = O(1/6 · (n− 1) ·n · (2n− 1)) for constructing a
QCN of n temporal or spatial entities, which is an improvement on average over
the strict O(n3) complexity of the one-shot path consistency algorithm (PC).

4 Experimental Evaluation

We generated random RCC-8 networks using the A(n, d, l) model [13]. In short,
model A(n, d, l) creates random networks of size n, degree d, and an average
number l of RCC-8 relations per edge. We considered network sizes between 500
and 3000 with a 500 step and l = 4 (= |B|/2) relations per edge. For each size
series we created 70 networks that span over a degree d between 8.0 and 11.0
with a 0.5 step, i.e., 10 network instances were generated for each degree. For
model A(n, d, l), a degree d between 8 and 11 belongs to the phase transition of
RCC-8 relations, and, hence, guarantees hard and more time consuming, in terms
of solubility, instances for the path consistency algorithm [13]. The experiments
were carried out on a computer with an Intel Core 2 Duo P7350 processor with
a CPU frequency of 2.00 GHz, 4 GB RAM, and the Lucid Lynx x86 64 OS
(Ubuntu Linux). The python implementations of iPC+ and PC, were run with the
CPython interpreter (http://www.python.org/), which implements Python 2.
Only one of the CPU cores was used for the experiments. Regarding iPC+, we
begin with a single node and grow the network one node at a time.1

A consistency check takes place whenever we apply the intersection operator
(∩) between two constraints (lines 6 and 11). This parameter is critical as the
consistency check operation lies in the core of a path consistency algorithm. Re-
sults on the average number of consistency checks that each algorithm performs
are shown in Figure 2a. On average, iPC+ performs 22.5% less consistency checks
than PC, and 23.2% less in the final step in particular, where the networks of
3000 nodes are considered. Let us now see how all these numbers translate to
CPU time. A diagrammatic comparison on the CPU time for each algorithm is

1 All tools and datasets used here can be acquired upon request from the authors or
found online in the following address: http://www.cril.fr/~sioutis/work.php

http://www.python.org/
http://www.cril.fr/~sioutis/work.php
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shown in Figure 2b. On average, iPC+ runs 14.4% faster than PC, and 15.0%
faster in the final step in particular (68 sec for iPC+ and 80 sec for PC), where
the networks of 3000 nodes are considered. Similar results were obtained for IA
that we omit to present here due to space constraints.

5 Conclusion and Future Work

In this paper we presented an algorithm, viz., iPC+, for maintaining or deciding
the path consistency of an initial path consistent constraint network augmented
by a new temporal or spatial entity and its accompanying constraints. Exper-
imental evaluation with QCNs of RCC-8 showed that iPC+ is able to perform
better than PC for random networks of model A(n, d, l). Future work consists
of evaluating our approach more thoroughly with structured and real datasets,
and using chordal graphs to obtain a vertex incremental partial path consistency
variant of our algorithm.
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Abstract. Complex event processing (CEP) is a field that has drawn
significant attention in the last years. CEP systems treat incoming in-
formation as flows of time-stamped events which may be structured ac-
cording to some underlying pattern. Their goal is to extract in real-time
those patterns or even learn the patterns which could lead to certain
outcomes. Many CEP systems have already been implemented, some-
times with significantly different approaches as to how they represent
and handle events. In this paper, we compare the widely used Esper sys-
tem which employs a SQL-based language, and RTEC which is a dialect
of the Event Calculus.

1 Introduction

As the number of possible sources of information which can feed a system with
real-time data increases, so does the need for distributed systems with the ability
to efficiently handle flows of data. The most typical scenario is one in which a
network of sensors has been installed, with each sensor sending its readings to a
(possibly distributed) processing system. The system’s goal is to detect (or even
learn) in real-time certain patterns present in the incoming data flows, so that
the appropriate preventive or reinforcing action be taken. Domains in which such
systems could prove helpful are network intrusion detection, traffic management
and environmental monitoring, to name but a few.

The usual Database Management Systems (DBMS) have certain features, like
the requirement for storing before processing or that of asynchronous processing,
which prevent them from being directly transferred to the problem of stream pro-
cessing and pattern matching. During the last decade, a significant number of the
so-called complex event processing (CEP) systems have appeared that attempt
to overcome the limitations of typical DBMSs [5], [6]. A CEP system attempts
to inverse the human-active database-passive (HADP) interaction model of tra-
ditional DBMSs. Instead, its goal is to notify its users “immediately” upon the
detection of a pattern of interest. Data flows are seen as streams of events, some
of which may be irrelevant for the user’s purposes. Therefore, the main focus is
on the efficient filtering out of irrelevant data and processing of the relevant. Ob-
viously, for such systems to be acceptable, they have to satisfy certain efficiency
and accuracy constraints, such as low latency and robustness.
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Numerous CEP systems have already been implemented, with very different
approaches to event processing. In this paper we present an initial compari-
son of the widely used Esper system [1], which relies on a SQL-based language
and Java, and the Event Calculus for Run-Time reasoning (RTEC) [2], a logic
programming language for representing and reasoning about events and their
effects. Both engines consume as their input a number of streams of low-level
events, i.e. time-stamped, simple, derived events (SDE) which are themselves
the product of previous computational stages on even more basic events, such as
those coming from sensors. Based on these SDEs and their event representation
language, the user can define the complex events (CE) of interest.

Our intention is not to build a full-scale and general benchmark for CEP
systems. As of this time and to the best of our knowledge, there are no such
standard benchmarks, although work towards this direction has recently ap-
peared [10], [11]. We are rather focusing on gaining some insights with regards
to the possible advantages and shortcomings of applying different event recog-
nition approaches on a specific domain.

The rest of the paper is structured as follows. In Section 2 we present the main
features of Esper and RTEC. Section 3 first describes a task for which RTEC has
already been tested and then it illustrates how these systems express a class of
event patterns for that task. In Section 4, the results from the comparison tests,
in terms of similarity and performance, are presented and explained. Finally, in
Section 5 we draw some conclusions from our tests and discuss some future work
directions.

2 Complex Event Processing Engines

In this section, we briefly present the CEP engines that we investigate.

2.1 Esper

Among the currently available and well-known CEP engines, we have opted for
Esper [1] (see [4], [9] and [13] for some application domains in which Esper has
been used), since it is free, open-source and has already been the target of previ-
ous benchmark studies [10]. Esper is integrated into the Java and .NET languages
and can be used in CEP applications as a library. For ease of understanding,
one could conceptualize the Esper engine as a database turned upside-down.
Traditional database systems work by storing incoming data in disks, according
to a predefined relational schema. They can hold an exact history of previous
insertions and updates are usually rare events. User queries are not known be-
forehand and there are no strict constraints as far as their latency is concerned.
The Esper engine, on the other hand, lets users define from the very start the
queries they are interested in, which act as filters for the streams of incoming
data. Events satisfying the filtering criteria are detected in “real-time” and may
be pushed further down the chain of filters for additional processing or published
to their respective listeners/subscribers.
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Esper provides a rich set of constructs by which events and event patterns can
be expressed. One way to achieve event representation and handling is through
the use of expression-based pattern matching. Patterns incorporate several oper-
ators, some of which may be time-based, and are applied to sequences of events. A
new event matches the pattern expression whenever is satisfies its filtering crite-
ria. Another method to process events is through the Event Processing Language
(EPL) queries which resemble in their syntax that of the well-known SQL. The
most usual SQL constructs may also be used in EPL statements. However, the
defined queries are not applied to tables but to views, which can be understood
as basic structures for holding events, according to certain user demands, e.g.
the need for grouping based on certain keys or for applying queries to events up
to certain time point in the past.

2.2 RTEC

The Event Calculus for Run-Time reasoning (RTEC) is a logic-based CEP engine
that has been successfully used in Big Data applications [3], [2]. Moving away
from traditional database-like constructs, it has been written in Prolog, having
as its main goal to capture the expressivity of the Event Calculus [8]. The Event
Calculus is a logic formalism which extends the expressive power of logic systems
so that they can handle events taking place in time. By allowing for the temporal
representation of “actions” (or events), a set of rules may be built which make
reasoning about time intervals, events and their relationships possible.

RTEC uses a number of techniques for increased performance and scalability.
For real-time operation, a windowing mechanism may be used in order to capture
events that arrive with a certain delay. Intermediate results from computations
are stored in “cache” memory so that their recomputation is avoided and an
indexing mechanism tunes the engine to those events that are deemed relevant.

3 Complex Event Definition

The city of Helsinki, Finland, is currently trying to develop a recognition system
to support city transport management. Each vehicle of the transport network
is equipped with sensors that send measurements such as arrival and departure
time from a stop, acceleration information, in-vehicle temperature and noise
levels. Information extracted from the sensors constitutes the SDE streams for a
CEP engine. Based on these SDEs, CEs are recognized related to the punctuality
of a vehicle, passenger and driver comfort, passenger and driver safety and so
on. RTEC has already been tested in the domain of city transport management.
More details may be found in [2].

In order to compare Esper with RTEC, we translated the main RTEC features
into EPL. RTEC provides its users with four basic constructs which allow them
to define the required rules for their domain: simple fluents that are subject
to the law of inertia, and statically determined fluents defined in terms of three
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interval manipulation constructs: union, intersection and complement. Our aim
is to express the RTEC features into pure EPL statements, without resorting to
any Java-implemented algorithms or data structures, except of course for those
holding the input streams and managing the output data.

3.1 Law of Inertia

First, we give an example of how a simple fluent is defined in RTEC. The
term F =V denotes that fluent F has value V . For a simple fluent F , F =V
holds at time-point T if F =V has been initiated by an event at some time-
point earlier than T (using predicate initiatedAt), and has not been terminated
in the meantime (using predicate terminatedAt), which implements the law of
inertia. The occurrence of an event E at time T is modeled by the predi-
cate happensAt(E, T ). Interval-based semantics are obtained with the predicate
holdsFor(F =V, I), where I is a list of maximal intervals for which fluent F has
value V continuously.

Based on the above predicates and the instantaneous SDEs (enter stop and
leave stop) about arrival and departure times from a stop, the user can define
the simple fluents for public transport vehicle punctuality with the following
rules:

initially(punctuality( , )= punctual) (1)

initiatedAt(punctuality(Id ,VehicleType)= punctual , T ) ←
happensAt(enter stop(Id ,VT , Stop, scheduled), )

(2)

initiatedAt(punctuality(Id ,VehicleType)= punctual , T ) ←
happensAt(enter stop(Id ,VT , Stop, early), )

(3)

initiatedAt(punctuality(Id ,VehicleType)= non punctual , T ) ←
happensAt(enter stop(Id ,VT , Stop, late), )

(4)

initiatedAt(punctuality(Id ,VehicleType)= non punctual , T ) ←
happensAt(leave stop(Id ,VT , Stop, early), )

(5)

where Id is the id of a vehicle, VehicleType may be a bus or a tram, Stop is the
code of a stop, and ‘ ’ is an ‘anonymous’ Prolog variable.

All vehicles are initialized as being punctual. As new SDEs arrive, a vehicle
becomes non punctual if it arrives late at a stop or leaves early. It becomes
punctual again if it arrives early or on time at a stop. The maximal intervals for
which a vehicle is considered continuously (non-) punctual are computed using
the built-in/domain-independent RTEC predicate holdsFor from rules (1)–(5).

Initialization of the punctuality fluent (rule (1) in RTEC) is performed in
Esper with a special InitEvent carrying the appropriate initial value. Rules (2)–
(3) can be expressed in EPL with the following statement:
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insert into SFEvent
select se.vehicleId as vehicleId,

0 as sfId,
createHash(vehicleId, 0) as hash,
se.timestamp as timestamp,
punctual as sfV alue

from StopEvent as se
where se.eventT ype = eventbean.StopEventType.ENTER and

(se.punct = eventbean.Punctuality.EARLY or

se.punct = eventbean.Punctuality.SCHEDULED)

(6)

The above statement “listens” to all the SDEs related to arrivals/departures
to/from stops (StopEvent) and keeps only the arrival events
(se.eventType = eventbean.StopEventType.ENTER) in which the vehicle is
early or scheduled. When such an event is detected, it essentially notifies the
system that the vehicle has become (or remains) punctual (as in rules (2) and
(3)). After this initial filtering, the statement forwards the remaining events to-
wards the simple fluent stream (SFEvent in statements (6)–(7)). Each SFEvent
is also accompanied by an attribute called sfValue which indicates the value of
the detected event.

The statement for non punctuality, expressed in RTEC by rules (4)–(5), is
written in EPL as:

insert into SFEvent
select se.vehicleId as vehicleId,

0 as sfId,
createHash(vehicleId, 0) as hash,
se.timestamp as timestamp,
non punctual as sfV alue

from StopEvent as se
where (se.eventT ype = eventbean.StopEventType.ENTER and

se.punct = eventbean.Punctuality.LATE)
or

(se.eventT ype = eventbean.StopEventType.LEAVE and

se.punct = eventbean.Punctuality.EARLY )

(7)

Due to space limitations we do not present here our domain-independent EPL
code for computing the maximal intervals of simple fluents, given their starting
and ending points. We briefly note that the computation method is relatively
simple. A memory is maintained, holding the previously computed intervals as
tuples in the form of [startstamp, endstamp, sfValue] and a current interval in
the form of [startstamp, −1 , sfValue], where -1 indicates a still open interval.
Upon the arrival of a new interval, its sfValue is compared against the sfValue
of the current interval. If they are equal, we ignore the new interval. If they are
different, the current interval is closed, with the timestamp of the new interval
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replacing -1. Afterwards, a new open interval is created, beginning with the
timestamp and the sfValue of the last interval. When a new interval arrives
delayed, certain extra checks have to be performed as well, which we omit here.

3.2 Interval Manipulation

We now turn our attention to the interval manipulation constructs of RTEC:
union, intersection and complement. Among the patterns that we would like
to detect within the context of city transport management is the case when
a certain vehicle is being driven in a style that is deemed unsafe. The vehicle
sensors feed the system with three relevant data streams, one that informs us
about the intervals during which a vehicle takes a (very) sharp turn and two
more for the intervals of (very) abrupt acceleration and deceleration. The city
transport management domain experts define a driving style as unsafe when a
vehicle takes a very sharp turn or is in a very abrupt acceleration or deceleration.
The RTEC rule for this definition can therefore be written as follows:

holdsFor(driving style(Id ,VehicleType)= unsafe, UDI ) : −
holdsFor(sharp turn(Id ,VehicleType)= very sharp,VSTI ),
holdsFor(abrupt acceleration(Id ,VehicleType)= very abrupt ,VAAI ),
holdsFor(abrupt deceleration(Id ,VehicleType)= very abrupt ,VADI ),
union all([V STI, V AAI, V ADI], UDI)

(8)

where Id is the vehicle identifier, VSTI is the list of intervals for a very sharp
turn, VAAI and VADI the lists of very abrupt acceleration and deceleration
respectively and finally UDI is the list of intervals for unsafe driving, to be
computed as the union of VSTI , VAAI and VADI . The holdsFor predicate can be
used in order to define the required domain-dependent rules. I in union all(L, I)
is a list of maximal intervals that includes each time-point that is part of at
least one list of L. Effectively, union is an implementation of OR over intervals.
sharp turn, abrupt acceleration and abrupt deceleration are streams of incoming
SDEs.

Using the library that we developed for expressing the main RTEC features,
rule (8) can be written:

insert into UnionEvent
select ste.vehicleId as vehicleId,

1 as unionId,
createHash(ste.vehicleId, 1) as hash,
ste.startstamp as startstamp,
ste.endstamp as endstamp

from SharpTurnEvent as ste
where ste.sharpness = eventbean.Sharpness.V ERY SHARP

(9)
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The above EPL statement consumes events from the stream of sharp turn SDEs,
keeps only those denoting a very sharp turn and feeds the resulting output into
the stream of Union events. Of course, two similar statements should also be
written for the abrupt acceleration and abrupt deceleration streams of SDEs.
These three statements together would complete the definition for unsafe
driving.

Until now, we have shown how domain-dependent RTEC rules can be ex-
pressed as domain-dependent EPL statements. It is worth commenting that
RTEC rules can be expressed in a purely declarative and more compact way than
EPL statements. Additionally, when writing EPL statements, the user needs to
have at least some elementary knowledge of how events are represented.

3.3 EPL Library

In order to better understand the functionality of the unionId and hash at-
tributes, we take a closer look at the internals of our application-independent
EPL library. EPL can use such SQL-like statements to filter event streams and/or
to push the results of filtering further down to other streams. Besides this basic
functionality, EPL can also make use of the so-called views, which are similar
to SQL tables and can hold multiple events. More complex operations can be
performed on these views, such as aggregation and grouping. For our present
purposes, we are interested in time-based views whose expiry policies (when to
remove an event) employ time windows.

The RTEC constructs (inertia, interval union, intersection and relative com-
plement) that were translated to EPL follow the same pattern for computing the
maximal intervals of a fluent. For each RTEC construct, we maintain a memory
holding the previously computed disjoint intervals up to certain time point in
the past. Under the assumption that the incoming event intervals arrive in an
orderly manner, such a memory would be redundant, since we would need to
maintain only a single interval and update it, in case a new event overlaps with
it or simply release it as a final result if there is no overlap. However, there
are events which arrive delayed, affecting in this way the previously computed
intervals. In order to be able to handle delayed events, we need to store the inter-
mediate results, at least up to a certain time point. RTEC has a sliding window
approach to deal with such delayed information. For the same reason, we need
to use the time-based views provided by EPL. Whenever a new event arrives (for
our union example, a UnionEvent , similarly for the other three constructs), we
first check whether and how it affects any of the previously computed intervals.
Any new insertions, deletions or updates are performed according to the results
of this checking step.

An additional memory/view for storing intervals of previous events as well,
besides the computed intervals, is required for the operations of intersection
and complement. In these cases, the interval of a new event may not only in-
teract with the previously computed intervals but with previous events too.
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Consider, for example, intersection. I in intersect all(L, I) of RTEC is a list of
maximal intervals that includes each time-point that is part of all lists of L. In
Esper, a new IntersectionEvent may not overlap at all with any of the stored
intervals but we still cannot deduce that it should be ignored. An overlapping
event may have appeared previously which, at the time of its appearance, had no
effect and was not involved in the construction of an interval. On the other hand,
the union operation is additive and the unionized intervals implicitly take into
account all previous events. All time-points included in previous UnionEvents
(in their intervals of [startstamp, endstamp)) are also to be found in the stored
intervals and there is no need for additional memories.

For the union operation, the definition of its time-based view is shown in
statement (10). This statement simply creates a view (window ), based on the
attributes of the UnionEvent . Its purpose is to store the currently computed
intervals for the union operation. According to this statement alone, it has no
expiry policy (.win : keepall()) and keeps all intervals until they are explicitly
deleted.

This view is initially empty. Upon the arrival of a new UnionEvent , a merge
operation is performed which is the equivalent of the SQL upsert (update and
insert) operation. EPL statement (11) performs the merge operation.

The where clause of statement (11) compares all the stored intervals of the
UnionWindow with the new UnionEvent in order to determine whether any
of the intervals overlap with the new event. If there is no such interval then
the new event may simply be inserted as a new interval. If there are affected
intervals, then a new event (CheckAffected) is created whose purpose is to collect
information about those intervals. We omit this step here to save space. We just
note that out of the affected intervals (including the newly arrived interval), what
we need to know is their minimum startstamp and their maximum endstamp.
Every interval that falls between these two time points is subsequently deleted
(we omit the presentation of the deletion statement).

Finally the unionized interval, simply defined as [minstartstamp,maxendstamp),
is stored, according to statement (12) (the AffectedIntervals event holds the re-
quired information and is triggered by the CheckAffected event).

A similar procedure is followed for the other three constructs as well, with
a slight difference. In the cases of intersection and complement, besides storing
intervals, we also need to store previous events.

context UnionContext
create window UnionWindow.win:keepall()

select vehicleId as vehicleId, unionId as unionId, hash as hash,
startstamp as startstamp, endstamp as endstamp

from UnionEvent

(10)
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context UnionContext
on UnionEvent ue
merge UnionWindow uw
where (ue.startstamp >= uw.startstamp and ue.startstamp <= uw.endstamp

and ue.endstamp >= uw.endstamp) or

(uw.startstamp >= ue.startstamp and uw.endstamp <= ue.endstamp) or

(ue.endstamp >= uw.startstamp and ue.endstamp <= uw.endstamp
and ue.startstamp <= uw.startstamp) or

(ue.startstamp >= uw.startstamp and ue.endstamp <= uw.endstamp)
when not matched

then insert select ue.vehicleId as vehicleId, ue.unionId as unionId,
ue.hash as hash,
ue.startstamp as startstamp, ue.endstamp as endstamp

when matched

then insert into CheckAffected select ue.vehicleId as vehicleId,
ue.unionId as unionId,
ue.hash as hash,
ue.startstamp as startstamp,
ue.endstamp as endstamp

(11)

context UnionContext
on AffectedIntervals ai
merge UnionWindow uw
where uw.startstamp = ai.minstartstamp and uw.endstamp = ai.maxendstamp
when not matched

then insert select ai.vehicleId as vehicleId, ai.unionId as unionId,
ai.hash as hash, ai.minstartstamp as startstamp,
ai.maxendstamp as endstamp

(12)

Statements 10–12 make use of contexts, as seen at their first lines. Con-
texts are an EPL concept for partitioning windows according to a specified
key (we have omitted the declaration of the UnionContext here). In our case,
we have used the hash attribute, created upon the unionId and vehicleId , as
the partitioning key. This has the effect that each unique combination of the
unionId and vehicleId attributes has a separate UnionWindow (essentially a
separate memory for each combination), although we only need to define it
once. Whenever a new event is pushed into the UnionEvent stream, as in state-
ment (9), the Esper engine makes a choice as to which UnionWindow it should
be sent, according to its hash value. For example, UnionEvents with a value of
vehicleId equal to 75 and participating in the union operation with identifier
equal to 1, giving us a hash value of 18880, are fed only to the UnionWindow
with the same hash value. If the UnionWindow was one and the same for all
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vehicles and unions, then statement (11) would refer to this single window, hold-
ing all union intervals. Its where clause would have to include an extra con-
dition, (ue.vehicleId = uw .vehicleId and ue.unionId = uw .unionId) so that the
new event is checked only against the intervals related to this specific vehicleId
and unionId . By creating different windows for each value of the partitioning
key, contexts implement a more efficient indexing mechanism than checking in
a single window for the right combination of vehicleId - unionId . Additionally,
contexts are more amenable to parallelization when multiple threads are avail-
able.

Of course, for real-time operation, an “infinite” memory that never deletes in-
tervals and/or events would be impractical. To address this issue, we introduced
a windowing parameter, called working memory, as in RTEC, and two special
events, the QueryEvent and the ClearEvent . At each query step (e.g. defined
as 1000 time steps), a QueryEvent is first sent to the Esper engine, followed by
a ClearEvent . The QueryEvent releases all the intervals which fall outside of
the working memory window as final results and the ClearEvent deletes those
intervals.

3.4 Event Hierarchy Representation

Figure 1 depicts the event hierarchy of the city transport management appli-
cation, that is, the SDE streams (denoted by incoming arrows on the left), the
operations in which they are involved (denoted by boxes) and the CEs to be de-
tected (denoted by outgoing arrows from the operation boxes). The results from
a certain operation can be fed into another operation, so that complex chains of
rules may be implemented.

An important difference between RTEC and Esper in their functioning is
the way in which they process information from new events. RTEC does not
perform any computations before a query is “triggered”. Being written in Pro-
log, it essentially employs a pull method for retrieving information from events.
At the time of a query, it backtracks in order to satisfy its goals which de-
scribe the CEs of interest. On the other hand, Esper employs a push method,
performing on-the-fly processing of new events. Even if a QueryEvent has not
appeared yet, new SDEs are directly pushed towards their respective windows
and the QueryEvent triggers the release of the computed intervals. However,
there are some exceptions to on-the-fly processing, whenever there are event hi-
erarchies in which an operation requires the results of a previous operation. In
these cases, an operation must wait for the final results of the previous one. For
example, in Figure 1, the uncomfortable CE, depends both on two of the SDE
streams and on the intermediate pure sharp turn stream. Before a QueryEvent
arrives, the operation for uncomfortable can unionize the two SDE streams
but it has to wait for the QueryEvent in order to include the pure sharp turn
stream.
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Fig. 1. The event hierarchy of the city transport management application. SF=simple
fluent, U=union, I=intersection, C=complement. The number besides each CE stream
indicates its fanout.

4 Empirical Evaluation

For the tests that follow, we used three different synthetic datasets of SDEs,
based on the city transport management task described above and generated
during the PRONTO project (http://www.ict-pronto.org). Each dataset con-
sists of 50.000 SDEs. In the first dataset, all SDEs refer to a single vehicle, the
second contains events for 10 vehicles and the third for 100. In total, we have 8
incoming SDE streams and 13 CE streams.

4.1 Similarity Testing

In order to assess the similarity of the results produced by RTEC with those
produced by Esper, we ran a series of tests on the City Transport Manaagement
datasets. Using the intervals computed by RTEC as a reference point, we com-
pared them with the intervals produced by Esper. The comparison metric for
each CE is computed as the division of the intersection of the RTEC and Esper
intervals by their union. Figure 2 presents the comparison results for the three
different datasets.

For most of the CEs in all datasets, the similarity is near perfect (above
99%), while for all of them it lies above 95%. For a few of them, especially in
the dataset with 100 vehicles, it falls to a level of about 95%. These discrep-
ancies are due to a slight difference between RTEC and Esper in the way open
intervals are treated, i.e. intervals which, at the time of a query, have not been
closed, e.g. when a sharp turn has not finished when a query is triggered. In
this case, RTEC produces intervals in the form of [startstamp, inf ) which are

http://www.ict-pronto.org
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Fig. 2. Esper/RTEC similarity index for three different datasets

ignored during the comparison, whereas Esper produces intervals in the form of
[startstamp, querytime). In the dataset with 100 vehicles, due to its structure,
such open intervals appear more often.

4.2 Performance Comparison

After ensuring that Esper can reproduce the RTEC results with an accepted
level of reliability, we ran another series of experiments in order to compare
their performance, in terms of average latency per query. All the experiments
were conducted on a machine with an Intel Core 2 Duo CPU P8600 @ 2.40
Ghz x 2 processor and 3.0 Gib of memory, running the 32-bit version of Debian
7.3. Esper was run with java-7-openjdk-i386 and RTEC with YAP Prolog 6.2.2.
Both engines were tested as single-threaded applications. Figures 3(a)–3(c) de-
pict the results of the performance comparison tests, with each figure referring
to a different dataset. In order to assess the impact of the size of the working
memory window (how far into the past an operation can look into when comput-
ing intervals), we varied its value from 1000 (equal to the query step) to 15000
time-points.

Figures 3(a)–3(c) show that RTEC outperforms Esper significantly, with Es-
per suffering a worst degradation as the working memory window increases (in-
creased gradient). By separating the time of on-the-fly processing from that of
query-time processing (see Section 3 for an explanation of their difference), we
discovered that the observed latency is almost exclusively due to query-time pro-
cessing. In an attempt to isolate the possible bottlenecks, we measured latencies
on a per operation basis. The results did not indicate that a specific type of oper-
ation is a significant source of delay. We observed that the latency of an operation
correlates with its fanout. The operations for the unsafe and the uncomfortable
CEs, both with a fanout of 4 (see Figure 1), were consistently among the most
severe bottlenecks. Therefore, we are inclined to assume that one reason behind
Esper’s lower performance lies in the “communication” overhead between the
connected operations.
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(a) 1 vehicle

(b) 10 vehicles

(c) 100 vehicles

Fig. 3. Esper/RTEC performance comparison

5 Conclusions

We presented a comparison of two CEP engines with significant differences as far
as their event representation languages are concerned. As CEP engines mature
over time, such comparison tests are expected to become more common. They
will allow for the identification of the possible limitations and advantages of
one solution over another and will facilitate the classification of event-based
systems [12].

For the CEP engines under comparison here —Esper and RTEC—, we showed
that the translation of an event hierarchy from one language to the other, al-
though not a trivial task, is certainly possible. In fact, for certain domains, such
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as city transport management above, the whole process could be delegated to
automatic translators. However, when the task of translation is left to the user,
EPL statements are longer and require some low-level knowledge of how events
are represented, which could make them more susceptible to subtle errors. Con-
trary to what one might expect, we also showed that a system from the field
of Artificial Intelligence, like RTEC, may outperform a state-of-the-art system
from the fields of databases and distributed systems.

Our tests are far from being complete and we do not consider the results
presented here to be final. RTEC is very well-suited for problems whose main goal
is to find those time intervals during which certain conditions hold. Moreover,
translating the RTEC constructs directly into EPL statements might very well
result in an inefficient implementation from the point of view of Esper. However,
this is exactly one of our goals, i.e. to find those domains for which a certain
CEP system might be more appropriate than others.

For these reasons, we would like to continue this line of work. We aim to
investigate, for example, whether the recently introduced data flow programming
model of Esper improves performance for the type of event definitions that were
examined in this paper. Additionally, we will compare the two engines using
event patterns that are more readily expressed in EPL. We will also compare
the two systems, along multiple dimensions, both in terms of semantics and
performance (see [14], [10], [7] for examples of studies with a more detailed
treatment of these issues).

Acknowledgments. We have benefited from discussions with Matthias Wei-
dlich on the comparison of Esper and RTEC. This work has been funded by the
EU SPEEDD project (FP7-ICT 619435).
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Abstract. Developing intelligent systems towards automated clinical
monitoring and assistance for the elderly is attracting growing attention.
USEFIL is an FP7 project aiming to provide health-care assistance in a
smart-home setting. We present the data fusion component of USEFIL
which is based on a complex event recognition methodology. In par-
ticular, we present our knowledge-driven approach to the detection of
Activities of Daily Living (ADL) and functional ability, based on a prob-
abilistic version of the Event Calculus. To investigate the feasibility of
our approach, we present an empirical evaluation on synthetic data.

1 Introduction

Developing intelligent systems towards automated clinical monitoring and assis-
tance for the elderly is attracting significant attention, due to the increase in the
ageing population. Age-related demographic trends in most western countries
and increasing health-care costs, indicate a need for robust telehealth solutions
which shall prolong seniors’ independent living. USEFIL1 is an FP7 project
aiming to provide health-care assistance to seniors who live alone. The USE-
FIL system relies on a three-layer architecture. The bottom layer consists of an
in-house data acquisition platform comprising off-the-self, low cost sensors. A
data fusion component in the intermediate layer of the system is responsible
for combining data from multiple sources via spatio-temporal reasoning. Fused
data are consumed by a Decision Support System in the top-level layer, which
provides input to a number of user-friendly, interactive health-care/monitoring
apps, designed both for the USEFIL resident and the medical/caregiving stuff.
The main objective of the Decision Support System is the identification of early
deterioration signs for a plethora of medical cases and behavioural disturbances.

We present our approach to USEFIL’s data fusion component. Its role is to
interpret the parameters of raw sensor data into a semantic representation of
human behaviour and functional ability, while counterbalancing confidence in
the sensor measurements by fusing data from multiple sources. Its tasks range

1 http://www.usefil.eu/
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from contextualization of sensor measurements to detecting sleep and Activities
of Daily Living (ADL), and characterising functional ability.

USEFIL’s sensor network is able to provide a wide range of measurements
and indications, related both to user’s activities and to the environment. The
sensors include a depth camera (kinect), a light wrist watch (Wrist Wearable
Unit – WWU), a hidden camera installed in a smart-PC, a number of micro-
phones around the house, and so on. A key requirement in most assisted living
applications is unobtrusiveness: Monitoring should not intervene with daily ac-
tivities, so that the user feels comfortable and sensor data are collected naturally
and in an unbiased fashion. Thus, rich as may it be, the sensor network does
not cover the entire house, nor can it provide indications for all situations of
interest. Moreover sensor data may often be corrupted by noise. Thus, in order
to increase confidence in the representation of the user status it is necessary to
exploit the existing monitoring equipment as much as possible, by combining
different sensor resources, while addressing uncertainty. To this end, we employ
a Complex Event Recognition methodology, which allows to combine heteroge-
neous data sources by means of event hierarchies. Our approach is based on a
probabilistic version of the Event Calculus [14], which allows for handling noise
and modelling uncertainty.

The rest of this paper is structured as follows. Section 2 contains basic back-
ground on the Event Calculus and ProbLog, the probabilistic logic programming
language on which our implementation relies. Section 3 describes the construc-
tion of event patterns related to the detection of ADL and functional ability. In
Section 4 we present an empirical evaluation of our approach, and in Sections 5
and 6 we summarise and put our work in context.

2 Event Recognition and Probabilistic Event Calculus

Complex Event Recognition [10] refers to the automatic detection of event oc-
currences within a system. From a sequence of low-level events (LLEs) – such as
sensor data, an event recognition system recognizes complex, or high-level events
(HLEs) of interest, that is, events that satisfy some pattern. Event recognition
systems with a logic-based representation of event definitions, are attracting sig-
nificant attention in the event processing community for a number of reasons,
including the expressiveness and understandability of the formalized knowledge
and their declarative, formal semantics.

In this paper we follow the standard logic programming notation, so variables
start with an upper-case letter, while predicates, function symbols and constants
start with a lower-case letter. The Event Calculus is a many-sorted, first-order
predicate calculus for representing and reasoning about events and their effects.
Its ontology comprises time points (integer or real numbers), fluents (properties
that have values in time) and events (occurrences that may affect the values
of fluents). In this work, we assume that the time model is linear and integer-
valued. For a fluent F , the expression F = V means that F has the value V , and
intuitively F = V holds at a particular time point if it has been initiated at a
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previous time point and has not been terminated since. The domain-independent
axioms of the Event Calculus formalize the commonsense law of inertia, accord-
ing to which fluents persist in time unless they are affected by events. The axioms
of the dialect employed in this work are as follows:

holdsAt(F = V, T ) ←
initially(F ),
not broken(F = V, 0, T ).

(1)
holdsAt(F = V, T ) ←

initiatedAt(F = V, Ts),
Ts < T,
not broken(F = V, Ts, T ).

(2)

broken(F = V, T s, T ) ←
terminatedAt(F = V, Tf ),
Ts < Tf < T.

(3)

not represents “negation by failure”, which provides a form of default persistence
– inertia of fluents. According to Axiom (1), F = V holds at time T if F = V
held initially and has not been broken since. According to Axiom (2), F = V
holds at time T if the fluent F has been initiated to value V at an earlier time
Ts, and has not been broken since. Axiom (3) dictates that a period of time for
which F = V holds is broken at Tf if F = V is terminated at Tf .

In this work we assume that LLEs and HLEs, as defined in an event recognition
context, correspond respectively to Event Calculus events and fluents. Given
the domain-independent axioms of the Event Calculus, the construction of HLE
patterns consists in defining domain-specific rules which describe initiation and
termination conditions.

Various types of uncertainty exist in event-related domains, such as erroneous
or missing LLEs [1]. To address uncertainty, in [18] the Event Calculus has been
ported in the probabilistic logic programming language ProbLog [13]. ProbLog
is a probabilistic version of Prolog, where standard Prolog facts and rules may
be annotated with probabilities. Probabilistic facts are expressions of the form
pi :: fi, where fi is a Prolog fact and pi is a real number in the interval [0, 1].
Probabilistic facts in ProbLog represent random variables with an independence
assumption, thus a rule defined as a conjunction of a set of probabilistic facts,
has a probability that is equal to the product of the probabilities of these facts.
When a predicate appears in the head of more than one rule, then its probability
is computed by calculating the probability of the implicit disjunction created
by the multiple rules. ProbLog facts with no probability are implicitly given a
probability of 1. In addition to probabilistic facts, ProbLog supports probabilistic
rules as well, that is, expressions of the form p0 :: h ← f1, . . . , fn. Intuitively,
such a rule means that if ∧n

j=1fj is true and each fj has probability pj , then h

is true with probability ph =
∏n

j=0 pj . For a non-ground probabilistic expression
p :: e (rule or fact), the probability p applies to all possible groundings of e.

ProbLog supports several forms of probabilistic inference, such as computing
the success probability of a query (the overall probability of a query being true) or
finding the most likely explanation of a query (the proof with the highest probabil-
ity). Given a program P and a query q, computing the success probability of q can
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be achieved by summing the probabilities of all subprograms L that entail q. This
is a hard task even for small problems, since it involves a number of summands
which is exponential in the size of the Herbrand base of the initial program. Thus
in practice, ProbLog uses Binary Decision Diagrams (BDDs) [4] and techniques
from dynamic programming to efficiently address computations through different
proofs of a query, allowing the implementation to scale to queries containing thou-
sands of different proofs [13].

3 Event Definitions for Activities of Daily Living

In this section we present our approach to detecting activities of daily living
(ADL) and characterizing functional ability. ADL typically refers to the funda-
mental self-care activities, such as getting out of bed, walking around etc. ADL
detection is of particular importance in assisted living applications, since the ca-
pacity to perform such activities has been confirmed in numerous studies to have
broad implications for functioning, reflecting a person’s ability to live indepen-
dently. Given the fact that disability or functional impairment is usually closely
related to a person’s inability to perform these and other basic tasks without
assistance, the requirements of the ADL use-case in USEFIL involve, in addition
to ADL detection, estimation of the ADL’s score in the Barthel Index [8].

The Barthel Index, commonly acknowledged as the “golden standard” for
functional ability, consists of 10 items that measure a person’s daily functioning.
The items include feeding, moving from wheelchair to bed and return, grooming,
transferring to and from a toilet, bathing, walking on level surface, going up and
down stairs, dressing, and continence of bowels and bladder.

In USEFIL, obtaining a Barthel score for some of these ADL is subject to
restrictions/limitations, mainly due to monitoring insufficiency, related to the
unobtrusiveness requirement2. Table 1 presents three ADL for which the moni-
toring equipment suffices in order to formulate interesting event patterns, namely
transfer, mobility and stairs. Transfer (or “changing position”) refers to the abil-
ity of a person to get up from bed and lie down, stand up from a chair and sit
down. The corresponding scores in the Barthel Index range from 0 to 3, as shown
in Table 1. Since the goal is to determine user’s level of independence and possi-
bly detect signs of functional decline, we assume that the user is able to perform
to some extend. As a result, we do not score transfer with a 0. Mobility ADL
refers to the ability of a person to walk adequately well, while stairs ADL refers
to a person’s ability to walk stairs upwards/downwards. The respective scores
in the Barthel Index range are presented in Table 1. Similar to transfer, we do
not score mobility with 0 and 1; we also do not score stairs with 0.

3.1 Complex Events

As mentioned in Section 2, an HLE definition consists of Event Calculus rules
expressing the conditions in which the HLE is initiated and terminated. Consider

2 For these ADL a surrogate, indirect index is obtained, which measures the increase in
frequency of performing the ADL when someone else is in the house, in the long term.
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Table 1. ADL, their respective scores in the Barthel Index and sensors which provide
relevant LLEs

ADL Barthel scores Related sensors

Transfer 0: unsafe - no sitting balance* WWU
1: major help (one or two people, physical), can sit Kinect camera
2: minor help (verbal or physical) Microphones
3: independent

Mobility 0: immobile* WWU
1: wheelchair independent, including corners, etc.* Kinect camera
2: walks with help of one person (verbal or physical) Microphones
3: independent (but may use any aid, e.g., stick)

Stairs 0: unable WWU
1: needs help (verbal, physical, carrying aid) Kinect camera
2: independent up and down Microphones

the event hierarchy presented in Figure 1, developed in collaboration with the
USEFIL experts. The leaves in this tree-like hierarchy represent sensor-level data
(LLEs), which are obtained by applying various aggregation and transformation
techniques on raw sensor measurements, while each node represents an HLE.
According to this representation, in order to obtain a Barthel score for the
transfer ADL (root node), one should try to infer whether the user changed
position, while receiving help for this task, and also take into account the ease
and safety with which the user performs.

Position change (ex. from sitting to standing, or from lying to sitting) de-
pends on the corresponding HLEs, which in turn are inferred from sensor-level
LLEs. Help is inferred by carer detection, which in turn may be inferred from
kinect evidence (more than one persons) or microphone evidence (more than one
speakers), and also by user-carer proximity, a value in meters, also provided by
the kinect. The ease and safety with which the user transfers serves as a surro-
gate for the fact that we have no way to discriminate between major and minor
help, as required by the Barthel standard (see definitions for Barthel scores of 1

adl_transfer

help_transfer ease_safety_transfer
 

changed_position

Proximity 
(kinect)

 

balance speedsitting,standing,lying

Kinect_sitting,
WWU_sitting...

carer detection
 

many_persons
(kinect) 

Many_speakers
 (microphones)

Kinect_balance
WWU_balance 

Kinect_speed
 WWU_speed

Fig. 1. An event hierarchy for the transfer ADL
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and 2 in Table 1). Instead, we use the contextual knowledge of the ADL, that is,
the user’s speed and balance while changing position, as an indirect indication
for the user’s functional ability, which in turn is utilized in the extraction of the
Barthel score for the ADL.

We next describe the construction of an Event Calculus program for Barthel-
scoring the transfer ADL, starting from the bottom level (sensor data) of the
event hierarchy and moving up to the root node of the target event.

The second from the bottom level of the event hierarchy consists of HLEs
which result mostly from the combination of sensor-level data. For instance,
sitting is defined in terms of two sensor-level events, one coming from the kinect
and one from the wrist wearable unit, as the following two rules dictate:

initiatedAt(sitting = true, T ) ←
happensAt(kinect sitting, T ).

initiatedAt(sitting = true, T ) ←
happensAt(wwu sitting, T ).

(4)

Note that by means of such rules, the probability of an HLE at time T results by
the combined probabilities of all related evidence, up to that time. For instance
from the following sensor evidence3

0.8 :: happensAt(kinect sitting, 10)
0.7 :: happensAt(wwu sitting, 11)

(5)

and the two rules in (4), the probability of sitting HLE at time 12 (i.e the
probability of holdsAt(sitting = true, 12)) is 0.8+0.7− 0.8 ·0.7 = 0.94, provided
that the HLE has not been terminated in the meantime.

The first HLE in the next level of the event hierarchy (see Figure 1) is recog-
nized once the user changes position:

initiatedAt(changed position = true, T ) ←
initiatedAt(sitting = true, T ),
terminatedAt(standing = true, T ).

(6)

There are similar axioms for the remaining pose combinations. The help transfer
HLE definition is as follows:

initiatedAt(help transfer = true,T ) ←
happensAt(proximity(Value),T ),
V alue ≤ 1,
holdsAt(carer detected = true,T ).

(7)

that is, help is inferred if a carer has been detected and user-carer proximity is
less than 1 meter.

Let us now turn to the ease safety HLE. As mentioned earlier, this HLE rep-
resents the ease and safety with which the user changes position, as indicated by
speed and balance measurements, and its purpose is to serve as an indication for
the user’s functional ability, related to the transfer ADL. The speed and balance
indications are provided by the kinect and WWU as a set of LLEs, which rep-
resent steady or unsteady balance and fast, slow, or normal speed. The task of

3 Recall that a statement of the form p :: a in ProbLog means that a is true with
probability p (see Section 2).
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combining these LLEs into a single indication for the user’s functional abilities
is not straightforward. For instance, a fast or normal transfer speed is an indica-
tion for an easy transfer. However, it may be accompanied by unsteady balance,
an indication of unsafe transfer, in which case there is no interpretation of this
contextual knowledge which says something meaningful for the user’s functional
abilities (in other words, an easy but unsafe transfer does not provide any insight
for the user’s ability w.r.t the transfer ADL). We address this issue as follows:
First, we define values for the ease safety HLE, which follow the actual Barthel
scores for the transfer ADL. Intuitively, a score of 1 for ease safety is to be inter-
preted as a difficult and unsafe transfer, a score of 3 as an easy and safe one and
a score of 2 as something between the extreme cases.

We associate each LLE related to speed and balance to the ease safety HLE
in the obvious way according to which fast or normal speed, or steady balance
indicates ease and safety (thus a value of 3 for ease safety HLE), while slow
speed or unsteady balance indicates difficulty or unsafety (thus a value of 1 for
ease safety HLE). This can be formulated as a set of rules of the following form
(we omit the whole set of rules for brevity):

initiatedAt(ease safety = 3 ,T ) ←
happensAt(kinect balance steady ,T ).

(8)

Then the average value of 2 for ease safety is defined by means of a probabilistic
rule, which weights the conjunction of the extreme cases at time T , by the
confidence value of the most probable one. To do so, we use the concept of a
intentional probabilistic fact [11] in ProbLog, i.e a probability associated to a
rule, which is not defined explicitly, but is calculated at runtime, based on a
number of constraints which must be satisfied, as in the following rule:

P :: initiatedAt(ease safety = 2 ,T ) ←
P1 :: holdsAt(ease safety = 1 ,T ),
P2 :: holdsAt(ease safety = 3 ,T ),
P is max{P1, P2}.

(9)

P in Rule (9) is an intentional probability. By Rule (9) an average score will
be attributed (with a significant probability) to the ease safety HLE, only if the
extreme scores for the HLE, both have significant probabilities, which means
that contradictory evidence w.r.t ease and safety has been received.

For the definition of the top-level HLE in the hierarchy, we use two auxiliary
HLEs, transf help and transf no help, which are initiated by the conjunction of
changed position and help transfer, or the negation of the latter. The definitions
of the adl transfer HLE is given disjunctively, for each different Barthel score.
The definition of a 1-score is as follows:

initiatedAt(adl transfer = 1 ,T ) ←
initiatedAt(transf help = true,T ),
holdsAt(ease safety = 1 ,T ).

initiatedAt(adl transfer = 1 ,T ) ←
initiatedAt(ease safety = 1 ,T ),
holdsAt(transf help = true,T ).

(10)
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p1max :: initiatedAt(adl transfer = 1 ,T ) ←
initiatedAt(transf help = true,T ),
holdsAt(ease safety = 2 ,T ).

p1max :: initiatedAt(adl transfer = 1 ,T ) ←
initiatedAt(ease safety = 2 ,T ),
holdsAt(transf help = true,T ).

(11)

p1min :: initiatedAt(adl transfer = 1 ,T ) ←
initiatedAt(transf help = true,T ),
holdsAt(ease safety = 3 ,T ).

p1min :: initiatedAt(adl transfer = 1 ,T ) ←
initiatedAt(ease safety = 3 ,T ),
holdsAt(transf help = true,T ).

(12)

The definition consists of a set of crisp and a set of probabilistic rules, which
aim to account for the inherent uncertainty of the Barthel scoring task. Rules
(10) state that if help was offered and the user’s functional abilities as indicated
by the ease safety HLE are minimum, then a Barthel score of 1 should be at-
tributed to the transfer ADL. On the other hand, Rules (11) state that if the
functional abilities are not minimum, then the score may still be 1 (since help was
offered), however with a reduced confidence, reflected in the probability p1max.
Similarly, Rules (12) state that if the functional abilities are the highest possible,
then a Barthel score of 1 should be attributed to transfer with an even smaller
confidence (min and max in the probabilities denote that pmin is intended to
be smaller than pmax). The definition for a 3-score is similar. The difference is
that the transf no help auxiliary HLE is utilized, instead of the transf help one.
Finally, Rules (13)-(15) provide a definition for a 2-score in the Barthel index:

p2max :: initiatedAt(adl transfer = 2 ,T ) ←
initiatedAt(changed position = true,T ),

holdsAt(ease safety = 2 ,T ).

p2max :: initiatedAt(adl transfer = 2 ,T) ←
initiatedAt(ease safety = 2 ,T ),

holdsAt(changed position = true,T).

(13)

p2min1
:: initiatedAt(adl transfer = 2 ,T ) ←

initiatedAt(transf no help = true,T ),

holdsAt(ease safety = 1 ,T ).

p2min1
:: initiatedAt(adl transfer = 2 ,T) ←

initiatedAt(ease safety = 1 ,T),

holdsAt(transf no help = true,T).

(14)

p2min2
:: initiatedAt(adl transfer = 2 ,T ) ←

initiatedAt(transf help = true,T ),

holdsAt(ease safety = 3 ,T ).

p2min2
:: initiatedAt(adl transfer = 2 ,T) ←

initiatedAt(ease safety = 3 ,T),

holdsAt(transf help = true,T),

(15)

Recall that the intention in USEFIL is for a 2-score to account for “vague”
situations, where help may have been provided or not, but the functional abilities
of the user do not allow to classify her as fully independent or not. For example,
if the user manages to stand up from the sitting position with no help, but with
very low balance, it is unsafe to classify the user as independent. Instead, an
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intermediate score of 2 is an indication for the medical stuff in USEFIL that the
user may need assistance for that particular ADL. Thus Rule (13) attributes a
score of 2 by means of functional ability only, without taking help into account.
Then, Rules (14) and (15) weight contradicting cases with a 2-score, that is,
cases where functional ability is the lowest, but transfer was achieved with no
help (Rules (14)) and cases where functional ability is the best possible, but help
is inferred with a significant probability (Rules (15)).

The presented rules allow for the possibility that the adl transfer HLE has
more than one values at a particular time point. The obvious way to select be-
tween competing scores is to keep the one with the highest probability. However,
delivering all the inferred Barthel scores allows a broader view of the user’s sta-
tus, which may be useful to the medical personel. In particular, the intended
behavior of the formulated knowledge is to provide a dominant Barthel score for
the ADL, but also provide additional indications via the less probable scores,
particularly in the “vague” cases mentioned earlier.

The probabilities in the knowledge base may be tuned manually or may be
learned using ProbLog’s parameter learning utilities. For this work the proba-
bilities where defined by experts, while we further tuned the values manually
using synthetic data. In future work we will additionally use machine learning
techniques to refine the probabilities from data.

The process of constructing event definitions for the other two ADL mentioned
earlier, namely mobility and stairs is similar. Details are omitted due to space
limitations.

4 Empirical Evaluation

USEFIL is an ongoing research project and real data is not yet available. More-
over, since ADL Barthel scoring is an empirical task, designed to be carried out
by humans (medical personnel), by means of observing a patient, neither nor-
mative data, nor annotated datasets are available. Thus in order to validate that
the formulated knowledge behaves as expected we performed experiments using
synthetic data that simulate particular situations.

We defined a number of scripts, as presented in Table 2 for transfer, in order to
annotate the generated datasets. The notation score1 → score2 in Table 2 means
that score1 is the dominant score (the one with the highest probability), while
score2 is the second best score, which may be used as an additional indication
for the user’s functional status. For instance 3 → 2 means that the user is able
to transfer with no help but there are some indications of functional decline,
while a score of 2 → 3 is the opposite, that is, there are serious indications of
functional decline, however the user may transfer with no assistance. We refer
to such cases as soft Barthel scores, in contrast to the hard scores of 1 and 3. In
Table 2 we order the various cases from the best possible, in terms of functional
ability, to the worst possible.

We generated 50 instances of each script in Table 2 (a total of 600 instances)
as follows: We defined a temporal window within which we assume that evidence
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Table 2. Script definitions for different parameters of the adl transfer HLE

Case Transfer Help Speed Balance Barthel score

1 yes no fast steady 3

2 yes no normal steady 3

3 yes no slow steady 3 → 2

4 yes no fast unsteady 3 → 2

5 yes no normal unsteady 3 → 2

6 yes no slow unsteady 2 → 3

7 yes yes fast steady 2 → 1

8 yes yes normal steady 2 → 1

9 yes yes slow steady 1 → 2

10 yes yes fast unsteady 1 → 2

11 yes yes normal unsteady 1 → 2

12 yes yes slow unsteady 1

related to transfer may result to the recognition of the adl transfer HLE. This win-
dow was set to 15 seconds. To generate an instance of a script we generated related
LLEs, randomly timed across the 15 secondwindow, so that the values of the gener-
ated LLEs comply with the particular script. For example the following set of LLEs
is an instance of case 1 in Table 2 for changing position from sitting to standing:

0.784 :: holdsAt(kinect sitting = true, 10).
0.854 :: holdsAt(wwu sitting = true, 11).
0.478 :: happensAt(many persons, 12).
0.756 :: holdsAt(proximity = 2.4, 15).
0.553 :: happensAt(many speakers,16).
0.786 :: holdsAt(transfer speed = fast, 17).
0.324 :: holdsAt(transfer balance = steady, 21).
0.788 :: holdsAt(wwu standing = true, 24).
0.698 :: holdsAt(kinect standing = true, 25).

Indeed, the above data indicate that the user is sitting at time 10 and standing at
time 25 (thus changed position will be recognized). In addition the many persons
and many speakers LLEs indicate the presence of a carer and the proximity LLE
indicates that user-carer distance does not qualify for inferring physical help (it
is larger that the threshold of 1 meter). Moreover speed and balance LLEs are
valued as in case 1 of Table 2.

Instances were generated in a sorted fashion and between two scripts there is
a period of time during which nothing happens, or the user is assumed to walk
around the house. Thus the generated data form a (temporally) sorted stream. A
large number of random USEFIL LLEs, irrelevant to the transfer task, was also
added in the data. Time in the data ranges in the interval [0, 10000] with a step of 1
(that is, the temporal distance between two consecutive events is 1). Four different
datasets were generated in this manner: In the first one, the generated LLEs are
crisp (i.e their probability is 1.0). In the second, noise in the form of randomproba-
bilities was injected in the speed and balance LLEs, while all other LLEswere crisp
(smooth noise). In the third dataset all generated LLEs were noisy (strong noise).
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Table 3. Precision and recall for all identified variations of Barthel scores for the
adl transfer HLE, and for 4 different levels of noise

crisp smooth strong strong incomplete

precision recall precision recall precision recall precision recall

Transfer
transfer3 1.0 1.0 0.961 1.0 0.783 0.693 0.723 0.686

transfer3→2 1.0 1.0 0.975 0.96 0.574 0.568 0.498 0.573
transfer2→3 1.0 1.0 0.695 0.925 0.407 0.84 0.413 0.764
transfer2→1 1.0 1.0 0.957 0.926 0.260 0.129 0.218 0.145
transfer1→2 1.0 1.0 0.988 0.88 0.444 0.24 0.384 0.114
transfer1 1.0 1.0 0.943 1.0 0.944 0.48 0.784 0.426

In the fourth dataset noise was injected to all LLEs as in the strong noise case, and
additionally, up to 3 LLEs related to a particular script could be randomly omit-
ted, or have different values from the ones required by the script (strong-incomplete
noise). The purpose of the last dataset was to simulate more realistic cases where
data may be missing due to hardwaremalfunction or delayed delivery, or they may
have erroneous values with significant probability. The experiments consisted in
evaluating the predictive accuracy of the presented event definitions for the differ-
ent cases of noise.

As mentioned in Section 3, for these experiments, the parameters (proba-
bilities) of the event definitions were manually determined based on expert
knowledge. An HLE is recognized at time T if its probability at time T ex-
ceeds a recognition threshold p1. In order to disambiguate between hard and soft
Barthel scores, as presented in Table 2, we additionally defined a lower probabil-
ity threshold p2. In order to attribute a strong Barthel score score1 to a transfer
activity at time T , the probability of score1 at T should be the maximum of the
probabilities of all other Barthel scores, and it should exceed the threshold p1.
Moreover, the probability of the second most probable score score2 should be
smaller than the threshold p2. In the opposite case, the activity will be attributed
a soft score of score1 → score2 . For these experiments the above thresholds were
set to p1 = 0.5 and p2 = 0.2 respectively.

Our experimental results are presented in Table 3. The results indicate that
the formulated knowledge is able to classify correctly the level of functional
dependency related to the transfer activity for the crisp case. It also achieves
good results in the smooth noise case. Note that a perfect recall is achieved for
the hard scores of 1 and 3 in the smooth noise case, that is, all activity instances
of scores 1 and 3 were correctly classified. This is because the help transfer HLE
is crisply recognized in this case (the relevant LLEs are crisp), thus 1-score
and 3-score activity instances are recognized with an increased probability by
means of the crisp rules of the form (10) (and respective rules for a 3-score).
Noise in the recognition of the ease safety HLE is responsible for the erroneous
classifications of activity instances, particularly for the soft score cases, where an
activity instance contained contradictory evidence regarding balance and speed.
Score 2 → 3 has the worst precision due to a large number of false positives
(3 → 2 and 2 → 1 instances incorrectly attributed with a score of 2 → 3).
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Precision and recall drop significantly in the two remaining cases of noise. Hard
scores (3 and 1) are classified relatively well, with the exception of the low recall
for 1-scores in the strong noise case, which is attributed to an increased number of
false negatives, that is, 1-score activity instances which were incorrectly classified
as 1 → 2. Due to the increased noise and contradictory evidence for the ease safety
HLE in the generated activity instances, the predictive accuracy for some of the
ambiguous (soft) scores is particularly low. This indicates the need for adjustment
and refinement of the parameters (weights) of the knowledge base, an issue to be
addressed in future work by means of machine learning. The worst recognition re-
sults are achieved with the fourth dataset, where in addition to the increased level
of erroneous classification of functional ability, a number of transfer activities were
not recognized at all, due to missing LLEs.

5 Related Work

A number of logic-based approaches for reasoning support in ambient intelli-
gence and assisted living applications have been proposed. In [9] the authors
present an approach based on if-then rules for the detection of elders’ activity
related to ADL and possible emergency conditions. The knowledge base in [9]
was expert-engineered, while its construction was assisted by semi-supervised
learning techniques (clustering and mixture models).

In [12] a method is presented for the recognition of HLEs using rules that
impose temporal and spatial constraints between LLEs. Some of the constraints
in the event definitions are optional, and as a result, an HLE may be recog-
nized from incomplete information, but with lower confidence. The confidence
of an HLE increases with the number of relevant (optional) LLEs. Due to noisy
or incomplete information, the recognized HLEs may be logically inconsistent
with each other. The method resolves these inconsistencies using the confidence,
duration and number of involved LLEs.

In [15] the system SINDI (Secure and INDependent lIving) is proposed, which
relies on Answer Set Programming (ASP) [2], a logic programming paradigm
based on the stable model semantics. SINDI addresses uncertainty by means of
a number of ASP features such as non-deterministic choice rules and cardinality
constraints. ASP reasoning on sensory evidence extracts a number of “indicators”
[15], relevant to interesting cases which are subject to monitoring, as for example
ADL and sleep quality. These indicators are correlated in a dependency graph,
which is reasoned upon, again with ASP, to deduce signs of improvement or
aggravation of the monitored condition.

In [5,6] the authors present amethod for reasoning and decision-making support
in a smart home setting. They use low-level and high-level ontologies to represent
the domain, and interesting “situations” [5] to be recognized, respectively. Descrip-
tion logic reasoners and SWRL4, which offer the ability to define temporal relations
between entities, are utilized to detect target situations. Decision-making is as-
sisted by an influence diagram based on Markov Logic Networks [16]. Ontological

4 http://www.w3.org/Submission/SWRL/

http://www.w3.org/Submission/SWRL/
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modelling and automata-based reasoning are utilized in [3], towards the detection
of potential emergency situations for the elderly, while an ontology/description
logic-based approach to seniors’ ADL detection is presented in [7].

Common in all the above approaches is a limited/restricted handling of un-
certainty. [9], [3] and [7] cannot handle uncertainty whatsoever, while [12] lacks a
formal probabilistic semantics. [15] does not support probabilistic reasoning and
relies on (crisp) ASP constructs in order to address uncertainty. The approach
in [5, 6] is not able to handle uncertainty at the level of sensory data.

In contrast, the work presented here addresses uncertainty by means of a
formal probabilistic semantics (ProbLog is based on the distribution semantics
[17]), while it preserves the power of logic programming. The probabilistic version
of the Event Calculus utilized in this paper was recently introduced in [18], in
an effort to deal with uncertainty in activity recognition applications. The aim
of our work is to evaluate the probabilistic Event Calculus in the context of a
large, distributed monitoring system for assisted living.

6 Conclusions

We presented a Complex Event Recognition approach to detecting Activities of
Daily Living and the level of functional ability, as defined by the Barthel index.
The presented work is part of a real-world, unobtrusive, distributed monitoring
system which is being developed in the FP7 project USEFIL, and involves various
components such as multimedia processing and decision support. Our work is
part of a research agenda that aims at evaluating the use of the Event Calculus
in large distributed applications.

Our approach builds on previous work and proposes a logical framework based
on the Event Calculus, properly extended in order to account for noise and
uncertainty, by means of probabilistic reasoning with ProbLog. This framework
exhibits a formal (probabilistic) semantics, and supports the representation of
complex temporal phenomena for event recognition.

Further work includes experimentation with the real datasets that will be
collected during the pilot studies of USEFIL. Moreover, to improve event recog-
nition accuracy, we will employ techniques for weight learning and refinement
(as opposed to setting the weights of rules manually), and abduction to deal
with noise in the form of missing LLEs.
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Abstract. Reasoning about Action and Change (RAC) and Answer Set
Programming (ASP) are two well-known fields in AI for logic-based rea-
soning. Each paradigm bears unique features and a possible integration
can lead to more effective ways to address hard AI problems. In this
paper, we report on implementations that embed RAC formalisms and
concepts in ASP and present the experimental results obtained, building
on a graph-based problem setting that introduces casual and temporal
requirements.
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1 Introduction

Planning within a multi-agent setting is a challenging task in terms of computa-
tional capacity and representational demand, involving coordination of actions
under constraints of diverse complexity. The practical impact of this kind of
planning problems is evident in a multitude of domains ranging from logistics to
robotics, and others [1]. Over the last decades, research in AI has contributed a
repertoire of methodologies to approach multi-agent classical planning. Among
them, theories for reasoning about action and change (RAC) stand out as a
prominent approach. Building on the progress of classical first-order logic (FOL),
formalisms such as the Situation Calculus [2] and the Event Calculus (EC) [3,4]
have been applied successfully to reasoning in dynamic domains. Nonetheless,
one of the great benefits of FOL, its high expressiveness, is also one of its main
limitations when confronted with the demands of practical domains. Much effort
has been placed in appropriately restricting FOL, as for instance to Horn clause
reasoning to allow for efficient theorem proving.

In the last decade, the progress achieved in the field of Answer Set Program-
ming (ASP) has grown at a fast pace. ASP is a form of declarative program-
ming oriented towards difficult, primarily NP-hard, search problems [5]. It uses
alternative semantics than standard and logic programming, based on default
reasoning and the notion of stable models [6], while relying on constructs that
resulted in powerful and efficient systems. Moreover, recent advancements in

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 489–503, 2014.
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the underlying theoretical models (e.g., [7]) and a better understanding on their
basic properties managed to close significantly the conceptual gap that exists be-
tween ASP and FOL [8], offering the opportunity for the one to harness features
from the other.

In this paper, we build on a setting that introduces challenging features to
both fields of ASP and FOL and develop two approaches that use EC as specifica-
tion language and ASP as implementation language, as well as a third approach
relying exclusively on state-of-the-art ASP constructs. Consider the following
example.

Example 1.1 The Intelligent Operations Center Domain: We imagine the case of
a centrally-managed operations center (OC) of a smart city. The OC’s dashboard
receives requests from citizens that can be treated by different public services
(Emergency Medical Service, Fire Department, Police Department etc). Each
request requires the presence of a unit (agent) of one or more services in a
certain location, in order to perform a specific activity.

The capabilities among agents may vary significantly. For example, a hospital
can have both helicopters and ambulances, and these two types of agents have
totally different travel times between locations in the city. Moreover, the presence
of agents of one service or their operations may affect the agents of other services.
For example, once a vehicle of the civil protection finishes clearing a road from
rubble it will speed up the travel time of an ambulance that wants to pass this
road; on the contrary, the presence of a fire fighter in a certain location may
cause delays and traffic jams, hampering the speed of the ambulance.

The main responsibility of the OC is to manage the city services and decide
how to effectively deploy and plan the actions of the available agents, in order
to provide optimum and timely assistance to citizens. Apart from the financial
gains achieved by optimizing everyday operations, the system becomes valuable
during emergency response scenarios (e.g., following a major earthquake), where
there is an overflow of requests and coordinating operations becomes critical. �

While non-declarative approaches have extensively been applied in problem
settings similar to the one described above, extending their representational
models with new dimensions is non-trivial. Furthermore,they are often prone to
domain-dependent performance [9]. Our targeted objectives aim at demonstrat-
ing how expressive RAC formalisms, which are able to reason about complex
phenomena, such as temporal and causal constraints, inertia, triggered events,
coordination of actions, can be harmonized with the recent progress in ASP
on theoretical and practical aspects. The paper reports on initial results to-
wards comparing strong and weak points of RAC and ASP theories both from
the point of view of representation and from the point of view of computational
efficiency. The current and future results of this line of research aim at contribut-
ing towards a better coupling of state-of-the-art formalisms covering real-world,
computationally intensive requirements. Encodings and execution guidelines are
available online1.

1 F2LP website (last accessed 4/3/2014): http://www.ics.forth.gr/isl/MACPDRA/

http://www.ics.forth.gr/isl/MACPDRA/
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The rest of this paper is structured as follows. After a brief introduction in
Section 2 to the languages involved, we formally characterize the problem setting
of Example 1.1 in Section 3. In Section 4, we elaborate on the strong and weak
points of modeling this problem under different methodologies. Section 5 presents
experimental results and the paper concludes with a discussion on future steps.

2 Background

2.1 Event Calculus

Action theories are logical languages for reasoning about the dynamics of chang-
ing worlds, having played a pivotal role in the development of non-monotonic
logics and in formalisms to represent knowledge. The EC [3,4] is a narrative-
based many-sorted first-order language for reasoning about action and change,
where the sort E of events (or actions) indicates changes in the environment,
the sort F of fluents denotes time-varying properties and the sort T of time-
points is used to implement a linear time structure. The calculus implements
the principle of inertia for fluents, which captures the property that things tend
to persist over time unless affected by some event, and applies the technique of
circumscription to solve the frame problem and support default reasoning.

Different dialects have been proposed over the years; in this study, we axioma-
tize our domains based on the Discrete-time Event Calculus (DEC) [10] and the
recently proposed Functional Event Calculus (FEC) [11]. DEC defines a set of
predicates to express which fluents hold when (HoldsAt ⊆ F ×T ), which events
happen (Happens ⊆ E × T ), which their effects are (Initiates, Terminates,
Releases ⊆ E × F × T ) and whether a fluent is subject to the law of inertia or
released from it (ReleasedAt ⊆ F × T ).

FEC, on the other hand, generalizes the EC to include non-binary (i.e. non-
truth-valued) fluents taking values from the sort V . In accordance to DEC, the
key predicates and functions are Happens ⊆ E × T , V alueOf : F × T → V ,
CausesV alue⊆ E × F × V × T , PossV al ⊆ F × V . Non-determinism and trig-
gered actions are supported by both formalisms. Along with the set of domain-
independent rules that axiomatize the notions of inertia, causality and effect,
the execution of reasoning tasks is performed with a set of domain-dependent
axioms expressing the dynamics of the world.

2.2 Answer Set Programming

Answer set programming (ASP) is a recently developed programming technique
combining declarativeness, modularity and expressiveness. It is founded on logic
programming answer sets semantics, which drive the computation of stable mod-
els (answer sets). The procedure followed on most of ASP solvers is an enhanced
version of DPLL algorithm. ASP is gaining increasing popularity due to its abil-
ity to combine an expressive, non-complex language over powerful solvers.
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An Answer Set Program is a set of rules of the form:

Rule: A0:- L1, . . .,Lk−1,not Lk, ...,not Ln.

where Lj are atoms and not represents negation-as-failure. The set of literals
{L1, . . . , Ln} are called the body of the rule and A0 the head. Intuitively, the
head of a rule has to be true whenever all its body literals are true in the
following sense: a non negated literal Li is true if it has a derivation and a
negated one, not Li, is true if the atom Li does not have one. According to
stable model semantics, only atoms appearing in some head can appear in answer
sets. Furthermore, derivations have to be acyclic, a feature that is important to
model reachability. Rules with an empty body are called facts and their head is
unconditionally true, i.e., it appears in all answer sets. Rules with an empty head
are called integrity constraints and are used to reject answer set candidates.

ASP has already proven its potential in expressiveness in comparison to
other declarative approaches, enabling the representation of phenomena for com-
monsense and nonmonotonic reasoning ([12,13]), while its solvers outperform
satisfiability-based and constraint-programming solvers in many domains [14,15].
The success of ASP is demonstrated in a wide variety of fields that spans from
hardware design and phylogenetic inference to the Semantic Web. In this study,
we use the most recent ASP implementation developed by Potsdam Answer Set
Solving Collection (Potassco), named Clingo2. It combines the grounder Gringo
and solver Clasp and encompasses many utilities, such as detailed tuning of
grounding and solving, utilization of useful built-in functions and also the abil-
ity to integrate scripts written in Lua and Python languages, through which high
flexibility to the developer is possible.

3 Smart City Operations Center: Formal Definition

We assume a set AG = {α1, α2, . . . } of agents having different types, denoted
by T P = {τ1, τ2, . . . }. Each type represents different capabilities (such as cars
or helicopters). Agents also belong to different services SV = {σ1, σ2, . . . }, rep-
resenting agencies in the smart city, such as the Police or the Fire Brigade. We
denote by τα and σα the type and service, respectively, that agent α belongs to.

The smart city contains a set LC = {λ1, λ2, . . . } of locations. Each location
is associated with a (possibly empty) set of services, representing the fact that
this location requires agents from said services to visit it; this set of services is
denoted by Srvλi ⊆ SV for some location λi.

The conceptual model for the operations center system is a state-transition
system described by the 4-tuple OC = 〈S,AC, EV , γ〉, where:

– S = {s1, s2, . . . } is a finite set of states that capture the assignment of agents
and services to specific locations and also the connections between locations
with specific costs3;

2 Clingo website (last accessed 4/3/2014): http://potassco.sourceforge.net/
3 Due to space limitations, we leave implicit certain aspects, such as the propositions
that characterize each state; these are formally defined in subsequent sections.

http://potassco.sourceforge.net/
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– AC = {move} is the set of possible actions, with move : AG×LC → LC being
the only action that an agent can perform, i.e., move between locations;

– EV = {changeCost} the set of possible events, with changeCost : T P ×
LC × T P × LC × LC → Z

+ a function expressing that when some agent
type is at a specific location, it changes the cost of the connection between
two locations for a given type of agent. Such events may be triggered by the
change in location in each state;

– γ : S × 2AC → 2S is a state transition function. Multiple actions may occur
concurrently, but we implicitly assume only one action for each agent.

Note that we model no specific agent action for the servicing of tasks at a
location. In the future, we will also include servicing actions with durations and
order (priorities) among them; for the time being, the arrival of an agent at a
location causes also the successful execution of the task required. The system
OC is fully observable (i.e., the initial state is fully known), deterministic and
no exogenous actions or events can occur (i.e., the only changes to its state are
due to agent actions or events triggered by these actions).

As explained above, the OC will issue a set of orders to the agents, essentially
creating a path that each agent should follow (i.e., a sequence of locations). Given
OC = 〈S,AC, EV , γ〉, an initial state s0 and a set of goal states Sg ⊂ S, a plan π is
defined as usual, as a sequence of nonempty sets of actions ({c11, ...}, ..., {ck1 , ...})
corresponding to a sequence of state transitions (s0, s1..., sk), such that
γ(s0, {c11, ...}) = s1, γ(s1, {c21, ...}) = s2, ..., γ(sk−1, {ck1 , ...}) = sk and sk ∈ Sg.
In our case, a plan πacc is called acceptable iff for all locations λj in the smart
city, and for all σ ∈ Srvλj , there exists an agent α and a state si (0 ≥ i ≥ k)
produced by πacc, such that σα = σ and the agent is at location λj at state si.

The objective of the OC is to develop a plan that will service all nodes in the
least possible time. Let T π(i, α) denote the time required for agent α to execute
the ith move(α, λj) action of its own plan, i.e., the time it spent at λj plus the
time required to travel from λj to the destination dictated by the action. The ser-
vice time for a plan π, denoted by π̂, is defined as π̂ = maxα{

∑
i T

π(i, α)}.Now,
a plan πopt is called optimal iff it is acceptable and there is no acceptable plan

π′
acc such that π̂′

acc < π̂opt. We denote as SCOC the problem of finding an
optimal plan for a given OC instance of a smart city.

Example 2.1 Simple Action Coordination: Consider the graph presented on
Fig. 1a. In the initial state agent α1 is located at λ1 and needs to reach λ4,
while agent α2 located at λ2 needs to reach λ5. Moreover, the arrival of α2 at
λ2 reduces the cost of traveling from λ1 to λ2 from 9 to 3 time units, i.e., it
increases the speed of agents traveling through this edge by a factor of 3.

Fig. 1b presents the situation that would occur if all agents acted towards
minimizing the time required to execute their own plan: α2 would go directly
to λ5 resulting in a total overall execution time of 11 time units. Given our
definition of an optimum plan, the objective of agents is to minimize the overall
servicing time. According to this scheme, α2 first visits λ3, affecting the travel
time of α1, as shown in Fig. 1c. Notice that when α2 arrives at λ3, agent α1
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Fig. 1. Agent α1 must reach λ4 and α2 λ5. The presence of α2 at λ3 causes the cost
of traveling from λ1 to λ3 to decrease from 9 to 3 time units.

already covered one third of the distance to λ3. As such, this plan yields an
overall servicing time of 7 time units and is the optimal one. �

4 Representation and Reasoning

The general structure of the SCOC setting requires planning with a combination
of features, such as temporal and causal constraints. The problem incorporates
characteristics of simpler frameworks, such as variations of the Traveling Sales-
man Problem, distance graphs and temporal reasoning with precedence ordering.
Furthermore, it extends them in various ways, as for instance with dynamically
changing edge costs. While the individual problems are extensively studied in
relevant literature, their interplay in a unified framework still remains an open
problem which attracts the interest of research community, mainly due to their
impact in many real-world domains [9]. Such a setting requires expressive for-
malisms, in order both to support the complex phenomena that emerge and to
allow for a formal verification of their properties. In this section, we describe
how the EC and ASP can be applied to approach representational and practical
issues related to the problem of SCOC, revealing strong and weak points of each.

4.1 Representing SCOC with Event Calculus Axiomatizations

The SCOC planning problem formulates a demanding domain; while RAC the-
ories are well suited to express some of its aspects, others prove to be more
challenging, as we discuss next. We chose the EC as the specification language
to describe the domain, not only due to its ability to model a multitude of
commonsense phenomena, but also because of the availability of tools that can
support our reasoning tasks.

Both FEC and DEC have been used to model the setting; we concentrate in
this subsection on FEC, whose ability to model functional fluents offers greater
flexibility, even though both theories are comparable for the given domain. We
picture the smart city as a graph, whose edges have weights that may change
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dynamically as a result of occurring events. To simplify the presentation we
assume one service and one agent type; the axiomatization can trivially be ex-
tended to the more general case, by simply using a different graph per agent
type/service. In compliance with the notation introduced in the previous sec-
tions, let ag, ag1, ... denote variables of the AG sort, l, l1, ... variables of the E
sort, while variables num, num1, ... denote positive reals4.

The following domain closure axioms define all fluents and actions needed to
model SCOC, in order to reason about the state of agents (i.e., being at a location
or moving), the state of locations (i.e., served or not) and the distance traveled:

f = At(ag) ∨ f = Moving(ag) ∨ f = RemDist(ag, l1, l2) ∨ f = Step(l1, l2) ∨ f = Served(l).

e = Departs(ag, l1, l2) ∨ e = Arrives(ag, l) ∨ UpdateRemDist(ag, l1, l2, num).

Fluent Step denotes how much distance the agent can cover in one timepoint
along the edge (l1, l2), while RemDist captures the distance that remains to be
traveled. Step is subject to change, as it depends on the state of the world. We
further assume uniqueness of names axioms for actions and fluents. The possible
values for these fluents are appropriated restricted:

PossV al(At(ag), l). PossV al(Step(l1, l2), num). PossV al(RemDist(ag, l1, l2), num).

PossV al(Moving(ag), v) ≡ v = True ∨ v = False.

PossV al(Served(l), v) ≡ v = True ∨ v = False.

Certain predicates are also defined. For instance, Connected(l1, l2, num) denotes
edges and the corresponding distance between locations.

In comparison to other action theories, the explicit representation of time
inside EC predicates facilitates the developer in expressing complex temporal
expressions, necessary in SCOC to model for instance actions with durations,
such as traveling for a given amount of time. Moreover, the calculus has estab-
lished solutions to the frame, ramification and qualification problems, relieving
the developer from the tedious work of explicitly writing frame or minimiza-
tion axioms. Many aspects of the domain can easily be described by axioms
expressing context-dependent effects of actions, action preconditions and state
constraints, with existentially quantified variables whenever needed:

CausesV alue(Arrives(ag, l), at(ag), l, t) ← V alueOf(Moving(ag), t) = True.

Happens(Departs(ag, l1, l2), t) → V alueOf(At(ag), t) = l1.

V alueOf(At(ag), t) = l1 ∧ V alueOf(At(ag), t) = l2 → l1 = l2.

Happens(Departs(ag, l1, l2), t) → ∃numConnected(l1, l2, num).

In order to handle metric distances between locations or calculate traveled
distances, SCOC calls for extensive use of numerical operations to be incorpo-
rated in the domain description. For instance, we have to recalculate the Step
fluent every time certain agent actions affect it, such as when some agent arrives

4 All variables in formulae are implicitly universally quantified, unless stated otherwise.
Moreover, we assume E ⊇ AC ∪ EV, i.e., events axiomatized by the Event Calculus
refer both to agent actions and triggered events.
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at, serves or leaves a particular location. We use the predicate
AffectsCost(ag, l, l1, l2, num, v) to model different variations of the costChange
event introduced in Section 3. For instance, when v = 1 (resp. v = 2, v = 3)
AffectsCost denotes that the cost of traveling from l1 to l2 becomes num when
agent ag arrives at (resp. is present at, departs from) location l. The following
axiom models the case when v = 3 (the rest are similarly defined):

CausesV alue(Departs(ag, l), Step(l1, l2), (num1/num), t) ←
[Connected(l1, l2, num1) ∧ V alueOf(At(ag), t) = l ∧ affectsSpeed(ag, l, l1, l2, num, 3)].

Despite the simplicity of such axioms, the introduction of numerical variables
leads to an explosion of grounded terms having tremendous impact in perfor-
mance, as discussed in Section 5, calling for special measures to be adopted.

Finally, triggered events, i.e., events that occur when the world is in a partic-
ular state, are a significant leverage in modeling real-world domains [16]. In our
case, we use triggered events to keep track of the distance that an agents needs
to travel before reaching the destination location:

Happens(UpdateRemDist(ag, l1, l2, (num1 − num2)), t) ← V alueOf(Moving(ag), t) = True∧
V alueOf(RemDist(ag, l1, l2), t) = num1 ∧ V alueOf(Step(l1 , l2), t − 1) = num2.

Note that, in contrast to most benchmark problems in action theories, in our
case the duration of certain actions, such as the agent’s travel is not known
beforehand, rather it needs to be calculated on-the-fly. Our modeling adopts
the simple solution of recalculating the remaining distance at every timepoint
according to the distance the agent has traveled in the previous timepoint (notice
that Step refers to t − 1 in the previous axiom). A variation of this problem
with static edge weights has also been implemented to show the difference in
performance when action duration is known a priori. ASP constructs can provide
radical solutions, as we argue in the next section.

Finally, the axiomatization needs also to include the description of the initial
state, specifying the location and state of all agents, as well as the goal state,
i.e., V alueOf(Served(n), Topt) = True for some timepoint Topt. Note that since
the problem we solve is a planning problem, we do not specify completion of
the Happens predicate, letting the reasoner produce all combinations of event
occurrences that can lead to the satisfaction of the goal state. Of course, Topt is
not known beforehand.

4.2 Representing SCOC in Answer Set Programming

This subsection describes an alternative modeling that uses ASP as specification
language for describing SCOC, aimed at exploiting the potential of state-of-the-
art ASP solvers. Given the structure of the problem, we based our representation
on standard methods found in literature for encoding graph traversal, as given
for instance in [17]. Due to the dynamic nature of the problem, we extended the
methodology with a treatment of time. In this way, atoms representing dynamic
attributes contain a variable accounting for time. As before, we simplify the
setting and assume only one agency and every node of the graph has to be
visited at least by one of the agents.



Declarative Reasoning Approaches for Agent Coordination 497

To accommodate planning, Clingo offers a special functionality where rea-
soning progresses incrementally. Specifically, a special variable, which denotes
timepoints in our case, is acting as a place-holder that increases by a constant
step number to perform grounding and solving in consecutive steps, until an
answer set satisfying the goal state is found. To accomplish this, the program
is divided into 3 independent parts: the basic, the cumulative and the volatile
part. The former contains the definitions that are used throughout the execu-
tion, as well as the initial state, while the latter specifies the goal condition. The
cumulative part, on the other hand, incorporates all rules and constraints that
have to be grounded every time the reasoning progresses by one step.

The state of the graph is specified by predicates, such as in(Ag1,Nd1,1 ) and
edge(Nd1,Nd2,W,1) contained in the basic part. In order to represent the displace-
ment of the agents, rules able to express cardinality constraints are used:

0{on the road(AG,X, Y,C, t) : edge(X, Y,C, t)}1 : −agent(AG), in(AG,X, t).

This rule states that an agent located at a node at a certain time-point can
initiate at most one movement and this movement should have as destination
a node that is connected (i.e., edge) to the node that is currently located at.
Such rules give significant leverage to the developer, offering a compact way to
introduce various types of restrictions.

In order to avoid the overload of grounded terms introduced in the Event
Calculus encodings when numerical operations are in place, we embedded in
our ASP encodings external predicates, a special functionality offered by Clingo.
The truth value of these predicates can be decided by scripts written in the Lua
language, without requiring grounding or disturbing execution during reasoning.
Such an external predicate is @new cost appearing in the following rule:

on the road(AG,X, Y, C NEW, t) : −on the road(AG,X, Y, C OLD, t − 1), 0 < C OLD,

e(X, Y,W OLD, t − 1), e(X, Y,W NEW, t), C NEW = @new cost(W NEW,W OLD,C OLD, t).

The rule calculates the remaining distance for agents on the move. The perfor-
mance gains obtained when executing such computationally demanding tasks in
parallel with reasoning is depicted in the evaluation discussed in Section 5.

While the built-in constructs described before offer enhanced functionalities
to support declarative reasoning, certain aspects of SCOC were not handled as
conveniently as with the EC encodings. The representation of inertia, which had
to be explicitly defined in all time-dependent rules, and the treatment of time
in general, are characteristic examples:

−edge(X,Y,C2, t) : −edge(X, Y,C, t), edge(X, Y,C2, t − 1), C2! = C.

edge(X, Y,C2, t) : −edge(X, Y,C2, t − 1), not −edge(X, Y,C2, t).

These rules model the weight of edges at each timepoint, having the law of
inertia explicitly expressed. The first rule implies that if for two consecutive time
moments an edge has different weights, the earlier value must become obsolete
the next time moment, while the second rule indicates that if an edge’s value
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has not become obsolete, it is conserved for the next time moment (“−” denotes
strict negation). Similar behavior has to be designed for other atoms, whose
value may change over time. The ease of accommodating such phenomena with
the EC and their direct application to new features with minumum effort, often
referred to as elaboration tolerance, becomes easily evident.

Finally, the constraint expressing the goal condition, i.e., whether all nodes
have been visited, is expressed as follows and added in the volatile part:

: −not reached(X, t), node(X), query(t).

We additionally made use of Clingo’s built-in function minimize, in order to
achieve a second-level of optimization:

#minimize{C : on the road(AG,X, Y,C, t)}

With this expression we can define a secondary criterion to classify optimal plans,
when more than one are found. Specifically, we choose the one with minimum
distances traveled by all agents, denoted by variable C. Special treatment of
such expressions allows the Clingo solver to calculate solutions effectively.

5 Experimental Evaluation

5.1 Preparation

Recent progress in generalizing the definition of stable model semantics used in
ASP [7] has opened the way for highly expressive formalisms to be reformulated
in ASP encodings and take advantage of the several efficient implementations
that are available. Specifically, the precise characterization of the correspondence
between stable models and circumscription used by many theories for reasoning
about action and change, such as the Situation and the EC, has permitted the
reformulation of the latter in ASP. For that purpose, we used the F2LP5 tool to
transform our circumscriptive DEC-based axiomatization into a logic program
that can be executed with ASP reasoners. This is important since not all first-
order formulae can be transformed into the clausal form used in ASP solvers
while preserving stable models. F2LP applies the translation developed in [18]
that guarantees that the ASP encoding created as output is equivalent to the
circumscription-based axiomatization.

While the FEC-based axiomatization can also become input to F2LP, we
preferred to use the dedicated reasoner and encoding style for FEC theories
developed in [19]. The importance of this tool relies on its capacity to support
reasoning with very expressive classes of problems with minimum effort on the
developer’s side. Specifically, it can execute the epistemic extension of FEC [11],
which we plan to integrate in future variations of the SCOC setting, when for
instance not all agent locations will be known initially.

5 F2LP website (last accessed 4/3/2014): http://reasoning.eas.asu.edu/f2lp/

http://reasoning.eas.asu.edu/f2lp/
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Due to the fact that FEC and DEC are implemented in a non-incremental
way, we created a non-incremental version of the ASP implementation (ASP-
non), in addition to the incremental one (ASP-inc), to study the differences and
allow for a more direct comparison. In particular, we first executed each problem
instance with ASP-inc in order to find optimal times and then we used those
times to ran with the rest of the programs.

Our results are given in terms of overall time for solution (analyzed further
in grounding and solving time) and atoms produced. All experiments were con-
ducted on a workstation having 2 Intel eight-core CPU of 2.30 GHZ and 384
GB of RAM memory. For the computation of the answer sets version 4.2.1 of
Clingo was used. A time limit of 15 minutes held for each test; if a solution
was not found within the time limit the result was considered unknown. Also,
all implementations were tuned to generate only one answer set. All encodings,
results and a script for executing the encodings are available online.

5.2 Results

We designed 2 sets of experiments, one for a simple problem variation where the
topology of the graphs remained unchanged during planning (s-SCOC) and an-
other where edge costs could changed dynamically according to agents’ locations
(d-SCOC). Tables 1 present relevant statistics for both variations. Each exper-
iment considered graphs of size 5, 10 and 15 nodes with an increasing number
of agents scattered randomly in each case. A set of rules also assigned random
values to edges (ranging from 1 to 10), and also dictated how the location of
agents could affect those values in the d-SCOCcase.

At first glance, it is evident that d-SCOCis a much harder problem than s-
SCOC, as reflected on the times required to find optimal plans. We also noticed
that for more complex problem instances, the incremental approach to problem
solving is generally more expensive than the non-incremental one, requiring the
reasoner to interchange between grounding and solving while converging to a so-
lution. As already mentioned, the incremental approach is the only way of finding
a plan when the number of necessary steps is unknown. Therefore, one impor-
tant conclusion is to incorporate in future executions the functionality offered
by Clingo to manually set lower and upper bounds for initiating and terminat-
ing the incremental reasoning process; approximate values for these bounds can
easily be determined given the initial state.

It is interesting to notice also that increasing the number of agents available to
serve tasks manages to reduce significantly plan finding times, even though this
is not always reflected in the number of atoms produced. This is related to the
length of the produced plans, which is shorter when more agents are available,
despite the fact that more alternative routes need to be considered. In fact, what
we found considering bigger, as well as less complex graphs than cliques, is that
this performance gain converges to a number of agents specific for each topology,
after which no significant profit is measurable.
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Table 1. Experimental Results for the s-SCOCand d-SCOCcase. (times are in seconds).

Graph Size 5 10 15

# of agents 1 3 5 1 6 10 1 8 15

s-
SC

O
C

ASP-inc

T†

G	

S


A◦

0.035
0.01
0.025
894

0
0
0

539

0
0
0

401

1.82
1.80
0.02
2691

0.01
0

0.01
1989

0.01
0

0.01
2310

46.98
46.96
0.02
4462

0.01
0

0.01
2856

0.01
0

0.01
2889

ASP-non

T†

G	

S


A◦

0.02
0.01
0.01
1717

0
0
0

1029

0
0
0

742

7.27
7.25
0

6019

0.01
0

0.01
4473

0.02
0

0.02
5241

85.35
85.33
0.02
11205

0.06
0.01
0.05
6805

0.05
0.01
0.04
6730

FEC

T†

G	

S


A◦

0.34
0.11
0.23
10533

0.03
0

0.03
4847

0.02
0

0.02
4224

8.70
8.02
0.68
31578

0.17
0

0.17
14965

0.20
0

0.20
18241

431.44
429.28
2.16
58184

0.06
0.01
0.05
6805

0.52
0.01
0.51
34812

DEC

T†

G	

S


A◦

0.05
0.01
0.04
3526

0.02
0

0.02
4049

0.02
0

0.02
4497

0.68
0.59
0.09
14559

0.22
0.04
0.18
22663

0.47
0.19
0.28
30368

21.76
21.45
0.31
33566

0.99
0.23
0.76
51821

2.46
1.06
1.40
74032

d
-S

CO
C

ASP-inc

T†

G	

S


A◦

0.03
0.01
0.02
1179

0.01
0

0.01
1629

0.01
0

0.01
2359

0.71
0.61
0.10
10966

0.02
0

0.02
3363

0.03
0

0.03
6260

473.43
473.08
0.35
43174

0.20
0

0.20
4355

0.10
0

0.10
8094

ASP-non

T†

G	

S


A◦

0.01
0

0.01
1120

0.01
0

0.01
1490

0.01
0

0.01
2282

0.07
0.02
0.05
7530

0.03
0

0.03
3020

0.01
0

0.01
5799

90.46
89.72
0.74
34862

0.06
0

0.06
5732

0.08
0.01
0.07
7360

FEC

T†

G	

S


A◦

230.31
0

230.31
406064

135.92
0

135.92
347891

132.50
0

132.50
327901

N/A
N/A
N/A
N/A

284.80
0.07

284.73
677987

460.90
0.13

460.77
948587

N/A
N/A
N/A
N/A

408.86
0.07

408.79
1080183

N/A
N/A
N/A
N/A

DEC

T†

G	

S


A◦

20.04
0.01
20.03
60868

27.83
0.14
27.69
89823

29.30
0.03
29.27
114522

N/A
N/A
N/A
N/A

86.65
0.11
86.54
277090

146.59
0.50

146.09
445634

N/A
N/A
N/A
N/A

116.60
0.45

116.15
528443

228.99
2.22

226.77
947717

† Total Time 	 Grounding Time 
 Solving Time ◦ Atoms Produced

Noticeable also is the difference in performance between the EC and the pure
ASP implementations. This difference is primarily attributed to the cost of han-
dling the numerical manipulations by the former. Specifically, in order to model
edge traversal, we considered as the smallest distance that an agent can travel in
one timepoint to be a a tenth of the unit distance. That is, if the maximum cost
of any edge in a graph is 8, the smallest distance covered in one step is 0.1, re-
quiring number variables to range between 80 possible values. For the ASP case
though, we relied on external predicates to model and calculate such values,
significantly reducing the number of grounded atoms. As depicted in the tables,
these are orders of magnitude fewer in the ASP encodings with respect to the
EC encodings. This conclusion will play key role in our future implementations
that will be driven by the goal of seamlessly combining the structures offered by
state-of-the-art ASP tools into EC encodings.
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Finally, we notice that in the majority of cases the dominant factor affect-
ing performance is the time spent by the grounder to instantiate the problem,
whereas solving time is usually negligible. We note here that our encodings did
not emphasize on performance and the solutions adopted leave space for fur-
ther improvements. We expect that the incorporation of heuristics along with
modelings more tailored to the specific execution style of Gringo will achieve
better results. Nevertheless, we wish to stress that the recently released reactive
ASP solver oClingo is expected to have enormous impact in problems such as
the one studied here. oClingo is able to perform online reasoning without hav-
ing to re-initialize the solving process every time new information arrives. This
facility will be harnessed to provide replanning capabilities for future variations
of SCOC that will additionally allow for unpredictable occurrences of external
events to change the state of the system.

6 Discussion and Conclusion

In this paper, we contrasted contemporary and prominent approaches of the
fields of RAC and ASP, both from the representational and the practical stand-
point. We initiate a line of research that focuses on those aspects where a syn-
ergetic application can prove more fruitful, building on recent theoretical and
applied advancements in both fields.

Closest to ours is the work conducted in the context of the housekeeping
robotics domain [20,21]. Research there investigates collaborative planning by
considering ASP and the high-level action description language C+ for domain
specification, leaning towards the former as more appropriate to formalize the
concepts involved. Yet, temporal relations, which are inherent in this kind of
settings, are much more conveniently handled with the EC than with C+ or
domain-specific solutions. This type of problem can be addressed by other tech-
niques, such as graphplan or integer linear programming. But, as SCOC will
expand to include more features in the future, with non-deterministic events
(stochastic and unpredictable), durational, prioritized tasks, and the capability
of re-planning being the most imminent ones, the broadness of the tools and
theories we presented in this study will be the first candidates to resolve them.
For this reason, we also plan to consider other EC dialects, such as the Cached
Event Calculus [22], and study their performance.

Furthermore, the problem bears strong similarities to the general construct of
the Traveling Salesperson Problem and its many variations. The progress that
has been and still is being made in analyzing their theoretical properties and
developing efficient procedural algorithms, as for instance in [9], may provide in-
spiration for developing more efficient, real-world implementations for SCOC. As
we showed, the use of external predicates and the strong coupling of declarative
reasoning with scripting languages may achieve significant performance gains.



502 F. Gouidis et al.

References

1. Ghallab, M., Nau, D., Traverso, P.: Automated Planning: Theory and Practice.
Morgan Kaufmann (2004)

2. Reiter, R.: Knowledge in Action: Logical Foundations for Specifying and Imple-
menting Dynamical Systems. MIT Press (2001)

3. Kowalski, R., Sergot, M.: A Logic-based Calculus of Events. New Generation Com-
puting 4(1), 67–95 (1986)

4. Miller, R., Shanahan, M.: Some alternative formulations of the event calculus.
In: Kakas, A.C., Sadri, F. (eds.) Computational Logic: Logic Programming and
Beyond. LNCS (LNAI), vol. 2408, pp. 452–490. Springer, Heidelberg (2002)

5. Lifschitz, V.: What is answer set programming? In: Proceedings of the Twenty-
Third AAAI Conference on Artificial Intelligence, 1594–1597. AAAI (2008)

6. Gelfond, M., Lifschitz, V.: The stable model semantics for logic programming.
In: International Logic Programming Conference and Symposium, pp. 1070–1080
(1988)

7. Ferraris, P., Lee, J., Lifschitz, V.: Stable models and circumscription. Artificial
Intelligence 175(1), 236–263 (2011)

8. Denecker, M., Vennekens, J., Vlaeminck, H., Wittocx, J., Bruynooghe, M.: Answer
set programming’s contributions to classical logic. In: Balduccini, M., Son, T.C.
(eds.) Logic Programming, Knowledge Representation, and Nonmonotonic Reason-
ing. LNCS, vol. 6565, pp. 12–32. Springer, Heidelberg (2011)

9. Kumar, T.S., Cirillo, M., Koenig, S.: On the traveling salesman problem with
simple temporal constraints. In: 10th Symposium of Abstraction, Reformulation,
and Approximation (SARA 2013), pp. 73–79 (2013)

10. Mueller, E.: Commonsense Reasoning, 1st edn. Morgan Kaufmann (2006)
11. Miller, R., Morgenstern, L., Patkos, T.: Reasoning about knowledge and action in

an epistemic event calculus. In: 11th International Symposium on Logical Formal-
izations of Commonsense Reasoning, Commonsense 2013 (2013)

12. Eiter, T., Ianni, G., Krennwallner, T.: Reasoning web. semantic technologies for
information systems, 40–110 (2009)

13. Coban, E., Erdem, E., Ture, F.: Comparing ASP, CP, ILP on two Challenging
Applications: Wire Routing and Haplotype Inference. In: Proc. of the 2nd Inter-
national Workshop on Logic and Search, LaSh 2008 (2008)

14. Kim, T.-W., Lee, J., Palla, R.: Circumscriptive event calculus as answer set program-
ming. In: 21st International Joint Conference on Artificial Intelligence (IJCAI 2009),
pp. 823–829 (2009)

15. Celik, M., Erdogan, H., Tahaoglu, F., Uras, T., Erdem, E.: Comparing ASP and CP
on four grid puzzles. In: Proc. of the 16th International Workshop on Experimen-
tal Evaluation of Algorithms for Solving Problems with Combinatorial Explosion,
RCRA 2009 (2009)

16. Tran, N., Baral, C.: Reasoning about Triggered Actions in AnsProlog and Its Appli-
cation to Molecular Interactions in Cells. In: 9th International Conference on the
Principles of Knowledge Representation and Reasoning (KR 2004), pp. 554–564
(2004)

17. Gebser, M., Kaminski, R., Kaufmann, B., Schaub, T.: Answer Set Solving in Prac-
tice. In: Synthesis Lectures on Artificial Intelligence and Machine Learning. Morgan
& Claypool Publishers (2012)

18. Lee, J., Palla, R.: Reformulating the situation calculus and the event calculus in
the general theory of stable models and in answer set programming. Journal of
Artificial Intelligence Research 43(1), 571–620 (2012)



Declarative Reasoning Approaches for Agent Coordination 503

19. Ma, J., Miller, R., Morgenstern, L., Patkos, T.: An epistemic event calculus for asp-
based reasoning about knowledge of the past, present and future. In: Proc. of the
19th International Conference on Logic for Programming, Artificial Intelligence,
and Reasoning, LPAR-19 (2013)

20. Erdem, E., Aker, E., Patoglu, V.: Answer set programming for collaborative house-
keeping robotics: Representation, reasoning, and execution. Intelligent Service
Robotics 5(4), 275–291 (2012)

21. Aker, E., Erdogan, A., Erdem, E., Patoglu, V.: Causal reasoning for planning and
coordination of multiple housekeeping robots. In: Delgrande, J.P., Faber, W. (eds.)
LPNMR 2011. LNCS, vol. 6645, pp. 311–316. Springer, Heidelberg (2011)

22. Chittaro, L., Montanari, A.: Efficient temporal reasoning in the cached event cal-
culus. Computational Intelligence 12(3), 359–382 (1996)



Reasoning about Actions with Loops

Jiankun He, Yuping Shen, and Xishun Zhao�

Institute of Logic and Cognition
Department of Philosophy
Sun Yat-sen University

Guangzhou, China, 510275
{hejiank,shyping,hsszxs}@mail.sysu.edu.cn

Abstract. Plans with loops (or loop-plans) are more general and com-
pact than classical sequential plans, and gaining increasing attention in
AI. While many existing approaches focus on algorithmic issues, few work
has been devoted to the semantical foundations of planning with loops.
In this paper we develop a tailored action language AL

K for handling do-
mains with loop-plans and argue that it posses a “better” semantics than
existing work and could serve as a clean, solid semantical foundation for
reasoning about actions with loops.

1 Introduction

Consider the example [1,2]: An agent is instructed to chop down a tree with an
axe. The tree is initially up and the agent knows that. The nondeterministic
action chop hits the tree once and the tree will be either down or still up, the
sensing action check makes the agent to know whether the tree is down.

Sequential planning is unable to solve the problem because the number of
chops to get the tree down is not known in advance. However, it is not hard to
see that the problem can be solved by a loop-plan π:while up do chop; check od.
The semantics behind can be given by the corresponding transition system in
Fig. 1. Simply speaking, each node in Fig. 1 is called a c-state, which consists
of two parts: one is a single interpretation representing the (physical) world
state, the other is a set of interpretations representing the agent’s belief state. It
follows that the agent’s knowledge can be described in terms of typical epistemic
approach [3]. E.g., in c-state σ1 the world state and the belief state are the same
(i.e., {U}, the tree is up), so σ1 means the tree is up and the agent knows that.
On the other hand, the c-state σ2 means that the tree is down (i.e., ∅) and the
agent does not know about that (there are two possibilities in the agent’s belief).
The nondeterministic action chop may lead σ1 to σ2 or σ3 and makes the agent
to lose knowledge, while sensing action check may lead σ2 to σ4 and makes
the agent to obtain knowledge about the tree. One may (informally) verify that
there exists a path from σ1 to σ4 by executing the plan π, in other words, π is
a loop-plan which leads the system from its initial node to the goal.

� Corresponding Author.

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 504–509, 2014.
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Our action language AL
K is an extension of [3,4], which incorporates nonde-

terministic actions, sensing actions, and loop-plans. In the rest of the paper, we
shall first introduce the syntax and semantics of AL

K , and then compare it with
existing approaches, moreover, we point out that it posses a “better” seman-
tics and could serve as a clean, solid semantical foundation for reasoning about
actions with loops.

σ1

{U}

{U}

σ2

{U}, ∅

∅

σ3

{U}, ∅
{U}

σ4

∅
∅

chop check

chop

check chop

check
chop

check

Fig. 1. Transition system of the tree chopping example

2 Syntax of AL
K

Let F and A be two disjoint non-empty sets of symbols, called fluent (symbols)
and action (symbols) respectively. An action a ∈ A is either a sensing or non-
sensing one. A (fluent) literal l is either a fluent f or its negation ¬f . We do not
distinguish between ¬¬f and f .

Let l be a literal, ϕ and ψ be (fluent) formulas (boolean combinations of
fluents), a domain description D is a set of the following kinds of propositions:
value propositions of the form “initially l”, describing the initial state, knowl-
edge propositions of the form “a determines f”, saying that sensing action a
makes the value of f be known, effect propositions of the form “a cause ψ if ϕ”,
describing the effects of a non-sensing action a. Particularly, effect propositions
of the form “a cause ⊥ if ϕ” can be rewritten as “nonexecutable a if ϕ”,
where ⊥ is a classical contradiction. If ϕ is a tautology %, then we drop the if
part in the above propositions.

Definition 1. A plan π in AL
K is inductively defined as follows:

π := ε | a | π1;π2 | ϕ?π1 : π2 | while ϕ do π1 od

in which ε is the empty sequence of actions, a ∈ A an action, ϕ?π1 : π2 a
conditional plan1 and while ϕ do π1 od a loop-plan.

A query is an expression of the form “Knows ϕ after π”, where ϕ is formula
and π is plan. Intuitively, a query asks whether ϕ is known to be true after
executing π. The tree chopping example can be formalized as the domain:

1 Reads “If ϕ then execute π1 else execute π2”.
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DTC =

{
initially U, chop causes U ∨ ¬U if U,
check determines U, nonexecutable chop if ¬U

}
Under the domain DTC , it is natural to give a positive answer to the query
Knows ¬U after π, where π is the loop-plan while U do chop; check od.

3 Semantics of AL
K

A combined state (c-state) [3] σ in AL
K is a pair 〈s,Σ〉, where s ∈ Σ is a set of

fluents standing for the world state and Σ is a set of world states representing
the agent’s belief state. A fluent f is true in s (s |= f) iff f ∈ s. The truth value
of a fluent formula ϕ under s is defined accordingly. For a c-state σ = 〈s,Σ〉, we
say ϕ is known to be true (resp. false) in σ, if ϕ is true (resp. false) in all states
of Σ; otherwise, ϕ is unknown in σ. Let B be a set of c-states, if ϕ is known
to be true (resp. false) in every c-state of B, then ϕ is known to be true (resp.
false) in B; otherwise, ϕ is unknown in B.

A transition system is a tuple 〈F,A, S, Sb,R,Rb〉, where F,A are defined as
above, S ⊆ P(F ) is a set of world states, Sb ⊆ P(S) is a set of belief states,
R ⊆ S×A×S is the transition relation for world states, and Rb : Sb ×R → Sb

is a transition function for belief states.
The signature sig(D) (resp. sig(ϕ)) of a domain descriptionD (resp. a formula

ϕ) is the set of fluents mentioned in D (resp. ϕ). Given a domain description D,
the following notations are adopted (and slightly modified) from [3,4]:

– F (a, s) = {ψ | ∃“a causes ψ if ϕ” ∈ D s.t. s |= ϕ}.
– I(a, s) = sig(D)\{f | f ∈ sig(ψ),where ψ ∈ F (a, s)}, denotes the set of

fluents that are not possibly affected by action a in s.
– RD = {〈s, a, s′〉 | (s′ ∩ I(a, s)) = (s ∩ I(a, s)) and ∀ϕ ∈ F (a, s), s′ |= ϕ}.

Roughly speaking, each transition says that inertia is applied to not possi-
bly affected fluents, and formulas in F (a, s) are true in s′ after the action.
Note that if a is a sensing action, then 〈s, a, s〉 ∈ RD.

– F b(a) = {f | ∃“a determines f” ∈ D}.
– V (Θ, s) = {f ∈ Θ | s |= f, where Θ is a set of fluents}.
– Rb

D(Σ, 〈s, a, s′〉) = {s1 ∈ S | s0 ∈ Σ, 〈s0, a, s1〉 ∈ RD, and V (F b(a), s1) =
V (F b(a), s′)}, where Σ is a belief state and 〈s, a, s′〉 ∈ RD. Intuitively, if a
is a non-sensing action, then each state in Σ evolves according to RD. If a
is a sensing action, then states in Σ which do not agree on F b(a) with the
physical world state are removed.

Definition 2 (Transition Function). Let D be a domain description in AL
K ,

B be a set of c-states and 〈⊥, {⊥}〉 be a specialized c-state (every formula is false
in state ⊥). The associated transition function Φ is a function that maps a plan
and a set of c-states to a set of c-states, defined as follows:

1. Φ(ε, B) = B;
2. Φ(a,B) = {〈s′, Σ′〉 | 〈s,Σ〉 ∈ B,RD(〈s, a, s′〉),Rb

D(Σ, 〈s, a, s′〉) = Σ′}
∪ {〈⊥, {⊥}〉 | 〈s,Σ〉 ∈ B, ∀s′¬RD(〈s, a, s′〉)};
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3. Φ(π1;π2, B) = Φ(π2, Φ(π1, B));
4. Φ(ϕ?π1 : π2, B) = Φ(π1, {〈s,Σ〉 ∈ B | ϕ is known to be true in 〈s,Σ〉})

∪ Φ(π2, {〈s,Σ〉 ∈ B | ϕ is known to be false in 〈s,Σ〉})
∪ {〈⊥, {⊥}〉 | ϕ is unknown in some 〈s,Σ〉 ∈ B};

5. if π = while ϕ do π1 od, then

Φ(π,B) =

⎧⎪⎪⎨⎪⎪⎩
⋃∞

k=0 Φ(π
k, B)\ if

⋃∞
k=0 Φ(π

k, B)\
KTϕ(

⋃∞
k=0 Φ(π

k, B)) KTϕ(
⋃∞

k=0 Φ(π
k, B)) �= ∅

{〈⊥, {⊥}〉} otherwise

where KTϕ(B) = {〈s,Σ〉 ∈ B | ϕ is known to be true in 〈s,Σ〉} and (i)
π0 = ε; (ii) πn+1 = ϕ?(π1;π

n) : ε.

A world state s is called an initial state of a domain description D, if s |= l
for every value proposition “initially l” ∈ D, in which l is a literal comes from
sig(D). A c-state 〈s,Σ〉 is an initial c-state of D, if s is an initial state and Σ is
a set of initial states of D.

Definition 3 (Entailment). Let B0 be the set of all initial c-states of D, then
D |=AL

K
Knows ϕ after π iff ϕ is known to be true in Φ(π,B0).

Example 1. Consider the tree chopping example. Let s1 = {U} and s2 = ∅,
then the set of all initial c-states of DTC is B0 = {〈s1, {s1}〉}. Recall that
π = while U do chop; check od. Then we have
• Φ(chop,B0) = {〈s1, {s1, s2}〉, 〈s2, {s1, s2}〉};
• Φ(chop; check,B0) = Φ(check, Φ(chop,B0)) = {〈s1, {s1}〉, 〈s2, {s2}〉};
•
⋃∞

k=0 Φ(π
k, B0) = {〈s1, {s1}〉, 〈s2, {s2}〉};

• Φ(π,B0) =
⋃∞

k=0 Φ(π
k, B0)\KTU(

⋃∞
k=0 Φ(π

k, B0)) = {〈s2, {s2}〉}.
It follows that DTC |=AL

K
Knows ¬U after π, which means that the tree will

eventually go down and the agent will know that after executing the plan π.

Example 2. 2 Now consider the action chop has a non-deterministic effect that
may make the axe broken (Br) and extend DTC to D′

TC with:

{chop cause Br ∨¬Br, nonexecutable chop if Br, check determines Br}

Let s1 = {U}, s2 = ∅, s3 = {Br}, s4 = {U,Br} and s5 = ⊥, by executing the
same plan π in D′

TC , we have:⋃∞
k=0 Φ(π

k, B0) = {〈s1, {s1}〉, 〈s2, {s2}〉, 〈s3, {s3}〉, 〈s4, {s4}〉, 〈s5, {s5}〉}, and
thus

Φ(π,B0) =
⋃∞

k=0 Φ(π
k, B0)\KTU (

⋃∞
k=0 Φ(π

k, B0))
= {〈s2, {s2}〉, 〈s3, {s3}〉, 〈s5, {s5}〉}

It follows that D′
TC �|=AL

K
Knows ¬U after π due to 〈s5, {s5}〉 ∈ Φ(π,B0).

This is intuitive, because the axe may be broken before the tree getting down.
Actually, there is no feasible solution to the problem under the AL

K semantics.

2 Suggested by the anonymous reviewers.
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4 Related Work

Lobo’s Approach. J. Lobo [5] proposed a similar action language with nonde-
terministic actions, sensing actions and loops. We denote the entailment relation
of Lobo’s semantics by |=LB and illustrate the difference by two examples.

Example 3. The tree chopping example can be rewritten in Lobo’s language as:

D′′
TC = {initially U, chop may affect U if U, check causes to know U}

By Lobo’s semantics, D′′
TC �|=LB Knows ¬U after π. Simply speaking, this

is because in [5] D |=LB Knows ϕ after π holds iff ϕ is known to be true in
all evolution branches of the plan π under initial situations of D. However, in
the above example, ¬U is known to be false in one of the resulting situations.
Therefore, π = while U do chop; check od is not a solution to tree chopping
under Lobo’s semantics.

Example 4. A coin is showing the heads and the agent knows that. The goal is
to toss the coin until it shows the tails. The domain in Lobo’s language is:

Dtail = {initially H, toss may affect H if H, check causes to know H}
Intuitively, a solution to this example could be: π′ = while H do toss; check od.
However, Dtail �|=LB Knows ¬H after π′, that is, the plan π′ never gives rise
to the tails. In contrast, π′ is a solution to this example in AL

K .

Our work differs from Lobo’s in that we use an idea similar to the operational
semantics of nondeterministic computation: the transition system accepts the
input (i.e., the plan) if there exists at least one accepting branch (providing that
no branch is leading to a failure state). E.g., in Fig. 1, the loop-plan π leads a
branch from the initial c-state σ1 to (the accepting) c-state σ4, thus we regard π
as a feasible plan. However, Lobo’s semantics requires that the system accepts
only if all branches reach the accepting states, therefore π is not a feasible
solution.

Other Work. Y.Lespérance et al [1] extended situation calculus to handle
domains with unbounded iterations like the Tree Chopping example. However,
their approach does not allow loosing knowledge and thus requires a rather com-
plicated framework to treat loop plans. H. Levesque studied planning with loops
on top of the so-called robot program, whose semantics is just informally given in
[6], moreover, to make the planning algorithm feasible, Levesque adopted a weak
correctness guarantee, i.e., the algorithm is generally not sound. S. Srivastava et
al [7] regarded loop-plans as a kind of generalized programs and studied the ter-
mination conditions of executing loop-plans together with planning algorithms.
A. Cimatti et al [8] considered planning on nondeterministic domains, which in-
volve the so-called strong cyclic plans that resemble loop-plans discussed in this
paper. E. Winner et al [9] proposed a LoopDISTILL algorithm for automatically
acquiring loop-plans from existed solutions to example plans. Nevertheless, most
of these approaches mainly focus on algorithmic aspects of generalized planning,
and pay few attention to inventing well-suited semantics for planning with loops.
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5 Conclusion

Although lots of work has been contributed to the algorithmic aspects of planning
with loops, in our opinion, a clean and solid semantics should also be contributed
to this area. E.g., in the early days of AI, the STRIPS language was observed
leading incorrect planning results for seemingly trivial domains, due to lacking
of a “good” semantics [10,11]. In this paper, we present an action language
AL

K together with a transition function based semantics for reasoning about
actions with loops. Compared to related work like Lobo’s action language, our
semantics appears to be more natural and intuitive for some domains. In future
work, we will propose an underlying logical framework for AL

K together with
soundness and completeness and implement the language for plan generation
and verification.
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Abstract. In this paper a robust regions-of-suspicion (ROS) diagnosis system 
on mammograms, recognizing all types of abnormalities is presented and eva-
luated. A new type of descriptors, based on Shapelet decomposition, derive the 
source images that generate the observed ROS in mammograms. The Shapelet 
decomposition coefficients can be used efficiently to detect ROS areas using 
Support-Vector-Machines (SVMs) with radial basis function kernels. Extensive 
experiments using the Mammographic Image Analysis Society (MIAS) data-
base have shown high recognition accuracy above 86% for all kinds of breast 
abnormalities that exceeds the performance of similar decomposition methods 
based on Zernike moments presented in the literature by more than 8%. 

Keywords: Shapelets, support vector machines, mammogram, breast cancer, 
computer-aided diagnosis (CAD), feature extraction. 

1 Introduction 

Breast cancer has been a major cause of fatality among all cancers for women [1]. 
However, mortality rates have been decreasing during the last years due to better 
diagnostic facilities and effective treatments [2]. Screening mammography using X-
ray imaging of the breast is the most effective, low-cost, and highly sensitive tech-
nique for detecting early, clinically unsuspected breast cancer [3]. The radiographs are 
searched for signs of abnormality by expert radiologists but complex structures in 
appearance and signs of early disease are often small or subtle. That’s the main cause 
of many missed diagnoses that can be mainly attributed to human factors [3,4]. Stu-
dies have shown an error rate between 10% - 30% for detection of cancer in screening 
studies [5], [6]. Of these, a percentage of 52% can be attributed to breast cancer signs 
misinterpretation while another 43% is mainly due to sheer overlook of signs in ab-
normal scans [6] by expert radiologists. The consequences of errors in detection  
or classification are costly, so there has been a considerable interest in developing 
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2 The Proposed Method 

The proposed system consists of a feature extraction module that decomposes each 
examined ROS into a linear composition of a set of localized basis functions with 
different shapes. The feature vectors which are composed by the calculated shapelet 
coefficients are used in the neural classifier module which is comprised by a scheme 
of support vectors machine (SVM) [22]. 

2.1 Feature Extraction 

Shapelet Based Feature Extraction 

Shapelets in the Cartesian Domain 
  
The Shapelet image decomposition method was introduced in [19], providing an effi-
cient method for the estimation of discrimination data for accurate detection of ROS 
areas, based on several expressions of the spatial pixels distribution of an object as a 
linear sum of orthogonal 2D functions, 
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where ,  are the Shapelet coefficients to be determined, whereas the Shapelet 
basis functions Φ , ( , ; ) are 
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where H (. ) is a Hermite polynomial of order , and  is the scaling factor of each 
Shapelet. The Hermite polynomials form an orthonormal basis set, ensuring that the 
features which are extracted from any image can be determined by: 

 ( ) ( )
1 2 1 2, ,, , ;φ β= ⋅ ⋅ ⋅n n n nf f x y x y dx dy  (3) 

Shapelets in the Polar Domain 
 

Polar shapelets have been introduced in [19]. They include all the major properties of 
the Cartesian Shapelets with a scaling  in spite of the polar shapelets are separable 
in  and . For this reason, the polar shapelets coefficients are easier to comprehend 
in terms of rotational symmetries, are simpler and more intuitive. A function ( , ) 
in polar coordinates is decomposed as a weighted sum: 
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Fig. 2. The feature extraction process using the real parts of the polar shapelets basis functions  
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with  and  both even or odd, respectively. 
The polar shapelets coefficients of order  and  are calculated using the overlap 

integral 

 ( ) ( ), ,, , ;θ θ β θ= ⋅ ⋅ ⋅ ⋅n m n mf f r x r r dr d  (6) 
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In Fig. 2 we present the feature extraction process with the 36 estimated shapelets in 
the polar domain. 

Zernike Moments Based Feature Extraction 
 
In optical systems, which are constructed using lenses, optical fibers or other optical 
components are often circular, therefore when the structure of the measured deforma-
tions and aberrations is required to be characterized efficiently the Zernike functions 
forming a complete, orthogonal basis set over the unit circle. The Zernike moments 
firstly introduced in digital image analysis problems in 1980 [23, 24] and evaluated 
for many types of images [25-27]. In digital mammography, Zernike moments have 
been already been proposed and used in Computer Aided Diagnosis Systems (CAD) 
for the diagnosis of breast masses as descriptors (features) of shape and marginal 
characteristics [21]. 

The Zernike moments defined as a family of orthogonal functions over the unit 
disk, ensuring that there is minimum correlation among the moments and consequent-
ly, minimum redundancy of information, invariant both to rotation and displacement. 
In polar coordinates the Zernike function ( , ) is defined by: 

 ( ) ( ), θθ± = ⋅m m jm
n nZ r R r e  (7) 

where ( ) are the Zernike polynomials. The index  is the degree of the poly-
nomial, while  is the polynomial order. The Zernike polynomials are defined as a 
finite sum of powers of : 
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where 0,1,2, … , ∞ and , 2, 4, … , , with | |  
and | | . 

2.2 The SVM Classifier 

The main idea behind SVMs, when dealing with a real life pattern classification prob-
lem, is to find an optimal hyperplane in a vector space called, feature space, where the 
original data are embedded via a nonlinear mapping. By the term optimal, it is sug-
gested that for a separable classification task (linear separable in feature space), the 
hyperplane (w, b) with the maximum margin from the closest data points belonging to 
the different classes is selected among the infinite choices of hyperplanes. 

Using mathematical notation, having a data set ( , )  of labeled exam-
ples 1,1  and a nonlinear mapping from the input space into a high dimen-
sional feature space (. ) where the data samples are linearly separable we are seek-

ing for the vector  that minimizes  subject to the constraints  
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 ( )( ) 1ϕ + ≥T
i iy bw x   1,...,=i n . (9) 

However, the mapping into a higher feature space through a nonlinear function 
does not guaranty perfect separation of the classes for many real-life problems. There-
fore we have to introduce slack-variables  that measure the deviation of a data point 
from the ideal condition of pattern separability and relax the hard margin constraints 
as follows: 

 ( )( ) 1ϕ ξ+ ≥ −T
i i iy bw x , 0ξ ≥i , 1,...,=i n . (10) 

From the above formulation it is obvious that data with 1 0 are correctly 
classified while data with 1 are classified incorrectly. With the introduction of 
the slack variables the goal is to maximize the margin and at the same time to keep 
the number of data samples with 0 as small as possible (for 0 for all  we 
have the linear separable case and all the data have at least maximum margin from the 
separating hyperplane). Therefore the quantity that has to be minimized is 
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The above problem is a combinatorial problem, which is difficult to solve and as a 
result an alternative approach is required. A mathematical tractable implementation of 
the previous two demands is given by minimizing  
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which corresponds to the so called L1 soft margin SVMs. The parameter  is a posi-
tive constant that controls the relative influence of the two competing terms. The solu-
tion to this optimization problem subject to the constraints is given by the saddle point 
of the primal Lagrangian equation: 
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This leads to the dual maximization problem of the dual Langrangian equation: 
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subject to the constraints 



516 G. Apostolopoulos et al. 

 
1

0α
=

=
n

i i
i

y  and 0α≥ ≥iC   , 1,...,=i n  (15) 

The solution of the above optimization problem leads to the optimal discriminating 
function: 
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The points for which 0 are called Support Vectors and they are usually a 
small portion of the original data set. Especially those support vectors that have 

 are those that lie within the margin or in the wrong side of the separating 
hyperplane have the strongest influence on the solution . The choice of  which is 
done a-priori by the user heavily affects the width of the margin. 

In this formulation, if the nonlinear mapping function is chosen properly, the inner 
product in the feature space can be written in the following form  

 ( ) ( ) ( , )φ φ⋅ =T
i j i jx x K x x  (17) 

where  is called the inner-product kernel. A kernel function is a function in input 
space and, therefore, we do not explicitly perform the nonlinear mapping (. ). In-
stead of calculating the inner product in a feature space ( ) · , one can indi-
rectly calculate it using the kernel function , . Different kernels produce dif-
ferent learning machines and different discriminating hypersurfaces. 

Among others the most popular are the polynomial learning machines, the radial 
basis function networks and the two-layer perceptrons. In our experimental procedure 
we have employed radial basis function machines (the width , which is common to 
all kernels is specified also a priori by the user) 
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for recognizing healthy and abnormal mammographic tissue testing all kinds of ab-
normalities. 

3 Experimental Results  

3.1 The MIAS Data Set 

In our experiments the MIAS MiniMammographic Database [28], provided by the 
Mammographic Image Analysis Society (MIAS), was used. The mammograms are 
digitized at 200-micron pixel edge, resulting to a 1024 1024 pixel resolution. In 
the MIAS Database there is a total of 119 ROS containing all kinds of existing  
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abnormal tissue from masses to clustered microcalcifications. The smallest abnor-
mality extends to 3 pixels in radius, while the largest one to 197 pixels. These 119 
ROS along with another 119 randomly selected sub-images from entirely normal 
mammograms were used throughout our experiments. A database of 238 ROSs of 35 35 pixels size is used. The image database has been designed to include all 
types of different ROS areas abnormalities, i.e. circumscribed, spiculated, ill defined 
masses, microcalcifications, asymmetry and architectural distortion as well as regions 
with normal (healthy) tissue. 

3.2 Training and Evaluation of the SVM Classifier 

From a total number of 238 ROS included in the MIAS database, 119 regions are 
used for the training procedure: 60 groundtruthed abnormal regions along with 59 
randomly selected normal ones. In the evaluation procedure, the remaining 119 re-
gions are used that contain 59 groundtruthed abnormal regions together with 60 en-
tirely normal regions. Therefore, no ROS was used both in the training and testing 
procedure. The above procedure was repeated 10-times using randomly chosen ROSs 
in the training and testing sets in order to get the unbiased classification performance 
of the SVM. 

Each ROS image is converted in polar coordinates and the inner product among 
images and each mask of the polar Shapelets basis functions is obtained. In this re-
search, basis functions of order 7  and  have been chosen. The 
feature vector is composed by the real parts of the polar Shapelets resulting to 36 
coefficients (SH-Features), defining the image information used for detection of ROS 
areas. Therefore, each ROS image is described by a feature vector with 36-
dimensionality. In the classification experiments, the features derived by the polar 
Shapelets are used to train the SVM scheme. In order to find the SVM configuration 
for maximum recognition accuracy the values of ( , ) for the RBF machine, a 
grid-search approach was used in a systematic manner with different values for the 
parameters followed by a cross validation. 

For comparison reasons we have also estimated the Zernike moments of an image ( , ) in polar coordinates, by projecting the image onto the orthogonal basis of the 
Zernike functions, thus resulting to the following complex numbers: 
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The factor  is used to normalize the moment’s expression. In this research, 

Zernike functions of degree 6 and order , 2, 4, ,  have 
been chosen. The feature vector is composed by the real parts of the Zernike moments 

 resulting to 28 coefficients. 
In Fig. 3 we present the recognition accuracy when different values of the shapelet 

scaling factor  where used. It is clear that the best results were achieved when using 
a scaling factor equal to 0.2 that results to the best overall true positive identification 
rate of over 86% for RBF machines.   



518 G. Apostolopoulos et al. 

 

Fig. 3. The performance of the Shapelet features using different values of scaling factor  

 

Fig. 4. The ROC curve of the proposed method 

In Fig. 4 a ROC curve, is presented visualizing the relative trade-offs between ben-
efits (true positives) and costs (false positives). As it is shown, the closer the ROC 
curve follows the left-hand and the top border of the ROC space, the more accurate 
the classification result will be. Additionally, a quantitative comparison of the pro-
posed feature extraction method’s accuracy is shown in Fig. 4 where the ROC curve 
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is compared with the corresponding ROC calculated using Zernike moments (ZE-
features) based features described in the previous section. As it is shown, the pro-
posed features outperform Zernike based features resulting in 86% classification ac-
curacy compared to 78.5% obtained by ZE-Features for RBF support machines. 

4 Conclusions 

In this paper we investigated the performance of a classifier based on Support Vector 
Machines and a novel set of features based on Shapelet image decomposition, in the 
problem of recognizing breast cancer in ROS of digital mammograms. It is well 
known that the disease diagnosis on mammograms is a very difficult task even for 
experienced radiologists due to the great variability of the mass appearance. The ex-
perimental results showed superior performance and accuracy of the proposed feature 
set compared to similar features that have already been proposed when used to recog-
nize all different types of breast abnormalities. However further studies will address 
the problem of automatic selection of the shapelet scaling  and order in more com-
plex tasks such as the discrimination between different types of abnormalities. 
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Abstract. Electronic fetal monitoring has become the gold standard for fetal as-
sessment both during pregnancy as well as during delivery. Even though elec-
tronic fetal monitoring has been introduced to clinical practice more than forty 
years ago, there is still controversy in its usefulness especially due to the high 
inter- and intra-observer variability. Therefore the need for a more reliable and 
consistent interpretation has prompted the research community to investigate 
and propose various automated methodologies. In this work we propose the use 
of an automated method for the evaluation of fetal heart rate, the main moni-
tored signal, which is based on a data set, whose labels/annotations are deter-
mined using a mixture model of clinical annotations. The successful results of 
the method suggest that it could be integrated into an assistive technology dur-
ing delivery. 

Keywords: Electronic fetal monitoring, Fetal Heart Rate, Random Forests, 
Classification. 

1 Introduction 

Fetal heart rate (FHR) monitoring has become an indispensable part of fetal assess-
ment during pregnancy and, more importantly, during the delivery. It most commonly 
refers to the monitoring of fetal heart rate and uterine contractions (UC). These two 
signals comprise what is also known as the Cardiotocogram (CTG). CTG monitoring 
provides obstetricians with insight into fetal well-being acting as the main source of 
information for the fetus which is obviously not amenable to direct observation.  

Since its introduction, the goal of fetal monitoring is to detect potential adverse 
outcomes and provide information about fetal well-being. However, the initial enthu-
siasm was followed by skepticism since the CTG was accused for the increased rate 
of cesarean sections [1] while high intra- and inter-observer variability was also re-
ported [2],[3]. Despite the skepticism, CTG remains the most prevalent method for 
intrapartum fetal surveillance [4], often supported by ST-analysis, which nonetheless 
does not diminish the need for a correct interpretation of CTGs. 
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International Federation of Gynecology and Obstetrics (FIGO) guidelines [5] in-
troduced in 1986 serve as the basis for CTG interpretation although several national 
updates have also been released – see e.g. [6] for references. The guidelines were 
meant to assure the lowest number of asphyxiated neonates as possible while avoiding 
false alarms (which leads to unnecessary cesarean sections). An additional goal of the 
guidelines is to lower the high inter and intra-observer variability. 

In an attempt to reach a more objective interpretation of the CTG, computerized 
systems appeared, some of them being as old as the FIGO guideline themselves. Be-
ginning with the work of [7] the automated analysis of CTG was based upon clinical 
guidelines [8]. Additionally, beyond the morphological features used in the guide-
lines, new features were introduced. These were primarily based on research in adult 
heart rate variability [9]. Therefore, time domain [10],[11], frequency domain [12], 
time-frequency [13], and nonlinear descriptors/features [14] were proposed over the 
past years and combined with various machine learning paradigms such as Support 
Vector Machines (SVMs) [15] and artificial neural networks (ANNs) [16],[17] to 
name just a few. 

In this work we use for the first time a Random Forest (RF) classifier along with a 
sophisticated model for the definition of classes based on the latent class analysis 
(LCA). The results are promising indicating that this kind of modelling is probably 
more suitable for building a decision support system compared to systems that rely on 
information coming from the pH. Such a decision system would be closer to clinical 
reality than a system based solely on pH. 

The rest of this paper is structured as follows: Section 2 provides the necessary 
background for FHR preprocessing and feature extraction as well as a short descrip-
tion of the RF classifier. In section 3 the data set along with the LCA are presented in 
brief, followed by a description of the experimental procedure and the respective  
results. Finally section 4 summarizes the findings offering also some hints for future 
work. 

2 The Automatic FHR Analysis Method 

2.1 FHR Preprocessing 

The FHR could be contaminated by large amount of artefacts, especially when it is 
recorded using ultrasound probe. An example of FHR with artefacts can be seen in 
Fig. 1. Therefore preprocessing aims at removing these artefacts before proceeding to 
the feature extraction stage. Our preprocessing methodology employed a simple arte-
fact rejection scheme: let x(i) be a FHR signal in beats per minute (bpms), where N is 
the number of samples and i = 1,2, …, N, whenever x(i) > 50 or x(i) < 210 we inter-
polated x(i) using cubic Hermite spline interpolation implemented in MATLAB  
version 7.14.0.739.  
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2.2 Feature Extraction 

The FIGO guidelines’ morphological features were the first features used to describe 
the FHR and further used as inputs to classification schemes. Later, in order to  
examine FHR in more detail, other features originating from different domains  
were introduced. These were essentially based on adult heart rate variability analysis 
and mostly included frequency and nonlinear methods. Since all features used in this 
work are described in our previous works [14], [15] for the sake of brevity we present  
the features in Table 1 and provide necessary information to be able to repeat the 
analysis. We refer the interested reader to the referenced works in Table 1 for a more 
detailed description of the used features. In total we worked with 21 features such that 
different parameter settings yielded a total number of 49 features. 

 

 

Fig. 1. Artefacts rejection. (a) Raw signal with artefacts, (b) signal after artefacts removal. 

2.3 Random Forest Classification 

Most classification tasks after the feature extraction stage include a feature selection 
stage [28] in order to alleviate the often encountered curse of dimensionality. Feature 
selection methods are usually divided into filter, wrapper, and embedded methods 
[29]. Decision Trees (DT) classifiers are of the last variety having the feature  
selection part inherently encoded during their construction process.  

RFs are a learning paradigm that as it is implied by its name are comprised by a set 
of DTs that act together in order to reach a classification decision. RFs were intro-
duced by Breiman [31] and since then they have been employed in many classifica-
tion as well as regression tasks [32]-[34]. RFs are very competitive compared to other 
state of the art classification algorithms, such as boosting. Unlike boosting RFs  
provide fast training. 

Each member of the ensemble of trees operates on a bootstrapped sample of the 
training data. Moreover at each node of a tree random feature selection is performed. 
More specifically, a subset S with M features from the original set of n features is 
selected and then the best feature among M is selected to split the node. With  
this mechanism there is no need for explicitly excluding a set of features before the 
classification process.  



524 J. Spilka et al. 

Table 1. Features involved in this study 

Feature set Features parameters 

FIGO-based 
[5] 

baseline mean, standard devia-
tion 

 number of accel. and decel, Δ   

Statistical STV, STV-HAA[18], STV-YEH[19], Soni-
caid[20], SDNN [9], [10], LTI-
HAA[18] 

 

Frequency Energy03[9] LF, MF, HF, LF/HF 

 Energy04[21] VLF, LF, MF, HF, 
LF/(MF+HF) 

Fractal dim. FD_Variance, FD_BoxCount, 
FD_Higuchi[22], DFA[23], FD_Sevcik[24]

 

Entropy ApEn[25], SampEn[26] M= 2, r = 0.15,0.2 

Complexity Lempel Ziv Complexity (LZC) [27]  

Other Poincaré SD1, SD2 

3 Experimental Analysis 

For the experimental evaluation of the proposed approach, we employed a newly 
released CTG database [35] and a multiple trial resampling method. The database,  
the evaluation procedure and the results are presented in the rest of this section. 

3.1 Database 

The CTU-UHB database [35] consists of 552 records and it is a subset of 9164 intra-
partum CTG records that were acquired between years 2009 and 2012 at the obstetrics 
ward of the University Hospital in Brno, Czech Republic. The CTG signals were care-
fully selected with clinical as well as technical considerations in mind. The records 
selected were as close as possible to the birth and in the last 90 minutes of labor  
there is at least 40 minutes of usable signal. Additionally, since the CTG signal is 
difficult to evaluate in the second (active) stage of labor, we have included only those 
records which had second (active) stage’s length at most 30 minutes. The CTGs were 
recorded using STAN and Avalon devices. The acquisition was done either by scalp 
electrode (FECG 102 records), ultrasound probe (412 records), or combination of 
both (35 records). For three records the information was not available. All recordings 
were sampled at 4Hz. The majority of babies were delivered vaginally (506) and the 
rest using cesarean section (46). A more detailed description of the CTU-UHB is 
provided in [35]. 
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3.2 Latent Class Analysis 

In this work we used clinical annotations from 9 clinicians. All clinicians are current-
ly working in delivery practice with experience ranging from 10 to 33 years (with a 
median value of 15 years). Clinicians evaluated the CTG recordings into three classes: 
normal, suspicious, and pathological (FIGO classes). Since there is a large inter-
observer variability in evaluation the simple majority voting among clinicians cannot 
be used. Therefore we employed a more powerful approach - the latent class analysis 
(LCA) [36]. The LCA is used to estimate the true (unknown) evaluation of CTG  
and to infer weights of individual clinicians’ evaluation. The LCA and its advantages 
over majority voting were described in [37]. For other examples on LCA in  
machine learning see, e.g. [38] and [39]. The clinical evaluations were considered  
as coming from mixture of multinomial distribution with unknown parameters and 
unknown mixing proportions. The Expectation Maximization (EM) algorithm [40] 
was used to estimate the unknown parameter and proportions. The EM algorithm was 
restarted several times with different starting values to avoid local maximum. The 
limit of log-likelihood convergence was set to 10e−3. The resulting class for individu-
al examples was determined by the largest posterior probability. 

The application of LCA leads to different labeling compared to the majority voting 
annotation as it is summarized in the following cross (Table 2), which corresponds to 
the data set described in Section 3.1. For the calculation of this table four cases from 
the original 552 CTGs were removed because the majority voting was inconclusive. 
This is a situation which is unlikely to occur with the LCA. 

Table 2. Cross table (contingency table) of the annotations resulting from applying the majority 
voting (MV) and the (LCA) 

 Normal by LCA Suspicious by LCA Pathological by 
LCA 

Normal by MV 168 50 0 
Suspicious by MV 7 185 66 
Pathological by MV 0 3 69 

 
In this preliminary study,we merged the suspicious and pathological class (accord-

ing to the LCA) for simplicity reasons into a “super class” of abnormal cases. Thus 
we are interested in those records that deviate from normality. 

3.3 Evaluation Procedure 

For evaluating our approach we employed 5 trials of 2 fold cross validation (5x2 CV) 
[41], [42]. In other words we divided the available data into two sets and we used one 
for training the random forest classifier and the other one (testing) for estimating its 
performance and then we reversed their roles (the training became the testing set). 
The whole procedure was repeated 5 times with reshuffling taking place between each 
one of the five different trials. 
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Since RFs are not a parameter free algorithm, some parameter tuning needs to take 
place which however should be decoupled from the performance estimation process 
[42],[43]. Therefore during each training phase we performed a grid search increasing 
the number of trees from 100 to 1000 with a step increment of 50 and the number of 
features from 1 to 10 with a step increment of 1 (Breiman suggested a value for the 
feature equal to 2log 1n +    where n  is the number of features, while also other sug-

gested values can be found in the literatures ( n  or even as low as 1 [44]), so we 
tried a search in the vicinity of these suggested values). To perform this grid search 
each time the training set was divided again into a training and testing set (2/3 of the 
original training set comprise the new training) a performance metric was evaluated 
(see paragraph bellow) and the procedure was repeated five times (not to be confused 
with the 5 repetitions of the 5x2 CV procedure) after reshuffling the cases. The aver-
aged performance metric over these five trials was used for selecting the “best” set of 
parameters. Using this set of parameters a new random forest was trained using the 
original training set and its performance was tested using the test set. 

The “best” set of parameters was selected using two different criteria, which were 
derived from the elements of the confusion matrix (Table 3). Following the standard 
practice in the medical field we labeled the abnormal cases as positive and the normal 
cases as negative: 

Table 3. Confusion matrix for a typical dichotonomous (2-class) problem 

 predicted class 
Positive Negative 

True 
class 

Positive True Positive (TP) False Negative (FN) 
Negative False Positive (FP) True Negative (TN) 

 
a) Balanced Error Rate (BER) [45]:  

( ) ( )( )( )BER FP / FN TP FN / FP TN / 2= + + +  

b) Geometric mean (G-Mean) [46]:  

G Mean TPrate TNrate− = ⋅  
 
Where: 
True Positive Rate (TPrate) also known as Sensitivity or Recall:  

( )TPrate TP / TP FN= +  

True Negative Rate (TNrate) also known as Specificity:  

( )TNrate TN / TN FP= +  

The aforementioned criteria were selected instead of the more common accuracy 
measure due to the slight imbalanced of the data set, since these criteria are not  
affected by the distribution of cases into the different classes. 
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3.4 Results 

Tables 4 and 5 summarize the results for the two different performance metrics that 
were used during the random forest tuning process and Fig. 2 includes the respective 
specificity and sensitivity values in a box plot format, which reveals that under this 
setting the two approaches are very similar.  

Table 4. Aggregated Confusion matrix using BER for tuning 

 predicted class 
abnormal normal 

True 
class 

abnormal 1365 520 
normal 189 686 

Table 5. Aggregated Confusion matrix using g-mean for tuning 

 predicted class 
abnormal normal 

True 
class 

abnormal 1359 526 
normal 187 688 

 

Fig. 2. Boxplot of the specificities and the sensitivities for the 2 different criteria used during 
tuning 

SP_gmean SP_BER SE_gmean SE_BER
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4 Conclusions 

This research work integrates a method for combining experts’ evaluation of CTG 
recording with an automatic approach that attempts to reproduce their decision. The 
automated method uses a number of diverse features, coming from different domains, 
along with an advanced ensemble method, the RF paradigm. Our preliminary results 
indicate that the “latent” labeling approach creates different annotations compared to 
simple majority voting and that the resulting classification problem can be tackled by 
an automated method, even though the performance should be further improved  
before it can be adopted into clinical practice. 

Moreover the sensitivity (~72%) and specificity (~78%) values achieved are higher 
(even though there is no one-to-one correspondence) than those achieved using the 
pH value for labeling [47] indicating that the proposed data model (features-LCA 
labeling) may provide more consistent approach than the one relying on the pH level. 

In future work we will continue testing of the proposed three class setting approach 
(normal, suspicious, and pathological) and especially with in an ordinal classification 
setting. This way we will exploit the natural ranking of categories which in most cases 
leads to higher classification performance [48] compared to a scheme that does not 
take into account the natural ordering of the classes. 
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Abstract. Recent research on manual/visual identification of phasic muscle ac-
tivity utilizing the phasic electromyographic metric (PEM) in human polysom-
nograms (PSGs) cites evidence that PEM is a potentially reliable quantitative 
metric to assist in distinguishing between neurodegenerative disorder popula-
tions and age-matched controls. However, visual scoring of PEM activity is 
time consuming-preventing feasible implementation within a clinical setting. 
Therefore, here we propose an assistive/semi-supervised software platform  
designed and tested to automatically identify and characterize PEM events in a 
clinical setting that will be extremely useful for sleep physicians and techni-
cians. The proposed semi-automated approach consists of four levels: A) Signal 
Parsing, B) Calculation of quantitative features on candidate PEM events, C) 
Classification of PEM and non-PEM events using a linear classifier, and D) 
Post-processing/Expert feedback to correct/remove automated misclassifica-
tions of PEM and Non-PEM events. Performance evaluation of the designed 
software compared to manual labeling is provided for electromyographic  
(EMG) activity from the PSG of a control subject. Results indicate that  
the semi-automated approach provides an excellent benchmark that could be 
embedded into a clinical decision support system to detect PEM events that 
would be used in neurological disorder identification and treatment. 

Keywords: Phasic Electromyographic Metric, PEM, EMG, Clinical Decision 
Support Systems, Graphical User Interfaces, GUIs. 

1 Introduction 

The movement disorders literature in sleep medicine contains a plethora of schemes 
(visual [1-4] and computerized [5-10]) to characterize electromyographic (EMG) 
activity during sleep, providing evidence differentiating between healthy and neuro-
degenerative patient populations. Notwithstanding the relevant clinical benefit of 
early diagnosis of neurodegenerative conditions from implementation of these 
schemes a standardized EMG processing methodology has yet to be adopted in clini-
cal practice [11].  
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Impediments to the adaptation of a standardized methodology to measure EMG ac-
tivity during sleep for clinical assessment have been outlined by Neikrug and Ancoli-
Israel [12], with concerns relevant to our study summarized below: 

a. Consistency in scoring and defining pertinent EMG activity metrics are lack-
ing, preventing valid comparisons between studies across different labs. 

b. Major drawbacks in visual scoring methods (laborious time consumption and 
mislabeling) and absence of rigorous validation of computerized approaches 
with prevalence values of patient populations equal to that encountered clinical-
ly. 

c. Delineation of amount, duration, and level of phasic EMG activity required 
for pathological classification. 

Addressing the concerns posed by Neikrug and Ancoli-Isreal are crucial in order to 
efficiently translate research findings regarding EMG activity in sleep for clinical 
benefit. Therefore we present a quantitative methodology, within a user friendly com-
puterized approach,that will establish standards required tackle the issues mentioned 
in a) and b). The proposed system builds upon our previous work [9] to define quan-
titative features which efficiently compare to validated visual scoring techniques for 
phasic EMG metric (PEM) identification, established by Bliwise et al. [4]. We utilize 
the validated quantitative features to develop an assistive/semi-supervised graphical 
user interface (GUI) that reduces scoring time in labeling phasic EMG events. The 
major aim of this work is the design and development of a user friendly GUI for  
automatic phasic EMG identification that will be used in both healthy and neurodege-
nerative patient populations, so there is not included any classification of pathological 
cases that will be future work. Therefore, the evaluation of the proposed approach is 
obtained by comparing elapsed times of expert scoring using our GUI for manual and 
semi-supervised labeling of phasic EMG leg events from a human control data set. 
Our work represents an excellent benchmark for the development of a clinical deci-
sion support system to detect PEM events for future use in neurological disorder iden-
tification and treatment within a clinical setting.  

2 Methods 

2.1 Data Collection 

All data collected in this study followed Institutional Review Board guidelines out-
lined by Emory University (Atlanta, Georgia, USA) under the approved protocol 
IRB00024934. Overnight polysomnogram (PSG) data were recorded from one 72 
year old male subject (S001), not meeting ICSD criteria for neurodegenerative disease 
diagnoses, using the Embla Model N7000 data acquisition unit and the proprietary 
software program RemLogicTM. Electromyogram (EMG) data was recorded, digitized 
at a sampling rate of 200Hz with impedance values<10,000 Ohms, from bilateral 
electrodes located on the left anterior tibialis (left leg). EMG signals were exported  
 
 



534 P. Karvelis et al. 

from RemLogic using the European Data Format (.edf). The proprietary numerical 
computing software program MATLAB® (version 8.2 R2013b) and the open source 
software library for biomedical signal processing BioSig Toolbox 
(http://biosig.sourceforge.net/), MATLAB® compatible, version 2.88 (Schloegl A-
Graz University of Technology, Graz, Austria) were utilized to convert .edf files into 
a .mat format for quantitative processing and GUI scoring. Data segments containing 
artifacts were manually excluded from the final data set, which consisted of ~4.5 
hours of EMG data from Rapid Eye Movement (REM) and Non-REM sleep, approx-
imately distributed equally. 

2.2 Graphical User Interface (GUI) 

The proposed semi-automated approach consists of four levels: A) Signal parsing to 
segment the signal into 1 sec windows, B) Calculation of quantitative features on can-
didate PEM events, C) Classification of PEM and non-PEM events using a linear  
classifier, and D) Post-processing/Expert feedback to correct/remove automated mis-
classifications of PEM and Non-PEM events. Details regarding pertinent aspects of 
each level of our semi-automated PEM annotator are delineated below:  

2.3 Level A: Signal Parsing 

Unlike our previous work [9,14] in order to detect candidate PEMs we parse the  
signal using a non-overlapping sliding window. The size of the window is chosen as  
1 sec. 

2.4 Level B: Calculation of Quantitative Features on Candidate PEM Events 

Expanding upon our previous work we automated, within the GUI, the calculation of 
15 features on the candidate PEM and Non-PEM events obtained from Stage A using 
a 1 sec non-overlapping moving window. Feature descriptions and corresponding 
mathematical equations were described in detail in our previous work [9] and are 
reprinted below, for the reader’s convenience: 

1. Relative EMG Frequency Power ( Prel ): a frequency domain feature that pro-
vides a sub-band analysis of the high frequency EMG signal components (fre-
quency band [12.5 to 32 Hz]) [15] (sampled at 200 Hz) with the power spectra 
density ( ( )P f ) extracted using the Fast Fourier Transform (FFT) [16,17]  

i. 
( )

( )
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2. Spectral Edge Frequency 95th Percentile (SEF 95): the frequency up to which 95 
percent of the total signal power is accumulated [18]. 

/ 295

0 0

( ) 0.95 ( )
sfSEF

P f df P f df=  ,                                 (2) 

                                      where sf , is the sampling frequency. 

 
3. Skewness ( Skew ): a time domain feature that measures the asymmetry of the 

probability distribution of the EMG signal amplitude [19]. 
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with M representing the number of data samples contained in the processing window 

and x  symbolizing the sample mean 
1

1 M

ii
x x

M =
=   within that interval. 

4. Variance ( 2s ) [19]:  
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5. Kurtosis (Kurt): a measure of the peakedness or flatness of the probability distri-
bution of the signal amplitude [20] 
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6. Entropy (Ent): an information domain feature that calculates the amount of uncer-
tainty or unpredictability of the EMG signal amplitude 

1

log
n

i i

i

bin bin
Ent

M M=

 = −  
 

 ,                                    (6) 

with M symbolizing the length of the data signal, n representing the number of bins, 
with the optimal number of bins obtained using the Freedman–Diaconis rule [21], to 
estimate the histogram of the data signal with bini indicating the number of data sam-
ples from EMG signal contained in the ith histogram bin [22]. 
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7. Mobility ( Mobi ): a time domain feature that measures the relative average slope 
of the EMG signal. It is expressed as the standard deviation ( std ) of the  
slope (signal’s first derivative /dx dt ) with reference to the std  of the signal 
amplitude [22]. 

( )

( )

d x
std

dt
Mobi

std x

 
 
 = ,                                          (7) 

where, the EMG signal is symbolized by the discrete variable x  for ( )std x s=  (See 

equation 4) and a first order approximation is used to calculate the derivative such 
that, 

21 1

1 1

( ) 1 1
( ( 1) ( )) ( ( 1) ( ))

2 1

M M

sampl sampl
i i

d x
std sqrt f x i x i f x i x i

dt M M

− −

= =

    = + − − + −     − −    
  . (8) 

 

8. 75th Amplitude Percentile ( 75 _ Amp ): the amplitude value below which 75% of 

the total EMG signal amplitude resides [22]. So, the value separates lowest 75% 
and highest 25% of the data. It is also called upper quartile or third quartile. 

{ } 75
( ) | ( ) 75 _

100

M
card x i x i Amp

⋅< = ,                                (9) 

where M  is the number of samples ( )x i  of the EMG signal in one epoch and card 

represents the number of elements within the sample set (set’s cardinality). 
 

9. Complexity (Comp): the ratio of the mobility ( Mobi ) of the first derivate of the 
signal to the mobility of the signal amplitude. Complexity expresses the average 
EMG wave-shape in relation to a pure sine wave [22]. 

( / )

( )

Mobi dx dt
Comp

Mobi x
= .                                         (10) 

10. Mean Absolute Amplitude ( MAA ): a time domain feature that measures the ab-
solute value of the mean EMG amplitude [23]. 

1

1
( )

M

i

MAA x i
M =

=  . (11) 

11. Curve Length ( L ): the sum of the value of the first order differences of the EMG 
signal amplitude values [24]. 
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1

( 1) ( )
M

i

L x i x i
=

= + − . (12) 

12. Mean Energy (MnE): a time domain feature that measures the squared EMG 
signal amplitude [24]. 

2
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1
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M

i

MnE x i
M =

=  . (13) 

13. Zero Crossings ( ZC ): defined as the number of crossings of the EMG signal 
over the ordinate, where the axis equals zero [24]. 
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14. Average Nonlinear Energy ( NE ): a non-linear feature that is sensitive to signal 
fluctuations in the time and frequency domain, with respect to the following non-
linear operator ( NLO ): 

2[ ] ( ) ( 1) ( 1)NLO i x i x i x i= − − + , (15) 

the NLO is weighted with a Hanning window and then the NE is calculated as fol-
lows: 

1

1
[ ]

M

w
i

NE NLO i
M =

=  , (16) 

where, wNLO  is the Hanning windowed version of the nonliner operator, NLO , with 

M  being the data epoch [24]. 
 

15. Spectral Entropy (SE): defined as the amount of uncertainty or unpredictability of 
the EMG signal in the frequency domain [24], 

2( ) log ( )SE P f P f= − . (17) 

2.5 Level C: Classification of PEM and Non-PEM Events Using a Linear 
Classifier 

Supervised classification of one second epochs as PEM versus Non-PEM events were 
conducted using a linear classifier [25]. The feature vector y  obtained from Level B 
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is represented as 15y ∈ ℜ , such that the linear discriminant function, ( )k yδ , with 

respect to the class k  is defined by the following: 

 1 11
( ) log

2
T T

k k k k ky yδ μ μ μ π− −= Σ − Σ + , (18) 

where, 1, 2k =  represents the two classes describing the PEM and Non-PEM events 
respectively, kμ  is the 15 component mean vector, Σ  is the 15 15×  feature cova-

riance matrix, 1−Σ  is the inverse of the feature covariance matrix, and prior probabili-
ties are defined by πk such that: 

 
1 2
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N
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N N
π = =

+
, (19) 

and kN  is the number of samples within the k class training data set. 

The mean vector and covariance matrix for each class k are estimated during the 
training phase and are described by the following: 
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As for the evaluation of the linear algorithm we used the PEM and Non-PEM 
events annotated by a phasic EMG expert scorer from the data set of S002. Lastly, to 
obtain PEM and Non-PEM labeling, the function is maximized using the classifica-
tion rule *k where, 

 *

1,2
arg max ( )k

k
k yδ

=
= . (22) 

2.6 Level D: Post-processing/Expert Feedback to Correct/Remove Automated 
Misclassifications of PEM and Non-PEM Events 

Level D includes the semi-automated portion of our GUI. This stage permits the us-
er/scorer to provide feedback within the classification scheme by correcting any au-
tomated misclassifications, from Level C, of PEM and Non-PEM events. Figure 1 
summarizes all the aforementioned levels included within the proposed semi-
automated phasic EMG annotator using a flowchart. A screen shot of the visual inter-
face produced by the developed GUI is shown in Figure 2. Lastly Figure 3 displays 
the output of the GUI following Level C. 
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Fig. 1. Flowchart of Semi-Automated PEM Annotator Methodology 

 

Fig. 2. Screenshot of the left leg EMG data from S001, displayed within our semi-automated 
phasic EMG activity GUI annotator 
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Fig. 3. Four PEM events two are correctly classified and annotated and two are classified as 
non- PEM events (PEM events demarcated by vertical read lines and #38 and #39) 

3 Results 

3.1 Classification and Speedup 

In this study one expert PEM scorer using the proposed semi-automated phasic EMG 
activity GUI annotated the left leg EMG PSG data from a single patient, S001. Tables 
1 through 3 comprise the classification performance results and time elapsed from the 
latter. Classification results for all PEM and Non-PEM events using the linear discri-
minant algorithm are provided in a confusion matrix in Table 1. Results from  
the linear algorithm “predicted” were compared to the “actual” labels of PEM and 
Non-PEM events obtained from the expert EMG activity scorer. 

Table 1. Confusion matrix of our classification scheme 

 PEM 
(predicted) 

Non-PEM 
(predicted) 

PEM 
(actual) 

622 50 

Non – PEM 
(actual) 

126 7289 

 
Detection rates for PEM and Non-PEM events are displayed in Table 2. The detec-

tion rates for PEM and Non-PEM were calculated as follows: 
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number of correct detec

number of correct
Detecti

tions number incorrect det
on R

ect n
a

s
te

io+
=  (20) 

Table 2. Detection rates for PEM and Non-PEM events for patient S001 

PEM  
(%) 

Non-PEM 
(%) 

92.56 98.3 
 
Lastly, the time elapsed while the expert labels PEM and Non-PEM events with/without 

use of our semi-automated phasic EMG activity scheme are shown in Table 3. 
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Table 3. Time spent by an expert annotating data from a single subject, S001 with or without 
use of our semi-automated phasic EMG activity annotator 

 Time in secs 
Annotation time without  
semi-automated labeling 

4hr 26min 2sec 

Annotation time with  
semi-automated labeling 

58min 30sec 

4 Conclusions 

Here we developed and describe a software tool for semi-automated classification of 
phasic EMG events recorded from surface electrodes in an overnight human PSG. 
The semi- automated software tool provides to the user the opportunity to add PEM 
events that are not detected or to remove PEM events that the software incorrectly 
detected, easily and quickly using a simple point and click operation. Accurate and 
timely computerized PEM annotation will aid in addressing all the concerns posed by 
Neikrug and Ancoli-Israel [12] and assist in establishing standardized EMG 
processing methodologies for future use in neurological disorder identification and 
treatment.  

Future work will incorporate more sophisticated classifiers which provide confi-
dence intervals on the detected events. Also, since PEM events are less prevalent than 
Non-PEM events we will concentrate on avoiding false dismissals/false negatives 
(type II errors). The latter will reduce the need for the user to review excessive incor-
rectly automated-annotations of PEM segments (False Negatives). This will minimize 
the time spent by the user/scorer for annotation. Moreover, to determine user-
friendliness and clinical relevance of the GUI, we will investigate GUI robustness 
with respect to training levels of scorers (e.g. beginner, intermediate, and expert) and 
different data sets/patient populations (e.g. neurodegenerative disorder patients and 
age matched-controls). Lastly, investigation of the proposed future work will aid in 
meeting the long-term goal to develop a supportive technology for the efficient anno-
tation of EMG events within a clinical decision support system platform. 
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Abstract. Time dependence in medical diagnosis is important since, frequently, 
symptoms evolve over time, thus, changing with the progression of an illness. 
Taking into consideration that medical information may be vague, missing 
and/or conflicting during the diagnostic procedure, a new type of Fuzzy Cogni-
tive Maps (FCMs), the soft computing technique that can handle uncertainty to 
infer a result, have been developed for Medical Diagnosis. Here, a method to 
enhance the FCM behaviour is proposed introducing time units that can follow 
disease progression. An example from the pulmonary field is described. 

Keywords: Fuzzy Cognitive Map, time evolution, medical diagnosis.  

1 Introduction 

In medicine, the capability of immediate diagnosis and treatment is always a necessity 
and under constant investigation. Doctors have to make immediate decisions and 
determine the appropriate treatment. Pulmonary diseases include a set of different and 
complementary cases/diagnosis that cannot be easily discerned due to their similar 
characteristics. Differentiating diseases that have common or similar symptoms 
and/or missing information based on the first symptoms may lead to a wrong deci-
sion. Thus, differential diagnosis is a highly complex procedure that demands the 
incorporation of many factors, with missing or conflicting information and taking into 
consideration various aspects from seemingly unrelated factors. To overcome ambi-
guity, omissions and imprecision which can infer misleading results, computational 
intelligence methods has been proposed to solve many complex problems by develop-
ing intelligent system. Fuzzy logic has proved to be a powerful tool for decision-
making systems [1].  

Medical Decision Support Systems (MDSS) are planned to support human decision 
making successfully by evaluating information from different sources, combining it to 
support clinicians' decisions concerning diagnosis, therapy planning and monitoring 
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of the disease and treatment processes. Medical Decision Systems have to consider a 
high amount of data and information from interdisciplinary sources (patient’s records 
and information, doctors’ physical examination and evaluation, laboratory tests, etc.) 
and, in addition, information may be vague, missing or not available. Thus, MDSS are 
complex systems involving inexact, uncertain, imprecise and ambiguous information 
[2]. These systems can provide assistance in crucial clinical judgments, particularly 
for inexperienced medical professionals. 

The method of differential diagnosis that is presented in this work is based on 
Fuzzy Cognitive Maps (FCMs). Here a new type of FCMs is introduced where the 
values of concepts and the values of weights are changed according to the time inter-
val. This is in accordance to the real world problems where the influence from one 
concept to another is not instant and it differs from one interconnection to another 
one, so here time influence is considered and introduced. A FCM tool is developed 
and used for medical differential diagnosis of two pulmonary diseases: acute bronchi-
tis and common-acquired pneumonia. 

The main contribution of this paper is the introduction of the temporal aspect, 
which is essential for cases where time is significant because time evolution highly 
influence the final result. Such a field is medical applications and here the proposed 
approach is successfully applied for differential diagnosis of pulmonary diseases. In 
the following sections, the FCM-Medical Decision Support Tool (FCM-MDST) is 
introduced and described including the time dependent features because the progres-
sion of diseases are influenced by the time and so SCM-MDST is able to lead to a 
decision per time unit. Specifically, section 2 refers to the principles of FCM, section 
3 describes the need for using MDSS, section 4 describes the proposed tool and how 
it was developed, while in section 5 results and comments are stated. 

2 Fuzzy Cognitive Map 

Fuzzy Cognitive Map belongs to the soft computing approaches and it originated 
from the combination of Fuzzy Logic and Neural Networks. It is a modelling method 
for complex decision systems. An FCM is illustrated as a causal graphical representa-
tion, consisting of interrelated concepts. It was introduced by Kosko [3] as an exten-
sion to Cognitive Maps [4]. The general graphical illustration of FCM is a signed, 
weighted graph with feedback. Nodes of the graph are concepts, which correspond to 
variables, states, factors and other characteristics that are used in the model and de-
scribe the behaviour of the system [5]. FCM nodes constitute the set of concepts C = 
{C1, C2, . . . ,Cn}. Arcs (Cj, Ci) represent the causal link between concepts (how concept 
Cj causes concept Ci). The weights of arcs form the weighted values of the matrix  
(wnxn ). Each element of the weight matrix belongs to 1,1 . 

The value  of the concept expresses the degree of its corresponding physical 
value. At each simulation step, the value of a concept  is calculated by computing 
the influence of other concepts ’s on the specific concept  following the calcula-
tion rule: 
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                           ( ∑   )  (1) 

where   is the value of concept Ci at simulation step k+1,  the value of the 
interconnected concept Cj at simulation step k, wji is the weight of the interconnection 
between concept Cj and  Ci, and f is a sigmoid threshold function: 

  (2) 

where λ>0 is a parameter that determines its steepness 
The graph that illustrates the FCM consists of nodes and weighted interconnec-

tions. Signed and weighted arcs connect various nodes. This connection represents the 
causal relationships among the concepts. Fig. 1 illustrates a simple FCM with differ-
ent aspects in the behaviour of the system, showing its dynamics and allowing the 
systematic causal propagation [6]. 

 

Fig. 1. The fuzzy cognitive map model 

The sign of the weight show the causal relationship between concepts. That is, if 
wji>0 then concept Cj increases Ci, if the weight is wji<0 then concept Cj decreases Ci, 
while if wji=0 concept Cj has no causal effect on Ci. Moreover, the values of the 
weight indicate the strength of the influence between the concepts. The direction of 
causality (forward and backward) shows which concept causes another concept.  
For optimizing the behaviour of the system, various learning methods have been  
developed [7], enhancing the basic FCM and succeeding in better results. 

3 FCMs for Medical Decision Support Systems 

Medical Decision Support Systems follow the general nature of medical interven-
tions: predict (predictive machine), prevent (preventive medicine), heal (curative 
medicine), or at least comfort (medical assistance) [8]. For this goal, a patient’s  
particular situation must be considered and supplemented with an appropriate exami-
nation to give a more certain result. Complexity of MDSS is increased as they  
are consisted of irrelevant and relevant subsystems and elements, taking into consid-
eration many factors that may be complementary, contradictory, and competitive; 
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these factors influence each other and determine the overall diagnosis with a different 
degree. A MDSS usually extracts causal knowledge from the appropriate medical 
domain; it builds a causal knowledge base and makes inference with it. Fuzzy Cogni-
tive Map is a model that can give this opportunity. 

When medical experts have to make a decision, they should take into consideration 
a variety of factors (concepts) giving to them a particular degree of importance 
(weight) on how much influence the other concepts. They have a conceptual model in 
their mind with interconnected factors until finally reach to a decision. FCMs are 
highly applicable in medicine. They are used for medical decision making, reasoning, 
differential diagnosis, prediction and/or treatment purposes. In general, medical deci-
sion is a complex procedure as many factors and functions should be taken under 
consideration before the final decision. However, the interest of using MDSS is not 
only on the accuracy and prediction of the results but also into the transparency and  
interpretability from the professional that use the MDSS during his daily work. 

FCMs can model any real world system as a collection of concepts and causal rela-
tion between concepts. Fuzzy Cognitive Maps have been successfully used to develop 
Decision Support Systems (FCM-DSS) for various cases such as diagnosis, predic-
tion, treatment etc. Georgopoulos et al. used successfully the FCM-DSS for differen-
tial diagnosis [9]. FCM-DSS has been also used in radiotherapy for determining the 
success of the radiation therapy process by estimating the final dose that delivered to 
the target tumor [10]. As a diagnostic support system, FCM-DSS has been used for 
labor modelling giving promising results [11]. FCM proved to be a simple and trans-
parent way for representing and useful to describe any system in many fields such as 
engineering, medicine, and business and so on.  

4 FCM System for Pulmonary Differential Diagnosis 

Acute bronchitis and common-acquired pneumonia [12] are two pulmonary disorders 
that have many factors (symptoms) in common. FCM construction for these two pul-
monary diseases demands four stages: the definition of the factor-concepts (symp-
toms) and decision concepts, definition of time unit that important changes can be 
noticed, the determination of weights and the definition of weight change according to 
time unit and additional parameters. 

• Concepts: Factor concepts (symptoms) can be derived both from literature and 
experts in order all possible cases to be taken under consideration from the system. 
Thus, concepts can be collected from literature taking every possible and rare cir-
cumstance into account that experts do not usually find during their daily incidents. 
Experts can also add other concepts from their experience and knowledge. In this 
way, every possible concept, even the rarest, contribute to the final result.  

• Time unit definition:  Experts have to define the time unit (interval) which is the 
time that experts regard as adequate and capable to change the weights in a re-
markable degree. This time can be ranged according to the under investigation  
differential diagnosis and speciality.  
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• Weight determination: Experts will set the weights during the whole progression of 
a disease, taking into consideration their theoretical background and their expe-
rience knowledge. They define the degree of interconnections linguistically and 
through a defuzzification process a numerical value is given. 

• Weight per time unit determination: Pulmonary diseases may need one day to few 
days in order a patient to present the most symptoms. For this reason, experts have 
to determine the new weights taking into consideration not only the initial inter-
connections among the concepts but also how the degree of this relationship is 
changing as the time goes by. This weight evolution depends on additional factors, 
which finally determine the direction of change.  

• Simulation: The cycle of simulation for each time interval stops when there is 
achieved a sufficient difference between two decisions. The suggested difference is 
defined by experts and it is dependent on each case and application area. 

Regarding to the weight definition, experts will set the weights during the whole pro-
gression of a disease, taking into consideration their theoretical background and their 
experience knowledge. Experts determine the interconnections using fuzzy rules; a 
linguistic variable that describes the relationship between the two concepts is inferred 
according to each expert who also determines the grade of causality between the two 
concepts. That is, after the definition of concepts, experts are asked to propose the 
degree of influence among all the concepts, using IF- THEN rules. These rules are 
according to the statement: 

For time unit 0…N: “ IF a { none, very-very low, very low, low, negatively me-
dium, positively medium, high, very high, and very very high} change in concept 
value Ci occurs THEN a { none, very-very low, very low, low, negatively medium, 
positively medium, high, very high, and very very high} change in value Cj is caused 
THUS the influence of Ci to Cj is a TCij{influence}”. In this way each influence is 
determined. The inferred fuzzy weights across experts are aggregated and deffuzified 
giving an initial numerical weight in the interval [-1, 1]. Thus, basic weights and 
weight matrix are defined. 

In addition to the initial weights, experts have to determine which concepts’ de-
pendencies (weights) have lower or bigger influence during the progression of the 
disease. The direction of this change depends on contribution of some other parameters, 
such as the age, if the patient smokes (how many years and the amount of cigarettes) or 
not and if there is another co-morbidity. That is, as the days pass the interdependences 
among some symptoms have different evolution in time compared to others and this 
change depends on both time and the additional parameters; interconnections can 
become weaker or stronger. Taking these changes into account during the simulation 
process, experts need to define the change for each time unit. Thus, for each intercon-
nection influenced by the time, new values on each additional parameter will lead to 
the appropriate weight change. Linguistic degrees are used to indicate the direction of 
change (such as none, very-very low, very low, low, negatively medium, positively 
medium, high, very high, and very very high). These degrees correspond to negative 
or positive direction.  In this case the statement will be:  
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For time unit 0 ....N:  “IF (Additional Factor 1=TRUE (AND/OR Additional Fac-
tor 2...3 =TRUE) AND IF a { none, very-very low, very low, low, negatively me-
dium, positively medium, high, very high, and very very high} change in concept 
value Ci occurs THEN a { none, very-very low, very low, low, negatively medium, 
positively medium, high, very high, and very very high} change in value Cj is caused 
THUS the influence of Ci to Cj is a C {influence} ELSE {keep the time unit 0 influ-
ence value (TCij{influence}).The inferred new fuzzy weights, for each time unit and 
for each parameter, aggregated and defuzzified giving new numerical weight(   ⁄ ) in the interval [-1,1] to the correspondent interconnections. This procedure 
can approximate better real life situations, as the weights can change per time unit 
incorporating more elements and parameters that characterize each one patient.  

Experts should also set the correspondent weights, following the way that each dis-
ease is evolving. Apart from that, disease progression includes activation and/or deac-
tivation of specific concepts and as a result, activation and/or deactivation of their 
correspondent weight-values (interconnections).Thus, each patient case is a different 
case and the progression of symptoms depends on time and additional factors. For 
example, the symptoms for the same disease for two different patients follow different 
evolution and some of them may obtain less or bigger meaning in case of patient’s 
smoking or not. It is generally a multiple-aspect process. The use of weights per time 
unit and per relative additional factor tries to make the FCM able to more accurately 
represent a wide variety of patient profiles. 

Figure 2 illustrates the FCM model for the differential diagnosis of the two pulmonary 
diseases: acute bronchitis and common-acquired pneumonia. It should be underlined that 
some interconnections are omitted as the high complexity makes it unreadable.  
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Fig. 2. FCM for pulmonary differential diagnosis 
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Figure 2 illustrates the factor-concepts (concepts C1 till C17) and the two decision 
concepts for differential diseases (concepts C18 and C19) which are in bold circles. 
The direction of the illustrated arrows shows the direction of dependence and the 
weights are the weights according to experts for each time unit. The FCM model is 
characterized by high complexity and many factors should be combined both from the 
patient’s history and the clinical examination in order to have the final result. 

4.1 FCM-Medical Decision Support Tool Description 

Acute Bronchitis and Community-acquired pneumonia are two severe lung diseases 
that have some common concepts-factors, especially in their non-typical or first ap-
pearance. The following example is based on the previous described methodology. 
Table 1 contains the factor concepts which are symptoms that can be retrieved from 
patient’s answers and other that demand doctor’s examination (such as bronchical 
breath sound, crackles, rhonchi, wheezing, hypoxemia and so on) and the diagnosis 
concepts. The severity of each factor-concept, the appearance time and the duration of 
each symptom may differ from day to day, rendering the insertion of a time interval 
necessary, such time can be one day for those disorders. As progression of pulmonary 
disorders depend on time, it is possible concepts that are not presented as first symp-
toms of a disease will be initially deactivated (equal to zero), while the deactivated 
ones can become activated in the following days. Thus, the correspondent intercon-
nections may be zero or have a different value for a time unit, while they can be 
changed or activated for another. Time unit will be the time interval that experts will 
have judged as critical and capable to provoke a change to the factor/concepts and, as 
a consequence, to the weights of interconnections. In the described case, we will re-
gard this time unit to be one day, as hour-intervals do not make a big difference for 
these two diseases. The physician has to insert in addition to the initial values of  
concepts and the time (day) that they firstly examine the patient. 

The factor-concepts (symptoms) are divided into two categories: factor-concepts 
that are set by the doctor according to the patient’s answers and from his/her history 
records and those which are activated according to clinical examination’s results such 
as auscultation, measurement of oxygen and so on. In this way, the system is trying to 
handle the human uncertainty, the omission of information derived from patients and 
enhance the result adding the clinical findings into the final judgment. Table 1 con-
tains concepts’ separation as: factor concepts which are related to patients’ judgment 
and history and those that need clinical examination from a doctor and the diagnosis 
concepts. 

The initialization of the factor concepts according to patients are based on the an-
swers they give during the doctor’s questions. These answers are highly subjective 
and depend on many other factors that characterize the patient as individual, that is, 
many symptoms may have been overestimated by the patient (because of his/her fear) 
or underestimated. The other factor-concepts, which are according to clinical exami-
nation, are subjected to the capability and judgment of the specialized doctor to cha-
racterize and criticize the severity of findings, while other concepts are more objec-
tive, such as tachycardia, hypoxemia, tachycardia and fever, as they are based on  
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Table 1. Concepts‘ separation 

Factor Concepts  
According to patient’s       According to doctor’s 

    answers                 clinical exam 
Diagnosis Concepts 

C1: body temperature 
C2:  cough 
C3:  bloody sputum 
C4:  chest pain 
C6:  sore throat 
C7: nasal obstruction 
C8: malaise 
C9: rhinorrhea 
C10: dyspnea 
C15: sputum     
     production 

C5:   hypoxemia 
C12: bronchical 
      breath sound 
C13: crackles 
C14: beats/min 
C11: tachypnea 
C16: scatter rhonchi  
C17: wheezing 
C1:body temperature 

C18:Acute Bronchitis 
C19:Community-   
 acquired  pneumonia 

 
medical equipments’ results. The system is trying to give the appropriate values for 
each symptom, handling the uncertainty and multi-influenced symptoms. 

The gradation of severity of each symptom, as it is illustrated to the user interface 
and can be used by the physician, is linguistic and represents the degrees that each 
concept can take. For example, fever gradation can be: hypothermia (<35.6o), normal 
(35.7-37.3o), slight fever (37.4-37.8o), high fever (37.9-39.0o), very high fever  
(39.1-40.9o), hyperpyrexia (>41o). Cough degrees can be: no cough, productive 
cough, non-productive cough. Similarly, the rest symptoms are defined according to 
their possible degrees. 

Doctor has to insert the time (day) of starting the simulation. In relation to this day 
the weights of some concepts have less or more interference to the final result, in 
proportion to the existing additional factors. Thus, the system can use the appropriate 
weights according to each case. The use of the correspondent to the time weights, 
make the system able to take these changes into account. This adaptation enhances the 
system and allows it to reach more confident results. The system can run as many 
times as the number of time units specifies. 

In fig.3 we can see an interface of the proposed tool which includes the factor con-
cepts of the FCM model and the results for each time interval. The user interface al-
lows the doctor to insert the values, define the patients’ additional factors based on 
his/her history. The results are presented in another window. The results are presented 
per day and specify whether a clinical examination was performed or not, in order to 
be able to give the appropriate significance. Based on the results illustrated in the 
results window the doctor will infer his final diagnosis / decision. 
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The results will be an estimation of the possible final diagnosis, taking into consid-
eration many factors during each time interval /day. The simulation results through 
the time interval/days may enhance the first diagnosis or lead to the opposite one as 
more specific patient’s characteristics can be added and change the result. The doctor 
can judge the simulated results through the days and decide if they are accepted or 
not, forming his final decision. 

When the doctor does not insert values at a time unit this means that there is no 
other concept triggering. Then, the system updates the weighted interconnection ac-
cording to the experts’ definition and there will be produced a new diagnosis based on 
the existing concept values. In the following time units, new concepts may be trig-
gered while other may be deactivated. Thus, using the updated weights another  
decision is reached. 
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Day 3
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…
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Smoking co-morbidity

Additional Information

…

… …

 

Fig. 3. Tool for differential diagnosis of acute bronchitis and community-acquired pneumonia 

5 Conclusion - Comments 

In this work, there was proposed a new Fuzzy Cognitive Map model that takes into 
consideration the time dependence among concept and a Medical Decision Support 
tool for pulmonary diseases was developed. This tool provides to the doctor a first 
estimation of the patient’s situation. The user of the tool is the doctor who asks the 
patient to recall and refer the symptoms during the previous days and insert the values 
to the appropriate concepts. For each day the patient may present some of the  
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symptoms (concept-factors), so the doctor can activate the correspondent concepts 
with values that ensue from the answers of the patient. The following days some of 
the symptoms may recede or not, which means change of their value, while others can 
be presented. Thus, the doctor can activate and deactivate other concepts and/or 
change their values. If the doctor examines the patient, s/he should insert the values to 
the system by activating the correspondent concepts. In this case, if a concept-factor 
which is referred to the concepts that demand clinical examination is activated, then 
the correspondent check box will be activated, underlining that the result incorporates 
clinical examination and findings. Also, the weights change according to the symp-
toms’ duration (days), allowing the system to reach faster to clearer decisions. Thus, 
the system can make an estimation for each time interval (day) and the doctor will be 
able to judge the results, taking into consideration the disease progress and making 
the final decision administering the necessary drugs.   

As these two diseases are easily confused and they need different prescription, this 
tool can enhance or support the final decision. It is a dynamic and easily adaptable to 
changes tool, which allows triggering and/or activation of concepts.  
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Abstract. In this paper we investigate how STRIPS planning techniques can be
used to enhance the behavior of worker units that are common in real-time strat-
egy (RTS) video games. Worker units are typically instructed to carry out simple
tasks such as moving to destinations or mining for a type of resource. In this
work we investigate how this interaction can be extended by providing the hu-
man player with the capability of instructing the worker unit to achieve simple
goals. We introduce the ”Smart Workers” STRIPS planning domain, and gener-
ate a series of planning problems of increasing difficulty and size. We use these
problem sets to evaluate the conditions under which this idea can be used in prac-
tice in a real video game. The evaluation is performed using a STRIPS planner
that is implemented inside a commercial video game development framework.

1 Introduction

In real-time strategy RTS video games the human player is, more or less, in charge of
a kingdom over a large game map where other kingdoms also co-exist and fight over
resources and domination. This amounts to controlling a variety of buildings, units,
and resources that are located in the map, with the aim to expand their territory and
eliminate the other kingdoms in the map.

Worker units are a special type of units that are typically instructed to carry out sim-
ple tasks such as moving to destinations and mining for a type of resource. Such tasks
are completely specified by the human player using direct commands that instruct the
worker unit to perform each of the atomic actions separately. In this work we investigate
how this can be extended by providing the human player with the capability of instruct-
ing the worker unit to achieve simple goals. The idea is to employ worker units with an
appropriate STRIPS representation [8] of the game-world so that these commands-goals
can be resolved by taking advantage of methods for real-time planning.

This practical application domain seems well-suited for experimenting with real-
time planning techniques as i) it features a variety of objects that the worker units may
need to interact with, including different types of buildings, resources, as well as other
units, ii) it requires that the worker unit performs a different sequence of actions for
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achieving the same objective in the variety of situations that may occur in the game-
world, and iii) the gameplay is such that an instantaneous reactive response is not a
strong requirement; some upgraded worker units with deliberation capabilities may take
even a couple of seconds to “think” before executing the command given by the human
player without this breaking the believability of the characters.

In order to explore this idea we developed the “Smart Workers RTS mini-game”.
The game-world of this conceptual game is slightly more refined than usual RTS video
games, in that some actions require the worker unit to hold a specific tool so that to
be able to perform the action. Different buildings provide different tools and resources,
and, similar to usual RTS games, depending on which buildings the human player de-
cides to build consuming ones resources, different tools are provided for worker units
to use. For instance, food rations (which are necessary for feeding the units of the king-
dom) can be produced in various ways: by hunting for animals and then cooking the
raw-meat, by harvesting a rice farm, etc. For each of these actions the worker unit
may need to visit a building first to acquire the specific tool needed, e.g., getting some
weapon from the armory before going to hunt for animals.

We investigated how flexible behavior for worker units can be handled via planning
using heuristic state-space search. A usual concern among game developers against
using sophisticated approaches for decision making is that it is often faster to customize
the domain specification so that a simpler approach can be applied. In order to explore
this, we experimented with the idea of ordering the action types with which applicable
actions are generated so that to help simple search methods find the goal. Our results
show that even in this relatively simple domain this practical approach is very unstable
in its performance: there are scenarios where it actually performs better than a planning
approach but also others where it performs very poorly. On the other hand, it becomes
obvious that for domains like this where there is a significant level of variety in the
game-world specification, the sophisticated academic AI methods prove to be more
robust and practical.

2 STRIPS Planning

In a classical planning we are given i) an initial state, ii) a goal condition, and iii) a set of
available actions in terms of preconditions and effects, and we want to find a sequence
of actions such that if we execute each action in sequence starting from the initial state,
we will result in a state that satisfies the goal condition. In this work we will focus on
the most basic type of planning problems and the STRIPS formalism which allows us
to model a planning problem using first-order logic literals in a practical way [8].

In STRIPS, a state is represented as a set of ground first-order logic literals following
a closed world assumption (CWA). That is, no variables or function symbols can be
mentioned in a literal, only constants. Also, by the CWA principle, the presence of
a ground literal in the set implies that the literal holds in the state while its negative
version does not hold in the state, and absence of a ground literal in the set means that
the literal does not hold in the state while its negative version holds in the state. In the
Smart Workers domain that we describe in Section 3, the following literals may be used
to represent that (from the perspective of a particular worker unit), the worker unit is
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holding a sword, there is a wild boar in the forest, and the fact that raw meat can be
converted into food:

holding(sword2), lives-in(boar2, forest1)

is-converted-to(raw-meat, food-ration),

The available actions are represented by action schemas, each of which characterize a
set of possible ground actions using variables as parameters. An action schema specifies
the preconditions and effects of all possible ground actions based on sets of literals that
use the parameters of the action. The intuition is that the action schema functions as a
template that specifies for each ground version of the action three sets of ground literals:
one that captures the preconditions of the action, and two that capture the positive and
negative effects of the action. For a ground action, the corresponding set of ground
precondition literals must hold in current state in order for the ground action to be
applicable. Similarly, the corresponding set of ground positive effects are added to the
current state after the action is executed, while the corresponding set of ground negative
effects are removed from the current state. This will become more clear in Section 3,
where we give specific examples of action schemas in detail.

One way to solve STRIPS planning problems is performing state-space search. This
is similar to performing a search method over a given graph, except that the nodes of the
graph are implicitly specified by the available predicates and constants of the domain,
while the vertices of the graph are implicitly specified by the action schemas. Similar
to informed search algorithms, a forward-chain state-space planner can use heuristic
functions that give an estimate about how far each state is from one that satisfies the
given goal, in order to guide the search toward the most promising actions.

The STRIPS representation of states, goals, and actions as sets of literals, allows
for investigating domain-independent heuristic functions, that is, functions that can be
applied in any STRIPS planning domain to guide the search. The idea is that these
heuristic functions exploit some aspect of the structure of the problem that can be iden-
tified just by looking at the decomposition of states to literals and the correlation of
literals in the sets that specify the preconditions and effects of the action schemas. For
example, a very simple domain independent heuristic function is one that counts the
goal state literals that are not included in current state, and reports this number as the
estimation for the number of actions that are required to reach the goal. We will refer to
this heuristic function as the Goal Count heuristic (GC).

A much more sophisticated heuristic function that has proven to be very successful
in many application domains is the Fast Forward heuristic (FF) [11]. This heuristic
is based on building a relaxed version of the given problem by removing all negative
effects from the available action schemas, and finding a solution for the relaxed problem
using a simplified version of the Graphplan algorithm over planning graphs [3]. The
heuristic value returned is the length of the plan that is extracted for the relaxed problem.

As a means of presenting the STRIPS domains and problems in a formal and
common syntax, we will appeal to the Planning Domain Definition Language (PDDL)
[9]. In PDDL a planning task is specified in two parts: i) the planning domain speci-
fies the available predicates and action schemas, and ii) the planning problem specifies
the available objects (constants) as well as the initial state and goal condition. Liter-
als are represented in a prefix notation, e.g., literal holding(raw-meat) is written as
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Fig. 1. Screenshot of the Smart Workers RTS domain

(holding raw-meat) in PDDL. Special keywords are used to specify precondi-
tions and effects as lists of literals as we will see in the next section where we specify
the Smart Workers domain using PDDL.

3 The Smart Workers Domain

The Smart Workers domain follows the typical setting of real-time strategy (RTS) video
games where the user manages various resources, structures, and units with the aim to
eliminate all other kingdoms. Worker units are a special type of unit that are typically
instructed to carry out simple tasks such as moving to places or mining for a type of
resource. Such tasks are normally specified by the human player using direct commands
that instruct a worker unit to perform each of the atomic actions separately.

In the Smart Workers domain the game-world is slightly more detailed in that these
simple tasks also require that the worker unit uses or holds a particular resource in
order to execute them. For example, in order to hunt for food the worker unit first needs
to get some weapon from the armory, provided that such a structure is available. As
different structures provide different tools and resources, the capabilities of the worker
units depend heavily on the structures that the human player has chosen to build.

In this setting we explore the possibility that worker units are given goals as instruc-
tions, instead of direct action execution commands, and investigate how this behavior
can be practically and effectively implemented. The idea is that a worker unit has an ap-
propriate STRIPS representation of the game-world so that these advanced commands
can be resolved taking advantage of methods for real-time planning. In particular, we
will be focusing on one specific goal for worker units, namely bringing a food ration
to the kingdom, and our intention is to identify which method is more appropriate for
handling this problem given that there are various ways that this could be pursued in
the Smart Workers domain. We now proceed to specify the Smart Workers planning
domain using PDDL syntax.
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Fig. 2. Left: Plan extracted with all buildings available. Right: Alternative plan extracted with
warehouse and farm disabled.

3.1 The Predicates of the Domain

The following predicates capture the properties of the available structures, objects, and
resources in an abstract way. Note that in PDDL variables are denoted with a preceding
question mark.

– (holding ?o): The worker unit holds object ?o.
– (provides ?s ?o): The worker unit may get or harvest object ?o from struc-

ture ?s.
– (is-converted-to ?o1 ?o2): Object ?o1may be converted to object ?o2

through an appropriate convert action. For instance, raw meat from hunting can be
converted into a food ration.

– (sells ?s ?a): Structure ?s sells object ?o.
– (accepts ?s ?o): Object ?o can be used in structure ?s in order to produce

a new object.
– (lives-in ?s ?a): Animal ?a is located in structure ?s. For example,
lives-in(forest, boar).

We also use the following predicates to specify the type of objects.

– (building ?b): Object ?b is a building.
– (natural-place ?n): Object ?n is a mine that can be harvested for resources

or a lake or a forest.
– (weapon ?w): Object ?w is a weapon.
– (tool ?t): Object ?t is a harvesting tool.

We now proceed to present the available actions in the Smart Workers domain, in the
form of PDDL action schemas.

3.2 The Actions of the Domain

An action schema specifies the preconditions and effects of actions in terms of sets
of literals that take as arguments the parameters of the action schema. The following
two characterize the simple actions with which the worker unit gets an object from a
building, and harvests for a resource.
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(:action get
:parameters (?b ?o)
:precondition (and

(building ?b)
(provides ?b ?o))

:effect (
(holding ?o))

)

(:action harvest
:parameters (?n ?o ?t)
:precondition (and

(natural-place ?n)
(tool ?t)
(holding ?t)
(provides ?n ?o))

:effect (
(holding ?o))

)

For example, with the ground action (get armory sword) the unit can get a
sword from the armory as long as the literal (provides armory sword) is in
present in the set representing the current state. The effect of such an action would be
that the fact (holding sword) is added to the representation of the state. For the
other action schema ?o is a type of resource, ?n a structure, and ?t a tool. Apart from
the requirement that ?n is of the appropriate type and provides the resource ?o, the unit
need also hold a harvesting tool. Similar to the previous action the appropriate literal is
added to the representation of the state after the execution of the action.

The domain also includes actions fish, hunt, buy, as well as actions
craftResource, and craftWeapon for creating new objects from more basic re-
sources. These can be used in various ways to generate food rations, depending on the
literals in the currents state. Some of these ways include getting rice from a windmill
farm, using a weapon to go for hunting and then converting the raw-meat, producing a
magic spell to go for hunting, as well as harvesting for gold, generating gold coins, and
buying food from the market.

3.3 Implementation in the Unity Game Engine

We implemented the Smart Workers domain in the popular Unity1 game engine, also
making use of the so-called “iThink” STRIPS planner library that has been developed
in the C# programming environment of Unity [1]. Note that the planner does not take
PDDL code as input. Instead, the planning domain and the planning problem are speci-
fied using special functions of the iThink planner library, in a similar way as in PDDL.
In particular, ground literals and ground actions are formed using directly the actual C#
objects (in the programming sense) of the game-world as arguments. This allows for
a more practical correlation of the actual objects in the game-world and the symbolic
literals of STRIPS planning. Along the same lines, another feature of the planner is that
it takes advantage of the functionality of Unity that allows to put a tag on objects of the
game-world, as a means to specify a type for each object.

Also, unlike academic planners which typically perform first a pre-processing step
that generates a propositional version of the problem (essentially building a structure
similar to the search graph for the planning problem), iThink performs search in a text-
book fashion following a closed list and an open list of visited states that are generated
during the search. Some basic forward-chaining search methods and heuristics are sup-
ported, and as a means of further controlling the way that new states are generated

1 http://unity3d.com/

http://unity3d.com/
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the iThink planner provides a simple language for specifying how the search methods
should generate candidates for applicable actions. This is done by means of a list of
action prototypes that make use of the action schemas and the in the domain such as the
following: get-2-tag::armory-tag::weapon. Apart from implementing the
role of object types as in typed STRIPS, the order of the prototypes in the list plays a
crucial role in uninformed search.

Except for the planning aspect, the Smart Workers domain was implemented as a
functional mini-game. Figure 1 is a screenshot that shows part of the domain.

3.4 An Example Scenario

In a simple usage example of the “Smart Workers RTS” domain, initially the worker
unit stands idle on the virtual kingdom waiting for a goal to be assigned to. Depending
on the available buildings that the unit can use, the goal “bring a food ration” may be
realized by different types of hunting as depicted in Figure 2 and Figure 2. Several types
of goals may be assigned, and a vast amount of different configurations of available
resources require a flexible worker behavior in order to meet the orders. For example,
depending on the stage of the game only some buildings may be build already, while
some others may become unavailable any time due to enemy kingdom attacks

In reality, in a real game not all workers would have this type of capability. After
a certain upgrade though, worker units may also accept goals instead of direct orders,
and obtain the capability of planning for a minimal depth. A second upgrade may allow
some worker units to become even more flexible considering a longer search depth.
A final upgrade may allow some smart workers to accept joint goals or give them the
ability to order other units to perform direct commands.

4 Evaluation of Planning Methods in the Smart Workers Domain

As mentioned earlier, we will be focusing on one specific goal for worker units, namely
bringing a food ration to the kingdom, with the intention to identify which method is
more appropriate for handling this problem given that there are various ways that this
can be achieved in the Smart Workers domain. For this purpose we specified a series
of planning problems over the Smart Workers domain, and evaluated the performance
of some basic informed and uninformed state-space search methods using the planner
iThink.

4.1 Problems Sets of Increasing Levels of Difficulty

The presence of specific types of buildings in the current state of the game-world al-
lows the worker unit to perform actions that it may not be able to perform otherwise.
For instance, if there is no armory in the domain the worker cannot get a weapon. Es-
sentially, the available structures in the current state determine to a great extent the
available actions of the worker unit. Following this observation we developed a series
of planning problems of increasing difficulty, which differ in the types of structures that
are available.
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We start with Level 1 which is the easiest as all buildings are available and the goal
can be reached by performing one action, and go up to Level 6 removing one type of
structure each time. As the available actions of the worker unit get limited, the optimal
plan becomes longer making it more challenging to identify a solution fast. Also, to
investigate how the number of literals affect the difficulty of the planning problem, for
each type of problem we also considered larger instances by increasing the number of
buildings of each type.

4.2 Search Methods Considered

A usual concern among game developers against using sophisticated approaches for
decision making is that it is often faster to customize the domain specification so that a
simpler domain-dependent approach can be applied. In order to investigate whether this
concern applies for the Smart Workers domain, we focused on some approaches that at-
tempt to explore the spectrum between the two extremes of i) applying a sophisticated
domain-independent academic method and ii) applying a domain-specific approach tai-
lored specifically for the problem of planning for food rations in this domain.

We chose to experiment with three search methods: i) basic uninformed depth-first
search (DFS) with a maximum depth limit, ii) A* heuristic search (Astar), and heuristic
depth-first search (H-DFS) with a maximum depth limit, a variation of DFS which
uses a heuristic function to order the nodes that are inserted into the open list in every
iteration. For the informed search methods we experimented with the goal count (GC)
and the Fast Forward (FF) heuristic that we mentioned in Section 2.

In order to investigate whether a domain-dependent approach would be more effec-
tive, we tweaked the action templates of the iThink planner so that action generation
considers actions that are more promising first (according to our experience with the
domain). In this way, the uninformed search essentially runs on what we call an “em-
pirically optimized” action odering. We also tried the same methods with a random
action ordering to examine how it affects the results.

4.3 Results

Below, we present some diagrams that compare the performances of the search meth-
ods considered with their heuristic functions, in the subsection before. Indicatively, we
discuss Levels 2,3, and 4.

Level 2. In Figure 3(a), the execution time of these methods is compared, in the second
level of difficulty, where the worker has to execute at least two actions to reach the
goal, for example getting rice from a windmill and converting it into a food ration.
By optimizing the action ordering, DFS, although a blind search method, seems to
work best along with A* with the goal count heuristic (GC). Heusristic DFS goal count
works also well, but methods using FF slower. This is can be explained by the amount of
time needed to produce the planning graphs since each state contains many literals and
numerous actions are applicable. For this difficulty of the problem, all search methods
needed almost the same number of nodes to visit. The differences in execution time
had to do more with the implementation of each method, such as the sorting that A*
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Fig. 3. Level 2 and Level 3 Total planner time in msec

uses, or FF mentioned before. It is interesting to note that by providing a random action
ordering, the situation changes completely. DFS now is unable to return a plan in a
reasonable amount of time, thus being the slowest, and algorithms that use goal count,
delay greatly too, but not to the same extent as DFS. However, the FF heuristic, seems
to be little affected, as expected.

Level 3. We removed some buildings from the domain of the game, resulting in fewer
actions available for the worker to execute. In this level of difficulty, to reach the goal,
we need at least 3 actions, meaning that the minimum depth of search is 3. A candi-
date optimal plan, may involve a sequence, like getting a weapon, hunting an animal
in a forest for raw meat and converting it into food in the slaughterhouse. In Figure 3
we present some results about the execution time of the search methods we considered
before. DFS now is the slowest to return a plan-solution, despite having provided an
helping action ordering for the current goal. A* algorithm, regardless of heuristic func-
tion delays to extract solution, although the solution is optimal and being at least faster
than DFS. Heuristic Depth FS proves to be the fastest one for this difficulty of the prob-
lem, especially when using the goal count heuristic, which returns a solution almost
instantly and optimal. H-DFS consumes also the fewest nodes, meaning that it seems to
be more accurate for the current difficulty. DFS and A* using the GC heuristic consume
a large and unnecessary amount of state space, while A* using FF is more accurate, but
a bit less accurate than heuristic DFS. Finally, if we alter the action ordering, DFS will
be unable to return a solution in each size of the initial state, but still Heuristic Depth
FS with GC function is still the fastest search method with heuristic DFS FF following.

Level 4. In order to make the current planning problem even more difficult, we
removed some more buildings from the domain, limiting the actions of the worker unit
and forcing him to devise more complex plans. For level 4 of difficulty, the optimal plan
to satisfy the goal consists of four actions. The optimal plan is even more complicated
than previous levels; the worker now has to harvest gold from a mine and produce
money from it and use the money to buy a food ration from the market building. Depth
First Search is still a very slow, along with A* goal count, thus being unable to return
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a solution in an acceptable time. Heuristic Depth FS using GC function is unable to
solve the problem, even for the smallest initial state, while in previous level was the
fastest. The algorithms using FF heuristic seem to be efficient enough as they work
quite well even for the largest size of the initial state where we have four buildings of
each available type.

Results. It is important to note how the increasing levels of difficulty mentioned before
are produced by removing buildings from the planning domain. The domain may be
thinned, resulting in smaller state space, but at the same time we “lose” actions that
could lead directly to the goal we set. This means that the search algorithm has to look
for more complicated sets of actions that could lead to the goal state, meaning greater
search depth and thus larger search space consumed. For example, if we remove the
warehouse from the domain, the latter will look smaller but the agent can no longer
simply get a food ration and as a result, it has to find ingredients from other structures
to produce one. Consequently the new plan has more than one actions.

It is also important to note that we were not able to find an optimal action ordering
that will work well for DFS in all levels of difficulty. Levels such as 3 and 4 are indica-
tions as of why this is true. As we see, our “empirically optimized” action ordering fails
to provide DFS with information that helps perform well. Nonetheless, we can devise
another ordering that is specifically optimal for level 3 by moving up to the list those
actions that are needed to solve the planning problems in Level 3. In Figure 5, we report
on the running time of the different approaches with this new ordering. DFS now seems
to work extremely well, even though it does not extract the optimal solution-plan.

As we anticipated though there other scenarios where this new ordering cannot cope
well. In particular, in Figure 6 we report on the running time of the different approaches
with this new ordering. DFS was not able to solve any problem in this Level with the
new ordering.

Finally, note that search methods using the FF heuristic are not affected from the
change of orderings (as expected) and that have the most consistent behavior overall.
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5 Discussion

Judging from the previous results, we conclude the following. First of all, for simple
problems, such as level 2 of the previous problem, simple search algorithms like depth
first search can be quite efficient though the solution extracted is not always optimal.
Adding also some optimizations, like altering the ordering of actions in a manner to
manipulate DFS towards the solution, can render sometimes such search methods even
more efficient and comparable with more sophisticated algorithms that use heuristic
mechanisms. Using heuristic functions, and especially computationally involved such
as FF, may prove ineffective for these simple problems as the state space is quite small.
In the case of FF, it takes a lot of time to produce the planning graph given that the initial
state contains numerous literals as well as numerous actions are applicable. However,
as the problem difficulty increases, there is also a proportional increase in the need of
using more sophisticated techniques. Simple algorithms are less efficient as their search
field is vast and choose blindly the next node/state to expand, resulting often in an
unacceptable execution time and quality of solution. This cannot be avoided even using
domain-specific knowledge such as the optimization of action ordering.
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The choice of the heuristic functions GC and FF was based on the idea of trying out
both a function that is simple and easy to compute, and a sophisticated one that seems
to be working well in many domains. Note also that the goal state we set, contained
only one literal, meaning that goal count function would always return 1. This means,
that A* combined with this function actually behaves more like Breadth First Search.
A* algorithm sorts all open states according to the sum of current plan actions and the
heuristic value. We conclude that, open states which are in the highest level of the state
space tree are in top priority. That is why, goal count function proves ineffective when
we need more and more plan actions to satisfy the goal as A* exhausts a great and
unnecessary portion of the state space. FF, though, can give a more accurate estimation
of the expected plan length in this domain as observed by the results.

In order for Heuristic DFS to work efficiently, it must be accompanied with a very
accurate heuristic function, like FF. Using the goal count heuristic proves ineffective
in many cases, especially when the difficulty of the problem increases. Even though it
is classified among heuristic search algorithms, due to the fact that goal count always
returns 1 value for the specific goal, it is greatly affected by the action ordering but
in a completely irregular manner. For example, there are cases where this algorithm is
unable to return a solution in a reasonable amount of time even when the action order-
ing is optimal, while with a random ordering may work quite well. This unreliability
renders this algorithm with goal count heuristic inappropriate for meeting the needs of
a demanding video game. However, using FF, heuristic DFS proves to be the best be-
cause as mentioned before, in most cases the function often leads straightforward to the
solution, zeroing the need for backtracking.

Even when the domain of the game becomes vast, potentially due to a large number
of buildings, there are various ways to simplify it though not implemented within the
demo. For instance, the workers’ behavior can be modified so that they can sense game
objects in a specific radius instead of sensing the whole game world. Alternatively, if
there are more than one buildings of each type, the worker can sense one object of each
available type, in other words, providing a representative domain, of course according
to what the worker is able to do or not. Consequently, by using such methods, the search
domain can be simplified greatly, and judging from the diagrams in the previous section,
we can always find a search method and heuristic function that work extremely well for
average sizes of the domain, especially, for lower difficulties of the problem where the
search depth does not exceed 5.

6 Related Work

To the best of our knowledge planning methods have not been explored before in the
genre of RTS video games for the purposes of guiding the worker units in the game.
There are, though, other cases where planning has been used to guide the AI opponents
in RTS games, such as for example the work of in [4]. In this approach, the authors
look for means of creating an AI opponent that can produce efficiently large quantities
of specific resources (food, gold, lumber) under some time constraints using a specific
planner. In order to prove the effectiveness of this approach, a human extracted plan
and a plan extracted by the authors’ planner are put into comparison regarding time,
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under the same goal of producing a specific quantity of resources. In contrast, in this
work we extend the available interactions in typical RTS domains and focus on an agent-
based approach for achieving flexible behavior for worker units in the new richer domain
under the command of the human player. Note that the two approaches solve different
problems.

Also, there are other cases where off-line or on-line planning has been used to guide
the behavior of NPCs in other genres. A popular example of a game using such tech-
niques is the first-person shooter game called “F.E.A.R” [17]. It uses Goal Oriented
Action Planning (G.O.A.P) which is inspired by similar to classical STRIPS regarding
state and action representation. Agents, being able to sense their environment decide
which goal is the best to execute and plans a sequence of actions in order to achieve it.
There are various other games that adopted a similar goal-oriented planning technique,
including the following titles: Fallout 3, Empire: Total War, Condemned: Criminal Ori-
gins, F.E.A.R. 2: Project Origin, Deux Ex: Human Revolution, Demigod and Ghost
Buster.

Another technique that is similar in spirit to classical planning is the use of Hierar-
chical Task Networks (HTN). In order to reach the goal, it is divided into smaller ones,
easier to solve, until it is decomposed into simple actions that can be executed directly.
A well-known game that uses HTN planning is the first-person shooter game Unreal
Tournament [10,15]. In Unreal Tournament, HTNs are used to coordinate the behavior
of various non-player characters to execute goals collaboratively.

An interesting approach that falls in this category is the development and evaluation
of an HTN planning library which used as a testbed a well known Role Playing Game,
“The Elder Scrolls VI: Oblivion”. This system exported as a planning solution behavior
scripts for agents, scripted in the language of this game. One main the main motives of
this approach was also the increasing need to produce dynamic and automated behavior
for agents according to the plan extracted given that there are numerous states in which
the game environment is [13]. Some other related work that has been performed in the
planning community is reported in [14,16,2].

Finally, on a different direction the work of [6] investigates search methods for find-
ing good action sequences for a group of units engaged in combat with enemy units.
Also, [5] looks into the problem of employing search algorithms in RTS games.

7 Conclusions

In this work we were interested in extending the game play of real-time strategy video
games, by providing a more realistic domain by allowing human players to instruct
the worker units to perform high-level commands that involve finding an appropri-
ate sequence of actions to execute. To realize this idea, we evaluated various STRIPS
planning techniques inside a real video game environment so that we can extract con-
clusions with respect to which extent each method performs well and under which
circumstances. We conclude that even in small problems like the ones in the Smart
Worker domain, the sophisticated heuristic methods are the only ones reliable, com-
pared to approaches we tried that focus on simple search methods and exploiting
domain-dependent customizations, even though sometimes for small problems some
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unnecessary overhead is added. Finally, as future work we intend to investigate how
similar goals may be handled by more than one worker units in collaboration.
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Abstract. Players of complex board games like backgammon, chess and go, 
were always wondering what the best opening moves for their favourite game 
are. In the last decade, computer analysis has offered more insight to many 
opening variations. This is especially true for backgammon, where computer 
rollouts have radically changed the way human experts play the opening. In this 
paper we use Palamedes, the winner of the latest computer backgammon Olym-
piad, to make the first ever computer assisted analysis of the opening rolls for 
the backgammon variants Portes, Plakoto and Fevga (collectively called Tavli 
in Greece). We then use these results to build effective match strategies for each 
game variant. 

Keywords: Monte Carlo, Game Statistics, Match play, Backgammon, Plakoto, 
Fevga.  

1 Introduction 

Backgammon is a perfect information, turn-taking game of two players, where the 
outcome is influenced both from skill and the roll of the dice. At each turn, the avail-
able candidate moves are computed according to the roll of two six-sided dice, result-
ing in 21 possible rolls. Standard backgammon opening rolls have been thoroughly 
analyzed in [6]. To the best of our knowledge, this kind of analysis has not been made 
in other backgammon variants. In this paper we attempt to computationally analyze 
the opening rolls of the backgammon variants Portes, Plakoto and Fevga, using our 
Palamedes bot1. We then use these results to extract useful statistical information 
about the games.  

Our methodology is similar to the one used in [6]: The most promising continua-
tions after each roll are analyzed using rollout analysis, a Monte Carlo method that is 
commonly used in backgammon. Starting from the resulting position after each can-
didate move, a fixed number of games is played until a terminal position is reached. 
Counting the results of these games we can finally get the probabilities of single wins 
(WS), double wins (WD), single losses (LS) and double losses (LD). Bases on these 

                                                           
1 Palamedes can be freely downloaded from http://ai.uom.gr/nikpapa/Palamedes 
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probabilities, we can then compute the estimated equity of each position using the 
following equation: 

 E = WS – LS + 2 * (WD –  LD) (1)  

This kind of evaluation is considered to offer accurate results in backgammon, de-
spite the fact that the move selection algorithm of the rollout phase is not so strong in 
terms of performance [12]. Rollouts can also be truncated, which means that they 
could stop after a fixed amount of plies (instead of going till the end of the game) and 
average together the estimates of the resulting positions, with a negligible change in 
their estimates. 

The rest of the paper is structured as follows: First we briefly discuss the related 
work and the three backgammon variants, then we present our experimental results, 
we discuss them and, finally, we conclude the paper and identify some challenges for 
future research.  

2 Background 

2.1 Related Work 

Monte Carlo methods have recently gained increased interest by game AI researchers 
due to the success of the MCTS algorithm in the game of Go [3, 5], as well as in other 
games [4, 7, 14]. In MCTS and it’s most popular variant UCT, rollouts (usually called 
playouts) are used to simulate a trajectory, whereas its outcome is used to build and 
update a tree from the starting position. The rollouts can be random or based on heu-
ristics. Recent advances in computer Go indicate that adding domain knowledge in 
the rollouts is critical for producing state of the art performance.  

More relevant to our setup are the MCTS variants that attempt to solve the game-
theoritic value of positions. MCTS-Solver [13] and Monte Carlo Proof-Number 
Search (MC-PNS) [10] are two such algorithms that are based on Proof Number 
Search [1]. Score bounded MCTS [2] is another technique for proving the game theo-
retic value of games of multiple outcomes. However, all three algorithms are suitable 
for determinist games only. To the best of our knowledge we are not aware of similar 
enhancements for non-deterministic, perfect information games with chance nodes 
such as backgammon. 

2.2 Rules of Backgammon Variants Examined 

Most backgammon variants are usually conducted in a board containing 24 points 
divided in 4 quadrants of 6 points each. Each player starts the game with a number of 
checkers or stones at his disposal (usually 15) placed in a fixed starting position. The 
players take turns playing their checkers forward using an element of chance in the 
form of two six-sided dice. The checkers can be moved only to an open point accord-
ing to the game rules. When all checkers of a player are inside his last quadrant of the 
board (called his home board), he can start taking them out of the board; this is called 
bearing off. The player that clears all his checkers first is the winner of the game.  
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At the end of the game, if the losing player has borne off at least one checker, he 
loses only one point. However, if the loser has not borne off any of his checkers, he 
loses a double game or gammon and two points. In standard backgammon, if the loser 
has not borne off any of his checkers and still has a checker in the winner's home 
board, he loses a triple game or backgammon and three points.  

 

Fig. 1. Starting position and direction of movement for Tavli games 

There are hundreds of backgammon variants played around the world, however 
most of them can be classified into three categories, according to the rule that defines 
a player’s made point, that is a point where only the player that has “made” it can 
move into: 

• The hitting games (e.g. Backgammon, Portes, Acey-deucey), where players can 
“hit” lone checkers of the opponent, placing them on the bar, forcing the opponent 
to re-enter them in his home board before playing any other move. A made point in 
this type of games is a point containing two or more checkers.   

• The pinning games (e.g. Plakoto, Tapa), where players can “pin” lone checkers of 
the opponent, thus preventing the movement of the pinned checker. A made point 
in this type of games is a point where two or more checkers of the same player ex-
ist or one checker that has pinned an opponent checker. 

• The running games (e.g Fevga, Narde, Gul-bara), where no pin or hit is possible. A 
single checker in a point constitutes a “made point”. In this type of games, move-
ment of checkers is in the same direction for both players (Fig. 1, right), further 
complicating matters. 

Fig. 1 shows the starting positions and the direction of checker movement for the 
three variants that we examine in this paper. As can be easily seen, Plakoto and Fevga 
have starting positions where all player checkers are stacked in their first point. On 
the other hand, Portes (and her almost twin backgammon) have a special crafted  
starting position. We examine the importance of the starting position later in the  
discussion section. 

The rules mentioned above are the most important for the variants Portes, Plakoto 
and Fevga that we examine in this paper. There are some other details about the rules 
of Plakoto and Fevga that can be found in [2]. Portes is identical to backgammon, 
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with the following changes: a) No cube2 is used; b) no triple wins (backgammons); 
and c) a double roll is allowed in the first move.  

2.3 Match Play and Tavli 

Backgammon games can be played individually, in which case they are called money 
games; however, more often they are played in a match, where each player accumu-
lates points (one point for single wins, two points for double wins) until a player 
reaches a predefined number of points. In Greece, the most popular way of playing 
backgammon games is a Tavli match (Fig. 2), where Portes, Plakoto and Fevga are 
played one after the other, until a player reaches five or seven points. 

 

Fig. 2. Flow of a Tavli match. (Source: http://www.bkgm.com/variants/Tavli.html) 

2.4 Palamedes 

All the experiments in this paper are made using our latest Palamedes bot. Palamedes, 
originally started as a project aimed at developing expert-playing bots at Tavli  
games, currently supports Portes, Plakoto, Fevga, Narde, Hypergammon, Nackgammon, 
Takhteh, with more variants planned for the future. At the core of the evaluation function 
of each game is a Neural Network trained by TD(λ) [11] and millions of self-play games. 
The training procedure that we used [8, 9] is inspired by the early successes of TD-
Gammon in backgammon [12]. Palamedes is the current world champion in computer 
backgammon, after taking the first place at the latest Backgammon Computer Olympiad 
held in Tilburg, Netherlands, 2011.  

3 Experimental Setup and Results 

We used our latest and best Neural Networks (NN) game evaluation functions for 
selecting each move on the rollouts. For Portes we used  Portes_ACG13 NN, for Pla-
koto we used Plakoto5, and for Fevga we used Fevga6 [8]. The rollouts were per-
formed using 1-ply playing mode, which means that Palamedes looked ahead only at 
the current roll for each play during the rollouts, selecting the best play of each trial. 
After the opening roll we rolled out the five most promising candidate moves  

                                                           
2 When the doubling cube is used the stakes of the game can be increased by the players. Using 

the cube speeds up match play and provides an added dimension for strategy. 
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(selected using 2-ply evaluation), using 100,000 games per position. The standard 
error of the estimated equity E (1) when performing this number of trials is less than 
0.02. Rollouts were performed using cubeless untruncated money play. Cubeless 
means that games are played without a doubling cube. Untruncated means that rol-
louts were played out until the end of the game. Money play means that each game is 
played individually and not as a part of a match. 

Opening rolls were split in two groups, single and double, in order to shed more 
light into the effect of rolling a double at the start of the game. This is most useful in 
standard backgammon, which does not allow a double opening roll like the Portes 
variant does. The move selected for each roll was picked as the best after rolling out 
the most promising candidate moves available. These figures were constructed by 
singling out the move with best equity after each roll. The actual moves selected can 
be seen in Appendix B.  

Figs. 3-5 summarize the results for each roll and game variant and compares the 
games. All numbers shown are with regard to the first player making the move. Aver-
ages of all single rolls are marked with the word ‘SINGLE’. Averages of all double 
rolls are marked with the word ‘DOUBLE’. Finally the word ‘ALL’ is the weighted 
(according to the probability of each roll) average of all 21 rolls. 

 

Fig. 3. Comparison of estimated equity of all opening rolls 

In Fig. 3 the estimated equity of all opening moves for all games is presented. The 
starting roll with the greatest equity is by far the 55 in Fevga, while the least useful 
roll is the 21 in Fevga.  
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Fig. 4. Expected outcome (%) of the first player 

Fig. 4 summarizes the outcome of all rolls to produce the expected result of the 
first player. From this figure we can derive the percentage of games that result in 
doubles, also called “gammon rate”, by adding WD and LD (Table 1).  

Table 1. Gammon rates of Tavli variants 

Variant Gammon Rate 
Portes 26.85% 
Plakoto 40.48% 
Fevga 14.27% 

 

Fig. 5. Total estimated equity of the first player 

Perhaps the most interesting result of this study is the total estimated equity of the 
first player shown in Fig. 5. Ideally, a perfectly designed backgammon game would 
give zero equity to the first player. This would mean that the opening roll does not 
favor one player over the other. Our study shows that the “best” variant in that regard 
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is Portes, closely followed by Plakoto. On the other hand, Fevga gives a significant 
advantage to the first player. 

4 Discussion 

This section discusses and compares the results of the three games to each other, as 
well as to previous similar studies. We also attempt to explain some of the results 
found from a strategic point of view. 

4.1 Portes 

The results for the single rolls of the Portes variant are very similar to a previous 
study on standard backgammon openings [6]. In that study, the rollouts were per-
formed by GnuBG3, a very strong open source backgammon program at a 2-ply 
depth. The estimated equity of all single rolls in [6] is 0.039, ours is 0.042. Almost all 
best opening moves coincide with our best selected moves. The gammon rate is esti-
mated in [6] at 27.6%. If we count the backgammons, which according to Portes rules 
are counted as gammons, this rate is increased to 28.8%. Our results estimate this at a 
more modest 26.9%, almost a 2% difference. We give two possible explanations for 
this behavior: a) 1-ply rollouts are not accurate enough, and b) the playing style of 
Palamedes is more conservative compared to that of GnuBG, resulting in somewhat 
fewer gammons.  

Since the analysis of the single opening rolls is nothing new, we concentrate the 
discussion around the effect of the double rolls. The inclusion of doubles in the open-
ing roll gives more advantage to the first player. The average equity of all double rolls 
is 0.267 (Fig. 5), six times larger than the equity of the single rolls. This was ex-
pected, since a) doubles usually result in more distance travelled than the average 
single roll, and b) even small doubles like 11 give the opportunity to construct strateg-
ically made points without risking getting hit by the opponent. The best double roll is 
66 with 0.41 equity; even the worst double roll (11, E=0.22) is better than the best 
single roll (31, E=0.16). The effect of doubles can be seen in the weighted average of 
all rolls (Fig. 5, E=0.079), which is almost twice that of the single rolls. 

4.2 Plakoto 

Plakoto results, compared to the other games, demonstrate an increased gammon rate. 
41% of Plakoto games are won as doubles, 14% more than the rate we calculated in 
Portes. This rate can be explained by the strategic strength of pinning an opponent 
checker inside his home board. It is well known that this kind of pin can result in 
double games because if the pinning player manages not to get pinned himself, he can 
place his checkers in such a way that during bear off most of his pieces will be borne 
off before the pinning checker is unpinned. This places the pinned player at a great 

                                                           
3 http://www.gnubg.org 



576 N. Papahristou and I. Refanidis 

disadvantage, because usually he does not have enough time to return the last checker 
to his home board and avoid the double loss. Of course, one can play a very conserva-
tive game and avoid leaving lone checkers in his home board at all costs. However, 
this can lead to other problems: building large stacks of checkers, that are extremely 
inflexible and also minimize the chances of hitting lone checkers of the opponent. For 
this reason, Palamedes and most expert players prefer a “restrained aggressive ap-
proach” during the opening, leaving some lone checkers open when there is a small 
chance that the opponent can pin them. This strategy however, inevitably falls victim 
to a lucky pinning roll by the opponent, which may be enough to result in a double 
loss. This reasoning strongly suggests that the starting position of Plakoto (Fig. 1, 
middle) greatly influences the gammon rate and the equity of the first player. 

In order to test the hypothesis above, we made another experiment changing the 
starting position: Instead of having all 15 checkers at the starting point, the checkers 
are distributed evenly in the first three points. This variant is known in some regions 
as the Tapa variant and we will use this naming also in this paper. The starting posi-
tion of Tapa makes the pinning of checkers inside the home board during the opening 
more difficult, because the players can construct made points more easily during the 
start of the game. We used the same methodology and the same Neural Network (Pla-
koto-5) for the rollouts. Even if this NN was not trained for this specific variant, we 
believe that it is sufficient to produce strong play, because the type of positions result-
ing from a Tapa game are well within the range of positions the NN has seen during 
self-play training4.   

Table 2. Comparison of Tapa and Plakoto estimated results for the first player 

Variant WS (%) WD (%) LS (%) LD (%) EQUITY 
GAMMON 
RATE (%) 

Plakoto 29.89 22.77 29.62 17.71 0.104 40.48 

Tapa 37.40 13.12 37.91 11.55 0.026 24.67 

 
The results of the Tapa experiment (Table 2) confirm our hypothesis. The gammon 

rate is reduced from 40.48 to 24.67%. Also the equity of the first player is reduced to 
0.026, which is even lower than the equity of the single rolls in the Portes variant 
(Fig. 5). 

Another notable point that can be seen in Table 2 is that the first player wins about 
the same amount of single games as the second player (29.9% vs 29.6%). Conse-
quently all the advantage that the first player has can be attributed to the difference in 
double games won which is 22.77% compared to 17.71% of the second player. 

                                                           
4 The opposite situation could be problematic: a Tapa trained NN may not evaluate correctly 

Plakoto’s opening positions with early home board pins in points 2 and 3, because this kind 
of experience would have been extremely rare in its self-play training. 
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4.3 Fevga 

The first interesting result in the Fevga experiments is that the expected equity of the 
first player (0.213) is the highest amongst all games examined, more than twice that 
of the Plakoto (0.104). Winning 57.5% of the games gives the player who plays first a 
distinctive advantage. Fevga also has the roll with the most gained equity in all 
games, the 55 roll at 0.84 equity. We also observe that all high sum rolls (e.g. 63, 64, 
65) give very high equity for the first player, with 65 (E=0.44), even surpassing the 
best Portes roll (66, E=0.41). However, unlike the two other variants, doubles do not 
increase the equity of the single rolls that much (from 0.19 to 0.21). This can be attri-
buted to the fact that apart form 55, the other two large doubles (44 and 66) that typi-
cally have increased equity, have a reduced effect because of Fevga’s starting rule [2]. 
Overall, we note that the further the starting checker is able to move during the first 
roll, the better the chances are for the first player. This observation fully justifies the 
name of the game (‘Fevga’ means ‘run’ in Greek). 

Another surprising observation is that the gammon rate (14.27%) is very low com-
pared to the other variants. The greatest factor that affects this statistic is the very 
small chance of the second player winning a double game. With 4.05% the second 
player wins less than half doubles that the first player does (10.22%). 

5 Match Play 

In this section we show how we can use the statistics from Table 1 to construct effec-
tive match strategies for Tavli variants. When playing a match, the goal of the players 
is to win the match and not to maximize their expected reward at the individual 
games. For this reason all strong backgammon programs select the best move by ap-
proximating  the Match Winning Chance (MWC) at each move selection. We present 
a simple method, similar to the one used in backgammon, for approximating MWC, 
using the estimates of the NN evaluations and the gammon rate computed in Table 1. 
For simplicity, we examine only matches of the same game type where the player that 
starts each game is determined randomly.  

First, we build a table estimating MWC before the start of the game for all possible 
score differences during the course of the match. In the most simple case, that is, 
when the score is tied, the players have the same chance of winning the match. The 
table is calculated using the following recursive definition: 

 mwc(Α,Β) = S * mwc(A-1, B) + D * mwc(A-2, B) + S * mwc(A, B-1) + D * mwc(A, B-2)  (2) 

where A is the remaining points left for player A to win the match, B is the remaining 
points left for player B to win the match, mwc(A,B) is the table entry specifying the 
probability of winning the match for the A player when the current score is A points 
away – B points away, S is the probability each player has of winning a single game 
(= (1 - gammon rate) / 2), D is the probability each player has of winning a double 
game (=gammon rate / 2). Appendix A show the tables computed with this method for 
the games Portes, Plakoto, Fevga and match away scores up to 9. 
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Finally, for move selection, a similar equation is used for determining the MWC of 
each move: 

MWC = WS * mwc(A-1, B) + WD * mwc(A-2, B) + LS * mwc(A, B-1) + LD * mwc(A, B-2) (3) 

where WS, WD, LS and LD are the output estimations of our neural network evalua-
tion function. 

5.1 Experiments in Match Play 

In order to test the above method, we made an experiment playing 10000 5-point 
matches in the three variants examined where one player uses the “match” strategy 
and the other player uses the “money play” strategy that tries to maximize the value of 
each individual games. The match started half the time by the “match” player and the 
other half by the “money” player. The results along with some useful statistics that we 
stored during the course of the matches are shown in Table 3. All results are from the 
point of the match player.  

Table 3. Performance of match strategy vs money play strategy in 10000 5-point matches 

Variant 
Match 
Wins 

Diff. 
moves 

Games 
WS 

Games 
WD 

Games 
LS 

Games 
LD 

Total 
game 
points 

Portes 5144±98 7.1% 22937 7094 19558 9066 -565 

Plakoto 5103±98 4.6% 15994 10627 15238 11007 -4 

Fevga 5067±98 5.3% 28395 4453 27358 5401 -635 

 
The performance of the match strategy is better than the money-play strategy in all 

games, in terms of matches won by the match player, although the total points won by 
the match player is less than the points won by the money player. In other words, the 
match player is able to win the points when they are more important in order to win 
the current match. This observation is clearer in Portes and Plakoto, and less signifi-
cant in Fevga, due to the low gammon rate of Fevga that does not give many oppor-
tunities for the players to take justified risks for a gammon. We also kept counters 
whether the money player would play the same move with the match strategy in a non 
trivial decision (number of possible moves > 1) when it was the turn of the match 
player (column Diff. moves). As it can be seen in this column the two strategies differ 
very slightly and this can be an explanation why the match strategy is only better by a 
small margin.  

Finally, we also measured the result of each game (columns: WS, WD, LS, LD) 
and the total game points from the point of the match player. Interestingly, the match 
player wins more single games and less double games in all three variants. This can 
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be explained with the following reasoning: when the match player is ahead on the 
score, it will play more conservatively trying to keep its lead and not take unnecessary 
chances to win a gammon that could give also winning chances to the opponent. On 
the other hand, when he is behind he will go more aggressively for a gammon in order 
to try to close the gap before it is too late. This risky strategy some times will be  
successful, but most of the times it will result in gammons for the opponent.  

6 Conclusions and Future Work 

In this paper we used Palamedes bot to conduct rollout experiments on the opening 
moves of the first player for three popular backgammon games: Portes, Plakoto and 
Fevga. Our findings for Portes without the double rolls are very close to those found 
in the literature. To the best of our knowledge, this is the first time that an analysis of 
the opening moves was conducted for the other two variants, Plakoto and Fevga.  

Our results show that the advantage of the first player is significant in the Fevga va-
riant, small in Plakoto and very small in Portes. The superiority of the Portes variant in 
this statistic was expected because Portes (and backgammon) has the advantage of a 
specially crafted starting position which is not present in the other variants. Another 
interesting result is that the gammon rates of the three games fall in completely different 
ranges. The smallest gammon rate is for the Fevga variant (14.27%), followed by 
Portes/Backgammon (26.9%), whereas Plakoto has the largest rate (at 41%).   

We also showed the effect of the starting position on the statistics examined in the 
Plakoto variant. Changing only slightly the starting position (Tapa variant), we ma-
naged to lower significantly the gammon rate and the advantage of the first player, 
making Tapa the most “fair” backgammon variant examined so far. It would be inter-
esting to try the opposite procedure in the backgammon/Portes variant: what would be 
the gammon rate and equity of a variant with the same rules as backgammon but a 
starting position where all starting checkers are placed in the player’s first point? If 
the results of our Plakoto/Tapa experiments are any indication, we suspect that we 
would see an increase in both of these measurements. We could have tried out an 
experiment using the Portes NN in this variant. However, unlike the Plakoto/Tapa 
case, here the change of the starting position is significant, so we feel that the Portes 
NN will not generalize well. A new NN-based evaluation function should be  
self-trained, but as this is not trivial, we leave it for future work. 

Finally, as a practical application, we used the computed gammon rates to con-
struct a match strategy that outperformed our previous money play strategy when 
playing 5-point matches in Portes and Plakoto. In the future we plan to extend this 
method in matches where the starting player of the game is the one that wins the  
previous game, and in matches that consist of different game types like a Tavli match. 
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Appendix A: Precomputed Match Winning Chance (MWC) Tables 
for Tavli Games  

The following tables are calculated according to Section 5 and equation (2).  

Table 4. MWC (%) for player A on Portes variant 

A 
away 

 
MATCH WINNING CHANCE (MWC) 

 B 
away 1 2 3 4 5 6 7 8 9 

1 50.00 68.28 81.68 89.04 93.53 96.16 97.73 98.65 99.20 
2 31.73 50.00 65.85 76.78 84.56 89.83 93.37 95.72 97.25 
3 18.32 34.15 50.00 62.91 73.20 80.98 86.72 90.84 93.75 
4 10.96 23.22 37.09 50.00 61.39 70.85 78.41 84.26 88.69 
5 6.47 15.44 26.80 38.61 50.00 60.25 69.07 76.36 82.23 
6 3.84 10.17 19.02 29.15 39.75 50.00 59.41 67.68 74.71 
7 2.27 6.63 13.28 21.59 30.93 40.59 50.00 58.74 66.56 
8 1.35 4.28 9.16 15.74 23.64 32.32 41.26 50.00 58.20 
9 0.80 2.75 6.25 11.31 17.77 25.29 33.44 41.80 50.00 

Table 5. MWC (%) for player A on Plakoto variant 

A 
away 

 
MATCH WINNING CHANCE (MWC) 

 B 
away 

1 2 3 4 5 6 7 8 9 

1 50.00 64.88 79.43 86.77 91.90 94.91 96.85 98.03 98.78 
2 35.12 50.00 65.87 75.78 83.47 88.67 92.34 94.84 96.55 
3 20.57 34.13 50.00 61.90 71.98 79.55 85.33 89.56 92.65 
4 13.23 24.22 38.10 50.00 60.91 69.87 77.20 82.97 87.43 
5 8.10 16.53 28.02 39.09 50.00 59.69 68.13 75.17 80.93 
6 5.09 11.33 20.45 30.13 40.31 50.00 58.94 66.82 73.60 
7 3.15 7.66 14.67 22.80 31.87 41.06 50.00 58.29 65.75 
8 1.97 5.16 10.44 17.03 24.83 33.18 41.71 50.00 57.79 
9 1.22 3.45 7.35 12.57 19.07 26.40 34.25 42.21 50.00 

Table 6. MWC (%) for player A on Fevga variant 

A 
away 

 
MATCH WINNING CHANCE (MWC) 

 B 
away 

1 2 3 4 5 6 7 8 9 

1 50.00 71.43 84.18 91.18 95.09 97.27 98.48 99.15 99.53 
2 28.57 50.00 66.69 78.37 86.25 91.39 94.68 96.74 98.02 
3 15.82 33.31 50.00 63.91 74.72 82.70 88.39 92.33 95.00 
4 8.82 21.63 36.09 50.00 62.19 72.20 80.03 85.93 90.26 
5 4.91 13.75 25.28 37.81 50.00 60.98 70.32 77.92 83.88 
6 2.73 8.61 17.30 27.80 39.02 50.00 60.07 68.85 76.19 
7 1.52 5.32 11.61 19.97 29.68 39.93 50.00 59.35 67.65 
8 0.85 3.26 7.67 14.07 22.08 31.15 40.65 50.00 58.77 
9 0.47 1.98 5.00 9.74 16.12 23.81 32.35 41.23 50.00 
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Appendix B: Best Move of All Opening Rolls Per Variant 
Examined 

 PORTES PLAKOTO FEVGA 
ROLL BEST MOVE EQ BEST MOVE EQ BEST MOVE EQ 
SINGLE ROLLS 

21 24/23 13/11 0.006 24/22 24/23 0.042 24/21 -0.030 
31 8/5 6/5 0.155 24/21 24/23 0.037 24/20 0.012 
41 24/23 13/9 0.002 24/20 24/23 0.070 24/19 0.086 
51 24/23 13/8 0.011 24/19 24/23 0.043 24/18 0.090 
61 13/7 8/7 0.108 24/18 24/23 0.097 24/17 0.194 
32 24/21 13/11 0.017 24/21 24/22 0.050 24/19 0.086 
42 8/4 6/4 0.110 24/20 24/22 0.065 24/18 0.090 
52 24/22 13/8 0.015 24/19 24/22 0.066 24/17 0.194 
62 24/18 13/11 0.017 24/18 24/22 0.106 24/16 0.259 
43 24/20 13/10 0.015 24/20 24/21 0.056 24/17 0.194 
53 8/3 6/3 0.059 24/19 24/21 0.039 24/16 0.259 
63 24/18 13/10 0.018 24/18 24/21 0.096 24/15 0.336 
54 24/20 13/8 0.029 24/19 24/20 0.073 24/15 0.336 
64 8/2 6/2 0.016 24/18 24/20 0.121 24/14 0.385 
65 24/18 18/13 0.072 24/18 24/19 0.117 24/13 0.440 

DOUBLE ROLLS 
11 8/7 (2)  6/5(2) 0.213 24/23 (4) 0.129 24/20 0.012 
22 13/11(2)  6/4(2) 0.240 24/20 24/22 (2) 0.137 24/16 0.259 
33 8/5 (2)  6/3 (2) 0.259 24/18 24/21 (2) 0.187 24/15 0.336 
44 24/20(2) 13/9(2) 0.348 24/16 (2) 0.247 24/16 0.259 
55 13/8 (2)  8/3 (2) 0.160 24/14 24/19 (2) 0.361 24/9 24/19 0.831 
66 24/18(2) 13/7(2) 0.398 24/12 (2) 0.521 24/18 0.090 
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Abstract. In this paper we look into a simple approach for generating character-
based stories using planning and the language of PDDL. A story often involves
modalities over properties and objects, such as what the characters believe, de-
sire, request, etc. We look into a practical approach that reifies such modalities
into normal objects of the planning domain, and relies on a “mood” predicate to
represent the disposition of characters based on these objects. A short story is then
generated by specifying a goal for the planning problem expressed in terms of the
moods of the characters of the story. As a case study of how such a domain for
story generation is modeled, we investigate the story of the first book of Homer’s
Iliad as a solution of an appropriate PDDL domain and problem description.

1 Introduction

In this work we present some preliminary results toward modeling stories as solutions
of automated planning problems [6]. Planning systems are problem-solving algorithms
that operate on explicit representations of states and actions [3]. We focus on the stan-
dardized Planning Domain Definition Language (PDDL) [5]; it allows one to formulate
a planning problem P = 〈I,G,PD〉, where I is the initial state, G is the goal state,
and PD is the planning domain. In turn, a planning domain PD is built from a set
of propositions describing the state of the world (a state is characterized by the set of
propositions that are true) and a set of operators (i.e., actions) that can be executed
in the domain. Each operator is of the form o = 〈Preo,Eff o〉, where Preo and Eff o
specifies the preconditions and effects of o, in terms of the set of domain propositions.
A solution for a PDDL planning problem is a sequence of operators—a plan—whose
execution transforms the initial state I into a state satisfying the goal G. In this paper
we focus on the STRIPS subset of PDDL 2.1 [2], which also makes use of the common
features of typing and (possibly quantified) conditional effects.

By representing the underlying dynamics of the world in which a story unfolds as
a planning domain and the characteristics of the specific target story instance that we
intend to generate as a planning problem, then we can use an off-the-shelf planner to
generate a story according to the given description. One motivation for this approach is
that a wide range of story alternatives can be handled by a concise representation, while
these stories can be adapted and tweaked both at design time and real-time in order to
satisfy requirements that arise during the execution, e.g., in a video game context.

As a case study, we investigate the knowledge representation and modeling task of
generating the story of the first book of Homer’s classic work Iliad. Figure 1 shows a

A. Likas, K. Blekas, and D. Kalles (Eds.): SETN 2014, LNAI 8445, pp. 583–588, 2014.
c© Springer International Publishing Switzerland 2014



584 A. Marrella and S. Vassos

– Apollo’s priest Chryses comes to the Achaian camp and asks to ransom back his daugh-
ter Chryseis, who has been captured by Agamemnon.

– Chryses, is insulted and sent away. He prays to Apollo to punish the Greeks, which
Apollo does by sending a plague upon them.

– Achilleus calls an assembly to deal with the plague, and the prophet, Kalchas, reveals
that Apollo was angered by Agamemnon’s refusal to return the daughter of his priest.

– Agamemnon agrees to give her back, but demands compensation. This provokes
Achilleus’ anger, and, after they exchange threats and angry words, Agamemnon de-
cides to take Achilleus’ “prize”, the captive woman, Briseis.

– The goddess, Athene, prevents Achilleus from killing Agamemnon by promising that he
will one day be compensated with three times as many prizes.

– Agamemnon’s men take Briseis from Achilleus, and Achilleus prays to his divine
mother, Thetis, for help. He says he will not fight, and he asks her to persuade Zeus
to make the battle go badly for the Greeks so they will see that they should not have
dishonored him.

– Odysseus leads a group of Greeks to Chryse to return Chryseis to Chryses. Meanwhile,
Achilleus isolates himself from the other Greeks.

– Thetis, begs Zeus to honor her son, Achilleus, by turning the battle against the Greeks
so they will see that they need him.

Fig. 1. An abstract of the first book of Iliad

high-level summary of its content. We will focus on modeling the underlying facts and
dynamics so that these events are generated as an action sequence that solves a planning
problem expressed in PDDL. As we will see next, the emphasis is on the disposition
that characters have with respect to each other and how this drives their actions.

2 Modeling the First Book of Iliad in PDDL

One immediate observation is that PDDL focuses on an action-centered representation
that models single aspects of the world, namely which properties are true at a given
moment, while stories such as the war described in Iliad involve many modalities over
these properties. In other words, while PDDL is typically used to model facts like:

“Agamemnon is at the Greek camp,” “Chryseis is kept captive by Agamemnon,”

in the narrative of Iliad perhaps the statements most crucial to the plot are those about
what the heros of the story believe, desire, request, for example:

“Chryses desires that Chryseis is not kept captive by Agamemnon.”

There is a vast amount of work in the literature for representing and reasoning with
such modalities, but our intention here is to investigate a practical way to do so while
remaining in the simple representation of the STRIPS subset of PDDL. The statements
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(:action interact-mood
:parameters (?c1 - character ?c2 - character ?t - types_of_interaction

?c3 - character ?loc - location)
:precondition (at ?c1 ?loc)
:effect (and
(when (and (mood ?c2 ?c1 neutral) (= ?t request_release) (related ?c1 ?c3)

(captured ?c3 ?c2) (at ?c2 ?loc) (at ?c3 ?loc))
(and (mood ?c1 ?c2 request_release) (mood ?c2 ?c1 bad)))

(when (and (mood ?c1 ?c2 bad) (mood ?c2 ?c1 request_release) (= ?t refuse_release)
(captured ?c3 ?c1) (at ?c2 ?loc) (at ?c3 ?loc))

(mood ?c2 ?c1 bad))
... ))

Fig. 2. Part of the specification of the action capturing mood interaction between characters

above can of course be directly represented by means of normal predicates, as for in-
stance, having both a normal HeldCaptive(x, y) predicate and a pair of predicates cap-
turing the desire modality of a person p in the story: DesiresHeldCaptive(p, x, y) and
DesiresNotHeldCaptive(p, x, y).1 It becomes then interesting to identify some common
patterns and a representation methodology so that this type of information can be spec-
ified in a way that is both intuitive and concise, and can be effectively maintained and
extended in order to capture the intended stories that we would like to generate.

In this work we look into an approach that reifies such modalities into objects in
the domain, and relies on a predicate to represent the disposition or mood of charac-
ters toward the each other with respect to an object reified in this way. We call this
predicate mood and, for example, the following PDDL literal can be used to model that
Agamemnon has a negative disposition toward Achilleus:

(mood agamemnon achilleus bad),

while the following can be used to model that the mood of Agamemnon toward Chryses
is particularly related to a former request that Agamemnon has accepted:

(mood agamemnon chryses accept_release).

A number of objects similar to accept_release are used to model the (abstracted
and overloaded) moods of characters in the first book of Iliad as we will see next,
such as request_release, refuse_release, and desire_capture. These reified
objects are just syntactic terms that need to be handled appropriately in the actions that
are available in the domain in order to make sense and generate the intended outcomes.
Moreover, it becomes important that as many as possible of such objects can be used
to identify general interactions that may happen in the story, so that we get a concise
representation that can be easily adapted and maintained.

The idea then about available actions is that they fall in two categories: i) physical
actions that modify only physical properties of the world, e.g., the typical move action,
and ii) interaction actions that modify the mood disposition between two characters
with respect to a context and possibly with another character, e.g., the action of asking
to release a prisoner which may change the mood between the persons involved.

1 Note that ¬DesiresHeldCaptive(p, x, y) is different than DesiresNotHeldCaptive(p, x, y).
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For the first type of actions, the PDDL modeling includes an abstraction of the
physical activities that are described in the summary of Figure 1 in terms of appro-
priate action schemas for go, capture, release, punish (by means of a disaster), and
cease_disaster. As it is easy to observe in the summary of Figure 1, these actions
are a small part of what is really happening in the story. A lot more has to do about who
requests what, and how this affects the relationships of the heros and the gods in the
story. This form of interaction is captured by means of an interact-mood action that
operates on the level of the mood disposition between characters.

Part of the action schema for the action interact-mood is shown in Figure 2. This
action takes 5 arguments as follows: i) the character which initiates the interaction, ii) a
second character that participates in the interaction, iii) the type of interaction in terms
of a mood or a reified modality, iv) a character which is the object of the interaction, and
v) the location where the interaction takes place (there is also action interact-self

that does not include an object for the interaction as an argument).
In the effects of interact-mood, the possible cases for interactions are modeled

which depend mostly on the moods of the participating characters and result in updating
them accordingly. The cases are modeled based on PDDL conditional effects; here the
first case models that when a character c1 requests from c2 the release of character c3
and some conditions hold about the moods between the characters, then the mood of
c2 about c1 becomes request_release and c1 become angry with c2. In the second
case, something similar is modeled about refusing to release interaction. A number of
cases like this can be specified, and one can think of a table that depending on the moods
between c1 and c2 and the type of interaction, a different outcome takes place.

Action instances of interact-mood may be driven by physical properties of the
world and the mood disposition between characters, but the important thing to note
though is that we require they always modify only the mood disposition between char-
acters participating to the interaction. This provides a layer for representing the gist of
the story as a game between the relationships of characters, while physical actions are
just ways to materialize the tensions expressed in the moods.

The goal of the planning problem is then expressed also solely in terms of the moods
of the characters, which in the case of the first book of Iliad could be the following:

(and (mood Achilleus Agamemnon bad) (mood Zeus Agamemnon accept_punish)

(mood Chryses Agamemnon good))

I.e., at the end of the first book Achilleus is upset with Agamemnon, Zeus is in the mood
of punishing Agamemnon, and Chryses is happy with the former captor of his daughter.

Figure 3 shows a plan that is obtained using version 6 of SGPlan [1].2 Note that
variants of the actual story can be obtained by planning for different goals, tweaking
the initial state, or altering the action schemas.

3 Discussion

There is a lot of related work in the literature in employing planning for generating
narrative or interactive stories, also taking advantage of the increasing expressiveness

2 The full PDDL specification and the required instructions to run SGPlan planner can be found
at https://code.google.com/p/the-iliad-project/

https://code.google.com/p/the-iliad-project/
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(GO CHRYSES APOLLO_TEMPLE GREEKS_CAMP)
(INTERACT-MOOD CHRYSES AGAMEMNON REQUEST_RELEASE CHRYSEIS GREEKS_CAMP)
(INTERACT-MOOD AGAMEMNON CHRYSES REFUSE_RELEASE CHRYSEIS GREEKS_CAMP)
(GO CHRYSES GREEKS_CAMP APOLLO_TEMPLE)
(INTERACT-MOOD CHRYSES APOLLO REQUEST_PUNISH AGAMEMNON APOLLO_TEMPLE)
(INTERACT-SELF APOLLO ACCEPT_PUNISH AGAMEMNON APOLLO_TEMPLE)
(PUNISH APOLLO GREEKS_CAMP PLAGUE)
(INTERACT-MOOD KALCHAS AGAMEMNON REQUEST_RELEASE CHRYSEIS GREEKS_CAMP)
(INTERACT-SELF AGAMEMNON ACCEPT_RELEASE CHRYSEIS GREEKS_CAMP)
(RELEASE AGAMEMNON CHRYSEIS GREEKS_CAMP)
(INTERACT-MOOD AGAMEMNON ACHILLEUS DESIRE_CAPTURE BRISEIS GREEKS_CAMP)
(INTERACT-SELF ACHILLEUS ATTEMPT_TO_KILL AGAMEMNON GREEKS_CAMP)
(INTERACT-MOOD ATHENE ACHILLEUS BLOCK_THE_ATTEMPT_TO_KILL AGAMEMNON GREEKS_CAMP)
(GO ODYSSEUS GREEKS_CAMP APOLLO_TEMPLE)
(GO CHRYSEIS GREEKS_CAMP APOLLO_TEMPLE)
(INTERACT-MOOD ODYSSEUS CHRYSEIS MEET CHRYSES APOLLO_TEMPLE)
(INTERACT-MOOD CHRYSES ODYSSEUS DESIRE_CEASE_DISASTER APOLLO APOLLO_TEMPLE)
(CEASE_DISASTER APOLLO GREEKS_CAMP PLAGUE)
(INTERACT-MOOD ACHILLEUS THETIS REQUEST_PUNISH AGAMEMNON GREEKS_CAMP)
(INTERACT-MOOD THETIS ZEUS REQUEST_PUNISH AGAMEMNON GREEKS_CAMP)
(INTERACT-SELF ZEUS ACCEPT_PUNISH AGAMEMNON OLYMPUS)

Fig. 3. The planning solution for the first book of Iliad

of the evolving versions of PDDL, e.g., [7] that makes use of constraints to specify
requirements on the sequencing of events. There are only a few approaches that look
into the modalities we discussed. In particular, Riedl and Young [8] look into the case
of representing the intentions of characters and finding stories that are believable in that
characters behave intentionally. They introduce a planning formalism that goes beyond
PDDL and demonstrate its power with a specialized planning system. Haslum [4] later
showed that this type of representation can in fact be compiled into PDDL.

In this work we decided to take a practical approach that allows to represent any
type of modality over facts and events, but leaving the semantics of these events to
be also specified by means of preconditions and effects given by the person modeling
the planning domain. For example, when the object desire_capture is used in the
planning domain description, there is no guarantee by the framework that it relates to
the predicate captured in any way or that a character will act based on this desire.
Nonetheless, all objects of this sort get their intended meaning by means of the mood

predicate that specifies how they change by the available interactions, while they also
trigger physical actions by being used in their preconditions.

So, in a sense our approach is not really an approach to knowledge representation and
reasoning, rather than a simple methodology for expressing the intended meaning of
modalities over facts using a separate “moods” layer. This indeed has many drawbacks,
the most obvious being that there is no way to verify that the modalities actually get their
intended meaning, as this completely relies on the PDDL programmer. Nonetheless, as
it is often the case in game developing, simple programming methodologies can go a
long way compared to knowledge representation systems, and one reason for this is
that the former are easier to understand and control. So, in a sense our approach can be
seen as a kind of programming methodology for PDDL programs for generating stories
based on two layers: a moods layer and a physical layer.
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4 Conclusions

In this work we present a simple idea for modeling stories via planning, and show how
this could works for the case of the first book of Iliad, the classic work of Homer. We
look into a simplistic approach that reifies modalities over facts (e.g., related to desires
and requests) into objects in the domain, and relies on a “mood” predicate to represent
the disposition of characters toward the each other and with respect to such objects.
Except for physical actions, we introduce a pair of and particular mood interaction
actions which affect only the mood of characters. The goal of the planning problem
can then be expressed in terms of the moods of the characters of the stories, which in
order to be satisfied will drive physical action. Our experimentation with modeling the
first book following these ideas showed that it is intuitive and practical, but may also
lead to similar stories than the one that is intended. We do not consider this to be a
major problem in the sense that these stories are still reasonable and in general would
be perhaps welcome as possible alternative outcomes in a video game scenario (unlike
here where we were interested in modeling a very specific sequence of events). Finally,
we note that this approach is not intended to be thought of as a proper framework for
representing modalities, rather than a practical approach that would be intuitive to the
story developers as a kind of programming methodology. Finally, we note that this
work is inspired by the PDDL modeling challenge in the 6th edition of the Intelligent
Narrative Technologies Workshop.
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Abstract. This paper presents a novel probabilistic framework for broadening 
the notion of context in web search query recommendation systems. In the rele-
vant literature, query suggestion is typically conducted based on past user ac-
tions of the current session, mostly related to query submission. Our proposed 
framework regards user context in a broader way, consisting of a series of fur-
ther parameters that express it more thoroughly, such as spatial and temporal 
ones. Therefore, query recommendation is performed herein by considering the 
appropriateness of each candidate query suggestion, given this broadened con-
text. Experimental evaluation showed that our proposed framework, utilizing 
spatiotemporal contextual features, is capable to increase query recommenda-
tion performance, compared to state-of-art methods such as co-occurence, adja-
cency and Variable-length Markov Models (VMM). Due to its generic nature, 
our framework can operate on the basis of further features expressing the user 
context than the ones studied in the present work, e.g. affect-related, toward fur-
ther advancing web search query recommendation.  

Keywords: context-aware, web search, query recommendation, spatiotemporal 
features, probabilistic framework.  

1 Introduction 

Automatic query recommendation is essential for modern web search systems. Typi-
cally, such systems (e.g. Google) take as input keywords expressing the user’s search 
intent. However, user queries are often extremely concise, consisting of few (1-2) 
words [1], and are significantly prone to ambiguity [2]. As a result, it is common for 
the initial query to be refined several times by the user [3], until a “proper” query is 
submitted, that is, a query expressing user intent in a way enabling the search engine 
(SE) to provide results optimally matching that intent, satisfying the user. The capa-
bility of the SE interface to assist the user in this process, through query recommenda-
tions, is highly significant [3]; in essence, by inferring the user’s search intent, the SE 
can provide query recommendations so as to assist the user to find easier and earlier 
what s/he is looking for. It has been reported that a reduction of only 1% in the time 
spent from a user searching in Google could lead to saving more than 187.000 person-
hours (21 years) each month [4]. Automatic query recommendation has thus become 
one of the most fundamental features of modern web search engines [5].  
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To this end, a plethora of automatic query recommendation systems have been 
proposed in the past (e.g. [2],[3],[6-9]). This line of research typically focuses on 
providing recommendations by comparing the queries that have been issued so far in 
the present user session, to queries of search sessions that have been recorded in the 
search engine’s query logs. For instance, in [6], query recommendations were pro-
vided on the basis of the user input query’s co-occurrence with other queries within 
sessions of the server’s log. In [7], instead of taking into account all queries that co-
occurred in logged sessions with the user’s query, query substitution/expansion was 
performed on the basis of the queries that were found in the server’s log to imme-
diately follow the user input query (adjacency method). Extending this approach and 
building upon a Markovian Prediction Suffix Tree (PST) [15], the authors of [3] pre-
sented a query recommendation method based on Variable-length Markov Models 
(VMM), where the user input query, as well as the queries preceding it within the 
present user session were taken into account. In [17], a similar approach, based on 
variable length HMMs was proposed. Further recent query suggestion studies include 
[18], which focused on frequency of occurrence, keyword similarity measures and mod-
ification patterns of queries, and [19], where the focus was on the identification of concep-
tually related queries through click-through graphs. In general, methods like the above 
provide suggestions by calculating the probability of each candidate suggestion to be 
issued next by the user, given the user context in terms of the so far issued queries, 
under the model defined through the server’s query logs [3]. Moreover, user actions 
related to clicks on URLs provided as search results have also been utilized [9],[19].  

As sometimes denoted within the above approaches, their aim is to infer query rec-
ommendations on the basis of the “user context” [3],[9]; however, they operate on 
only a limited view of context, which regards only queries and clickthrough data. 
These methods will be referred in the rest of the paper as SoA (State-of-Art) methods. 
Their limited view of context results to recommendations that are same for a given 
query (or query sequence, clickthrough actions), regardless for e.g. the temporal or 
spatial context of different user sessions. Focusing on the early provision of helpful 
recommendations (e.g. optimally provided right after the first query submission), the 
issue of same recommendations regardless the spatiotemporal user context becomes 
of even higher importance. The same query may be used to express different informa-
tion needs in the morning than in the evening, during weekdays or weekends [10], in 
the summer or winter, in different locations [11]. By not taking into account such 
information, a query recommender will always provide the same recommendation for 
a given input query or query sequence. Thus, although this limited view of user con-
text can lead to recommenders that are effective up to an extent, it may as well lead to 
sub-optimal results in practical application scenarios.  

As such a scenario, let us suppose the case of a tourist, using a web search system 
through his smartphone during midday, so as to find information regarding nearby 
restaurants in a town he is visiting (e.g. Thessaloniki), while being at a museum lo-
cated at a suburb of that city. While wandering in that suburb, prior to visiting the 
museum, he has noticed that a number of fine-dining restaurants exist therein. Unfor-
tunately, he recalls neither the names of those restaurants, nor the name of the suburb. 
Therefore, he provides “Thessaloniki restaurants” as a query to the search engine. The 
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SE web interface provides a large number of results, along with recommendations 
assisting the user in refining the query, so as to easier find what s/he is looking for. 

However, if the above recommendations are based only on the query-oriented con-
text of the user’s web search session, they would be the same, regardless the time (e.g. 
midday, night) or specific location (e.g. city centre, a city suburb) of the user. Thus, 
since the “Thessaloniki restaurant” searches recorded in the SE log typically focus on 
taverns located at the city center, the recommendations will be rather irrelevant to the 
present user’s actual needs. Suppose now that the above recommender system operat-
ed on the basis of a broadened view of context, taking into account, apart from the 
queries submitted in the present session, also the time of day, as well as the location 
of the user, boosting in the recommendations list, queries that have been provided to 
the SE from similar location and time as the one of the user. In this case, the name of 
the suburb would be highly probable to appear in the recommendations, along with 
terms such as “fine-dining restaurants”, significantly reducing the time and effort 
needed from the user to find what he is looking for. 

In the latter case of the above example, the recommender system, by operating on a 
broadened notion of the user context, would have been enabled to provide more per-
sonalized results, better suited to the present user’s needs. Web search is highly im-
portant for tourists, whereas more personalized search, better adapted to their needs at 
the time of search engine usage are essential, given that relevant use cases typically 
regard searching information about places that the SE user visits for the first time. The 
above may as well hold in more generic use cases, where, by utilizing spatial, tempor-
al and even further characteristics of the user context, a query recommender system 
could provide results better tailored to the user needs.  

To this end, although context-aware recommender systems is a highly active re-
search field [13], only few past works have studied a broadened notion of context in 
web search query recommendation, focusing for instance on location metadata [11] or 
temporal information [20]. However, the significance of broadening the context in 
query recommendation calls for novel methods that would allow incorporating spatial, 
temporal, as well as further types (e.g. affect-related) of contextual features. 

1.1 Contribution 

Following the above, the present work introduces a novel framework that allows spa-
tiotemporal and potentially further (e.g. affect-related) features describing the user 
context to be included in the process of automatic query suggestion. To this end, it 
utilizes as a basis SoA query recommendation approaches that predict user search 
intent from past queries of the present search session, refining their results by taking 
into account a broader view of the user context. At its current implementation, our 
framework has been experimentally tested using spatial and temporal contextual fea-
tures, so as to augment SoA query suggestion approaches such as co-occurrence, adja-
cency and VMM. Through experimental evaluation, our framework was found capable 
to increase the initial performance of the SoA methods. Due to its generic nature, our 
proposed framework can be potentially used in conjunction with practically any SoA  
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query suggestion method that is based solely on session query terms or clickthrough 
data. Moreover, it can be extended toward incorporating further spatial, temporal or 
other contextual features, describing the user’s context in a more thorough way. 

1.2 Paper Outline 

In the rest of the paper, Section 2 describes our probabilistic framework for broaden-
ing the context in query suggestion and Section 3 describes the process that was fol-
lowed for experimental evaluation, along with the obtained results. Conclusions are 
drawn in Section 4. 

2 The Query Recommendation Context Broadening 
Framework 

If viewed as a black box, our proposed framework (Fig. 1) receives as input past  
queries of the present user session, as well as parameters that describe the session’s 
spatiotemporal context. As shown in Fig. 1, by incorporating a SoA query recommen-
dation method, it obtains candidate suggestions (SoA query suggestions), along with 
the probability that they would stand for the user’s next submitted query. Thereafter, 
prior to providing the candidate suggestions to the user, ranking them via their proba-
bility score (as would have been typically done at this point in SoA query suggestion), 
our framework fuses for each candidate its current probability with the probability 
that the specific query would have been submitted to the search engine given the 
present spatiotemporal context (SoA query suggestions refinement). This final joint 
probability is eventually used so as to rank candidate suggestions and provide them to 
the search engine user (Final Query Suggestions).    

 

Fig. 1. Conceptual Architecture of the proposed context-broadening framework 
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For describing our approach in more detail, let us suppose a currently active user 
session in a web search system, which consists of N queries submitted so far. Let SN = 
{q1, q2,…,qN} be this submitted query sequence and a probabilistic query suggestion 
method (e.g. co-occurrence), which recommends M candidate queries qi, 1<i<M, on 
the basis of SN. At this, typically concluding point of SoA query recommendation 
methods, the result is a list of the candidate queries, ordered by the probability that 
they will be issued next by the user given SN, that is P(qi)=p(qi|SN). 

Taking now a step forward from SoA, instead of providing query recommendations 
on the basis of the conditional probability p(qi|SN), our framework takes into account 
SN and also further features describing the user context. Therefore, if K is the number 
of the utilized contextual features Ck, the probability of qi to be issued next is esti-
mated within our framework as:  

 ),...,,,|( 21 KNi CCCSqp  (1) 

Equation 1 calculates the probability that qi will be issued next by the user, on the 
basis of her/his past queries and also a series of further parameters that could poten-
tially describe user context in a thorough way. For instance, Ck’s can be parameters 
related to the spatial, temporal, or even the affective context of the user. They could 
also be used to encode user actions during search engine usage, i.e. clickthrough re-
sults selection data.  

Using the Bayes theorem and assuming conditional independence between SN, 
C1,…,CK for a given qi, from Equation 1 it holds: 
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In Equation 3, p(qi|SN) describes the conditional probability that qi will be issued next, 
given the so far user submitted queries SN, which, as explained above, can be obtained 
through any probabilistic state-of-art query suggestion method, such as co-occurrence, 
adjacency etc. The terms p(C1|qi),… p(CK|qi) describe the conditional probabilities 
that the current value of each contextual parameter C1,…CK (describing the present 
session’s context) is expected to hold, given that query qi is submitted by the user to 
the search engine. For each candidate query qi, the p(Ck|qi) terms, can derive from 
histograms expressing the distribution of qi occurrences within the server’s log, in 
respect of the possible values of each Ck parameter.  

As mentioned above, Equations 2 and 3 are formed following Equation 1, under 
the assumption of conditional independence between the parameters for a given qi. In 
essence, this means that optimally, knowledge over one’s parameter value for a given 
query should have absolutely no effect over the probability distribution of the other 
parameters. This assumption calls for careful selection of the contextual parameters to 
be used in our framework. However, cases of suboptimal conditional independence 
between the parameters can as well be tolerated as an approximation [16], keeping in 
mind that they might induce negative effects on our framework’s performance. 

In the present study, the contextual parameters shown in Table 1 were considered, 
expressing aspects of the spatiotemporal context of the user during the web search 
session. The prior probabilities of queries, regarding the specific parameters, were 
estimated herein as described in the following.   

Table 1. Contextual parameters used in the present study 

Parameter Name Description 
TD Time of Day [0-23] 
DW Day of Week [1-7] 
DM Day of Month [1-28] 
MY Month of Year [1-12] 
LOC (CI, CO) Location (City, Country) 

2.1 Contextual Parameter Priors for Candidate Query Suggestions 

Focusing first on temporal features of the user context, in the present study we consi-
dered the contextual parameters “time-of-day” (TD), “day-of-week” (DW), “day-of-
month” (DM) and “month-of-year” (MY). For each temporal context parameter, we 
first calculated for each query (qi) existing in the database, the histogram of query 
occurrences in respect of the different possible parameter values. From each histo-
gram, we then estimated the pdf of the specific parameter, as a mixture of Gaussians, 
fitted to the priors through Expectation-Maximization (EM). In the present implemen-
tation, six GMM components were used for modeling the TD parameter, three for the 
DW, seven for the DM and three for the MY. An example of a query’s histogram, 
related to the TD (time of day) temporal context parameter, as well as the respective 
resulted pdf are shown in Fig. 2. Fig. 2b shows the six GMM components of the TD 
parameter, which have been fitted through EM to the histogram of Fig. 2a. Fig. 3c 
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shows the cumulative pdf of the Fig. 2b GMM components, which is the result of the 
components summation.   

The amount of GMM components, as well as their initial distribution, was selected 
so as to provide EM with initial clusters that covered the entire span of the given pa-
rameter’s values. It should be noted at this point that, as shown in Table 1, the DM 
parameter was defined to have its allowed values in the span [1, 28], by normalizing 
the actual month-dependent span of this parameter (e.g. 1-31 for January, 1-30 for 
April) in this, common for all months span, so as to consider day-of-month values 
over a common, month-independent reference.  

 

Fig. 2. (a) Example of query histogram from AOL dataset for the time-of-day (TD) parameter, 
(b) GMM components after EM, (c) cumulative pdf 

In the context of query recommendation, data sparseness in the server query logs is 
a typical problem; the same query may have only a few (e.g. less than ten) occur-
rences. In our case, this issue can affect the afore-described pdf estimation process. 
The generation of smoother pdfs for queries of low occurrence, is achieved in the 
present study by employing Laplacian (add-one) smoothing. This leads, in cases of 
queries with low amount of occurrences, to pdfs which in fact describe a tendency of 
a query to appear more in specific times-of-day, days-of-month etc., without being 
over-fitted to the specific time-of-day etc. of the limited occurrences that have ap-
peared in the logs. Of course, as the amount of query occurrences becomes higher, the 
role of this smoothing is suppressed, allowing the resulting pdf to depict the occur-
rence tendencies of queries in a more precise way. At this point, it should be noted 
that Laplacian smoothing can be considered as a rather simple approach to deal with 
data sparseness in probability density estimation. However, it was used herein so as to 
compare our framework to SoA methods, without boosting its performance with more 
sophisticated smoothing approaches. Nevertheless, more sophisticated smoothing 
approaches could as well be employed in the future within our proposed framework.  

From the resulting pdfs, the conditional probabilities of Eq. 3 related to our  
temporal contextual features are estimated for any given query that is provided as 
suggestion from the utilized SoA method, expressing the probability of the current 
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contextual parameter’s value to hold, given the specific query. Therefore, for each 
candidate query qi, the probabilities p(CTD|qi), p(CDW|qi), p(CDM|qi), p(CMY|qi) are 
calculated in respect of the TD, DW, DM and MY context parameters, so as to  
provide input to Eq. 3, toward determining the final, context-aware probability of 
each query suggestion. 

In respect of spatial context parameters, the present study focused on the location 
(LOC) of the user during the web search session, in terms of her/his city (CI) and 
country (CO). To this end, the “MaxMind Geolite” country and city IP geolocation 
database1 was utilized, enabling the detection of the user’s country and city from 
her/his IP. Through this information, the geographical distribution of each query’s 
occurrences was obtained, providing the prior probability that the city of the currently 
logged-in user could be the source of the given query; this enabled the calculation of 
the p(LOC|qi) term used in Eq. 3, as p(CI|qi), or as p(CO|qi) in cases where only the 
country of the user could be inferred from the IP. Laplacian smoothing was again 
applied, enabling the calculation of query probabilities for locations inexistent in the 
train set. 

3 Experimental Evaluation 

Our framework’s effectiveness in enhancing automatic query suggestion was eva-
luated over two datasets, one of limited size, collected through a custom built web 
search engine interface, and the publicly available, anonymized version of the AOL 
query logs dataset [14]. Our aim was to compare our framework against baseline 
query suggestion methods, i.e. co-occurrence [1], adjacency [7] and VMM [15],[3], so 
as to examine whether the use of spatiotemporal contextual features would increase 
query suggestion performance. The datasets, experimental evaluation and the results 
obtained are explained in the following of the present section.  

3.1 Datasets and Evaluation Process 

CUBRIK Dataset. The “CUBRIK dataset” was collected through a custom built web 
search engine interface (Fig. 3), which had as purpose to provide users with fashion-
oriented web images related to the user query. This interface allowed recording time-
stamped user actions (submitted queries) along with their IPs during search engine 
usage. The dataset consisted of more than 1300 queries provided by 50 different users 
from 11 cities of 6 countries. Through this dataset, we were capable to evaluate both 
SoA query suggestion methods, as well as our framework, in a case of a small-size 
dataset. Moreover, by recording user IPs, we were capable to evaluate, apart from 
temporal, also spatial contextual features, over their capability to enhance automatic 
query suggestion through our proposed framework. 

                                                           
1 http://dev.maxmind.com/geoip/legacy/geolite/ 
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Fig. 3. The “CUBRIK fashion dataset” search engine interface 

AOL Dataset. The publicly available, anonymized version of the AOL dataset [14] 
that was used in the present work, consists of web search query logs that were col-
lected in 2006; it contains a sum of over 36 million queries, where the user IP has 
been replaced by an anonymous user ID. 

Evaluation Process. In order to evaluate our method, we used it in order to re-rank, 
on the basis of several contextual features, the suggestion results of three state-of-art 
query suggestion methods, namely the co-occurrence, the adjacency and the VMM. In 
this context, our aim was to compare the effectiveness of our method, to the one  
of the SoA methods that were used to provide in each case the p(qi|SN) term of our 
method’s Eq. 3. 

To this end, the first step was to split the queries of both our datasets into sessions. 
Sessions were identified based on changes on the username and by utilizing a tempor-
al distance threshold between queries of the same user; herein, a five-minute threshold 
was used for splitting sessions, following [1] and [12], leading to over 2 million and 
350 sessions for the AOL and CUBRIK datasets respectively.  

In our experiments, following past works such as [11], we used the Mean Reci-
procal Rank (MRR) as evaluation metric of query suggestion performance. The MRR 
expresses the inverse of the rank of the relevant query suggestion provided to the user, 
calculated as MRR=1/rank(qi), where, supposing that qi-1 is the last query submitted 
from the user in the present session (after which, a suggestion will be provided), qi is 
the next query that is known (through the database log) to have been submitted from 
the user, serving as the ground truth of the test case and rank(qi) is the rank of qi with-
in the suggestions list provided from the query suggestion algorithm.  

Since our framework operates on the basis of a SoA method, in essence re-ranking 
its results through contextual features, we omitted from the evaluation of both the 
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SoA methods and our proposed one, the cases for which the SoA method failed to 
provide a result relevant to the ground truth (qi+1) within its suggestions list, as in 
[11]. The AOL dataset results presented below were obtained after randomly splitting 
the whole database into two equally sized parts, one used as the training set and the 
other for evaluation. Due to the limited size of the CUBRIK dataset, the respective 
results presented below were obtained through leave-one-out cross validation over the 
dataset’s sessions. In order to reduce the noise that is introduced in the datasets from 
significantly rare queries and sessions, we followed the rationale of [3] and kept in the 
train and test sets respectively only those sessions that had more than one occurrence. 

3.2 Experimental Results 

CUBRIK Dataset. Table 2 presents the results that were obtained for the CUBRIK 
dataset through the co-occurrence (coOcc) and adjacency (Adj) methods, along with 
the results from using coOcc or Adj as the SoA method of our framework, for differ-
ent combinations of utilized features of the temporal context. In particular, for a more 
thorough overview of the contextual features effect, Table 4 (as well as the rest of this 
section’s tables) shows, apart from the results obtained by using all the spatiotemporal 
features (TD, DW, DM, MY and LOC) together and each one alone, also the best 
results taken by trying all different combinations of these features in pairs, triples or 
quadruples.   

Table 2. Results (MRR) of the co-occurrence (coOcc) and adjacency (Adj) methods on the 
CUBRIK dataset, used alone and in conjunction with spatiotemporal features through our 
proposed framework  

Method MRR Method MRR 
CoOcc 16,56% Adj 20,24% 
CoOcc {TD, DW, DM, MY, LOC} 16,16% Adj {TD, DW, DM, MY, LOC} 16,24% 
CoOcc {TD, DM, MY, LOC} 16,54% Adj {TD, DM, MY, LOC} 18,49% 
CoOcc {TD, MY, LOC} 16,96% Adj {TD, MY, LOC} 21,31% 
CoOcc {TD, LOC} 17,08% Adj {MY, LOC} 21,34% 
CoOcc {TD} 17,96% Adj {TD} 23,42% 
CoOcc {DW} 17,34% Adj {DW} 15,81% 
CoOcc {DM} 15,50% Adj {DM} 19,54% 
CoOcc {MY} 16,48% Adj {MY} 21,13% 
CoOcc {LOC} 16,50% Adj {LOC} 17,05% 

 
As shown inTable 2, by using a triplet of spatiotemporal contextual features, con-

sisting of TD, MY and LOC, our framework provided an increase in MRR perfor-
mance, for both the CoOcc and Adj methods. The best performance in both the coOcc 
and Adj cases was obtained by using our framework, so as to enhance query sugges-
tion with information over the time-of-day context of the user (TD); the initial per-
formance of coOcc and Adj was increased through our framework by 1.4% and 
3.18% respectively.  
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Table 3 shows the respective results obtained over the CUBRIK dataset for the 
VMM method. By comparing the first row of Table 4 and Table 3, it is clear that in 
accordance to the results of [3], the VMM method outperformed both the Adj and 
coOcc in terms of MRR over our limited-sized CUBRIK dataset. Moreover, by aug-
menting through our framework the VMM-based query suggestion with the TD, DM, 
MY and LOC contextual features, an increase in MRR of 1.46% was obtained. The 
use of less contextual features further increased performance, whereas, the best result 
was again obtained by using our framework so as to augment VMM with information 
regarding the session’s time-of-day. 

Table 3. Results (MRR) of the VMM method on the CUBRIK dataset, used alone and in 
conjunction with temporal features through our proposed framework  

Method MRR 
VMM 22,76% 
VMM {TD, DW, DM, MY, LOC} 22,69% 
VMM {TD, DM, MY, LOC} 24,22% 
VMM {TD, DM, MY} 24,49% 
VMM {TD, MY} 24,50% 
VMM {TD} 27,13% 
VMM {DW} 20,55% 
VMM {DM} 21,81% 
VMM {MY} 24,78% 
VMM {LOC} 22,14% 

 
As shown from the above results, due to the limited size of this dataset, all MRR 

results obtained were relatively low. However, in all the coOcc, Adj and VMM cases, 
significant increase in query suggestion performance was introduced by augmenting 
through our framework, their query suggestion process with spatiotemporal contex-
tual features. 

AOL Dataset. Table 4 presents the results that were obtained for the AOL dataset 
through the co-occurrence an the adjacency methods, along with the results obtained 
by using coOcc or the Adj as the SoA method of our framework, for different combi-
nations of utilized features of the temporal context.  

As shown in Table 4, by using all features of the temporal context within our 
framework, the average MRR for CoOcc was increased from 47.94% to 48.23%. By 
trying different combinations of features, the best result was obtained from using the 
time-of-day (TD) alone, which was 48.52%. In the adjacency method case, by using 
all features of the temporal context, a slight decrease in performance was obtained, at 
the level of 0.02%, however by omitting the DW parameter an increase of 0.09% was 
noticed and omitting also DM lead to further increase in performance. Again, the TD 
parameter alone led to the best MRR, which was 51.55%.  
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Table 4. Results (MRR) of the co-occurrence and adjacency methods on the AOL dataset, 
used alone and in conjunction with temporal features through our proposed framework  

Method MRR Method MRR 
CoOcc 47,94% Adj 51,32% 
CoOcc {TD, DW, DM, MY} 48,23% Adj {TD, DW, DM, MY} 51,30% 
CoOcc {TD, DM, MY} 48,37% Adj {TD, DM, MY} 51,41% 
CoOcc {DM, MY} 48,42% Adj {DM, MY} 51,49% 
CoOcc {TD} 48,52% Adj {TD} 51,55% 
CoOcc {DW} 48,36% Adj {DW} 51,40% 
CoOcc {DM} 48,04% Adj {DM} 51,27% 
CoOcc {MY} 48,10% Adj {MY} 51,23% 

 
Finally, Table 5 shows the respective results obtained by using the VMM method as 

basis. Similarly to the above, by using all features of the temporal context, a slight  
decrease in performance was obtained, at the level of 0.01%, however by omitting the 
DW parameter an increase of 0.11% was noticed and omitting also DM lead to further 
increase (of 0.18%) in performance. Again, the TD parameter alone led to the best result 
for the VMM case, which was 51.72%. This was the best result that was obtained for 
this study’s AOL dataset –based evaluation of automatic query suggestion. 

Table 5. Results (MRR) of the VMM method on the AOL dataset, used alone and in 
conjunction with temporal features through our proposed framework 

Method MRR 
VMM 51,50% 
VMM {TD, DW, DM, MY} 51,49% 
VMM {TD, DM, MY} 51,61% 
VMM {DM, MY} 51,68% 
VMM {TD} 51,72% 
VMM {DW} 51,57% 
VMM {DM} 51,44% 
VMM {MY} 51,41% 

Discussion. The above results, first of all confirm, in line with [3], the increased per-
formance that can be obtained in query suggestion through the VMM method, com-
pared to adjacency and co-occurrence. In both our datasets, the limited-sized one and 
the AOL, VMM outperformed the other SoA methods examined. Thereafter, through 
our proposed context-broadening framework, query suggestion performance, in terms 
of MRR, was found to further improve. 

In the limited-size (CUBRIK) dataset, an increase of 4.37% in MRR was found by 
incorporating information regarding the session’s time-of-day in query suggestion, 
compared to the VMM. In relative measures, the initial MRR of VMM (22,76%) was 
increased by a maximum of 19,20%. In the large dataset (AOL), an increase of 0.22% 
was obtained by incorporating this time only temporal contextual features in the 
VMM-based query suggestion process.  
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From the above analysis, the most important of our examined contextual features 
was found to be the TD, since its integration in the query suggestion process constant-
ly led to the best MRR performance. This indicates that since the interests of web 
search engine users vary among different hours of the day [10], it is essential for 
query recommendation systems to augment their operating context with such informa-
tion. Moreover, as shown from the CUBRIK dataset results, in accordance to [11], the 
user location parameter (LOC) was found also capable to enhance query suggestion 
performance in a number of cases, being used along with features of the temporal 
context. Unfortunately, the anonymized nature of the AOL dataset did not allow for 
features of the spatial context to be evaluated over it, however, the CUBRIK dataset 
results demonstrate a strong query suggestion enhancement potential for such features. 
Finally, focusing again on the AOL dataset results and the individual performance of 
temporal contextual features, the potential of the DW (day-of-week) parameter to  
enhance query suggestion performance is also evident, in accordance to differences  
that have been reported in search engine user interests between weekdays and  
weekends [10]. 

4 Conclusions 

The present study introduced a novel probabilistic framework for broadening the con-
text in automatic query suggestion. Our proposed framework takes a step forward 
from SoA methods that regard user context only in terms of queries that are submitted 
to the search engine, providing recommendations dependant also on spatiotemporal 
user context parameters. By evaluating our approach against the co-occurrence, the 
adjacency and VMM methods, we found increase in query recommendation perfor-
mance, in terms of MRR. These results first of all demonstrate that our proposed 
framework, by broadening the context of query recommendation systems, has poten-
tial to increase their performance in future practical applications. In line with past 
works [10][11], the results of the present study further highlight the importance of 
incorporating spatiotemporal features in the query suggestion process. Moreover, due 
to its generic nature, our framework can incorporate in the future further contextual 
parameters than only spatiotemporal ones, e.g. affect-related, toward query recom-
mendation systems that will operate in an even more broadened notion of the user 
context. 
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Abstract. The paper presents iGuide, a system that aims at enabling a socially 
enriched mobile tourist guide service, with the aim to address a much wider 
range of sites and attractions than existing solutions cover, including historic 
and traditional settlements, sites of natural beauty or unattended sites of cultural 
heritage where access to information is unavailable or not directly provided. 
The casual visitor will obtain information and guidance while personally  
contributing to content enrichment of the visiting places by uploading  
user-generated media (images, videos) along with personalised views about the 
acquired experience (comments, ratings). At the same time, users will receive 
supplementary location-based services and recommendations to enhance their 
visiting experience and facilitate their wandering in places of interest and their 
direct interaction with local provisions. iGuide targets to offer text-to-speech 
(narration), rich multimedia content including real time 3D graphics, augmented 
reality services and a backend Web 2.0 informational portal and recommender 
tool. 

Keywords: Mobile tourist guide, recommender tool, personalization, social 
media, 3D cultural content, augmented reality.  

1 Introduction 

E-tourism services that enhance visitor’s experiences by providing in situ timely vali-
dated information are still inexistent or insufficient. The visit is usually affected by 
severe content issues such as: inadequate or outdated content, inaccessibility intro-
duced by language barriers and misinformation. Most of the existing e-tourism sys-
tems mainly provide Web-based access to tourist information and services. In most 
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cases, this is experienced prior to the visit while only a few provide in situ services. 
The latter are usually limited to specific sites (museums, or popular archaeological 
sites). Thus, there is an imminent need for developing e-tourism services and asso-
ciated digital cultural content that will be available on the spot for places of interest 
while the tourist is visiting a cultural site, a scene of natural beauty or mainly unat-
tended cultural attractions where no other source of valid information is directly 
available. Furthermore, social networking and social media applications have already 
large user penetration. They are utilised in various contexts (business and pleasure) as 
they allow content co-creation and sharing by setting users as active content contribu-
tors and reviewers.  

The paper presents the iGuide system that focuses on dynamic e-tourism service 
provisioning offering contextualised cultural exploration on the move. It aims to  
enhance user experience by enabling the provision of dynamic location-based tourist 
information and recommendations while allowing active users to contribute in terms 
of content, ratings, tags, etc. Evidently, cultural heritage and tourism are domains that 
can benefit in terms of accessibility and economic development from the advances of 
information and communication technologies [1]. Currently, human-computer interac-
tion applications such as virtual mobile guides are evolving into a standard tool [1][2]. 
This is also a result of the Web 2.0 technology trends as social networking mechan-
isms and processes like tagging or geo-tagging, allow users with similar interests to 
share experiences and become a part of a community [3]. The use of smartphones 
may change tourist experience by changing both timing and information searching 
patterns [4]. G. Ghiani et al. [5] proposed a smartphone-based museum guide system 
with edutainment features. Kathayat et al. [6] proposed a collaborative learning plat-
form that facilitates interactive games performed in urban environments. Weber et al. 
[7] demonstrated the potential of location-based applications in tourism and cultural 
heritage. Additionally, Google presented the Latitude service which allows people  
to access information on where, when and what their friends are doing [8]. The  
Wiketude World Browser [8] provides details on prominent locations. The Mobile 
Tourguide System uses panoramic image collections to recognise the content of an 
uploaded image [10]. On the other hand, DBpedia mobile [11] is one of the few appli-
cations that take advantage of the Semantic Web.  

Furthermore, the importance of managing content and metadata of tourist and cul-
tural heritage content is depicted by the number of existing standards. Amongst the 
most notable are: CIDOC [12], Core Data Index to Historic Buildings and Monu-
ments of the Architectural Heritage [19], CIDOC CRM [14], MIDAS Heritage [15], 
LIDO [16], Dublin Core [17] and Spectrum [18]. They have designed to assist the 
production of record systems, to facilitate archaeological research, to classify individ-
ual heritage assets in terms of location, functional types, architectural features, physi-
cal conditions, protection status, activities, geospatial-temporal information and other 
bibliographic sources,. The EU is currently funding projects that focus on harvesting 
metadata of 2D and 3D cultural heritage content [19] [20] and on developing informa-
tion provisioning systems for cultural sites [21]. The interoperability of a metadata 
schema is one of the most vital aspects and hence its creation has to comply with the 
current best practices.  



 iGuide: Socially-Enriched Mobile Tourist Guide for Unexplored Sites 605 

During the last five years, social media applications have become very popular. 
This has led many companies to consider such services in various application con-
texts, including education, e-government, tourism, etc. Social media applications such 
as YouTube, Flickr and other have been enriched in millions with tourist and cultural 
content. Tourists consult Web sites that offer visitors comments and ratings, to decide 
on their destinations prior to their visit and share their own views. Trip advisor is such 
an example. A distinct example of exploiting social media applications in the tourism 
domain is Empedia [22]. The importance of social media applications towards boost-
ing a country’s tourism economy though branding is vital.  

Nowadays, Recommender systems are an essential research area [23]. Current sys-
tems identify the target user’s neighbours based on profile similarities, and then sug-
gest items that neighbours have liked in the past. User profiling is a challenging task. 
User profiles are usually based on data of limited relevance that are too simple to 
produce quality recommendations [24]. Massive quantities of User Generated Content 
(UGC) on social networks are now available - UGC warehouses can be mined and 
analysed to expand user profiles based on which more reliable recommendations can 
be made. The methodology of incorporating new Web 2.0 features and practices in 
personalised recommender applications becomes an important and urgent research 
topic that will be investigated in the context of e-tourism. 

Furthermore, feature and capability multiformity found in devices that access digi-
tal information necessitates the provisioning of content adaptation and personalisation 
mechanisms. Content adaptation is interlinked with mobile devices that differentiate 
in terms of computational power, network bandwidth, display size, constrained text 
input as well as dynamic user contexts (location, preferences, etc.). Examples of 
browsing content adaptation systems are: Everyplace Mobile Portal [25], Cocoon 
[26], MyMobileWeb [27], Alembik [28], Dilithium Content Adapter [29]. The W3C 
consortium has been documenting the challenges in building Web content and appli-
cations that are accessed by mobile devices [30]. Apart from content adaptation, 
iGuide will conduct research on providing 3D content to mobile devices. Currently, 
X3DOM technology can be seen as a unified carrier of accelerated 3D graphics. Re-
cently, Jung et al. [31] demonstrated the capabilities of X3DOM-WebGL technolo-
gies on different platforms.  

iGuide differentiates from existing solutions as it advances the state-of-the-art by 
offering: 

• A mobile tourist and cultural heritage virtual guide that provides dynamically con-
textualised, timely and validated information, enhanced with visualisation and nar-
ration capabilities. The information is adapted to the end user’s context while being 
complemented with personalised recommendations. Its content adaptation mechan-
ism takes under consideration the smartphone hardware capabilities. iGuide allows 
access to social media applications for content- and experience-sharing. User-
generated content can be filtered and used for the enrichment of the provided con-
tent. The goal is to innovate through the integration and interoperation of a number 
of value-added technological capabilities and services, offered as a personalised 
and contextualised package to the tourist. 
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• A universal e-tourism solution that is focused on unattended cultural heritage sites, 
natural environment routes and historic-traditional settlements. iGuide will provide 
content and metadata management tools to upload and manage tourist and cultural 
information of new places of interest and the interoperation with existing cultural-
content archives and digital libraries. The content enrichment through iGuide’s in-
teroperation with social media applications will add value to the on-site but also to 
the pre- and post-visit experience of the end user. 

In the sequel, Section 2 presents the envisioned use cases of iGuide against which its 
fully-featured functionalities will be evaluated. Section 3 presents the conceptual 
architecture definition of iGuide and provides a more detailed technical description of 
each iGuide component. Finally, Section 4 outlines the conclusions and discusses on 
the future work. 

2 The iGuide Use Cases 

The feasibility of the iGuide system and its envisioned services will be evaluated in 
terms of properly defined use cases. The latter further present the diversity of the 
iGuide usage contexts according to the interests, actions and/or context of the end 
user. These use cases of iGuide are listed and briefly described below:  

2.1 Pre-scenario - Pre-visit Experience 

The user visits the iGuide social media portal and collects information about his/her 
destination, reads and exchanges information about the experiences other users had or 
requests from others to comment on his/her visiting choices. The system dynamically 
updates the user profile based on chosen locations, places of interest, travel times, 
number of visitors, etc. By the time the user visits his/her destination, content is being 
filtered based on the user profile updates. Further advanced personalisation takes 
place on the spot during the visit based on dynamic contextual user information lead-
ing to dynamically produced recommendations. Moreover, prior to the actual visit, the 
user can download an offline map that will be available during the visit, so that net-
work connectivity is not a prerequisite for enjoying advanced tourist experience.  

2.2 1st Scenario - Touring in Urban Areas of Cultural Importance 

The visitor approaches a settlement in an urban area of cultural importance, like the 
old town of Xanthi (Figure 1), having initiated the iGuide mobile application. Infor-
mation about the surroundings (buildings of architectural and historical interest, mu-
seums, shopping options, current or future events) appear on the smartphone device 
following an easy-to-follow thematic structure. As visitors can access different types 
of information, this is dynamically adapted based on user’s current location and pre-
defined filters or the filters the system has dynamically enabled by extracting  
user profile information. The information covers multimedia content such as images, 
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of information related to the area, the application brings up a note about an archaeo-
logical site that is nearby, about the accessible nature observation points and about a 
waterfall. The user decides to visit the waterfall. The application accompanies the 
visitor throughout the chosen trail and provides information about the flora and fauna, 
the water springs and all other important points-of-interest.  

 

 

Fig. 3. A map of the segment of Nestos river where its width is minimal, with many points of 
natural beauty 

2.5 Post-Scenario - After-Visit Experience 

The user may use the social media portal to upload comments, tagged videos and 
photos, after he/she has completed his/her visit in order to share the experience, to 
further promote the visited sites. Other users of the application will be notified accor-
dingly so that social interaction between this virtual community starts over. 

3 The iGuide System 

The presented iGuide system integrates a significant number of technologies ranging 
from wireless communications, optimised multimedia content (2D/3D) visualisation, 
mobile application software engineering up to location-based and context aware data 
processing, digital content and metadata management, mobile social media and social 
networking software development and content recommendation and personalisation. 
The iGuide system will provide content depending on geo-location and filtering crite-
ria given by users or retrieved by a smartphone. The application will construct perso-
nalised and contextualised virtual tour guides presenting dynamic content in urban 
areas of cultural importance, unattended archaeological sites and natural beauty sites, 
in addition to providing value added content and services such as mobile social soft-
ware, personalised advertisements and offers, according to user preferences, location 
and context. Semantically annotated geo-locations will be exploited for constructing 
dynamic tour guides. 
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Figure 2 depicts the basic components that in an integrative and interoperate mode 
lead to the provision of the iGuide service. Within iGuide, the dynamic context in-
formation collection is of vital importance for adapting all envisioned services and 
providing accurate and timely recommendations to the end user. Context information 
may include: user profile, mobile platform capabilities, wireless network status, fi-
nancial data (costs per use, etc.), location and place of interest, service time request, 
activity, media and information from other users of the service (collaborative filtering). 
The recommendation approach will thus benefit from a hybrid method combining both 
content filtering and collaborative filtering approaches and deploying powerful dynamic 
user profiling functionalities. 

In addition, a complementary Web-based and Mobile-friendly tourism and social 
media portal will be researched upon and developed to service not only the on the 
spot tourist experience as an alternate information channel accessed through the mo-
bile Web browser, but also to allow prior or after the visit information provisioning, 
experience sharing, rating and commenting in an attempt to provide a complete  
end-to-end service and associated experience to the user.  

The fundamental components of the iGuide System, composed of the iGuide Serv-
er and Social Media Portal, the iGuide Mobile Application and the Visitor Awareness 
System, are conceptually illustrated in Figure 4.  

 

Fig. 4. Conceptual Architecture of the iGuide System 

The description and functionalities of each illustrated component of the iGuide 
Server and Social Media Portal in Figure 1 are briefly described below:   
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• Web Server: It serves Web content to both mobile and desktop clients. Several 
content management tools and services can be deployed in the server as Web ap-
plications.  

• Content and Metadata Archive: The system’s persistence store where both cul-
tural content and metadata settings are kept. 

• Content and Metadata Management: It manages (insert, delete, update, semanti-
cally tag) the content and metadata handling. 

• Content Adaptation: It adapts content to an appropriate, for the user’s mobile 
device, format. This may imply content transcoding, filtering, etc. The basic differ-
ence in preparation and adaptation is their time of occurrence. The former takes 
place before content delivery, while the latter occurs during service execution and 
content delivery. The latter is also affected by the recommendation and personali-
sation engines. 

• Content Delivery Optimisation: Several techniques can be used under challeng-
ing conditions, to optimise the content delivery to mobile devices. Content pre-
fetching based on user’s movement or location-based content caching will be con-
sidered. 

• iGuide Portal and Social Media Platform: iGuide is inherently a social media 
platform. Thus, all possible interactions between (location-based) social media ap-
plications will be investigated.  

• Recommendation Engine: It will provide context-aware recommendations of 
cultural content and added value services (targeted advertisements and offers) 
based on state of the art techniques. Content, user and environment semantics will 
be exploited where available. 

• Personalisation Engine: Is a fundamental component of content adaptation that 
constitutes a substrate for all context-aware functionality. Content delivery or rec-
ommendations may be affected by the engine’s results. Knowledge engineering 
approaches (e.g. rules, ontologies etc.) will be deployed for its implementation. 

Furthermore, the fundamental components of the iGuide Mobile Application are 
the following: 

• iGuide Media Player: The fundamental component of the mobile client applica-
tion used for the provision and visualisation of the contextualised and adapted  
information to the end-user. A prototype will be developed on an open platform 
(Android). However, the design of the client will be platform-agnostic. The media 
player will consist of User Interface elements (for browsing-rendering of cultural 
content), a Text-to-Speech (TTS) system interface, a local Location-based Services 
(LBS) engine, an augmented reality player, user device persistence managing and 
other local components necessary for the desired functionality. 

• User/Device/Context Profiling: The component will register and/or dynamically 
collect context information with respect to device capabilities, user profile and pre-
ferences not already available at the iGuide server, location, network connectivity 
status, etc. The logging and use of such context data enables service adaptation and 
personalisation as well as provisioning of targeted recommendations in addition to 
such contextual data gathered in the iGuide server.  
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• Mobile Social Media Software: The goal is to enable location-based mobile so-
cial applications, develop a respective community and provide services to users to 
bookmark and thus receive personalised information for visiting places and  
recommendations over a smartphone. 

• iGuide Narrator: A Text-to-Speech (TTS) system will be adapted for mobile 
platforms (specifically Android) in order to provide Greek and English narration 
during the guiding phase. An initial web-based prototype of the system can be  
accessed at [34]. 

4 Conclusions and Future Work 

The paper has presented the iGuide system, a Socially Enriched Mobile Tourist Guide 
targeted mainly, but not only, to Unexplored Sites. Existing solutions and state-of-the-
art research and technologies have been discussed, while the innovations brought 
around by iGuide have been emphasized. The use cases that iGuide facilitates and 
provisions for have been presented, demonstrating the diversity of usage contexts of 
iGuide along with its multi-component and multi-functional system architecture, 
which has also been presented. Major components of the iGuide system architecture 
are the Recommendation and Personalization Engines along with the Dynamic Us-
er/Device/Context Profiling Module, components that enable dynamic and timely 
recommendations on touristic content to end users according to their preferences, the 
preferences of their peers, their context (location) and their device characteristics.  

Future work will include finalization of the sites of interests and guidance 
scenarios as well as modes of presentation of the respective content to end users, 
requirements engineering and system architectural specification. It will further 
involve research and development of the innovative methodologies for each identified 
system module, along with integration of the developed components, as well as 
testing and evaluation under real-life use contexts. The utmost goal is to achieve 
enhanced user experience in a natural way.  
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Abstract. This application paper presents MYVISITPLANNER
GR, an intelligent 

web-based system aiming at making recommendations that help visitors and 
residents of the region of Northern Greece to plan their leisure, cultural and 
other activities during their stay in this area. The system encompasses a rich on-
tology of activities, categorized across dimensions such as activity type, histori-
cal era, user profile and age group. Each activity is characterized by attributes 
describing its location, cost, availability and duration range. The system makes 
activity recommendations based on user-selected criteria, such as visit duration 
and timing, geographical areas of interest and visit profiling. The user edits the 
proposed list and the system creates a plan, taking into account temporal and 
geographical constraints imposed by the selected activities, as well as by other 
events in the user’s calendar. The user may edit the proposed plan or request al-
ternative plans. A recommendation engine employs non-intrusive machine 
learning techniques to dynamically infer and update the user’s profile, concern-
ing his preferences for both activities and resulting plans, while taking privacy 
concerns into account. The system is coupled with a module to semi-
automatically feed its database with new activities in the area. 

1 Overview 

Undoubtedly the Web has revolutionized the way visitors obtain information regard-
ing activities they can attend during their trip and how they form their itinerary. A 
number of services, such as Yahoo Trip Planner, Trip Advisor and Lonely Planet aim 
at assisting the discovery of such information and visit organization, however, they 
fail to provide more intelligent services such as personalized recommendations and 
automatic itinerary generation. This results to the user manually selecting activities 
and forming plans, a process that might prove to be time consuming and error-prone. 
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Since the success of MYVISITPLANNER
GR heavily depends on making valid recom-

mendations, a semi-automatic process for information extraction from web sites feeds 
the database on a regular basis, besides information manually entered by the cultural 
activity providers. In all cases, a system administrator validates new entries. 
MYVISITPLANNER

GR adopts a service oriented architecture (Fig.1), with services pro-
viding the data management, recommendation and scheduling functionalities. 

The rest of the paper is organized as follows: First related work concerning other 
trip management systems is briefly discussed, taking also into account their capacity 
to offer personalized recommendations and planning capabilities. The activity types 
ontology is presented next, followed by a description of the recommendation module. 
The scheduling engine of the system is then presented and the information extraction 
mechanisms are outlined. Next privacy concerns are highlighted and finally the paper 
concludes with a discussion of challenges for future work. 

2 Related Work 

There are several available web-based systems supporting trip organization. The mo-
tivation behind our work was Yahoo!’s Trip Planner (http://travel.yahoo.com/trip). 
After defining the trip dates as well as the geographical area covered by it, Yahoo!’s 
Trip Planner suggests activities and the user selects the ones to be included in the trip. 
For each activity, information is given about open hours and cost (in text form), as 
well as reviews. It is the user’s responsibility to schedule manually each selected ac-
tivity in time, with the risk of violating constraints imposed by the selected activities 
or by his other tasks. 

Trip Advisor (http://www.tripadvisor.com.gr/), Lonely Planet (http://www. 
lonelyplanet.com/) and Travel Muse (http://www.travelmuse.com/) offer similar func-
tionalities like Yahoo!’s Trip Planner. Other sites, like Expedia (http:// 
www.expedia.com/) and Travelocity (http://www.travelocity.com/), focus on booking 
flights, hotels, cars and activities, thus suggesting only activities that have some cost. 
In all the aforementioned cases, there is no personalization concerning the suggested 
activities or user’s preferences about the way the activities are placed in his calendar. 
Furthermore, there is no support for retrieving and updating the user's calendar and no 
automated scheduling functionality is offered. 

plnnr (pronounced ‘planner’, http://plnnr.com/) is a recent web application offer-
ing similar functionality to MYVISITPLANNER

GR. By the time of writing this paper it 
covers 20 cities all over the world. After selecting the trip dates, the user can select 
one of four predefined themes (i.e., profiles), that is, ‘family’, ‘outdoors’, ‘first time’ 
and ‘culture’. The user also selects one out of five levels of plan intensity, as well as a 
luxury level (e.g., hotel stars). Finally, the system creates a plan for each day of the 
visit, with the user being able to add or remove activities to/from the plan. The user 
can print the plan in the form of an agenda, similar to other web based trip planning 
applications. To the best of our knowledge, plnnr is the only system that offers some 
customization, in the form of predefined profiles used to suggest activities, as well as 
automated scheduling of the selected activities. Compared to MYVISITPLANNER

GR, it 
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lacks deep and broad activity ontology and a user profiling mechanism for personali-
zation; it does not support a rich model of preferences over the way activities are 
scheduled in time; it does not encompass collaborative filtering for the recommenda-
tion module; and, finally, it does not integrate with the user’s calendar.  

There are many other systems that support automated scheduling of personal activ-
ities, most of them focusing on meeting scheduling. To the best of our knowledge, 
SELFPLANNER [15, 14], is the only one that focuses on scheduling personal individual 
activities, while encompassing a rich model of activities, with unary and binary con-
straints and preferences. It also exploits a rich scheduling engine based on determinis-
tic and stochastic greedy search algorithms to schedule user’s activities in time and 
space. Since SELFPLANNER is a general system, it could be used in principle to sche-
dule tour activities as well. However, without a coupled information system providing 
data, mainly location and temporal availability of each activity, it would be impractic-
al to use the system to create itineraries. 

Other systems cope with the problem of automated meeting scheduling [7, 8, 17, 
18]. RCal [19], an intelligent meeting scheduling agent, supports parsing and reason-
ing about semantically annotated schedules over the web[13].PTIME [5], developed 
under the CALO project [12], learns user's preferences about the way meetings are 
scheduled. 

Tour planning and personalization is particularly useful for mobile guidance appli-
cations, which offer a rich, ubiquitous and interactive user experience, which may be 
personalized by exploiting context-adaptive features. The opportunities offered by 
adding such high-added value futures, such as planning/scheduling and information 
harvesting in a privacy preserving manner have not been well-explored yet [6]. 

3 The Ontology 

MYVISITPLANNER
GR employs a dedicated ontology to describe activity types in a 

structured manner. The simplicity of the ontology was a design requirement, since it is 
intended to be directly handled by activity providers to input activity descriptions. 
Since these users will not generally be familiar with formal ontological descriptions, 
rather than defining a formal cultural activities ontology, the choice was to define a 
simple tour activities structure employ commonly perceivable terms. A representative 
subset of the employed activity ontology is presented in Fig. 2 and Fig. 3.  

The main hierarchy contains the types of available activities, such as “Monument” 
or “Archaeological Site”. The activity types are further analyzed at deeper hierarchy 
levels. An activity provider, thus, has the flexibility to either stay at the more abstract 
hierarchical level, or provide more accurate categorizations of provided activities. The 
rest of the hierarchies express auxiliary cross-cutting categorizations of the main ac-
tivity type hierarchy and help mitigate a potential combinatorial explosion of activity 
types that would have otherwise been introduced by a categorization of very fine gra-
nularity. More specifically, the theme hierarchy allows the expression of the thematic 
category of the activity; the historical era (epoch) hierarchy enables a categorization 
according to the historical period of interest; and the target group hierarchy assists in 
linking activities with different target groups.   



 MYVISITPLANNER

Fig. 2. Activity Type 

A key target of the defin
file preferences. In the form
be specified. For example, 
tle, Lake} can be specified.
ontology entries. For exam
not like castles and is ind
(Bridge, 0.5)} can be speci
ferences over the activity ty

An evident advantage o
simplicity towards the user
employing a composite sim
recommendation results. 

4 The Recommend

The recommendation subsy
the set of activities they w
mented as a hybrid collabo
two independent recommen
in order to derive a final 
 

R
GR: Personalized Itinerary Planning System for Tourism 

 
 

Hierarchy Fig. 3. Auxiliary Hierarchies (Epoch, Them
and Target Group) 

ned ontology usage is for describing activities and user p
mer case, the description allows sets of ontology entrie
in describing a castle on the shore of a lake, the set {C
 In the latter case, the description requires sets of weigh

mple, in describing a user who is interested in caves, d
different to bridges, the set {(Cave, 1.0), (Castle, 0
ified. The simplicity in profiling is served by defining p
ype rather than the auxiliary hierarchies.   
of the adopted ontological approach is that it combi
r with the ability to handle more complex associations
milarity metric, to achieve improved performance in 

dation Subsystem 

ystem in MYVISITPLANNER
GR assists the users in select

wish to engage with during their trip (Fig.4). It is imp
orative filtering recommendation system [16]. It compri
ndation engines whose output is fed into a fusion funct

ordered list of activities (Fig.5). Each recommendat

619 

me 

pro-
s to 

Cas-
hted 
does 
0.0), 
pre-

ines  
s by 

the 

ting 
ple-
ises 
tion 
tion  



620 I. Refanidis et al. 

engine displays advantages
builds on the individual str
improved quality, thus offer
ficient user interaction dat
available in sufficient quant

The first engine perform
similar to the activities that
of the activities is calculate
cal description of each acti
set of tree nodes taken fro
greatest of all distances of a
activity types to the closes
selected as it effectively ex
while having low computati

s and weaknesses in different cases. The hybrid appro
rengths of the two engines to provide recommendations
ring relevant recommendations, even in the case that ins
a is available, while it can properly exploit such data
tity. 

 

Fig. 4. Selecting Activities 

ms recommendation by suggesting user activities which 
t have already been rated by the same user. The simila

ed via the Hausdorff distance (Eq. 1) between the ontolo
ivity, where the description is represented as a non-em

om the activity type ontology. This distance expresses 
a given activity from an activity type, described by a se
st activity type of the other activity. This metric has b
xpresses the maximum dissimilarity between two activit
ional requirements.  

                        

oach 
s of 
suf-
a, if 

are 
arity 
ogi-

mpty 
the 

et of 
been 
ties, 

 (1) 



 MYVISITPLANNER

Fig. 

The distance between th
to the length of the shorte
as tree nodes in the hierarch
ical information available f
Initially, the available activ
conform to the trip's time an
Then, the user's past activi
the most similar set of rate
activities' recommendation 
tance between itself and th
rated activities. One advan
that ratings for activities ar
ratings are used. Another ad
computed off-line, since th
the distance between the ac
user needs to provide ratin
not taken advantage of. The
profile, albeit with somewh
recommendation engine. 

The second engine perfo
It suggests user activities b
activities rated by other clu
the users is calculated via th
profile preferences and the 
ing preferences. This engin
for each user profile as wel

R
GR: Personalized Itinerary Planning System for Tourism 

 
5. Hybrid Recommendation Subsystem 

he individual activity types, denoted d(a, b) above, is eq
est path between them, when the activity types are ta
hical ontology. This engine takes advantage of the ontol
for each activity, as well as the user's ratings for activit
vities are collected, consisting of all the activities wh
nd location restrictions and the user's language restrictio
ty ratings are fetched. For each of the available activit

ed-by-the-user activities is estimated. Each of the availa
weight is calculated as a function of the Hausdorff d

he most similar rated activities and the mean rating of 
ntage of this approach for generating recommendation
re not required from other users, since only the user's o
dvantage is that a large part of the calculations can be p

he activity descriptions change infrequently and as a re
ctivities remains unchanged. The disadvantages are that 
ngs for some activities and that the other users' ratings 
e former can be improved by deducing ratings from a u
hat limited accuracy. The latter is addressed by the seco

orms a variation of collaborative filtering recommendati
by clustering users via top-down clustering and suggest
uster members to members of the cluster. The similarity
he distance between the ontological description of the u
similarities in age, gender, spoken languages and sched

ne takes advantage of the ontological information availa
ll as the activity ratings of other users. As before, the se

621 

qual 
aken  
log-
ties. 
hich 
ons. 
ties, 
able 
dis-
the 

ns is 
own 
pre-

esult 
the 
are 

user 
ond 

ion. 
ting 
y of 
user 
dul-
able 
et of 



622 I. Refanidis et al. 

available activities is collected. Afterwards, the user's cluster is employed as a proxy 
for the user's ratings. For each available activity, if the activity has been rated by one 
or more members of the cluster, the activity's recommendation weight is assigned as 
the mean of the other members' ratings. If an activity has not been rated by any of the 
cluster members, the cluster's aggregate preferences are used to rate the activity, be-
having as a virtual cluster-average user, but weighted with a factor signifying the 
diminished confidence in this approach. Among the advantages of the second engine 
are the exploitation of other users' ratings and the fact that a large part of the calcula-
tions, but not all, can also be pre-computed as clusters should be relatively stable and 
the cluster's aggregate preferences need not be frequently updated. Additionally, this 
engine also takes advantage of user profile preferences, which are updated from their 
initial values using machine learning techniques on the user provided feedback. The 
most important, though, is that the prior availability of user ratings is not a prerequi-
site for the system to make recommendations. The main disadvantage is the increased 
computational load, given the need to perform user clustering and that users need to 
belong to a cluster. However, this is not a major concern, since user clusters are 
formed and adjusted off-line, by periodically recalculating the clusters, while the prior 
definition of default representative user profiles enables usage by new users. 

In the final merging stage the outputs of each of the two engines are combined. 
Each engine produces an independent list of (Activity, Weight) tuples. The merging 
function expresses the confidence in each engine by examining the richness of the 
information processed by each engine, such as user profile preferences generality, 
ratings, cluster size, cluster virtual profile preference generality, and weighs the two 
lists accordingly. Finally, the list is returned ordered from the most to the least rec-
ommended activity. Some parts of the user model are also used in an auxiliary manner 
to filter recommended activities out before inputting them into the recommendation 
engines. Age will filter age-inappropriate activities and spoken languages will filter 
out activities performed in unfamiliar languages. Scheduling preferences are for-
warded to the scheduling engine. 

One of the problems many systems with explicit user profile preferences have is 
the lack of user engagement in defining their preferences. Therefore, user profile pre-
ferences tend to be generic, neither strongly preferring nor strongly disliking any-
thing. A remedy to this adopted by the present approach is to perform non-intrusive 
learning of these preferences by logging user choices during system usage, such as 
selecting, deselecting and viewing activities as a proxy for actual ratings. Obviously, 
direct user feedback in the form of plan and activity ratings is considered more signif-
icant, therefore the information gleamed in this manner is appropriately weighted 
such that the low confidence in these measurements is appropriately represented.   

The recommendation subsystem executes the off-line calculations using the 
Apache Mahout2 machine learning library on the Apache Hadoop3 MapReduce 
framework. 

                                                           
2 http://mahout.apache.org/ 
3 http://hadoop.apache.org/ 
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5 The Scheduling Engine 

MYVISITPLANNER
GR exploits the planning engine of SELFPLANNER[14, 15]. This 

gives advantage to users of the latter system, since rescheduling of their non-cultural 
activities is possible, provided that these activities have been added to their calendars 
through SELFPLANNER; otherwise, activities manually inserted into a user’s calendar 
are never rescheduled in order to accommodate new activities originated by 
MYVISITPLANNER

GR. 
There are many types of cultural activities, from a scheduling point of view. An ac-

tivity may have a fixed time and location. For example, a one-time concert may be of 
this type. Most activities however, e.g. a visit to a museum, are flexible, in the sense 
that the user is able to select when to perform them, within some specified time win-
dow. Similarly, some activities (e.g., concert) have a fixed duration, whereas others 
(e.g., museum visit) have a variable duration, depended on the user’s profile. 

Most activities have a specific location, however there might exist activities that 
are offered in several locations, like, e.g., watching a movie in any of the cinemas in 
the area. Furthermore, there are activities that have a different starting and ending 
location; for example, walking through the city does not require necessarily returning 
back to the starting point on foot, before performing any other activity. Locations are 
taken into account by the scheduling engine, in order to ensure that there is enough 
time for the visitor to move from the location of each activity to the location of the 
next one in his plan. 

Bundles of activities are also supported. A bundle encompasses many elementary 
activities that are usually offered in reduced price as a bundle than when bought indi-
vidually. Activities of a bundle may have ordering constraints among them. 

Defining the temporal domain of an activity can be a laborious task for the cultural 
activity provider. MYVISITPLANNER

GR supports a structured and, at the same time, 
intuitive way to define temporal domains, based on an ordered list of statements con-
cerning periods when the activity is provided or not [2]. Each statement has priority 
over the previous ones. For example, the following statements: 

Every MoTuWeThuFri 09:00 to 21:00 
Every Sat 10:00 to 18:00 
Every Sun 10:00 to 17:00 
Except every December 25th 

define that an activity is offered 09:00 to 21:00 from Monday to Friday, 10:00 to 
18:00 the Saturdays, 10:00 to 17:00 the Sundays, but is not offered the Christmas day. 

A rich model of constraints and preferences is supported. Each activity is characte-
rized by a wishfulness for the user. Furthermore, the user can express his preferences 
over the activity’s temporal domain, that is, when he prefers the activity to be sche-
duled. Although the scheduling engine supports arbitrary preferences over the tem-
poral domain, MYVISITPLANNER

GR offers only a limited set of options to the user, 
such as scheduling the activity in the morning or in the evening of any day. Binary 
preferences are supported as well. The user can express that he prefers two activities 
to be scheduled temporarily close or away to each other. Furthermore, the user can 
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are important, since each time MYVISITPLANNER
GR is asked to produce a plan, all 

user’s activities (from both systems) are taken into account. 

6 Information Extraction from Semi-structured Data 

Being a data intensive application, MYVISITPLANNER
GR requires a constant feed of 

fresh information regarding cultural events. To handle this requirement the system 
uses DEiXTo [10], a web content extraction suite that includes a GUI application for 
designing extraction rules (wrappers) and a command line executor that applies these 
rules to target URLs and stores the retrieved content into a database. The exact role of 
DEiXTo is threefold: a) extract classified-at-the-source cultural events, b) extract non-
classified-at-the-source events, and c) detect new sources. 

6.1 Extracting Classified Events 

This task is based on the availability of local information sites that post cultural 
events in a classified manner, that is, they have their content organized in categories 
such as theater, music, etc. Additionally, these sites are built with modern content 
management systems and, as a result, they are excellent targets for extraction tasks. 
This is due to their web pages being template based, thus, one can easily detect 
HTML patterns reappearing in every event page and design accurate extraction rules 
based on those patterns. These sites typically organize the posted events in a master-
detail fashion, where a master page includes a list of links to individual pages present-
ing the details of a single event. As a result there are also master and detail extraction 
rules, usually one pair for every event category of interest, in every site. DEiXTo uses 
a greedy (first occurrence matching), tree-matching algorithm which is described in 
detail in [10]. It matches the tree pattern of the extraction rule against the DOM tree 
of the page under consideration. The system works as described in the following pa-
ragraphs. 

Master wrappers are executed periodically and extract URLs of pages containing 
cultural event descriptions. These URLs are the targets of the detail wrappers that 
extract the title, the body and the category of the event. The reader should recall that 
the category of the event is already known by design. The body text of the event is 
stored without any modifications and later is parsed with regular expressions and 
heuristic based techniques for metadata related to the event (location, time, cost, etc). 
The complete metadata set extracted for an event is finally presented to a human ex-
pert (along with the original page) who ensures that the correct information will be 
headed to the database. 

Duplicate entries are currently detected and removed, based on the URL of the de-
tail page. A similarity measure over the title and possibly over the body text is under 
consideration, since it is possible to have the same event posted in two or more differ-
ent sites. 

Finally, the extracted body text is cleared up from junk words, is passed to a Greek 
stemmer and the result is stored to serve as train instance for the classifier. 

Currently, there are 12 sites monitored with a total of 54 extraction rules. 
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6.2 Extracting Non-Classified Events 

This case is similar to the previous except that the class of the extracted events is not 
known because the target site does not provide such event separation. This introduces 
one extra step in the metadata extraction procedure: the event should be classified. 
This is done using the stemmed body text (as described at the end of Section 6.1) and 
the classifier of the system. The result is verified by a human operator. 

6.3 Detecting New Sources 

The web is constantly changing as new technologies and services emerge. This is 
more intensive in the Greek web in which the transition to second or third generation 
sites is still in progress. As a result, MYVISITPLANNER

GR requires a way to detect new 
potential sources of cultural events. 

There are currently two subsystems for new source detection. The first one queries 
the Google search engine with well-designed queries regarding specific cultural 
events in the geographical region of interest. The first ten unseen results are extracted 
using DEiXTo, their URLs are visited and their content is stemmed and classified as 
relevant cultural event or not. Relevant pages are checked by a human expert to see if 
they probably belong to a new site that should be wrapped properly with extraction 
rules and added to the list of the sources that provide classified events.  

The second subsystem for new source detection is a crawler that aims at supporting 
the human exert mentioned earlier, in the task of detecting new sites that can serve as 
sources of cultural events. The crawler starts from the domain root address of pages 
detected using the Google search methodology and classified as relevant. It then 
crawls the target site at a certain depth and classifies the pages visited with the help of 
the body text extractor, the Greek stemmer and the classifier. If the percentage of the 
related pages of the crawled site is above a certain threshold, the site is considered 
interesting and is forwarded to the human expert for further examination. 

7 Privacy Concerns 

Storage of large amounts of data concerning user interests, travels, preferences and 
behaviors is a significant problem for both the user and the service provider who 
stores this data. The users risk having their private and potentially sensitive data mi-
sused. The service provider incentivizes more attacks against itself since more data 
are to be gained by unlawfully acquiring it and is also potentially liable for any data 
theft. At the same time, the recommendation subsystem requires the availability of 
large amounts of data to be able to function. We have attempted to reach a trade-off 
which allows the recommendation subsystem to deliver its intended functionality 
effectively, while at the same time increasing the users' privacy protection and dimi-
nishing the potential for large-scale data exfiltration. The penalty for this decision  
lies in increased implementation complexity, higher computational overheads and 
optionally, shifting some of the privacy protection burden to the users. 
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To enhance data protection, apart from the obvious security measures (e.g. access 
control, logging, auditing), user data which is deemed sensitive is kept in encrypted 
form in the database. The data is transparently decrypted whenever the user logs into 
the system, and is kept decrypted for the duration of the user's session and then re-
encrypted automatically. The data in the database is encrypted using the symmetric 
cipher. The symmetric key is itself encrypted using another cipher, using the KEK 
(Key Encryption Key) scheme [11], to allow changing user encryption keys without 
needing to decrypt the data and re-encrypt with the new key. The data which is consi-
dered sensitive and thus protected by the privacy mechanism in MYVISITPLANNER

GR 
is shown in Table 1 against the main processes where it is accessed and the entities 
that need access to the data. At this stage the system allows access to the user data to 
all entities, when the user is logged in. An additional protective measure could be to 
limit the access of each entity to the data needed for the processes they perform. 

Table 1. Data usage in MYVISITPLANNER
GR processes 

Entity User Recommendation Scheduler 

Scope
 
Data Item 

Profile 
Editing 

(UI) 

Activity  
Similarity Based 
Recommendation

User 
Clustering 

User Cluster 
Based  

Recommendation 
Scheduling 

Demographic Data ■  ■   
Activity Type Preferences 
(in User Profile) 

■  ■   

System Preferences 
(in User Profile) 

■    ■ 

Detailed User Interaction Log ■     
Activity Ratings ■ ■ ■   

8 Conclusions 

This paper presented MYVISITPLANNER
GR, an ongoing work aiming at helping visitors 

and residents of the Northern Greece area to include cultural activities, such as visit-
ing museums churches and archaeological sites, attending performances or doing 
outdoor activities (walking, swimming, climbing, etc.), in their calendars. In order to 
schedule the activities, the system takes into account user preferences concerning the 
types of the activities and the way they are scheduled, as well as constraints imposed 
by the selected activities and the user’s other commitments. A search engine employ-
ing greedy search followed by stochastic local search is employed to produce plans, 
while alternative plans with noticeable differences to the already suggested ones are 
provided, upon a user’s request. The system is supported by a hybrid recommendation 
engine providing personalized activities recommendations, and by a semi-automated 
information extraction module to feed the system’s database with fresh data. 
MYVISITPLANNER

GR is now entering the deployment and evaluation phases.  
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Abstract. The exponential increase in the amount of data uploaded to
the web has led to a surge of interest in multimedia recommendation
and annotation. Due to the vast volume of data, efficient algorithms
for recommendation and annotation are needed. Here, a novel two-step
approach is proposed, which annotates an image received as input and
recommends several tourist destinations strongly related to the image. It
is based on probabilistic latent semantic analysis and hypergraph ranking
enhanced with the visual attributes of the images. The proposed method
is tested on a dataset of 30000 images bearing text information (e.g., title,
tags) collected from F lickr. The experimental results are very promising,
as they achieve a top rank precision of 80% for tourism recommendation.

Keywords: Probabilistic Latent Semantic Analysis (PLSA), Cluster-
ing, Image Classification, Image Annotation, Recommendation systems,
Hypergraph.

1 Introduction

Nowadays, the continuously rising popularity of photo-sharing web applications
leads to a huge amount of uploaded images. Browsing through this volume re-
sorts to search engines, which exploit mainly the text information in tags, titles,
etc. Image tags are keywords, which are added to an image by a user of a social
media platform, describing the image content from this user’s point of view. The
aforementioned image annotation is a very critical procedure, as it is responsible
for search engine retrieval accuracy and contributes to the organization of the
images uploaded to the web. It aims at bridging the gap between the semantic
and visual content of an image. However, it suffers from several limitations, such
as spam, lack of uniformity, and noise. Several times, the tags given to an im-
age by a user are far from being accurate, containing much redundancy, or even
false information. Therefore, an automated annotation system is of paramount
importance. Recently, besides annotation, much progress has been made toward
developing new recommendation systems. However, achieving satisfactory effi-
ciency or accuracy remains still an open problem.

Tourism is a vital economic sector for Greece and many other countries. Nowa-
days, the way people decide their tourist destination differs from the past. It is
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no longer solely based on brochures or simple search on the web. The sectors of e-
tourism and marketing are thriving and the need for developing efficient tourism
recommendation systems is indisputable. Here, a tourism related recommenda-
tion system is presented and experimental results are disclosed, demonstrating
its great potential.

Our work was motivated by [1] where the problem of vast amount of im-
ages was handled by building an Internet landmark recognition engine, resorting
to efficient object recognition and unsupervised clustering techniques. In [2],
a cluster-based landmark and event detection scheme was presented that was
based on clustering performed on both visual and tag similarity graphs. More
relevant to our approach are the methods presented in [3] and [4]. A worldwide
tourism recommendation system was implemented based only on visual match-
ing and minimal user input in [3] and a probabilistic model was developed in
[4] that was based on Latent Dirichlet Analysis (LDA) for simultaneous image
classification and annotation.

The novel contribution of this paper is in the development of a complete image
annotation and tourism recommendation system. In particular, the GPS coor-
dinates (latitude, longitude) of a dataset of 30000 geo-tagged images crawled
from Flickr were clustered by means of hierarchical clustering to form 2993
clusters. Hereafter, these clusters are referred to as geo-clusters. From them, the
100 most dense geo-clusters were selected as places of interest (POI). Indeed,
popular tourist destinations attract more visitors, who upload more geo-tagged
images on social media sharing platforms. The text information (e.g., titles, tags)
of the images that belong to each geo-cluster was concatenated, forming a geo-
cluster derived document. Next, probabilistic latent semantic analysis (PLSA)
[5], [6], [7] properly initialized was employed to build an image annotation sub-
model. PLSA performs a probabilistic mixture decomposition, which associates
an unobserved class variable to co-occurrence of terms and documents. That is,
the PLSA is used to represent documents as probability distributions of topics
treated as unobserved class variables. By applying PLSA to a term-document
matrix the relations between the terms and the documents are captured by ob-
serving the probability distribution between the documents and the generated
topics and between the topics and terms. Here, the PLSA is applied in a term-
document (geo-cluster) matrix and the annotation is performed by assigning the
geo-cluster derived document and all the images belonging to the geo-cluster
the most strongly related terms to it. The annotation sub-model of the pro-
posed system is also enhanced by exploiting the visual attributes of images.
Such an approach is more complete than that in existing methods, such as [3]
and [4]. Next, a hypergraph was constructed, capturing the relations computed
by the PLSA between the geo-cluster derived documents and the topics as well
as the vocabulary terms. A hypergraph is defined as a set of vertices made by
concatenating different kind of objects (e.g., documents, topics, terms) and hy-
peredges linking these vertices. In contrast to simple graphs, multi-link relations
between the vertices are captured in hypergraphs. Tourism recommendation is
treated as a hypergraph ranking problem and the 5 top ranked geo-clusters are
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recommended as tourist destinations. For evaluation purposes, 200 images were
removed from the dataset along with their text information to be used for recom-
mendation assessment. The experiments demonstrate the merits of the proposed
system. Both classification and annotation results are very promising. A top rank
precision of 80% is disclosed for tourism recommendation.

The remainder of this paper is organized as follows. In Section 2, the image
annotation is detailed. The hypergraph ranking model is analyzed in Section 3.
The dataset and the term-document matrix are described in Section 4. Hyper-
graph construction is explained in Section 5. The outline of the proposed system
is presented in Section 6. In Section 7, experimental results are presented demon-
strating the effectiveness of the proposed method. Conclusions are drawn and
topics for future research are indicated in Section 8.

2 Image Annotation

2.1 Image Annotation Using Semantic Topics

In text processing, PLSA models each term in a document as a sample from a
mixture model. The mixture components are multinomial random variables that
can be interpreted as topic representations. The data generation process can be
described as follows: 1) select a document d with probability P (d), 2) pick a
latent topic z with probability P (z|d) and 3) generate a term t with probability
P (t|z). The joint probability model is defined by the mixture:

P (t, d) = P (d)P (t|d)

P (t|d) =
∑
z∈Z

P (t|z)P (z|d)

⎫⎪⎬⎪⎭ (1)

where t ∈ T = {t1, t2, · · · , tk} and d ∈ D = {d1, d2, · · · , dm} represent the
vocabulary terms and documents, respectively, while z ∈ Z = {z1, z2, · · · , zn} is
an unobserved class variable representing the topics. As it is indicated in (1),
the document specific term distribution P (t|d) is a convex combination of the
n topic conditional distributions P (t|z). The annotation procedure is performed
as follows:

1 PLSA is applied to a term-document matrix A ∈ R
k×m.

2 For each document to be annotated, the most related topic is chosen, that
with the highest probability.

3 The 30 most related terms to that topic are employed to annotate the docu-
ment.

Terms providing geographical information are identified using geo-gazetteers1.
Thus, a complete annotation model, which provides, geographic and semantic
information is obtained.

1 http://www.geonames.org
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2.2 PLSA Initialization

PLSA depends on proper initialization method. In addition to the common ran-
dom initialization, there are many other schemes, e.g., the Random C (RC) [6].
A variant of RC is the Dense Random C (DRC) summarized in Algorithm 1.
The DRC treats the columns of A unequally. Only the densest columns are cho-
sen, as they provide more valuable information. The reduction of the number of
the columns makes the method less time consuming. The DRC was found to be
more effective than the RC in the experiments conducted.

Algorithm 1. Dense Random C Initialization

Input: matrix A ∈ R
k×m with A(i, j, ) ≥ 0.

Output: matrix S ∈ R
k×n, containing the conditional probabilities P (t|z).

1 Count the non-zero elements of each column of A.
2 Compute the mean document vector μ̄.
3 Find the c columns of A, having more non-zero elements than μ̄.
4 Average x randomly chosen columns out of the c and set the average column vector

as a column of S. Repeat 3-4 for all columns of S.

2.3 Classification-Based Visual Content Annotation

The visual features of an image provide valuable, complementary, information
about its content. Image annotation is strongly related to image classification,
considering the class label as a global description of the image, while the tags
are treated as local description of the individual image parts. Here, 13 seed
images, which represent 13 different visual topics were chosen manually from
the dataset. For each of them, the 5 nearest neighbor images in the dataset
were located by means of the k-Nearest Neighbor algorithm (k-NN), resorting to
the distance between GIST descriptors [8] of the seed image and any image in the
dataset. This way, 13 classes were formed, each of them containing 6 images. The
average GIST descriptor among the 6 images that belong to each class defines
a template for each class. Each visual topic (class) was assigned manually one
label and a few representative tags, e.g., clouds, sky, sea, sunset, defining the
image visual content. Each test image is classified into one of the 13 classes by
finding the minimum distance between its GIST descriptor and the templates of
the 13 classes. Representative images assigned to different classes are shown in
Fig. 1.

3 Tourism Recommendation

The second part of the proposed system consists of a hypergraph model rep-
resenting the multi-link relations between terms of the vocabulary, documents
(geo-clusters), and topics as they were computed in Sec. 2.1.
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Fig. 1. A sample of 12 images, representing different classes

Hereafter, set cardinality is denoted by | · |, the �2 norm of a vector appears
as ‖.‖2 and I is the identity matrix of compatible dimensions. A hypergraph
H is a generalization of a graph with edges connecting more than two vertices.
Ψ(V,E,w) denotes a hypergraph with set of vertices V and set of hyperedges E
to which a weight function w : E → R is assigned. V consists of sets of objects of
different type (documents, topics, terms). A |V |×|E| incidence matrix is formed
having elements H(v, e) = 1 if v ∈ e and 0 otherwise. Based on H, the vertex
and hyperedge degrees are defined as:

δ(v) =
∑

e∈E w(e)H(v, e)

δ(e) =
∑

v∈V H(v, e)

⎫⎬⎭ . (2)

The following diagonal matrices are defined: the vertex degree matrix Du of size
|V | × |V |, the hyperedge degree matrix De of size |E| × |E|, and the |E| × |E|
matrix W containing the hyperedge weights.

Let Θ = D
−1/2
u HWD−1

e HTD
−1/2
u , then L = I − Θ is the positive semi-

definite Laplacian matrix of the hypergraph. The elements ofΘ, Θ(u, v), indicate
the relatedness between the objects u and v. In order to compute a real valued
ranking vector f ∈ R

|V |, one minimizes

Ω(f) =
1

2
fTLf , (3)

requiring all vertices with the same value in the ranking vector f to be strongly
connected [9]. The aforementioned optimization problem was extended by in-
cluding the �2 regularization norm between the ranking vector f and the query
vector y ∈ R

|V | in music recommendation [10]. The function to be minimized is
expressed as

Q̃(f) = Ω(f) + ϑ ||f − y||22 (4)
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where ϑ is a regularizing parameter. The best ranking vector f∗ = argminf Q̃(f)
is [10]:

f∗ =
ϑ

1 + ϑ

(
I− 1

1 + ϑ
Θ
)−1

y. (5)

4 Dataset and Term-Document Matrix

Popular tourist destinations attract more visitors, who upload more geo-tagged
images on social media sharing platforms. To properly organize such geo-tagged
images into geographical clusters, an hierarchical clustering algorithm, based on
geographical distances computed with the “Haversine formula”2 was applied.
Thus, from 30000 geo-tagged randomly selected images related to Greece, that
were collected from Flickr, 2993 geo-clusters were formed. The 100 most dense
geo-clusters were considered as places of interest. Next, a document was created
of each geo-cluster comprising the concatenation of all text information (e.g.,
title, tags) available for all the images assigned to the geo-cluster.

A vocabulary was defined by processing the text information contained in
a dataset of 150000 images, in order to properly capture the context of the
tourism application. Prior to vocabulary extraction, all characters were con-
verted to lower case and unreadable or redundant information was removed. A
vocabulary of unique words was generated along with their frequencies and terms
with frequency less than 100 were removed from the vocabulary. By doing so, a
vocabulary of 1901 terms was finally retained.

Next, having created 100 documents and having set the vocabulary of terms, a
term-document matrix A was formed with size 1901× 100. Each element A(i, j)
corresponds to the number of occurrences of a term i in a document (geo-cluster)
j. In order to proceed to the image annotation, the PLSA was applied to A.

5 Hypergraph Construction

The vertex set is defined as V = Doc ∪ Top ∪ Ter, where Doc, Top, Ter corre-
spond to documents (geo-clusters), topics, and vocabulary terms, respectively.
The hypergraph H is formed by concatenating the hyperedge set. It has a size
of 2201 × 100 elements. It is formed by the concatenation of 100 documents,
200 topics, and 1901 vocabulary terms capturing the multi-link relations among
the 100 geo-cluster derived documents. The weights of the hyperedge set are set
equal to one.

As was mentioned in Sec. 2.1, each document is represented by a probability
distribution on a set of topics. For accuracy and simplicity reasons, although
each document can be related to more than one topics, only the relation between
the document and the topic corresponding to the highest probability P (z|d) is
represented in the hypergraph. Then, the relations between any topic and the
15 most strongly related terms to that topic are retained.

2 http://www.movable-type.co.uk/scripts/latlong.html
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Fig. 2. Annotation system

The query vector y is initialized by setting the entry corresponding to the
target document (geo-cluster) g, where the input image was assigned, to 1 and
all other objects v connected to the specific document to Θ(g, v). It is underlined,
that Θ(i, j) is the element of Θ which corresponds to the objects i and j and it
is a relatedness measure of the 2 connected objects. The query vector y has a
length of 2201 elements.

The ranking vector f∗ is derived by solving (5), after setting the values of the
query vector y. It has the same size and structure as y. The values corresponding
to documents (geo-clusters) are used for tourist destination recommendation
with the top ranked geo-clusters being recommended as tourist destinations to
the user, who has imported the input image.

6 System Outline

Fig. 2 demonstrates the proposed system annotation. Given an image as input,
the distances between image geo-location captured using GPS technology and the
geo-cluster centers are computed. The input image is then assigned to the near-
est geo-cluster. Simultaneously, the image visual content is classified by means
of a nearest neighbor algorithm fed by the image GIST descriptor [8]. Next, the
class label and the predefined representative tags offer a visual content anno-
tation. Simultaneously, the vocabulary terms assigned to the closest geo-cluster
derived document by the PLSA, offer geographic and semantic annotation for
this image, as was demonstrated in Sec. 2.1. Proceeding to tourism recommen-
dation, the query vector y is initialized, as was mentioned in Sec. 5. Hypergraph
ranking is applied and the 5 top ranked geo-clusters are recommended as tourist
destinations.

7 Experimental Results

The averaged Recall-Precision curve is used as figure of merit. Precision is defined
as the number of correctly recommended objects divided by the number of all
recommended objects. Recall is defined as the number of correctly recommended
objects divided by the number of all objects.
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Fig. 3. Recall-precision of PLSA compared to that of tf-idf

For evaluation purposes, a test set containing 200 images was randomly cho-
sen and removed from the training set along with their text information. As
is demonstrated in Fig. 3, the PLSA outperforms the term frequency-inverse
document frequency (TF-IDF) method [11]. TF-IDF is a classical global weight-
ing scheme for vector space model, where terms appearing in documents are
weighted proportionally to term frequency and inversely proportional to the
document frequency.

In Fig. 4, recall-precision curves are plotted for the PLSA, having been ini-
tialized by the RC and the DRC for 5 and 10 iterations. The results indicate the
superiority of DRC over RC for the same number of iterations. For evaluation
purposes, the average recall precision curves over 1000 repetitions of the PLSA
training for each initialization are shown.

Furthermore, it was noted that better results are obtained by increasing the
number of topics, as can be seen in Fig. 5. This may be attributed to the fact that
geo-cluster derived documents may contain multiple topics. Indeed, these docu-
ments consist of the tags of many photos taken by several people and each one
may possess multiple semantic topics. The recall-precision curves were obtained
by averaging recall-precision pairs in 100 repetitions.

Fig. 6 discloses the classification rates obtained for the 13 visual topic classes.
It is seen that the proposed classification method performs extremely well for
scenes of flying birds or cloudy sky. Good results are also obtained for all other
classes. Clearly, the GIST features reaffirm the reputation of being the most
effective features for scene matching tasks. However, their performance is not at
the same level as in object recognition tasks.
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Fig. 4. RC and DRC recall-precision curves for 5 and 10 iterations

0 0.2 0.4 0.6 0.8 1

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

P
re

ci
si

on

 

 

30  topics
100  topics
200  topics

Fig. 5. PLSA recall-precision curves for 30, 100, 200 topics

Fig. 7 demonstrates the accuracy of tourism recommendation for the 5 top
ranking positions. The best results are obtained for the 1st ranking position. The
precision does not degrade, falling below 60%, when additional ranking positions
are taken into account, indicating the effectiveness of the proposed method.
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8 Conclusions and Future Work

Here, a novel and efficient annotation and recommendation system was pro-
posed. A method to organize large collections of images was developed based on
clustering and classification. PLSA was enhanced by an effective initialization
method and used in order to extract semantic information from image meta-
data. The annotation procedure was also supplemented, exploiting image visual
attributes. Thanks to hypergraph learning, tourism recommendation has been
implemented. The dataset used in the experiments can be expanded to cover the
entire Greek territory. Several online updating methods can be applied to PLSA,
improving system performance. Finally, the proposed system could be favored
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by the exploitation of the social media information, being available on the web
in order to provide personalized recommendation.
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