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Abstract. In the paper some properties of the perfect resources placement in the 
4-dimensional hypercube processors network with soft degradation are investi-
gated. The two types of network processors (resource processors - I/O ports and 
working processors) are taken into consideration. In the work the notion of  , |  – perfect resources placement in a structure  of the hypercube type 
is extended to |  – perfect  placement concept, that is a such allocation of  

 resources which minimizes the average distances between the working  
processors and resource processors in the structure  . Two algorithms for de-
termining , |  – perfect resources placement and the |  – resources 
perfect placement in a structure   of the hypercube network was given. The 
average number of working processors in the degraded 4-dimensional network 
with a given order (degree of degradation) for the 1,1|  resource placement 
is determined. This value characterizes the loss of the network computing capa-
bilities resulting from the increase of the degree of network degradation. 
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1 Introduction 

In a processors network, there may be resources, such as I/O processors or software 
components, that each processor needs to access. However, because of expense or 
frequency of use, resources in a network system might be shared  to reduce the over-
all system cost. In general, then, the problem of resource placement is how should a 
limited number of copies of a resource be disseminated throughout a system giving 
comparable access to all processors. One of the situation to be considered in the con-
text of resource allocation in fault-tolerant system is multiple-connection, in which 
every node without the resource is in connection with more  than one copy of a re-
source. Multiple-connection gives rise to less contention, possibly yielding better 
performance, and reduces potential performance degradation after a copy is lost, be-
cause every node still can get access to one resource in the same number of hops. 
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One of considered in the literature  the resource placement problem is a combina-
tion of the distance-d and the m adjacency problems, where a non-resource  node 
must be a distance of at most d  from m resource nodes [1]-[3].  In [4] a perfect dep-
loyment has been introduced and analyzed which is defined as the minimum number 
of resources processors which are accessible by working processors. Each working 
processor has access to the at least m resources processors at a distance of not more 
than d. The definition of perfect distance-d placement of m copies of resources in the 
processors network was fairly commonly used in torus-type networks [3],[4]. Several 
resource placement techniques have been proposed for the hypercube or cube-type 
network [5]- [7], and different error correcting codes have been used to solve this 
problem. 

An interconnection network with the hypercube logical structure is a well-known 
interconnection model for multiprocessor systems [8]-[10]. Such networks possess 
already numerous applications in critical systems and still they are the field of interest 
of many theoretical studies concerning system level diagnostics ([11]-[13]) or re-
source placement problem [6], [14]. More commonly, we could observe the usage 
processors networks in critical application areas [15] (military, aerospace or medical 
systems etc.). Such networks are (mostly) used in real-time systems, which require a 
very high data reliability processing throughout all the network life cycle. 

We investigate the 4-dimensional hypercube processors network with two types of 
processors. The first type of processors are resource processors (i.e. I/O ports ). These 
processors mediate in communication with other systems (sensors networks) and keep 
data obtained from them. The second type of processors are working processors. 
These processors have to get access to data obtained from sensors and are processing 
data from sensors. We also assume that sensors are not mobile. The execution of 
some tasks by a working processor requires an access to resources, also some results 
obtained by working processors must be submitted by a resource processors to other 
systems [14]. 

Further we assume that 4-dimensional hypercube is a soft degradable processors 
network [11]. In such kind of networks a processor identified as faulty is not repaired 
(or replaced) but access to it is blocked. New (degraded) network continues work 
under the condition that it meets special requirements [14],[16], which may involve 
possibility of applying of some resources placement  schema (e.g. processors with 
connected I/O ports). In the work [16] an analysis of the different patterns of reconfi-
guration in networks with soft degradation was conducted, where these schemes were 
divided into software and hardware ones.  Analyzed in this paper the way of the 
hypercube network reconfiguration after identifying faulty processors is based on the 
determination of the coherent cyclic subgraph of the current structure with maximum 
cardinality [11]. If fault concern a resource processor an another I/O port allocation is 
required. Then I/O port may be switched to the determined fault-free processor. 

A generalized cost of a network traffic with a specified resources deployment and 
workload of a network is usually tested with experimental methods or simulation. 
Distributing resources copies in a hypercube with an attempt to optimize system per-
formance measures of interest has been investigated in [5 ].   
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The definition ( , )m d - perfect deployment is a characteristic of the value of the ge-

neralized cost of information traffic in the network at a given load of tasks. In the work 
[14] we have tried to apply the above mentioned approach to a processors network of a 
4-dimensional cube type logical structure along with its soft degradation process. 

In this paper we have extended the notion of  , | -perfect resources place-
ment in a hypercube type structure   to | -perfect placement.  It can be seen as 
a such allocation of    resources which minimizes the average distances between 
the working processors and resource processors in the structure  . Also, the algo-
rithm for determining the | -perfect placement of resources in the network type 
hypercube was  given.  

The main aim of this paper is to apply and compare the above presented approach-
es to the 4-dimensional cube type processors network along with its soft degradation 
process. Particularly  we were interested in obtaining the values of the average num-
ber of working processors for  some , | -resources perfect placement schemes 
depending on the degree of the network degradation.  

The rest of paper consists of two sections and a summary. The second section pro-
vides a basic definitions and properties of working structures which are induced by 
the network in the process of its degradation. There is defined a concept of  , | -perfect deployment of processors with resources in the working structure of 
network G and the | -perfect placement . In the third section two algorithms for 
determining , | -perfect placement and | -perfect placement are proposed. 
An illustration of the main algorithms steps for the same structure is given. Finally 
some concluding remarks are given. 

2 The Basic Definitions and Properties 

Definition 1. The logical structure of processors network we call the structure of 
4-dimensional cube if is described by coherent ordinary graph ,  (  – set of 
processors,  – set of bidirectional data transmission lines), which nodes can be de-
scribed (without repetitions) by 4-dimensional binary vectors (labels) in such a way 
that 

 , 1 ,  (1) 

where ,  is Hamming distance between the labels of nodes  and 
. 
The Hamming distance between two binary vectors  ε e  and  ε e  complies 

with the dependency: , ,…,  

where: 
• ε e  – the -th element of the binary vector ε e , 
•  – modulo 2 sum. 
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If | | 2  and | | 2| | , then such graph we called (non labeled) 4-
dimensional cube and denote by . 

Denoted by ;  :  4-dimensional cube labeled nodes, 
and by &  and &  – a sets of coherent subgraphs of the graphs  and 

 of order , respectively, for class & ,  (  – cyclic graphs,  – acyclic 
graphs). 

Example  1. The structure  (Fig. 1a) is a structure of type   

because the nodes of this structure can be labeled in accordance with the formula 1 
(Fig. 1b). 
 

Fig. 1. Illustration of verification that the  structure is a structure of type  

The placement of resources in the processors network of 4-dimensional cube type 
logical structure we will regard as a labeled graph ;  where  for 6 and  (  – set of resource processors,  – set of the work-
ing processors of the network ). 

Denoted by , |  the distance between nodes  and  in a coherent graph 
, that is the length of the shortest chain (in the graph ) connecting node  with the 

node . 

Definition 2. We say ([2],[4],[7]) that the labeled graph ;  for 1   is , |  - perfect placement for 1, … , , 1, … , , -
diameter of the graph  if there exists the set  of minimum cardinality such that 

\ : : , | , : , |   | 1 . 

Denoted by | : , |  for 1, … ,  and : : 1 . 
Denoted by , , ,  and by |: , |  for 1, … , ,  and by 

  , , , … , , ,   for , | . (2) 

Definition 3. Denoted by , ∑ , |  for  attainability 
of the processor  in the network  and by ∑ ,  attainability of 
the network . 
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Using (2) we have 

 , ∑ ,, . (3) 

Example 2. We determined using (2) -  , , and using (3) - , , and  
for structures presented on the Fig. 2. We see that , , | 7 
and , 4. The determined value of , , ,  and  are pre-
sented in table 1. 
 

Fig. 2.  Example of structures of type  -    and   

Table 1. The , , ,  and  for the nodes of the structures  and  presented 
in the Fig. 2 

    , |
 1 2 3 4 5 6 7 , 1 2 3 4 ,  

 3 3 1 1 1 0 0 21 3 2 3 1 20 
 2 2 2 1 1 1 0 27 2 3 2 2 22 
 2 3 3 1 0 0 0 21 2 4 2 1 20 
 1 1 2 2 1 1 1 35 2 4 2 1 20 
 2 3 3 1 0 0 0 21 4 2 2 1 18 
 2 3 3 1 0 0 0 21 2 4 2 1 20 
 2 3 3 1 0 0 0 18 3 2 3 1 20 
 3 3 1 1 1 0 0 25 2 4 2 1 20 
 2 2 2 1 1 1 0 27 2 3 2 2 22 
 1 1 2 2 1 1 1 35 2 2 4 1 22 

       251     206 

 

Property 1. 512 because : , 4 , ). 

Using (3) we have : , 32 and | | 2 , then | | , . 
Property 2. , 8 when the structure  is a Hamiltonian cycle in . 
Property 3. If  that \ , then \ : ,, , | . 
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Definition 4. Denoted by , ∑ ,   for  accessi-
bility of the processor  in the placement  and by , ∑ ,   ac-
cessibility of the resource processors in the placement . 

Denoted by  average distances between the working processors and resource 
processors in the placement  for 1 2⁄ . Then 

 ∑ ∑ ,⁄  (4) 

where . 

Definition 5. Let  be |  – perfect placement, then 

 : . (5) 

Denoted by Ω  distances between the working processors and resource proces-
sors in the placement .  Let Ω  denote increment Ω  when add  \  to the set . Then 

 Ω , 2 ∑ , . (6) 

3 The Method and the Algorithm for Determining a Resources 
Placement 

3.1 Determining , |  – Perfect Placement 

For  as the first node we choose such a node  that the subgraph , \  has the smallest number of components of cohe-
rence. Then we determine a placement for every of these components of coherence, 

wherein if a component of coherence is one-node it belongs to the set )( fE . 

Based on the presented method was developed the algorithm (I) for determining , | - perfect placement. 
Step 1. 

Choose a node  such that: 
 the degree of  ; 

 subgraph ,  has the smallest number of components of  cohe-
rence. 

Add the node  to the set . 
Step 2. 

Check if a component of coherence of the subgraph ,  is one-node or , . 
YES 

If ,  add all nodes of ,  to the set . 
Go to step 3. 

NO 
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Assume that the ,  is a new graph . 
Return to step 1. 

Step 3. 
The end of the algorithm (I). 

An illustration of the algorithm work is presented in [14]. Algorithm will choose  1,1|  – perfect placement for the structure  from Fig. 2. One of the possible 1,1| -perfect deployment for the structure  (chosen by the algorithm) is shown . 
 

 
Fig. 3. An illustration of the algorithm (I) steps 

3.2 Determining |  – Perfect Placement 

The proposed method for determining |  – perfect placement is based on the 
calculation of  Ω :  (6). The method choose a node  such that  , , . The operations of calculation and selection of the node will 

be repeated for 2⁄ . For every step is determined 1|  - perfect 
placement. 

Based on the presented method was developed the algorithm (II) for determining |  - perfect placement. 
Step 1. 

For the structure  using (3) determine , . 
Step 2. 

Choose a node   such that , , . 

Add the node ie  to the set . 
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Step 3. 
Check if 2⁄ . 
YES 

Using (6) determine Ω : . 
Return to step 2. 

NO 
Assume that the  is |  – perfect placement. 
Go to step 4. 

Step 4. 
The end of the algorithm. 
An illustration of the algorithm work is presented in Fig. 4. Algorithm will choose  |  – perfect placement  for the structure  from Fig. 2. The algorithm stop 

working for 4. 

Fig. 4. An illustration of the algorithm (II) steps 

The algorithm in 10 steps choose three placements for 2,3,4  presented on 
the Fig. 3. a), b), c) respectively. 

3.3 Remarks 

Comparing the results of operation of both algorithms we can easily observe that the 
first one gives always 1, | – perfect type placements (if such exists) while the 
second not always allow to obtain placement which is the 1, | – perfect type  
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placements. For instance, the placement obtained in the Fig. 4c is 4|  – perfect 
placement and simultaneously is  1,1|  type placement but it is not the perfect 
placement because of the number of  resources is not a set of minimal (is equal to 4 
while the algorithm gives us perfect placement with 3 resource processors – Fig. 3). 

The algorithm of determining the  |  – perfect resources placement may be 
useful for obtaining approximate solutions for  1, | – perfect type placements and 1, . . , . 

We have applied  given in 3.2 algorithm (I) for determining the 1,1| -perfect 
placements in 62 cyclic working structures (i.e. within the 4-dimensional hypercube 
network structures with the degradation degree 0 7).  By the degradation 
degree is meant the number equal to  2 | |). It was turned out that for 
some structures the 1,1| -perfect placements do not exist. Based on the known 
numbers of instances of these structures [11] in the 4-dimensional hypercube network 
the average numbers of working processors for the  1,1| -perfect placement de-
pending on the degree of the network degradation were determined (Table 2) . This 
value characterizes the loss of the network computing capabilities resulting from the 
increase of the degree of network degradation. 

Table 2. Characterization of  the  1,1| - perfect placement  for cyclic working structures in 
the 4-dimensional hypercube depending on the degree of the network degradation (  ) 

  

0 1 2 3 4 5 6 7 

% of existing 
placements 

100 100 100 100 99 100 97 94 

average number  of 
working processors 

12 11 10 9,19 8,46 8,17 6,92 6 

4 Summary 

In this paper the method of determining some schemes of  resources placement in the 
4-dimensional hypercube processors network with soft degradation was presented.  

The , | -perfect placement is a characteristic of a value of the generalized 
cost of information traffic in the network structure   at a given load of tasks. In the 
paper this notion was extended to the  | -perfect placement which may be easily 
determined on the base of the accessibility measure of resources calculated as total 
sum of distances between the working processors and resources processors for the 
given placement in the working structure  . The algorithm of  determining of |  -perfect placement was presented and it may be useful for obtaining approx-
imate solutions for  1, |  type perfect placements. 

It should be noticed that real cost of information traffic in a network for a given 
deployment of resources processors depends on the nature of the tasks performed by  
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the network. We plan to examine this problem in the future with the use of simulation 
methods for a specified ),( dm -perfect deployments and a given type of task load of 

the network. 
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