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Preface

We are pleased to present the proceedings of the Ninth International Conference
on Dependability and Complex Systems DepCoS-RELCOMEX, which took place
in a beautiful Brunów Palace, Poland, from 30th June to 4th July, 2014.

Started in 2006, DepCoS – RELCOMEX is a conference organized annually
by the Institute of Computer Engineering, Control and Robotics (CECR) from
Wroc�law University of Technology. Its roots go nearly 40 years back to the her-
itage of the other two cycles of events: RELCOMEX (1977 – 89) and Microcom-
puter Schools (1985 – 95) which were organized by the Institute of Engineering
Cybernetics (the previous name of CECR) under the leadership of prof. Woj-
ciech Zamojski, now also the DepCoS chairman. In this volume of “Advances
in Intelligent and Soft Computing” we would like to present results of research
on selected problems of complex systems and their dependability. Effects of the
previous DepCoS events were published in volumes 97, 170 and 224 of this series.

Today’s complex systems are integrated unities of technical, information, orga-
nization, software and human (users, administrators and management) resources.
Complexity of such systems comes not only from their involved technical and
organizational structures built on hardware and software resources but mainly
from complexity of information processes (processing, monitoring, management,
etc.) realized in their specific environment. In operation of such wide-ranging
and diverse systems their resources are dynamically allocated to ongoing tasks
and the rhythm of system events (incoming and/or ongoing tasks, decisions of
a management subsystem, system faults, “defense” system reactions, etc.) may
be considered as deterministic or/and probabilistic event stream. Security and
confidentiality of information processing introduce further complications into
the modelling and evaluation methods. Diversity of the processes being realized,
their concurrency and their reliance on in-system intelligence often significantly
impedes construction of strict mathematical models and calls for application of
intelligent and soft computing methods.

Dependability is the modern approach to reliability problems of contemporary
complex systems. It is worth to underline the difference between the two terms:
system dependability and system reliability. Dependability of systems, especially
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computer systems and networks, is based on multi-disciplinary approach to the-
ory, technology, and maintenance of the systems working in a real (and very often
unfriendly) environment. Dependability concentrates on efficient realization of
tasks, services and jobs by a system considered as a unity of technical, informa-
tion and human assets, while “classical” reliability is more restrained to analysis
of technical system resources (components and structures built from them).

Presenting our conference proceedings to the broader audience we would like
to express the sincerest thanks to all the authors who have chosen to describe
their research here. It is our hope that the communicated results will help in
further developments in complex systems design and analysis aimed at improving
their dependability. We believe that the selected contributions will be interesting
to all scientists, researchers, practitioners and students who work in these fields
of science.

Concluding this brief introduction we must emphasize the role of all review-
ers who took part in the evaluation process and whose contribution helped to
refine the contents of this volume. Our thanks go to, in alphabetic order, Salem
Abdel-Badeeh, Andrzej Bia�las, Frank Coolen, Manuel Gil Perez, Zbigniew Huzar,
Jacek Jarnicki, Vyacheslav Kharchenko, Mieczys�law M. Kokar, Alexey Lastovet-
sky, Marek Litwin, Jan Magott, István Majzik, Jacek Mazurkiewicz, Katarzyna
M. Nowak, Yiannis Papadopoulos, Oksana Pomorova, Krzysztof Sacha, Ruslan
Smeliansky, Janusz Sosnowski, Jaros�law Sugier, Victor Toporkov, Carsten Trini-
tis, Tomasz Walkowiak, Max Walter, Bernd E. Wolfinger, Marina Yashina, Irina
Yatskiv, Wojciech Zamojski, and W�lodzimierz Zuberek.

The Editors
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Swarm Intelligence Metaheurisics Application in the Diagnosis
of Transformer Oil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413
Anis Smara, M’hana Bouktit, Ahmed Boubakeur

Performance Aspect of SaaS Application Based on
Tenant-Based Allocation Model in a Public Cloud . . . . . . . . . . . . . . 423
Wojciech Stolarz, Marek Woda

Low Cost FPGA Devices in High Speed Implementations of
Keccak-f Hash Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433
Jaros�law Sugier

Distributed Time Management in Wireless Sensor Networks . . . . 443
Tomasz Surmacz, Bartosz Wojciechowski, Maciej Nikodem,
Mariusz S�labicki

Heuristic Cycle-Based Scheduling with Backfilling for
Large-Scale Distributed Environments . . . . . . . . . . . . . . . . . . . . . . . . . . 455
Victor Toporkov, Anna Toporkova, Alexey Tselishchev,
Dmitry Yemelyanov, Petr Potekhin



Contents XIII

Behavior of Web Servers in Stress Tests . . . . . . . . . . . . . . . . . . . . . . . . 467
Tomasz Walkowiak

The Impact of Reconfiguration Time on the Dependability of
Complex Web Based Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477
Tomasz Walkowiak, Dariusz Caban

Propagation Losses in Urban Areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489
Marian Wnuk, Leszek Nowosielski

Web Service for Data Extraction from Semi-structured Data
Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 499
Marina V. Yashina, Ivan I. Nakonechnyy

Investigation of System Reliability Depending on Some
System Components States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511
Elena Zaitseva, Vitaly Levashenko, Miroslav Kvassay

Model Fusion for the Compatibility Verification of Software
Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521
W.M. Zuberek

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 531

CDM: A Prototype Implementation of the Data Mining JDM
Standard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Piotr Lasek

Erratum

E1



 

W. Zamojski et al. (eds.), Proceedings of the Ninth International Conference  
DepCoS-RELCOMEX, Advances in Intelligent Systems and Computing 286,  

1

DOI: 10.1007/978-3-319-07013-1_1, © Springer International Publishing Switzerland 2014 
 

Framework for the Distributed Computing  
of the Application Components  

Razvan-Mihai Aciu and Horia Ciocarlie 

Department of Computer and Software Engineering, “Politehnica” University of Timisoara 
Blvd Vasile Parvan, Nr. 2, Postcode 300223, Timisoara, Romania 

razvanaciu@yahoo.com, horia@cs.upt.ro 

Abstract. Writing real world distributed applications is a challenging task. 
Even if well known models or powerful frameworks such as MapReduce or 
HADOOP are employed, the complexity of the aspects involved, such as 
specific programming and data models, deployment scripts or a hard debugging 
process are enough to require many working hours or even make the entire 
process unsuitable for practical purposes. For applications which need some of 
their own components to be computed in a distributed manner, a generic model 
incurs an unnecessary overhead and makes the whole development slower. We 
propose a MapReduce framework which automatically handles all the 
distributed computing tasks such as computing resources abstraction, code 
deployment, objects serialization, remote invocations and synchronizations with 
only a minimal coding overhead. With only minimal constructions dependable 
distributed components can be developed and run on heterogeneous platforms 
and networks. The presented results confirm the performance of the proposed 
method. 

Keywords: distributed computing, serialization, synchronization, invocation. 

1 Introduction 

Today resource intensive applications can run on networks starting from a few 
computers and reaching thousands of dedicated servers organized in clouds or grids. 
The internet also brings the possibility to run applications on global scale networks, 
many of them forming resources, known as Volunteer Computing Networks [1]. 
There are many processing resources, which can be used by an application. Network 
computers, microprocessor cores and GPUs can be used to compute laborious tasks in 
parallel [2]. However, each of these resources require special handling such as writing 
threads for CPU cores, kernels for GPUs and serialization/invocation protocols for 
network resources. From the application level, each resource executes some code to 
process inputs and to generate outputs. It should be possible to design a construction, 
which abstracts computing resources in a generic way. In Java such construction can 
be a common adapter interface between the application logic and the specific 
resources. The Java basics to run threads on microprocessor cores are the class Thread 
and the interface Runnable [3]. There are no standard equivalents of these for network 
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computing resources or for GPU cores [4], which imposes challenging tasks for the 
programmers who want to make use of all available resources, especially if the 
applications are to be run on ad-hoc, loosely coupled, heterogeneous networks [5]. 

The current frameworks employ for distributed computing auxiliary components 
like application servers, Interface Description Language (IDL) compilers, libraries for 
serialization, network resources discovery, communication protocols and deployment 
[6]. If we want to execute in a distributed manner application components, the role of 
some of the above components can be replaced by standard functionality such as Java 
serialization and generics. Another approach is to use programming languages with 
strong distributed programming capabilities, such as Erlang [7] but this poses 
interfacing problems when the cooperation with modules written in mainstream 
languages is needed. With our Java framework we try to implement a representative 
package of a HADOOP cluster [8] functionality, when the distributed computing is 
needed only for application own components, tailoring it for a simplified and 
transparent usage of local and remote computing resources, using small to medium 
heterogeneous networks.  

As the distributed applications are generally the ones which require a lot of 
processing power [9], we want to be sure that every resource is fully used. This is 
why in our tests we use scalability and resources load balancing as fundamental 
metrics to evaluate our results [10]. The ease of use and the available features are 
equally important for the adoption of our algorithm and framework in production. 

2 Algorithm Overview 

Our algorithm and framework handles CPU cores and network resources in a generic 
way and it can also be extended to GPU cores. All the required low level tasks are 
performed automatically by the framework and the programmer needs only to 
concentrate on the application logic. 

 

Fig. 1. An image with 3500 spheres rendered with our test program 

If we have to render a high resolution complex 3D image as in Fig. 1, using an 
arbitrary sized computer network, we can divide the image in sufficiently large parts to 
justify parallel processing when compared with the added network overhead and send 
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these parts to the available computers when they are idle. This is the best approach for 
heterogeneous networks or for when the computers number can change in time. 

The workload must be divided in pieces, which will be process on the available 
resources and the partial results will be received and assembled. This follows the well 
known MapReduce model [11], on which the Map phase is represented by the 
distributed computations and the Reduce phase is represented by the assembly of the 
received results back on the application. The algorithm in pseudocode is represented in 
Fig. 2: 

 
 (1) var sd:Scheduler 

(2) sd=new Scheduler(computeClass,initData,destination) 
(3) for piece=every piece of the workload 
(4)  sd.addInvocation(destinationPosition,piece) 
(5) sd.waitForAll() 
(6) assemble_received_results() 

Fig. 2. Algorithm pseudocode 

An invocation is a task scheduled for execution on an abstracted computing 
resource, local or remote. The Scheduler is a framework component, responsible for 
the handling of all low level details involved on the distributed computing. On its 
initialization, the Scheduler needs a class which implements the required computation 
(computeClass), a constant global data which will be passed at the initialization of all 
distributed computations (initData) and a holder for results (destination). 

The method addInvocation executes asynchronously and it enqueues an invocation 
to the invocations list. Every invocation has the data needed to perform its computation 
(piece) and an abstract place in destination (destinationPosition) where the results are 
returned. When invocations are enqueued, the Scheduler starts to create worker 
threads, each one connected to a computing resource. 

The framework provides a special server to which the workers connect. Every 
computer which takes part in computation must have a running server on it. The 
worker threads get invocations from queue, run them on their computing resource and 
return the results. For this, the Scheduler must first deploy the necessary code 
(computeClass and all its dependencies) to the remote computers and also initData. 
These are sent only once, no matter how many invocations will run on that computer. 
The code deployment is done by using a specialized class loader and for data a 
serialization engine must be employed. In our implementation we use the standard Java 
serialization framework. 

After all the workload parts are scheduled, the method waitForAll is used to wait 
until all the computations are performed and the results are retrieved. When the results 
are received, they will be assembled according to the application logic. These are all 
the necessary steps. The details needed in a traditional distributed application, like 
network discovery, code deployment, serialization and synchronizations are abstracted 
from the application logic. Moreover, the computing resources are also abstracted, so 
the application can automatically make use of any resource, such as local 
microprocessor cores or network computers. 

In our example, every image line is an invocation, so for a 2000 lines image we 
have 2000 invocations. The initial data is the scene itself (including output resolution, 
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observer position, view angles), because these are invariants. There is no defined 
order for invocations processing, so their results need to be stored in order to be 
assembled in the right order in the final image. The computeClass is a class derived 
from a special interface (provided by framework), which handles the actual image line 
computation. This class and all its dependencies will be deployed to network and it 
will be run in a distributed manner. The destinationPosition is the index in the vector 
of image lines where the invocation result will be put. The piece is an invocation 
specific data, in our example the vertical angle for each image line. 

3 Detailed Description for Framework 

The in-depth description gives for each step involved in the algorithm the full extent of 
the options and customizations that can be made, the required framework support, the 
suggestions regarding the implementation on different platforms. 

A. Network setup 

Every computer, which is part in the distributed computing process, must run a 
specialized server. This server allows queries regarding its version and available 
computing resources. A server allows a maximum number of concurrent connections at 
most equal with its number of computing resources. The scheduler creates a worker 
thread only if there is a server with available connections and once the connection is 
established between the worker and the server, it remains open until all jobs end or 
until an exception occurs. In this way a computer core is assigned to a single worker in 
order to fully use all the resources and in the same time to minimize kernel threads 
switching. This model works well for small to medium networks, with a top of 
simultaneous open sockets of around some thousands. It is also preferred when the 
application is on a private network, which cannot be directly accessed from outside. 

For larger networks an alternate model can be used, based on regular queries 
(pings) to the servers to which computations were sent, in order to check the status and 
retrieve results. In this case there is no bound in regard to the maximum open sockets 
number, because a socket would exist only during a query. 

To address unsecure, regulated or volunteer networks, additional requirements 
must be observed: application & server authentication, communication encryption, 
possibility to set upper bounds on the usage of the server resources and security 
policies to access file system, network or other security or privacy sensitive functions. 

B. The distributed executable code 

The application components, which are designed to run in a distributed manner 
(computeClass from Fig. 2) must implement the following interface: 

 
 (1) public interface Distributed 
 (2)  <InitData,Index,RunData,RetType>{  
 (3) boolean       dInit(final InitData initData); 
 (4) RetType       dRun(final Index idx,RunData runData); 
 (5) } 

Fig. 3. The Distributed interface 
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Through the framework, Java generics are employed to ensure type safety. Every 
server connection creates its own instance of computeClass so at maximum on a server 
can be as much computeClass instances as its total cores number. 

Method dInit is called only once, when the new instance is created. It returns true if 
the initialization was successful and the worker can use the new instance. The 
argument initData is the same for all invocations and must invariable. The newly 
created instance will be used for all computations from that worker. In this way it 
becomes possible for computeClass to keep state information between invocations, 
such as for caching partial computations. The order or the number of invocations 
handled by this particular instance is not specified. 

Method dRun is called for every invocation. The argument idx is an abstract index 
in the destination. It can be anything: an index into a vector or a key into a map. It 
keeps track of the results order. It must be unique for every invocation. Our test 
application uses the image lines indexes as idx. The argument runData is used to pass 
specific arguments for each invocation. On success, dRun returns a newly created 
object with the computation result. If dRun returns null, an error is signaled. 

The classes which implement Distributed cannot have a common memory area (like 
static variables), because they can run on different hosts. This requirement can be 
enforced at runtime by analyzing the used members and their dependencies.  

C. The scheduler instantiation 

The Scheduler class is provided by the framework. It has the following signature: 

public class Scheduler<InitData,Index,RunData,RetType> 

The generic parameters InitData, Index, RunData and RetType were described in 
section III.A. Scheduler has both a static and a non-static constructor. The static 
constructor is used for automatic system wide initializations, such as network 
discovery. This check is made once, at the application start. Taking into account the 
dynamic nature of the network, which allows computers to be added or removed any 
time, subsequent resource checks are also possible, started by the programmer or 
automatically performed at specific intervals of time. The non-static constructor for 
Scheduler has the following signature: 

public Scheduler(final Class<?> distributedClass, 
              final InitData initData, Destination<Index,RetType> dst) 

The argument distributedClass is the class representation of the distributed class. Its 
code and all its dependencies are sent to the available servers to be run remotely. This 
class implements the interface Distributed, so it can be called in a standard way. In 
languages with full reflection such as Java or C#, the serialization of a class description 
and its methods code can be achieved using the provided standard API. 

The argument initData is the initial constant data, to be used at the initialization of 
each distributed workers. It is sent to every server only once. 

The argument dst is the destination of the distributed computations results. The 
interface Destination is detailed in Fig. 4 and it defines an abstract destination. 
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  (1)  public interface Destination<Index,RetType>{ 
(2)   void set(Index idx,RetType ret); 
(3)  } 

Fig. 4. The Destination interface 

When a call to dRun finishes, the result is sent back and the method set of dst is 
called with the destination index and the computation result. The destination class can 
have different behaviors, according to the application logic. If all the computations 
results must be retrieved first (as in our example) then the destination can be a thin 
wrapper over an array or collection class. If the computations results can be processed 
separately, the call to set can directly encapsulate the processing of each result.  

D. The invocations and the workers 
An invocation is a computation scheduled for execution. It is added to the invocations 
list with the Scheduler method addInvocation: 

public void addInvocation(Index idx,RunData runData) 

The argument idx is the result index in dst. The argument runData is the specific 
data necessary for this computation. The method addInvocation runs asynchronously, 
so it does not block the application loop. It puts the invocation in an invocations list. 

If all the existent workers are busy and there are more available computing 
resources, addInvocation creates a new worker to process the newly added invocation. 
A worker is a thread created by Scheduler which handles all the communications with 
a specific resource. A worker does not compute invocations, but it only sends them to 
the associated resource, receive their results and put them in destination. As such, a 
worker thread consumes very few resources and there can be thousands of workers. 

First, on its creation, a worker connects to a resource and locks it for itself. After 
that an instance of distributedClass is created remotely and the initData is passed to its 
dInit method. This instance will be kept alive during the worker’s life. After that, the 
worker takes invocations from list and sends their data (idx and runData) to  
the associated resource. There, the data is passed to the dRun method of the 
distributedClass instance, it is computed and the result is returned. 

The errors caused by the application logic itself are signaled back with exceptions. 
On errors caused by the network the worker first tries to reconnect and if it fails it 
informs the framework to check if the remote server is still available. If the remote 
server cannot be discovered, it is removed from the available servers list. If the worker 
cannot reconnect, it will shut down itself. In this case the current invocation will be put 
back to the invocations list, in order to be processed by another worker. 

E. The end of the distributed computations 

After all the invocations were scheduled, the application has two choices to wait for 
their completion. The easier choice is to call the Scheduler method waitForAll: 

public void waitForAll() 

This is a blocking method, which waits for the completion of all invocations, 
including the ones from the invocations list and the ones currently running. When 
waitForAll returns, it is guaranteed that all the invocations were computed and the 



 Framework for the Distributed Computing of the Application Components 7 

 

results were passed to destination. The other choice is to manually check for 
completion, using the following methods of Scheduler: 

public int getAddedInvocationsNb() 

   public int getCompletedInvocationsNb() 

The method getAddedInvocationsNb returns the total number of invocations added 
to the scheduler using addInvocation. The method getCompletedInvocationsNb returns 
the number of the invocations, which were already successfully computed. By using 
these two methods, the application knows the scheduled invocations status. 

When all the invocations are computed, the scheduler stops all worker threads. A 
worker signals to the associated server to free the remote resources and ends. 

4 Theoretical Model 

The model analyzes the theoretical execution time which can be achieved with our 
algorithm, both on local cores and on network. Different factors are taken into 
consideration, such as remote connections startup time and network speed. In the case 
of heterogeneous networks, different hardware configurations lead to different 
computation times. More than that, not all the invocations require the same amount of 
time. In our example, an image line with more spheres intersections is rendered slower 
than one with fewer spheres. 

We define the invocation average computation time (TA) metric as the total 
computation time (TT) averaged to the total number of invocations (IT). We consider a 
hardware reference (HR) and TT is a function of if it. TA= TT(HR)/IT. TT is considered 
for only one core on a specific configuration. In that case: TT(HR)= TA*IT. 

For any computer, we define relative speedup to the hardware reference (S), where 
S is a function of the other hardware: S(Hi)= TT(Hi)/TT(HR). When the application is 
run simultaneously on multiple independent cores, the total computation time is the 
maximum time of the partial computations: TT=max(TTi). We have: 

 TT=max(TA*Si*Ii)  (1) 

Where Si is S(Hi) and Ii is the number of invocations run on that specific core. If 
the application runs on network, for every invocation we define a remoting overhead 
time (TO) given by the data serialization and the network speed when the parameters 
are sent and when the results are received. There is also a connection setup time (TC) 
necessary to establish the socket connection, to run the server handler for the 
connection and to dispose all these when the worker ends. In that case (1) becomes: 

 TT=max( (TA*Si+TO)*Ii+TC)  (2) 

On the optimal case, if we have IT cores so every invocation will run on its own 
core, (2) becomes: 

 TT=max(TA*Si+TO+TC)  (3) 

As TO+TC is constant, from (1) and (3) it can be seen that the optimal case is when 
every core runs only one invocation, so the TO*Ii becomes TO. In that case, every 
available core is used and in the same time the network traffic and the associated 
serialization overhead is reduced to minimum. This can be achieved by having a 
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number of invocations equal with the available cores (the optimum case), or by having 
very intensive invocations, so most of the time will be spent in computations (the 
TA*Si term), with only a short percentage of time spent in network related tasks. 

The above conclusions are true when the resources are reliable (the invocations 
succeed). Else, it is more advantageous to have lighter invocations (as computing 
time), so their re-computation would be cheaper. 

5 Practical Results 

The algorithm and framework were tested both in a computer network and on a 
computer with a quad core microprocessor. Two important metrics were especially 
evaluated. First is the total speedup when new resources are added. This metric also 
gives a good evaluation if it is advantageous for a certain application to use more 
resources, taking into account other factors like their economic costs. The other metric 
is the workload distribution on each computing resource – this is important to evaluate 
the ability of the algorithm to distribute the workload on the existing resources, 
especially in the case of heterogeneous networks. In our tests we also tried different 
operating systems and Java implementations in order to assess how they are working 
with our framework. For all tests we used an application which renders the image from 
Fig. 1 with a resolution of 2000x2000 pixels. An invocation is made from an image 
line, so we had 2000 invocations. At every test a fresh server was run in order to clear 
the cached remote classes to have similar startup conditions. 

A. Tests on a computer network 

We used a wired network of 10+1 computers, with Intel® Core™ 2 6600@2.40GHz 
CPU, running Kubuntu 8.04 on 64 bits, with Java HotSpot Server VM 1.6.0_06. One 
computer was used only for the base application and the invocations were allowed to 
run only on the other computers, in order to obtain homogenous results from all 
involved resources. We started with one computer and on each iteration we added new 
computers, measuring the relative speedup to the case of only one. As each 
microprocessor has two cores, finally we had 20 cores to run our invocations. The 
speedup is shown in Fig. 5 and the workload on every core is shown in Fig. 6. 

 

Fig. 5. Speedup on network 
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From Fig. 5 it can be seen that on a small number of computers, the speedup is close 
to the optimum. The experimental results for 2-5 computers show a performance 
slightly over the theoretical model due to external factors which influence the 
measurements of small time intervals, like the variance of the network traffic.  

When the computers number grows, the speedup is lower because the computations 
finished very quickly (around 1s) and other factors like the network discovery and 
sockets and threads management (the TC component from the theoretical model) 
counted for a bigger part from the total run time. 

The workload distribution was close to the optimum (the case with equal amount of 
invocations run on every core). The average percent difference on all cores was 
maximum 1.03% for all test runs and the maximal percent difference of a core 
workload from the optimum was 2.8%. 

 

 

Fig. 6. Workload on each core on network 

Tests on a Computer Cores 
We used a computer with Intel® Core™ 2 QUAD Q6600@2.40GHz CPU, running 
Windows Vista Business SP2 on 32 bits, with Java HotSpot Client VM 1.7.0_11-b21. 
This computer has four cores. We started by allowing the invocations to run on only 
one core and on each iteration we added new cores. The speedup is shown in Fig. 7 
and the workload on every core is shown in Fig. 8. 
 

  

Fig. 7. Speedup on a computer 

It can be seen from Fig. 7 that on running on local cores the speedup is very close to 
the optimum. Only on the 4th core there is a somewhat larger (0.09%) difference to the 
optimum. This is due to the fact that this core also needs to run the main application 
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(the scheduler and all the synchronization code). This result shows that the scheduler 
and all its associated threads (the workers) are consuming very few resources, as they 
mainly only send the invocations parameters and wait for results. 

 

Fig. 8. Workload on each core on a computer 

 

The workload distribution between the different cores had a maximum percent 
difference from the optimum of 0.6% (due to the different load on the last thread) and 
the average percent difference on all test runs was maximum 0.4%. 

6 Conclusion 

The proposed algorithm and framework makes possible to use automatically deployed 
application classes as distributed components. The framework abstracts the resources 
such as local CPU cores and computers from heterogeneous networks and it allows the 
programmer to use them transparently, in a uniform manner. The framework is suitable 
for many types of applications. It works well for languages which run on virtual 
machines, such as Java or C#, but with some restrictions it can be used for languages 
compiled to native code and without advanced reflection, such as C/C++. 

The framework usage is very simple. In the first step the programmer needs to 
implement the Distributed interface on the class he wants to execute in a distributed 
manner. In the second step, the programmer adds invocations to a scheduler. From this 
point, all the distributed tasks such as network management, serialization, deployment 
and synchronization are automatically performed. 

We provided a Java implementation for framework. From the practical results it can 
be seen the algorithm is scalable, both in term of local cores and network computers 
and it provides a good load-balancing, by uniformly distributing the tasks to all the 
available resources. In all tests the framework was proved to be dependable and the 
final result was provided even on the occurrence of network errors. 
Our algorithm and framework open many research directions and we consider 
developing them further to use GPU cores, to improve the overall reliability on errors 
and to interoperate with other distributed computing frameworks. 
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Abstract. As a part of e-Learning system the testing service allows to measure 
students’ skills. In order to design testing service it is necessary to study 
interaction between a student as the user of service and the testing service. We 
measure and analyze the time between requests and the testing service. By 
using KS-method we fit the measurement results to the theoretical probability 
distribution. The conducted analysis shows that the use of a normal model for 
analyzed data is not suitable. It is found that the inter-request time distribution 
is the log-logistic distribution. The estimates of the distribution parameters will 
be suitable for all such interactions between the user and the testing service. 
The homogeneity hypothesis for inter-request times is verified. The 
nonparametric Kruskal-Wallis test is applied as a homogeneity test. Then in 
order to aggregate observations into larger groups the cluster analysis of the 
log-logistic distribution parameters is carried out. The following methods of the 
cluster analysis are used: an agglomerative hierarchical clustering method and a 
k-means method. The results of our study can be used for the modeling of 
computer-based testing service. 

Keywords: inter-request times, think-times, distribution fitting, log-logistic 
distribution, KS-method, Kruskal-Wallis test, cluster analysis, e-Learning, 
testing service. 

1 Introduction 

Information and communication technologies (ICTs) have essentially expanded the 
list of services offered to the people. Today the new technologies are closely 
connected with the computer and are widely used. Such as: e-Learning, e-Medicine, 
e-Government, e-Commerce etc.  

Recent developments in ICTs, such as the Internet and World Wide Web, enable 
increased production and dissemination of information across geographical 
boundaries. We are witnesses of formation of the new world – the world in which the 
person widely uses computer in the everyday activity. The virtual world created by 
the people should correspond to the real-life world. Each subject in the virtual world 
should have a prototype in the real world. For example, the dialogue in the real world 
corresponds to the chat in the virtual-world.  
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Moreover, additional ICTs present the new possibility that in the real world does 
not exist. Such as: hyperlinks, personal time-table, selecting the teacher in the real-
time etc. 

Now it is easy to find different types of educational portals in the Internet that 
introduce different types of services that cover all area of human life. Some of them 
introduce only the access to the electronic document, others present interactive 
educational service. These services are different only in the process of interaction 
between the user and the system. These types of services have various graphic design 
and different algorithm of interaction with users. Depending on a required document 
users can access to services in different ways. That results in different workload on 
the server resource. 

The given paper deals with the investigation of test or quiz systems which are 
widely used in e-learning system. There are different types of computer-based testing 
system. In this paper we analyze partially adaptive computer-based testing system. 
For optimal design of computer-based testing system it is necessary to do researches 
of workload on such system. We characterize user behavior in terms of inter-request 
time or think-time. As the information transfer time over network is much less than 
the user think-time we consider that the time between a request and user think time is 
approximately equal. Although arrival process can be described in more details, the 
inter-request time is the main characteristic of such process. The statistical analysis of 
aggregated arrival process to the testing service was previously described by the 
authors in [8]. The statistics obtained in our research can be used in the future as 
parameters for analytic and simulation models describing such traffic. Also the results 
of analysis can be used to evaluate the performance of test service, improve the 
network management and plan test service capacity. The time between two 
consequent requests to user test system depends on user subjective qualities: 
knowledge level, his mental and physical condition at the time of testing, the 
complexity of the test. 

The system under consideration consists of an assessment engine and an item bank. 
The assessment engine includes software and hardware which are necessary to create 
a test. An item bank stores tests. The engine uses the bank to generate a test. Test-
takers can request and answer an item or skip it and then go to the next item. In this 
test system there is the following limitation: the time limit is established by the test 
designer. 

2 Background 

The following statistical hypotheses were tested during data analysis: 

1) The hypothesis of the homogeneity of users inter-request time distribution 
within the group. 

2) The hypothesis of inter-request time distribution for each user test session. 

To determine the distribution which is best fitted to experimental data we use the 
Kolmogorov-Smirnov Goodness-of-Fit Test [1]. The Kolmogorov-Smirnov (K-S) test 
is useful in deciding if a sample comes from a population with a specific continuous 
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distribution. We use several distributions in order to check which one would fit the 
inter-request time better. In this paper, the significance level is considered as the 
degree of closeness of the analyzed data sets to the theoretical probability distribution. 
Significance level with value less than 0.05 indicates that the tested data is 
significantly different from the hypothesized distribution. The obtained high 
significance level allows using the results of the research as a probabilistic model for 
the same interaction. We use the maximum likelihood estimation (MLE) method to 
evaluate the parameters of the distributions. For the examination of homogeneity 
among grouped data a Kruskal–Wallis test [1, 6] is conducted due to asymmetric 
inter-request time distribution. The Kruskal–Wallis test is a nonparametric method 
that compares the medians of two or more samples to determine if the samples have 
come from different populations. The check for homogeneity provides valuable 
information about the groups taking the test, individual tests. It should be noted that 
only the requests to test service were analyzed and the technical implementation of 
the test system was ignored. 

Probability distributions were chosen looking on the type of histograms 
constructed on empirical data and based on other well-known works of the study of 
traffic and information about user think time. The student’s think time is well 
modeled with logarithmic type of distributions. Logarithmic dependence is observed 
in a number of studies, for example, the log-logistic distribution for length of HTTP 
request and idle time between messages [2]; the log-normal distribution for 
characterization of some network metrics [3], the log-normal distribution for reading 
time - the interval between two consecutive Web page requests [4], the lognormal 
distribution for the test item response time [5]. 

3 Data Analysis 

In this section we discuss data analysis. Let’s consider several groups of students 
getting quiz during one academic year. Three groups of students in three different 
disciplines such as humanities, technology and natural science were chosen to take 
tests during the session. 

The humanities test will be discussed in more details as an example of study 
design. Fifteen students took part in this test. The test set consisted of 64 test items. 
The test duration was 45 minutes, or an average of about 0.7 minutes per one test 
item. The number of observations for each user was from 64 to 86. We calculated 
basic statistics data. As a result we got the following statistics: sample mean from 
11.8 to 28 seconds, sample median from 9.9 to 20.5 seconds, the value of the 
asymmetry coefficient from 3.1 to 7.3. According to this statistics it can be assumed 
that the data is heterogeneous, and furthermore it is proved by the exact calculations. 

The study of observations resulted in several patterns of temporal students’ 
behavior. The behavior patterns are listed below: 1) time distribution is grouped 
around the mean value with a positive coefficient of asymmetry and rare observations 
exceeding the mean value more than three sigma; 2) time distribution is grouped 
around the mean value with a positive coefficient of asymmetry observations without 
exceeding the mean value more than three sigma. 
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3.1 Student Behavior Patterns 

Let us consider the first pattern of students’ behavior. As we have noted above that 
student think time is close to inter-arrival time so in further reasoning we will assume 
they are the same. The student takes test without skipping test items and spends an 
average time needed for thinking. This time is close to the average time on all 
observations for a given student. This think time distribution has a positive skewness 
due to the fact that on some test items students spend more time. This kind of 
behavior is observed in two variants: the first variant occurs when one observation 
exceeds the average for all observations. Such type of observation is usually found at 
the end of the test session. The second variant can be observed in several places of the 
test session. Figure 1 shows one data set that contains this type of observation. It is 
clear that there is only one value greater than 200 seconds. This value is a statistical 
outlier. However, it should be noted that the exclusion of such observation from the 
data set does not significantly affect the results of the analysis. Exclusion of these 
observations from the analyzed data set may result in loss of correctness of the model 
of users’ behavior. 

 

Fig. 1. Box-and-Whisker plot for a single set of observations with outlier 

In the second pattern of students’ behavior the variability of think time values isn’t 
very large. Such type of users skips fewer test items during the test session. At the 
time of the analysis a rare observation was found to which we could not find 
distribution. For example, such type of students whose think time was between the 
consequently requests had multimodal time distribution. This can be explained by the 
fact that students spend different time on different test questions. For example, we 
found one observation where the user answer time lay in the range between twenty 
and forty seconds and observed small series of intervals when student skipped the test 
question. 
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The density distribution function with different parameters is shown on Figure 2. 
These distribution parameters were obtained from performed cluster analysis of 
distribution parameters characterizing the humanities discipline. 

The significance levels (p-value) of 0.14 to 0.98 were obtained by testing 
hypothesis about the log-logistic distribution. The estimates of the parameters for log-
logistic distribution were respectively in the range 7.8 ÷19 (α) and 0.3 ÷ 0.57 (β). 

3.3 Cluster Analysis 

All observations were checked for homogeneity in order to further aggregation into 
larger groups. Nonparametric Kruskal-Wallis tests were conducted on the 
observations to verify homogeneity assumptions. Subsequently we found that  
the observations belonging to the group were not homogeneous. Then we used the 
clustering analysis [7] to search for homogeneous groups. An agglomerative 
hierarchical clustering method and a non-hierarchical iterative clustering or so called 
k-means method were used. For the agglomerative hierarchical clustering we used 
various methods to create the cluster: nearest neighbors, furthest neighbor, centroid, 
median, Ward method, group average. The Euclidean squared distance was used for 
k-means method. The K-means cluster analysis was applied to the following data: 
sample mean, sample median, sample standard deviation. As a result, the smallest 
number of subgroups was found using the Ward method. Quadratic Euclidean 
distance as the distance between objects for Ward method was used. Table 1 shows 
centroids that were obtained after clustering the data. Figure 3 shows a scatter plot 
with two clustering parameters: sample mean and standard deviation. It should be 
noted that cluster structure is not sensitive for options of clustering procedure. 

Table 1. Cluster centroids for humanities discipline 

Cluster number 
Sample 
mean 

Sample 
median 

Sample 
standard 
deviation 

1 12.3438 8.93687 10.2152 

2 25.1784 15.5503 36.1014 

3 15.6277 7.30692 25.7327 

4 18.5948 12.5352 20.3671 

 
For each subgroup homogeneity of Kruskal-Wallis test and K-S test for checking 

compliance with the log-logistic distribution were conducted. While checking the 
homogeneity of the subgroups we found out four subgroups with p-values 0.2573, 
0.0952, 0.3485 and 0.6493 respectively. K-S test provides log-logistic distributions as 
the most appropriate for different clusters. More precisely results looks as follows: the 
first subgroup - p-value is 0.688982 , distribution parameters - = 9.43511  , = 0.361293, the second subgroup - p-value is 0.561375 , distribution parameters - = 15.3688 , = 0.49033 , and the third subgroup - p- value is 0.0741992, 
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Fig. 3. Cluster analysis scatter plot 

distribution parameters - = 8.2932, = 0.490662; the fourth subgroup - p-value 
is 0.29225, distribution parameters = 12.97, = 0.464609. 

Figure 4 shows a graph of the theoretical density distribution function and 
histogram. The data are resulted from the clustering process for the first subgroup. 
Good correspondence between theoretical density distribution function and observed 
data is obvious. 

Further let us consider this analysis in the same way that was described above, but 
for other groups. The groups were the following: two groups in the humanities took 
the test consisting of the same questions and the same time limit that the test 
described above. Restrictions for the test for three groups in the technical discipline 
were the following: test duration of 30 minutes and 15 test questions. The test for 
three groups in the natural science discipline had the following restrictions: test 
duration of 45 minutes and 22 test questions. The number of observations was varied 
from 64 to 161 for the test on the humanities, from 15 to 120 for the technical 
discipline, from 26 to 155 for the natural science discipline. The analysis showed that 
data was described by log-logistic distribution. Only 2.5 % of the observations did not 
fit the log-logistic distribution. Out of the remaining observations p-value exceeded 
0.2 in 97% of cases. It also turned out that the parameters of the log-logistic 
distribution for the natural sciences and the technical disciplines exceeded the 
respective parameter for the humanities discipline. One observation from the 
humanities did not fit the log-logistic distribution due to bimodal data. 

Then the data were clustered. On the first step of clustering, several similar 
observations were grouped into subsets. The Parameters of distribution were used as 
the objects for the cluster analysis. The Ward method of the cluster analysis was used 
in this step. As a result, four subgroups were obtained. On the second clustering step 
we applied the k-means algorithm to the cluster subgroups. Figure 5 shows a scatter 
plot of the two clustering parameters: parameter alpha and parameter beta. 
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As a result of the analysis we obtained three clusters. Only the humanities discipline 
belongs to the first cluster. Six distribution parameters characterizing the technical 
discipline and eight distribution parameters characterizing the natural sciences belong to 
the second cluster. Six parameters characterizing tests on the technical discipline and 
four parameters characterizing tests on the natural sciences belong to the third cluster. 
Table 2 shows centroids of the obtained cluster. 

4 Conclusion 

After conducting this research we have come to the following conclusion. All students 
in each group are significantly heterogeneous. Each student has its own strategy for 
taking the test session, which is one of the reasons for heterogeneity of the group. We 
consider that there is not enough data to apply limiting laws of probability theory here 
and it would be a mistake to use the normal distribution in this case. 

The inter-request time for a single user is widely varied and can be significantly 
larger than average inter-request time. It can be used for determination of the test time. 

After applying the cluster analysis the number of homogeneous subgroups is varied 
from 4 to 12. 

Among several probability distributions we could find that the log-logistic 
probability distribution was the best model for observation data. Although the log-
normal distribution was good for our data but p-values obtained from K-S test showed 
the priority of the log-logistic distribution. 

Performed analysis proves that the distribution parameter depends on the type of 
discipline. This parameter is minimal for the humanities and increases for the 
technical and natural discipline. 
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Abstract. The growth of social networking over the recent past has been phe-
nomenon and business gains and opportunities generated by social networking 
sites such as Facebook, MySpace, LinkedIn and Tweeter among others, indicate 
the potential of social networking to help achieve business outcomes and en-
hance the conduciveness of contemporary working environments. The chal-
lenge of generating the gains and opportunities presented by social networking 
into the enterprises lies in developing effective frameworks and strategies that 
are essential in facilitating enterprise social networking (ENS) successfully. The 
aim of this study is to analyze and investigate the spread of social networking in 
the workplace in order to determine how a social network influences business 
and society, as well as how we can reshape and/or guide the ENS to a more ef-
ficient future business environment. Then, recommendation systems for an ESN 
system will be proposed.  

Keywords: ESN, Social Networking, Business, Recommendation Systems. 

1 Introduction 

Social networks have provided a fertile ground to not only socialize with millions of 
people across the globe on a personal level, but also, it has generated a global plat-
form on which technologically savvy entrepreneurs, enterprises, firms and institu-
tions, be it small or large, private or public and profit or non-profit making to create 
consumer global awareness of their existence. Moreover, it assists potential and exist-
ing customers on what they have to offer, presenting their selling and unique points 
and having the capacity to penetrate new global markets that would have otherwise 
been impossible to do or very costly to develop and implement [1]. Primarily, the 
social media has altered almost all aspects of our lives as indicated by Barlow & 
Thomas [2]. 

Social networking in the workplace is a new phenomenon that firms and institu-
tions in the present day that are brave and risk takers are adopting in a bid to capital-
ize on the strategic benefits. These benefits of social enterprises generate and particu-
larly in their efforts to enhance teamwork, develop healthier interrelations and  
empower, inspire and encourage its labour forces to be productive, committed,  
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accountable, satisfied in their jobs and more importantly to make them take ownership 
of the organization’s strategic goals and objectives. The social media is such a com-
prehensive organizational tool, which can easily be used as public relations tool that 
can be used by the firm or institution to improve their public image and reputation as 
discussed by Klososky [3]. 

As noted by Barlow & Thomas, the social networks have evolved the communica-
tion landscape, which has eradicated the need for physical meetings that eat into a 
firm’s time and resources that would now be used in enhancing production capacity 
and has developed virtual offices that allows employees to work anytime and any-
where [2]. According to Klososky, social media offers an element of immediacy, 
relevance, information flow, connectivity and broadness that lacks in virtually all 
other social technologies or other forms of media for that matter [3].  Communication 
in organizational setups has predominantly been one way, with information flowing 
from the top management to the lower organizational structures and not vice versa but 
social networking has set in to alter and reassess the hierarchical approach adopted in 
relation to organizational communication as highlighted by Butler [1]. Despite the 
great potential and extensive benefits that social networking generates for contempo-
rary firms and institutions, there is a lack of research which has been carried out to 
analyze and investigate its spread in workplace. This forms the basis of this study, 
which is to analyze and investigate the spread of social networking in the workplace 
in order to determine how a social network influences business and society, as well as 
how one can reshape and/or guide the Enterprise Social Network (ESN) to a more 
efficient future business environment. 

The contribution of this research would help resolve doubts on the effectiveness of 
social networking to enhance business systems and operations, which help in ensuring 
the business goals, objectives, mission and vision, are effectively and efficiently 
achieved. In this study we firstly present a background of ESN influence which cov-
ers extensively a literature review on three key concepts. In section (3) we have pre-
sented how this study has been investigated. In section (4), (5), we have highlighted in 
detail the findings, analysis and discussions of the research study by providing the 
questionnaire analysis, interview analysis, discussion. In section (6), we have listed 
the most effective recommendation systems for those firms and institutions that seek 
to implement ESN successfully. Finally, a summary in the conclusion section will be 
outlined while presenting results further discussing recommendations for future work. 

2 Related Work 

Modern businesses and institutions are engulfed in stiff business and market competi-
tion that is coupled with shifting political, technological, ecological, economical, 
legal, financial, cultural and social factors that makes the market and business envi-
ronments unpredictable [4]. Due to advancement in technology, and advancement in 
communication and transport infrastructures, the modern customer is more informed 
and therefore, has a high bargaining power than they originally and more and more 
businesses are coming up, with the two elements combined together causing a  
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reduced reliable and strong customer loyalty and shrinkage of the market share re-
spectively. This has had a negative impact on the volume of sales, profit margins and 
stability of majority of firms and institutions [3][4].  

For these reasons, modern firms and institutions are finding it crucial to invest in 
emerging technologies in order to obtain more commitment, collaboration, participa-
tion and accountability from their workforces in order to drive up innovation, creativi-
ty, teamwork, information and knowledge sharing, which is vital in enhancing a 
firm’s sustainable competitive advantage and increasing quality of production of 
products and services. Social networking is among technological tools that are being 
adopted increasingly into workplaces in a bid to develop more efficient, effective, 
productive and value-added workplaces and businesses [5]. Social networking is an 
entity that is growing and developing tremendously not only the personal aspects of 
people, but also, in the systems and structures of business. Social networking in busi-
ness promises an opportunity to enhance enterprise solutions that are characterized by 
effective communication between the top management and its labour forces and 
among employees, collaboration in executing duties and accomplishing of set goals 
and objectives, improved sharing of information across the board and departments 
and elimination of barriers to productivity and performance in the workplace [6].  

Enterprise social networking is a system that modern firms and instructions cannot 
effectively succeed, without implementing it [5]. Enterprise social networking just 
like any other new systems being introduced into existing organisational systems 
needs careful deliberation into the main goals and objectives of implementing it and 
the consequences it will bring, an analysis of the impact it will have on the productivi-
ty and operations of the business, assessment of its effect on the internal and external 
environment and evaluating its ability to integrate easily within existing technological 
infrastructure and how it aligns to the organizational vision, mission, goals and objec-
tives [6][7].  

By verifying these important facts, it becomes easier for the organizational man-
agement to adapt the appropriate ESN systems, to know when it is appropriate to 
implement ESN and make available adequate structured and organizational resources 
required to make ESN establishment successful [8]. Since enterprise social network-
ing is a new phenomenon, there are valid questions on its effectiveness in the 
workplace, which forms the aim of this study, which is to analyze and investigate the 
spread of social networking in the workplace in order to determine how a social net-
work influences business and society, as well as how we can reshape and/or guide the 
enterprise social network to a more efficient future business environment. This next 
chapter forms the research methodology. 

3 Research Methodology  

Three approaches have been conducted in this research: Survey, Questionnaires, and 
Case Study. The research questions for this study includes  

1. What are causing the rapid spread of social networking in the workplaces and 
businesses?  
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2. What are the negative and positive implications of the increased spread of 
social networking?  

3. What are the impact social networks have on business and the society in 
general?  

4. How can ESN successfully be implemented in the workplace in order to 
generate effective, efficient and productive enterprise solutions? 

By evaluating and measuring the traffic of visitors that visit or frequent a site, it 
would be help and essential to assess the effectiveness and adequacy of the marketing 
and advertising strategies used in social networking, which can then be transferred to 
ESN.  A case study on one real company that has implemented ESN and an active social 
networking site such as Facebook to analyze the trend of visitors on the site, the services 
they consume has been used. This will help in establishing means of reshaping ESN 
adopted in workplaces. In this study, there were primary and secondary data, the main 
data will be collected using questionnaires for the survey, focus group discussions for 
the case study and online polling. Secondary data will be collected from peer-reviewed 
journals, textbooks and records of established firms that have implemented ESN. Focus 
group discussions techniques was appropriate for this study in order to their ability to 
verify validity of findings collected from quantitative research methods, they allow the 
researcher to observe the respondents, ask and seek clarifications.  

The population samples for this study are respondents aged above 14 years of age 
from schools, office set-ups, and regular people at public places.  The number of res-
pondents will range from a quota of two thousand five hundred people that comprise 
of 750 employees, who frequently use social networking in their personal lives and 
not professionally, 250 top managers who frequently use social networking for per-
sonal reasons and not for business purposes, 10 line managers working in a real firm 
that has implemented enterprise social networking and 200 employees from different 
organizational structures within the real firm that has implemented enterprise social 
networking, 750 respondents used in the internet polling and 740 respondents of ordi-
nary people at public places. In order to get correct data, each questionnaire will be 
authorized from the respective agent such as cases of data collected from employees 
the data will be certified by the manager, in cases of university students the data will 
be certified by the head of the department, and in cases of school students the teacher 
will certify the data provided by the student. This is how correct and reliable research 
can be undertaken. Once the data is collected, there are certain criterions to include 
and exclude the participant. This research will include how ESN can be improved to 
help businesses. Therefore young people such as school students are not able to pro-
vide the advice in this context; therefore, their response will have low importance as 
compare to those who are directly linked with the company such as office employees, 
businessmen, and all other people are directly involved with any business matters. 

4 Results and Discussion  

4.1 Results 

The questionnaire questions were developed based on three key issues of social  
networking identified in this study. These includes the spread of social networking, 
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impact of social networking in business and the society and the increased need to 
transfer social networking into business context by reshaping ESN in order to develop 
a more efficient future business and workplace climate. 

From the data collected from the questionnaires, 99% of the respondents indicated 
that they logged into their favorite social networking site at least twice a day while the 
remaining one percent, signed in their social sites at least once a day. When asked 
how important social networking was in their social lives in a scale of one to five 
where one was least important, three was fairly important and five was very impor-
tant, 85% of the responses were that social networking was very important, 13% of 
the responses were  it is fairly important while 2% stated it was least important. As 
illustrated in figure 1. 

 

Fig. 1. How Important Social Networking is? 

In relation to the widespread use of social networking in social and business envi-
ronments, respondents were asked to highlight the reasons for the increased spread of 
social networking. Forty one percent of the responses were that advancement in tech-
nology as the greatest catalyst of social networking, 39% indicated that the effective-
ness and efficiency of social networking to share, connect, converse, learn, create and 
entertain was the main reason while 17% stated that the accessibility and availability 
of social networking sites in varied computer applications was the driving factor. 2% 
of the responses indicated that the need for people to communicate and socialize often 
was the underlying cause while 1% indicated that social influence by friends and col-
leagues to sign up was the reason social networking was spreading so quickly as 
represented in figure 2. 

 

Fig. 2. What Has Caused The Spread of Social Networking In Business and Social Circles? 
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When queried on the impact social networking had on business and social environ-
ments, on a scale of one to three where one represented positive impact, two represented 
negative impact and three represented neither, 78% said the impact of social networking 
was positive 20% said it was negative while 2% said that is was neither.  

In regards to the questions on what the negative implications of social networking 
are 71% of the responses indicated that social networking presented security risks 
such as cracking into other people's accounts and accessibility of vital and essential 
information by unauthorized users in the business context. 19% indicated that social 
networking was susceptible to fraud, 6% indicated social networking was prone to 
cybernetic viral attacks that can damage or cripple intra net systems in workplaces 
and causes loss of important business documents and records. 4% indicated that it  
is to blame for thousands break-ups of relationships and marriages as illustrated in 
figure 3 

 

Fig. 3. The Negative Impact of Social Networking 

Findings on the positive impact of social networking saw 58% of the participants 
indicated constant communication and knowledge sharing as the most positive effect 
of social networking. 22% stated the positive impact entailed connectivity of people 
from varied cultures and across varied geographical locations and 10% of the respon-
dents indicated that the positive impact constituted to handling of professional 
processes such as meetings and business transactions from wherever and whenever, 
making efficient flow of work and communication across organizational units easier 
and possible.  

 

Fig. 4. The Positive Impact of Social Networking 
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When asked about the social networking sites they knew, 90% of the responses 
recorded Facebook as their top of mind while 6% recorded Twitter as the top mind 
and 4% indicated other social networks as their top of mind. Findings on the best 
ways and means to reshape enterprise social networking in the workplace in a bid to 
generate effective, efficient and productive enterprise solutions indicate a high per-
centage. Seventy four percent of the responses were incorporating ESN systems that 
have familiar features with the commonly used social networking sites such as  
Twitter and Facebook and making every employee in every organizational level and 
structure to participate in enterprise social networking. 18% of the responses were 
effective integration of ESN into existing technological systems and commitment 
from the entire workforce and the top management. 7% of the responses were setting 
specific, achievable, measurable and time bound enterprise social networking goals 
and objectives. One percent of the responses were developing guidelines and meas-
ures to guide employees and users in the workplace to ensure they all uphold profes-
sionalism require in the business and workplace environment as shown in figure 5.  

 

 

Fig. 5. The Effective Ways of Reshaping Enterprise Social Networking in the Workplace 

Eighty percent of responses on what the respondents used social networking sites 
for stated to connect, share and interact with old and new friends, 15% of the respon-
dents indicated they used them to share business information and meet new business 
clients while 5% said they used them to meet potential mates.    

The second analysis will be on the findings from the focused group discussions. 
Among ways, organizational leaders are integrating productivity and performance 
with meeting the social needs of the employees to relate, share and communicate is in 
ESN. From the findings of the focus group discussions on the most preferred and used 
social networking used by the respondents, 100% of the responses indicated that all 
participants preferred and had a Facebook account. Sixty eight percent of the respon-
dents had at least two accounts from Facebook and an additional social networking 
site where only one account was operational. Twenty percent of the respondents had 
accounts in three or more social networking sites but only two were active, while 12% 
of the respondents had at least four accounts in four social networking sites and all of 
the accounts were operational.  

In regards to the spread of social networking in the workplace, 76% of the findings 
attributed the spread to accessibility and efficiency of social networks to connect 
people from varied organizational levels at a personal level and the benefits asso-
ciated with social networking such as identification of unique opportunities and 
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Fig. 6. Reasons for Spread of Social Networking  

knowledge sharing. 18% indicated the spread was as a result of  the human need to 
communicate, share  and relate constantly while 4% indicated the ease in transfer of 
social networking systems into the workplace and cost effectiveness of  social net-
works. 

Benefits generated by social networking recorded from the focus group discussions 
amounted to 80% of the responses being elimination of barriers to productivity, in-
creased collaboration and sharing, which generates creativity and innovativeness 
among workers, 10% of the responses being increased participation by employees and 
a further 10% indicating the ease in access of valuable and dynamically updated  
information. 

In relation to the best techniques to guide enterprise social networking at the 
workplace, 80% of the responses were developing effective groundwork and compre-
hensive ESN implementation strategies and fostering commitment from all stakehold-
ers. Fifteen percent of the responses were development of quantifiable and realistic 
ESN goals and development of guiding principles and ideals to direct employees on 
use of ESN professionally. Five percent indicated development of ESN systems with 
familiar features adopted from commonly used social networking sites used to attract 
and retain users and fit them into ESN. 

 

Fig. 7. The Effective Ways of Reshaping ESN  

 

Eight percent of the responses on the questions of negative consequences of social 
networking at workplaces were time wasting. Ten percent indicating security threats 
such as accessibility of sensitive information to unauthorized persons and spread of 
malicious information that can cause emotional and psychological harm to employees, 
3% indicating disintegration of strong family and social ties as people are engaged on 
virtual relationships than real life relationships. 2% indicating spread of security 
threats such as viruses that can corrupt computer systems at work. 
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Fig. 8. How Firms Utilize Social Networking in the Workplace 

When asked on whether the companies they worked for  used social networking for 
any business reasons 50% of the responses indicated they did while the rest indicted 
they did not. For those that used social networking in their companies for personal 
reasons, 65% of them indicated that they used it to promote their products and servic-
es to exiting and potential customers. Fifteen percent indicated that they used them to 
get and analyze reviews and feedback from their customers, 10% indicated they used 
social networking to conduct business research while 10% indicated they fused them 
to create awareness about their company, products and services.  

4.2 Discussion  

The research findings have provided adequate information covering the three key 
issues identified from the literature reviewed, which are the rapid spreads of social 
networking, the great impact social networks have on business and the society. In 
addition, the increased need to transfer social networking into business by reshaping 
ESN in order to develop a more efficient future business and workplace climate. 

As noted from the findings, spread of social networking in the workplace is an accu-
mulation of factors that ranges from its ability to meet the human need to connect, con-
sume and share information among like-minded users. Cost effectiveness in using social 
networks, increased benefits associated with productivity, engagement, collaboration, 
knowledge sharing, ability to continually work and operate business issues from any-
where and anytime thus, eradicating the importance of meetings and office settings and 
the increased ease in access of valuable and dynamically updated information by em-
ployees and the top management. However, majority of respondents associated the 
spread of social networking in the workplace with  spread of risks such as viruses, nega-
tive publicity caused by spread of malicious rumors as indicated by [9]. 

Social networking systems fitted effectively in the workplaces helps organizations 
in tracking the movements of their top performing accounts, analyze and understand 
the needs of the customer and thus be in a position to produce and deliver quality 
products and services that effectively and efficiently meet the changing demands, 
needs and expectations of the customer. This is made possible by posting on-line 
surveys in ESN sites to examine the attitudes, feedback and views of the customers as 
highlighted by [10]. the findings indicate that social networking helps develop more 
productive workforces associated with the employee's ability to share more, know 
more, collaborate more and know each other from different departments and organi-
zational levels, findings which are supported by [11]. Nevertheless, the findings high-
light significant concerns by respondents on the negative impact of social networking 
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in the workplaces such as time wasting, increased susceptibilities to security risks 
where vital information falls on wrong hands and malicious rumors and misinforma-
tion is spread jeopardizing the reputation of the firm or its workforces. On social lev-
el, criminal offenders such as child molesters and sexual offenders have lured their 
victims using fictitious names and profiles in social networking sites , trapping unsus-
pecting victims [12]. Nevertheless, David et. al (2012) indicates that implementing 
ESN from an informed and proactive stance will help limit the risks developed by 
enterprise social networking and help firms in staying relevant, attracting and retain-
ing sustainable and productive employees [13].  

The most significant variable that majority of the respondents indicated as the most 
effective strategy in reshaping ESN to help develop more efficient business and 
workplace environments is development of ESN systems with familiar features 
adopted from social  networking sites commonly such as Facebook. Among familiar 
features that are consistent among social networking sites and can easily fit into ESN 
systems includes creation of personalized profiles, which are used to find and locate 
past, current and prospective personal and business contacts. Development of security 
measures that safeguard users from interactions with persons they do not know or 
they would not want to connect with, social status, creation of personalized home 
pages that helps in linkage of like-minded users, features that allow addition, removal 
of contacts and features that allow users to post comments, comment and share infor-
mation, videos and pictures.  

Findings from the research that employees need to be guided on how and when to 
use ESN echoes sentiments mentioned in the literature review and supported by [14]. 
This entails development of policies and regulations guiding employees in the 
workplace on how they represent themselves as professionals on enterprise social 
networking, which involves posting business related updates and uploading business 
appropriate photos, files and videos. This is important because enterprise social net-
working represents a corporate environment and should be handled as such. As Goo-
dall et al. (2009) suggests, information made available on the enterprise social net-
working  impacts on the perceptions and attitudes of people about the company [15]. 
This is echoed by Greenleaf (2010) who mentions that effective employees should 
know what to post in the social networking site and what not to [16] . 

5 Recommendations and Conclusion    

5.1 Recommendations  

This chapter offers effective recommendations for those firms and institutions that 
seek to implement enterprise social networking successfully and for those that have 
already implemented and would want to ensure the implementation process remains 
successful.  

5.1.1.   Align the ESN Goals with the Goals of the Business and those of Employees 
ESN is the wonder drug that organizational leaders having been looking for to cure 
organizational aliments such as fragmented interrelationship among team members 
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and across working groups, employee unproductively and reduced employee job satis-
faction and limited creativity and innovativeness. These problems have made it diffi-
cult for firms and institutions to remain relevant, economically feasible and fail to 
sustain their competitive advantage. Implementing ESN, which is only successful 
through full participation by all stakeholders, require that the organizational manage-
ment to align the ESN goals and objectives to the strategic goals of the business and 
the employees. Employees are more likely to embrace and make necessarily changes 
to new organizational systems, if they feel and understand that the new systems would 
not only help achieve the organizational goals efficiently and effectively, but also, 
will help in their attaining their personal and professional goals and objectives as 
supported by [17]. Keeping this in mind, aligning the goals and objectives of em-
ployees and the business with the ESN goals and objectives, is the first step in  
successfully implementing the ESN in the workplace. This is achievable if the organi-
zational leaders understand the needs, expectations and demands of the business and 
those of its labor forces. 

5.1.2.   Using Familiar Features from Commonly Used Social Networking Sites  
ESN in the workplace is an essential component of organizational communication that 
has proven effective in eliminating barriers that have traditionally existed between the 
top management and the workforce. Thus, it will be easy for employees to participate 
actively in critical organizational processes such as making of decisions, solving op-
erational problems, generating innovative and creative ideas that helps in promoting 
the competitive advantage of the firm and fostering teamwork, accountability and 
commitment to ensuring the goals and objectives set are effectively achieved. There-
fore, using familiar features is helpful in increasing uptake of the system, enhancing 
the ability of users to take ownership of the systems and accommodate it and when 
new systems have features that users are used to, it helps in cutting costs of training 
them on how to use the new system.  

5.1.3.   Implement Adequate Security Measures and Frameworks  
ESN is characterized by active and effective data sharing anytime and anywhere 
which generate new challenges of security and confidentiality of information and 
knowledge being shared. Therefore, there is a greater need to appraise, modify and 
develop and implement new security policies,  procedures, to safeguard shared data 
against security breach and violation of privacy of information in order to make ESN 
successful in the business and workplace environments [18]. Developing and imple-
menting effective security measures cannot be overemphasized especially for high 
security sensitive firms and institutions such as healthcare facilities, the military and 
research firms among others, who may limit use of ESN due to increased security 
risks associated with ESN systems. Security policies and systems during implementa-
tion of ESN will be fundamental in ensuring information and knowledge shared is not 
only secure and reliable, but also, available and accurate, which in turn, help dissemi-
nate and receive the intended message sent through ESN systems/ sites from users 
from varied backgrounds and status [19]. 
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5.1.4.   Maintain Professionalism When Using ESN Systems 

ESN violates the traditional system of a business where the corporate component of 
the business does not interrelate with the personal component of the stakeholders. 
Although ESN is more of a socially-engineered concept, the organizational leaders 
should develop formal structures to guide and remind the labor forces using the ESN 
Therefore, ESN users should adhere to set ESN regulations, observe legal constraints, 
understand the intricacies of international property in relation to the messages and 
information they publish on the ESN sites. Maintaining professionalism on ESN in 
the workplace ensures that users are still able to adhere to their professional code of 
ethics and comply with organizational, rules, laws and guidelines, which are impor-
tant in maintaining order and control over flow of work and operational processes. 
Additionally, it is a key in sustaining the confidence of the customer in the ability  
of the firm or institution to produce and deliver professional solutions that they may 
require.  

However, professionalism when using ESN systems is realizable by controlling 
and managing the type of messages and information, which is shared or posted on the 
personalized profiles and regulating the type of audios, videos and pictures uploaded 
on the ESN systems. Moreover, the kind of language used in forums, discussions, and 
meetings held over enterprise social networking systems. According to Foster et al. 
(2009), sharing and productivity will improve even more when each employee is ac-
cessible from anywhere and anytime [20]. This is achievable by making ESN availa-
ble in commonly used technological devices such as mobile phones and IPads. In 
addition, being choosy with what to follow or who to accept invites from, making 
meaningful real-time feeds and focusing on information, documents and insights that 
will enhance work performance and productivity. 

5.1.5.   Commitment  
Commitment entails stakeholders within and exterior to the firm being dedicated to 
ensuring the ESN goals and objectives that are aligned to business strategies and  
effectively and efficiently achieved. Every successful venture in workplace and busi-
ness environments rides on the commitment offered by the stakeholders and success-
ful implementation of ESN in the workplace is no different. In implementing ESN, 
commitment from the top management and all users is vital in making the process 
viable and successful. Foster et al. (2009) mention that it is important that all partici-
pants are devoted to seeing the ESN implementation process succeed regardless of 
who has initiated the process [20]. 

5.2 Conclusion and Future Work 

From the study, the rapid spread of social networking in the workplace is associated 
with ease in access of social networking services in cost effective tools such as mobile 
phones, the core need of people to relate as social beings, an effective means of de-
veloping and sustaining contacts with old and new contacts and the immediacy of 
sending and receiving information over social networking systems. Furthermore,  
the potential of social networking to contribute to quality life, identify unique  
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opportunities, linking diverse people from all fronts internationally and the ability to 
share insights and perspectives, which are essential components of continuous learning, 
innovation, creativity and enhancing one’s ability to respond to change positively. 

The positive impact of social networks in the business and the society overrides its 
negative implications, which only amount to security risks that can be effectively and 
efficiently be mitigated by reviewing and constant revising of ESN security policies 
and guidelines. Among the positive impact of social networking verified by the study 
is the ability to use social networking sites to mobilize and lobby support for social, 
political and economical agendas, enhancement of the concept of community as 
people from varied backgrounds globally who have mutual goals, interests, visions 
and mission are able to start and maintain contact and relate with one another regard-
less of the distance that separates them and improved communication and knowledge 
sharing among team members and across different working groups.  

What is more, elimination of barriers to productivity, increased collaboration from 
all quotas of the firm, elimination of boundaries among the workforce in varied orga-
nizational structures and enhanced value associated by creativity and innovativeness 
linked with ESN. By understanding the spread of social networking and the impact it 
has on business and the society has provided a framework for developing effective 
strategies for successful implementation of ESN in the workplace in order to develop 
efficient future workplace and business climates.  

As indicated by the research findings and the literature reviewed, effective imple-
mentation of ESN is achievable by fostering commitment from all stakeholders in 
ESN implementation process, developing comprehensive ESN implementation strate-
gies whose goals are aligned to the business goals, developing effective security 
measures to protect data shared within and between enterprises, maintaining profes-
sionalism while using ESN and adopting familiar features commonly used in Social 
sites into ESN systems. Despite the comprehensive approach adopted by this study, 
further research are required to investigate additional risks that are generated by ESN 
in the workplace and how organizations can effectively govern ESN. 
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Abstract. Dependability and safety in European Rail Traffic Management Sys-
tem (ERTMS) level 3 are influenced by quality of localisation of trains and 
communication. In the paper, dependability and safety of European Train Con-
trol System (ETCS) communication for ERTMS level 3 is considered. In 
ERTMS level 3, traffic is controlled by so called moving block that is associ-
ated with the distance between subsequent trains. Relationship between prob-
ability of emergency train braking as a function of distance between subsequent 
trains is studied. In the study, the following parameters are taken into account: 
train speed, emergency braking distance, train length, position localization er-
ror, random variable of emergency braking and stopping times, parameters of 
transmission between trains and radio block centres, processing time in these 
centres. In order to find this relationship, the following methods: performance 
statecharts based and analytic estimation have been proposed. Quality of these 
methods is investigated. 

Keywords: ETCS communication and operation, performance statecharts, 
Monte-Carlo simulation. 

1 Introduction 

Dependability and safety parameters in Europe railway domain are specified in stan-
dards [5,6]. According to standard [9]: “dependability is the collective term used to 
describe the availability performance and its influencing factors: reliability perform-
ance, maintainability performance and maintenance support performance”. Safety 
levels are characterized by tolerable hazard rate for Safety Integrity Levels (SIL) [6]. 

European Rail Traffic Management System (ERTMS) is the European standard for 
train control and command systems, which is intended to unify all European systems 
and to enhance cross-border interoperability. European Train Control System (ETCS) 
is a part of the ERTMS. The ETCS is based on radio communication. There are three 
levels of ERTMS, with level 3 as the highest. At this level, all important information 
is exchanged between trains and trackside coordination unit so-called radio block 
centres (RBCs) via GSM-R (rail GSM communication). A train needs to receive  
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so-called movement authorities from the RBC in order to continuously run at high 
speed. Data processing on board the train and in the RBCs, and radio communication 
link are crucial factors for safety and efficient operation. Train localization, speed, 
and integrity information is prepared on board the train, and reported from train to 
RBC at regular intervals. This enables the RBC to declare the track space behind the 
train clear which is used in moving block operation mode. It is the main difference 
when comparing with fixed track blocks used in traditional train traffic.  

Dependability and safety are influenced by quality of localization of railway vehi-
cles [4] and communication [7,8,13,14,15]. In ERTMS level 3, train traffic is  
controlled using moving block that is connected with the distance between two subse-
quent trains. 

The relationship between probability of train stopping as a function of distance be-
tween subsequent trains, for given train and ETCS communication parameters, is 
studied in the paper. 

 
The problem investigated in the paper is as follows. 
Input (parameters of moving block mode communication and operation): 
Train speed, 
Emergency braking distance, 
Train length, 
Position localization error,  
Random variable of emergency braking and stopping time,  
Probability of incorrect transmission from train to RBC and from RBC to train, 
Random variable of duration time of correct transmissions from train to RBC and 
from RBC to train,  
Processing time in RBC. 
Output: 
Probability of stopping as a function of distance between subsequent trains. 

The above problem has been studied in the papers [14,15]. Our study is based on 
parameters from these papers. 

Petri nets [3,11,14,15], and statecharts or state machines [8,10,13,14] are often 
used in dependability or safety analysis of ERTMS systems. The examples of other 
modelling languages used in dependability or safety analysis are fault trees and 
Bayesian networks [7]. Petri nets are formal tool with strong theoretical foundations 
that are used in expressing the concurrent activities of complex systems. Statecharts 
or state machines are one of fourteen diagrams of Unified Modelling Language 
(UML). UML is the standard modelling language in software development. In paper 
[14], state machines are used as modelling language, while Petri net tool is used for 
formal verification. In paper [8], application of StoCharts (derived from statecharts) in 
reliability analysis of train radio communications in ETCS level 3 is presented. How-
ever, the transformation of the model given in StoCharts into model in MoDeST is 
required. The last is specification language enriched with facilities to model timed 
and/or stochastic systems. In paper [12], usefulness of statecharts in safety analysis 
has been shown. 
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Our goal is to use one language for modelling and analysis. Therefore, perform-
ance statecharts [1] are applied in the paper.  

In papers [8,13,14,15], in order to solve dependability or safety problems, simula-
tion experiments are performed or linear equation systems are solved. Performance 
statechart tool [1] finds the solution by Monte-Carlo simulation. 

Additionally, the analytical estimation of the probability of stopping as a function 
of distance between subsequent trains is given in the paper, and its accuracy is veri-
fied. This estimation is expressed by simple formula. 

Structure of the paper is as follows. Performance statecharts are recalled in Section 
2. Performance statechart model for ETCS communication and operation is given in 
next section. Analytic estimation of the probability that a train is stopped after emer-
gency breaking is presented in Section 4. For the performance statechart model, this 
probability obtained by simulation is given in Section 5. In the same section, the esti-
mation of this probability is given too, and estimation accuracy is evaluated. Finally, 
there are conclusions. 

2 Performance Statecharts  

The performance statecharts formalism is defined in details in the work [1]. Here, 
only main syntactic constructs will be characterized. First, a definition of statecharts 
(without time) will be shown, and then a definition of performance statecharts, which 
contains the definition of statecharts. 

Statechart [1] is a higraph defined as a six tuple: 

 S = <BoxN, childB, typeB, defaultB, ArcN, Arc>, where: (1) 

─ BoxN is finite set of state names, which are nodes of the graph depicted as round-
edged rectangles named boxes. 

─ childB ⊆ BoxN × BoxN is hierarchy relation: <b1, b2>∈childB means that b2 is a 
"child" of "father" b1. Set BoxN with relation childB defines a tree of states 
<BoxN,childB>. The root r of the tree has no parents, leaves have no childs. 

─ typeB : BoxN → {PRIM, XOR, AND} is a function which assign a type to each box. 
The root r is of type XOR (an sequential automaton), the leaves are of type PRIM, 
and other boxes may be either of type XOR or AND (state with orthogonal sub-
states). 

─ defaultB : BoxN → 2BoxN is the partial function that gives the default for each box. 
The default for a XOR box is a set with exactly one box of its children (an initial 
state of the automaton), while the default for an AND box is the set of all its chil-
dren. The default for a PRIM box is the empty set. 

─ ArcN is a finite set of names for arcs. BoxN ∩ ArcN =∅. 
─ Arc ⊆ BoxN × ArcN × BoxN is the set of arcs. An arc α∈Arc is a triple <b1,a,b2> 

with source(α) = b1, and target(α ) = b2, and name(α) = a. It is assumed that arcs 
are uniquely identified by arc names. Arcs depict transitions between states. 
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The performance statechart PS [1], [2] is a triple: 

 PS =<S, A, L>, where: (2) 

─ S is a statechart, 
─ A is a set of attributes. An attribute has a name and value of type boolean, integer, 

real or time.   
─ L is a labelling function, which gives an interpretation for arcs. With each transi-

tion α ∈Arc such that α=<b1,a,b2>, it associates a label l. The label l is a six tuple:  

 l = < un, pr, te,[gc], al, de >, where: (3) 

• un is a probability distribution function. The function defines opening delay of 
the associated arc with respect to the time of entry to the source state of the arc 
provided the arc is opened. That is the earliest time, after which the transition to 
the destination state can occur.  

• pr∈Nat={1,2,...} is a priority of the arc; the greater number the greater priority 
of the arc. 

• te=name(formal_parameters_list) is an optional trigger event. Its reception by 
the statechart in the source state makes the transition along the arc a eligible to 
fire, provided its guard condition gc is satisfied and the arc is opened. The ab-
sence of te (depicted with '-') means that the arc may fire immediately after 
opening. name∈ExtEVENT ∪ IntEVENT, where ExtEVENT is finite set of ex-
ternal events and IntEVENT is a finite set of internal events. The first set con-
tains events coming from the environment of the modelled system while the 
second one includes events generated inside the model. 

• gc is a guard condition. It is a Boolean expression that is evaluated when transi-
tion is triggered by event te, or in absence of te in the label, at the each moment, 
after the arc is opened, such that the values of the attributes used in the expres-
sion changes. 

The transition from the source state to the destination state of the arc can fire when: 

○ te is specified: opening delay time is passed, te exists at least after the delay 
time, guard gc evaluates to true. 

○ te is omitted: opening delay time is passed, guard gc evaluates to true after 
the arc is opened. 

If more than one transition outgoing from the same state can fire, the one 
with the highest priority is taken. The transition fires as soon as the above is 
fulfilled.  

• al=<a1,...,an> is a list of actions. Actions are atomic and executed immediately 
in the same order they are specified. An action may change valuation of attrib-
utes or generate an immediate event. Sets of attributes modified by arcs in or-
thogonal states has to be disjoined. Generated events are of form 
ge=name(actual_parameters_list), where name∈IntEVENT. 
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4 Analytic Estimation for ETCS Communication and Operation 

There are two sources of the analytic estimation, namely, performance statechart 
model in Fig. 2 and formula for deadline d given by exp. (4).  

Position/integrity package is generated by Train 1 each 5[s]. This time will be de-
noted by . Let us consider time intervals of length d, where d has been defined in 
previous section. For Train 1 this interval is started immediately after sending the last 
package, while for Train 2 - after receiving the last package. Some packages that have 
been sent from Train 1 do not reach Train 2. The number of the packages generated 
during the interval for Train 1 is  

 = , (5) 

where ( ) is the integer part of . Package transmission times from Train 1 to the 
RBC and from the RBC to Train 2, and package processing time by the RBC do not 
influence the mean time between receiving instants of two subsequent packages that 
should arrive at Train 2. Hence, the mean time between these instants is equal to . It 
is crucial point in the estimation method. 

Let the probability that package transmission from Train 1 to the RBC is incorrect 
be q. In considered example = 0.0188. Let the probability that package transmis-
sion from the RBC to Train 2 is incorrect be the same. Package transmission from 
Train1 to Train 2 is incorrect in three cases:  
─ The package transmission from Train 1 to the RBC is incorrect, while the package 

transmission from the RBC to Train 2 is correct, 
─ The package transmission from Train 1 to the RBC is correct, while the package 

transmission from the RBC to Train 2 is incorrect, 
─ The above both transmissions are incorrect. 

Hence, the probability that the package transmission from Train 1 to the RBC is 
incorrect or that the package transmission from the RBC to Train 2 is incorrect is 
equal to: 

 = (1 − ) + (1 − ) + = 2 − .  (6) 

It is the probability of incorrect transmission from Train 1 to Train 2. 
The probability that each of  packages that are sent in time interval (0,  are in-

correctly transmitted is = . It is probability for a train being stopped because of 
waiting time for the package is longer than the deadline d. 

One is interested in probability of occurrence of the train being stopped event in 
one year period. For one train, provided it works one year, the number of package 
transmissions between Train 1 and Train 2 in this period is  

 = 3600 / · 24 · 365 . (7) 

Mean number of occurrences of the train being stopped event in one year period is 

 = ·  . (8) 
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Abstract.  Recently, entropy measures have shown a significant promise in 
detecting diverse set of network anomalies. While many different forms of 
entropy exist, only a few have been studied in the context of network anomaly 
detection. In the paper, results of our case study on entropy-based IP traffic 
anomaly detection are prestented1. Besides the well-known Shannon approach 
and counter-based methods, variants of Tsallis and Renyi entropies combined 
with a set of feature distributions were employed to study their performance 
using a number of representative attack traces. Results suggest that 
parameterized entropies with a set of correctly selected feature distributions 
perform better than the traditional approach based on the Shannon entropy and 
counter-based methods. 

Keywords: anomaly detection, entropy, netflow, network traffic measurements. 

1 Introduction 

As the number of network security incidents grows each year [1], network intrusion 
detection becomes a crucial area of research. Widely used security solutions like 
firewalls, antivirus software and intrusion detection systems do not provide sufficient 
protection anymore because they do not cope with evasion techniques and not known 
yet (0-day) attacks. To cover this area, anomaly detection is a possible solution. 
Network anomalies may potentially indicate malicious activities such as worms 
propagation, scans, botnets communication, Denial of Service attacks, etc. The 
problem of a generic anomaly detection method for network anomalies is still 
unsolved. Recently, entropy measures have shown a significant promise in detecting 
diverse set of network anomalies [2-6].  

Anomaly may be defined as a deviation from a norm and something which is 
outside the usual  range of variations. Usually, in anomaly detection, a model 
describing normal circumstances is prepared first, then predictions based on the 
model are compared with actual measurements. A comprehensive survey about 
anomaly detection methods has been presented by Chandola et al. in [7]. There are 
                                                           
1 This work has been co-financed by the Polish National Centre of Research and Development 

under grant no. PBS1/A3/14/2012 (SECOR - Sensor Data Correlation Engine for Attack 
Detection and Support of Decision Process). 
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many problems with anomaly detectors which have to be addressed. The main 
challenges are: high false positive rates, long computation time, tuning and calibration 
and root-cause identification [7-8].  

In our previous work [9], some generalizations of entropy were described in details 
and some ideas about their possible use for network anomaly detection were presented. 
In this paper, we make two contributions. First, we present some not commonly known 
theory regarding entropies used in the context of anomaly detection. Second, we 
present results of our case study on entropy-based IP traffic anomaly detection that 
involved a number of entropy variants and a set of different feature distributions. 

The paper is organized as follows: First, we discuss related work and overview 
different form of entropies. Then, we switch to flows and traces, describing a dataset 
and anomalies it contains. Next, we discuss the applied methodology. In the following 
sections, we analyze our results. We finish the paper with conclusions and proposals 
for future work. 

2 Related Work 

Entropy-based approach for network anomaly detection has been of a great interest 
recently. This approach relies on traffic feature distributions. Feature distributions 
give a different view of a network activity than traditional counter-based volume 
metrics (like flow, packet, byte counts), which are widely used in commercial 
solutions. Several traffic features, i.e., header-based (addresses, ports, flags), size-
based (IP or port specific percentage of flows, packets and octets) and behavior-based 
(in/out connections), have been suggested in the past [2],[5]. However, it is unclear 
which features should be used. As an example, Nychis in [2] claims that there is a 
strong correlation between addresses and ports and recommends the use of size and 
behavior-based features. On the contrary, Tellenbach in [5] reported no correlation 
among header-based features. A possible explanation of these contradictory results 
could be different data sets or, perhaps, some change in Internet traffic characteristics. 
We propose another possible explanation in section 7. 

Although entropy is a prominent way of capturing important characteristics of 
distributions in a compact form (a single number), some other summarization 
techniques are proposed in the literature, i.e., histograms [11] and sketches [12]. Their 
main problem is however the proper tuning.  

According to the literature, entropy of feature distributions performs better than 
widely used counter-based features (like flows, packets and byte counts) [15]. 
Volume based detection handles large traffic changes (such as bandwidth flooding 
attacks) well, but a large class of anomalies does not cause detectable changes of 
volume. Moreover, Brauckhoff et al. in [10] prove that an entropy-based approach 
performs better than a volumetric one in case sampled2 flows are used. 

Entropy-based methods use the Shannon entropy [2],[15], the Titchener entropy (T-
Entropy) [6], and the parameterized Renyi [3] or Tsallis [4-5] entropy. Most authors 
agree that there are some limitations of entropy-based detection, especially when it 

                                                           
2  Many routers form flow statistics from a sampled stream of packets in order to limit 

consumption of resources for measurement operations. 
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comes to detecting small or slow attacks. This is especially true for the Shannon 
entropy, which has a limited descriptive power. According to the literature, the range 
of detectable anomalies for parameterized entropies is wider [5]. 

3 Entropy 

In this section we present some not commonly known theory regarding entropies used 
in the context of anomaly detection.  

Definition of entropy as a measure of disorder comes from thermodynamics and 
was proposed in the early 1850s by Rudolf Clausius. The statistical definition of 
entropy as a measure of uncertainty was developed by Ludwig Boltzmann in the 
1870s.  In 1948, Claude Shannon adopted entropy to information theory. We will 
start our quick survey with the Shannon’s variant, as it is probably the most popular 
and commonly used entropy. 

For a probability distribution p(X = xi) of a discrete random variable X , the 
Shannon entropy is defined as: ( ) = ( ) 1( )                                          (1) 

X is the feature that can take values {x1...xn} and p(xi) is the probability mass 
function of outcome xi. Depending on the base of the logarithm, different units are 
used: bits (a=2), nats (a=e) or hurtleys (a=10). For the purpose of anomaly detection, 
sampled probabilities estimated from a number of occurrences of xi in a time window 
t are typically used. The value of entropy depends on randomness (it attains maximum 
when probability p(xi) for every xi is equal) but also on the value of n. In order to 
measure randomness only, some normalized forms can be employed. For example, an 
entropy value can be divided by n or by maximum entropy defined as loga(n). 

Sometimes not only the degree of uncertainty is important but also the extent of 
changes between assumed and observed distributions, respectively denoted as q and p. 
A relative entropy, also known as the Kullback-Leibler divergence, may be employed 
to measure the size of change: ( || ) = ( ) ( )( )                                          (2) 

The Shannon entropy assumes a tradeoff between contributions from the main 
mass of the distribution and the tail. To control this tradeoff, two parameterized 
Shannon entropy generalizations were proposed, respectively, by Renyi (1970s) [16] 
and Tsallis (late 1980s) [17]. If the parameter denoted as α has a positive value, it 
exposes the main mass (the concentration of events that occur often), if the value is 
negative – it refers to the tail (the dispersion caused by seldom events). Both 
parameterized entropies derive from the Kolmogorov-Nagumo generalization of an 
average: = (∑ ( ) ( ))                                         (3), 
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where φ is a function which satisfies the postulate of additivity and φ-1 is the inverse 
function. Renyi proposed the following function φ:     ( ) =  2(  )                                                     (4) 

After transformations, Renyi may be given in the following form: ( ) = 11 −   ( )                                 (5) 

Tsallis extended the Renyi entropy with the following function φ: ( ) =  2(  ) − 11 −                                                    (6) 

 
After transformations, the Tsallis entropy will be given by: ( ) = 11 −  ( ) − 1                                    (7)  
The normalized form of the Tsallis entropy [18] is typically defined as: ( ) = 11 −  1 − 1∑ ( )                          (8)  
For both the Tsallis and Renyi entropies, parameter α exposes concentration for α > 1 
and dispersion for α < 1. For α →1, both converge to the Shannon entropy.  

Another form used in the context of anomaly detection is  the Titchener entropy 
(T-entropy) [19]. T-entropy is the gradient of linearized form of a string complexity 
measure called T-complexity. String complexity is a minimum number of steps 
required to construct a given string. As we mentioned earlier, in typical entropy-based 
detection, frequencies for values of discreet random variables are used to estimate 
probabilities. The probabilities must not depend on the occurrence of previous values. 
In a complexity-based approach, values are concatenated into a string in a sequence 
(where order matters). The string is then compressed with some algorithm and the 
output length is used as an estimate for the complexity; finally, the complexity 
becomes an estimate for entropy. More details about T-entropy is presented in our 
previous paper [9] and in Einman’s dissertation [6]. 

After a short review on theory, we now switch to networks. In the following two 
sections, we will discuss a flow-based network analysis and a dataset we have used in 
our work. 

4 Flow-Based Analysis 

There are two approaches to a network traffic analysis, namely packet-based and 
flow-based. A flow-based approach is becoming more and more popular since it is 
more scalable in the context of network speed. The concept of network flows was 
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introduced by Cisco and currently is standardized by the Internet Engineering Task 
Force (IETF). According to the IETF IPFIX working group [21], ‘‘A flow is 
defined as a set of IP packets passing an observation point in the network 
during a certain time interval. All packets belonging to a particular flow have 
a set of common properties.’’ In the simplest form, these properties are source 
and destination addresses and ports. In this work we focus on flow-based 
network anomaly detection. Flows may be classified on the basis of several different 
schemes, i.e., size (elephant and mice), duration (tortoise and dragonfly) and 
burstiness (alpha and beta traffic) [20]. For example, an elephant is any flow with rate 
exceeding 1% of the link utilization. Duration of a dragonfly is less than 2 sec, while 
a tortoise lasts longer than 15 min. According to [20], about 45% of Internet flows are 
dragonflies and less than 2% are tortoises. Taxonomy of network anomalies as 
discussed in [14] and [15] is presented in Table 1. The table lists examples of both 
legitimate and malicious network activity. 

Table 1. Network anomaly types according to [14] and [15] 

Anomaly Type Description 

α Flows Unusually large point to point byte transfer 

DoS, DDoS, DRDoS Single-source or distributed (also reflected) Denial of Service Attack 

which may be volumetric, protocol or application based 

Flash Crowd Burst of traffic to a single destination, from a “typical” distribution of 

sources 

Network/Port Scan Probes to many destination addresses/ports with a small set of source 

ports/addresses 

Ingress-Shift Traffic shift from one ingress point to another 

Outage Decrease in traffic due to equipment failures or maintenance 

Point to Multi-point Traffic from single source to many destinations, e.g. ,content distribution 

Worms Code propagation by exploiting vulnerable services (special case of a 

network scan) 

5 Dataset 

The data we used in our case study have been prepared in the following way: First, we 
captured (hopefully legitimate) traffic from a medium size corporation network using 
span ports and open source software - softflowd and nfsen. Then, we mixed this traffic 
with a subset of the labeled dataset contributed by Sperrotto et al. [13]. This set is 
based on data collected from a real honeypot which was running for 6 days. The 
honeypot featured HTTP, SSH and FTP services. The authors gathered about 14 
million malicious3  flows. From the dataset we extracted flows “responsible” for 
anomalies listed in Table 2. 

                                                           
3 All flows from honeypots are malicious by its nature, so there is a need to mix them with 

legitimate traffic for the purpose of anomaly detection testing. With such custom-made 
datasets benchmarking is hampered.  



52 P. Bereziński et al. 

 

Table 2. Selected network anomalies 

Attack Relation address 
/port 

Size Duration Flows Packets Bytes 

SSH BrutteForce (A) 1-1/n-1 S 1 h 750 20K 2,5M 

WEB Scan (B) 1-1/n-1 M 14 s 660 7K 0,6M 

SSH NetworkScan1 (C) 1-n/n-1 M 2,5 min 15K 30K 1,7M 

SSH NetworkScan2 (D) 1-n/n-1 L 7 min 23K 300K 34M 

 
Anomaly A represents a one to one brake-in to the SSH service with a dictionary 

based attack on username and password. This anomaly is relatively slow and small. 
Anomaly B represents a typical activity of a web scanner. The volume for this anomaly 
is a bit higher than for anomaly A but the duration is short. Anomalies C and D are 
examples of network scans. They are characteristic for network-wide worm propagation 
via service vulnerabilities. The volume for this anomalies is significantly larger. 

We placed our mixed legitimate and anomalous (honeypot) traffic in a relational 
database. We decided to employ bidirectional flows compliant with RFC 5103 as, 
according to some works - e.g. [2], unidirectional flows may entail biased results in 
anomaly detection. This assumption required us to perform some conversion from an 
unidirectional to a bidirectional form. 

6 Methodology 

Below, we discuss data processing and selected flavors of entropies and feature 
distributions. 

We analyzed our dataset stored in a relational database. Stored procedures were 
implemented to capture different feature distributions. The anomalies search area was 
not limited by any filter (per direction, protocol, etc.). We analyzed flows within fixed 
(5 min) time windows (with no sliding). Next, the Tsallis or Renyi entropies for 
positive and negative α values were calculated for distributions listed in Table 3. 
These distributions are commonly employed in entropy-based analysis except for 
flows duration which is our proposal. 

Table 3. Selected traffic feature distributions 

Feature Probability mass function 
src(dst)address(port) number of xi as src(dst) address(port) 

total number of src(dst) addresses(ports) 
flows duration number of flows with xi as duration 

total number of flows 
packets, bytes number of pkts(bytes) with xi as src(dst) address(port) 

total number of pkts(bytes) 
in(out)-degree number of adresses with xi as in(out) degree 

total number of addresses 
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The following set of entropies presented in Section 3 was selected: 

Table 4. Selected forms of parameterized entropy 

  Denotation    Formula Comments 
Tsallis1       = 1 − ∑1 −  

general form 

Tsallis2       = 1 − ∑(1 − ) ∑  
normalization 

Renyi       = ∑1 −  
general form 

Shannon       = ∑1 − , 1 
obtained from Renyi ( 1) 

 
This selection was based on some promising results with flow-based network 

anomaly detection as reported by [3],[5]. We believe that T-entropy (which was not 
selected) is more appropriate for packet-based detection, where the order of packets, 
e.g., requests and responses from servers, really matters.  

During the training phase, a profile was built using time-period specific min and 
max entropy values computed for every <feature, α> pair. During the detection phase, 
the observed entropy Hα was compared with the min and max values stored in the 
profile, according to the following rule: 

 ( ) =  ( ) ( ∗ )( ∗ )  ( ∗ )          (9) 
−  , 0, 0.3   

According to this rule, threshold exceeding is indicated as abnormal dispersion for 
values less than zero or abnormal concentration for values higher than one. Abnormal 
dispersion or concentration for different feature distributions is characteristic for 
anomalies. For example, during a port scan, a high dispersion in port numbers and 
high concentration in addresses is observable. Detection is based on the relative value 
of entropy with respect to the distance between min and max. Coefficient k in the 
formula (9) determines a margin for min and max boundaries and may be used for a 
tuning purposes. A high value of k, e.g. k = 0.3, limits the number of false positives 
while a low value (k  0) increases detection rate. 

For comparison, we also employed a traditional counter-based approach for flow, 
packet and byte counts. We assumed ideal conditions to measure detection rate for 
anomalies. We used the same part of legitimate traffic during training and in the 
detection phase so no false positives could be observed. To measure the false 
positives rate, we cross-checked legitimate traffic using two halves of the profile. 

Finally, linear and rank correlation of entropy timeseries for different α values and 
different feature distributions was performed in order to define a proper range of α 
values, and to verify the legitimacy to use a broad spectrum of features. The results 
are presented in the next section.  
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7 Results 

We obtained the best results for detection of high dispersion and concentration with 
the Tsallis1 and Renyi entropies. Comparing the Tsallis1 and Renyi, we observed 
higher values of threshold excess (more significant peaks of entropy values) with 
Tsallis1, although such sensitivity was also visible in the form of sharp false positives 
with legitimate traffic cross check. The Renyi entropy was not so sensitive to 
anomalies (the excess of threshold was smaller than Tsallis1) but was a bit less 
vulnerable to false positives. With a traditional counter-based approach anomalies A 
and B were undetectable by a flow, packet and byte counts, while anomalies C and D 
were detectable only by flow count. The results for Tsallis2 were ambiguous (slightly 
exceeding threshold). The Shannon entropy detection failed for anomalies A and B. 
All results are presented in Table 5. The markings +, +/-, – denote, respectively, 
successful, indecisive and unsuccessful detection. 

Table 5. The effectiveness of selected entropies and volume counters 

Attack Tsallis1 Tsallis2 Renyi Shannon Flows Packets Bytes 

SSH BrutteForce (A) + +/- + - - - - 

WEB Scan (B) + + + - - - - 

SSH NetworkScan1  
(C)

+ +/- + + + - - 

SSH NetworkScan2  
(D)

+ +/- + + + - - 

 

 

Fig. 1. Abnormally high dispersion in destination addresses for anomalies C and D (Renyi1) 

We noticed that with an entropy-based approach some feature distributions work 
better than others. The best results were obtained by using addresses, ports and flows 
duration distributions, although we think that the set of proper features is specific for 
a particular anomaly– thus, a number of different, uncorrelated features (see the 
second part of the section) should be employed. Abnormally high dispersion in 
destination addresses distribution for anomalies C and D exposed by negative values 
of alpha parameters, is depicted in Fig. 1. We can see time t on x axis (5 minute time 
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windows), result r (where value above one means abnormal dispersion and below 
zero means abnormal concentration - formula (9)) on y axis and α values on z axis. 
Anomaly durations are marked on the time axis. 

Abnormal concentration of flows duration for anomaly B - which is typical for 
anomalies with fixed data stream - is depicted in Fig. 2. 

 

 

Fig. 2. Abnormally high concentration in flows duration for anomaly B (Tsallis1) 

Fig. 3 shows unsuccessful detection (no excess of threshold) of anomaly with 
common approach based on flow, packet and byte counters. 

 

Fig. 3. Unsuccessful detection of anomaly B with a counter-based approach 

In the remainder of this section, we analyze correlations for various α values and 
for various feature distributions. This is important as strong correlation suggests that 
some results are closely related to each other and thus it may be sufficient to restrict 
the scope of analysis without impairing its validity. 

The results of correlation between entropy timeseries for different α values are 
presented in Table 6. The table shows the pairwise Tsallis1 α correlation scores from 
range <-1..1> where scopes |1-0.9|, |0.9-0.7|, |0.7-0.5|, |0.5-0| denote, respectively, strong, 
medium, weak, and no correlation. The sign determines if the correlation is positive 
(+/no sign) or negative (-). The presented values (see Table 6) are an average from 15 
different feature distributions scores. For the Renyi entropy, the results were similar. 
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Table 6. Results of linear and rank correlation of  α 

Pearson  α=-3   α=-2   α=-
1

     α=0 α=1 α=2 α=3 

α=-3 1 0,9 0,9 0,66 0 -0,06 -0,09 

α=-2 - 1 0,9
8

0,69 0
13

-0,06 -0,09 

α=-1 - - 1 0,75 0
16

-0,05 -0,08 

α=0 - - - 1 0
44

 
0 18

 0,12 

α=1 - - - - 1  
0 88

 0,82 

α=2 - - - - -  1  0,97 

α=3 - - - - - -  1 

        
Spearman α=-3   α=-2   α=-

1
     α=0 α=1 α=2 α=3 

α=-3 1 0,9 0,8 0,46 0 -0,09 -0,11 

α=-2 - 1 0,9
4

0,57 0
1

-0,07 -0,1 

α=-1 - - 1 0,72 0
15

-0,06 -0,09 

α=0 - - - 1 0
49

 0,2  0,15 

α=1 - - - - 1  
0 87

 0,79 

α=2 - - - - -  1  0,98 

α=3 - - - - -  -  1 

 

It should be noticed, that there is a strong positive linear (Pearson) and rank 
(Spearman) correlation for negative α values and strong positive correlation between 
α values which are higher than 1. For α = 0 there is some small positive correlation 
with negative values. For α = 1 (Shannon) there is a medium correlation with α = 2 
and α = 3. These results suggest that it is sufficient to use α values from range <-2,2> 
to have different sensitivity levels of entropy. Some interesting results of pairwise 
correlation between the Tsallis1 entropy timeseries of different feature distributions 
are presented in Table 7 and Table 8 (the results for the Renyi entropy were similar).  

Table 7. Results of correlation of features for α=-3 

Pearson  ip_src ip_dst port_src port_dst indegree outdegree

ip_src 1 0,8 0,89 0,91 0,37 0,35
ip_dst - 1 0,98 0,89 0,27 0,55

port_src - - 1 0,86 0,15 0,5

port_dst - - - 1 0,41 0,53

indegree - - - - 1 0,27

outdegree - - - - - 1

   

Spearman  ip_src ip_dst port_src port_dst indegree outdegree 

ip_src 1 0,9 0,85 0,87 0,47 0,69 

ip_dst - 1 0,96 0,89 0,43 0,83 

port_src - - 1 0,83 0,3 0,69 

port_dst - - - 1 0,52 0,76 

indegree - - - - 1 0,48 

outdegree - - - - - 1 
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Table 8. Results of correlation of features for α=3 

Pearson ip_src ip_dst port_src port_dst indegree outdegree

ip_src 1 - -0,34 -0,02 -0,07 0,44
ip_dst - 1 -0,29 0,05 0,08 -0,28

port_src - - 1 -0,42 0,59 -0,04

port_dst - - - 1 -0,39 0,01

indegree - - - - 1 0,03

outdegree - - - - - 1

  

Spearman ip_src ip_dst port_src port_dst indegree outdegree

ip_src 1 0,0 -0,21 0,07 0,21 0,366
ip_dst - 1 -0,31 0,07 0,08 -0,35

port_src - - 1 -0,55 0,64 0,23

port_dst - - - 1 -0,53 0,12

indegree - - - - 1 0,18

outdegree - - - - - 1
 
We presented results for one positive and one negative value of α because these 

results differ significantly. Averaging (based on results from the whole range of α 
values) would hide an essential property. It is noticeable that there is a strong positive 
correlation of addresses and ports for negative values of α but no correlation for 
positive values. Thus both Nychis [2] and Tellenbach [5] could have been right.  

8 Conclusion and Future Work 

Concluding the results of our case study, we can observe that: 

i) Not normalized Tsallis and Renyi entropies performed best; 

ii) The Shannon entropy and counter-based methods performed poorly; in fact, 
they were unable to detect neither small nor medium-size attacks; 

iii) A broad spectrum of features provides a better flexibility to detect different 
types of anomalies;  

iv) Among a large set of network traffic feature distributions, addresses, ports, 
and flows durations proved in our study to be the best choices. 

While we admit that our experiments were limited to a small number of cases, we 
also believe that the cases were representative. The analyzed dataset contained traces 
of typical network attacks. Thus, while more research work is necessary to validate 
the effectiveness of the methods that performed well, the poor performance of the 
Shannon entropy and counter-based methods allows to question whether they are the 
right approach to anomaly detection. 

The work described in the paper will be the basis for implementation of a sensor 
cooperating with a multi-source event correlation engine. Thus, we are concerned 
with a high detection rate rather than a small false positives ratio. Future works will 
include classification based on results from various features and anomaly details 
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extraction (e.g., addresses and ports of top contributors to malicious traffic). We are 
also considering the analysis of additional features. We hope we will be able to report 
valuable results.  
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Abstract. There is a strong relationship between maintenance planning and 
production scheduling as both services operate on the same assets and their 
availability. Many academic research papers and experimental techniques have 
been developed to synchronize activities between these two inter-dependent  
key roles in all companies.  These techniques are taken into account and  
implemented in several maintenance management systems to enhance commu-
nication and synchronization during the maintenance management process. 
However, there is no sufficient improvements in the earlier steps of this 
process. Preventive maintenance workload balancing consists of having a high 
level abstraction of the asset availability for maintenance work, based on a cros-
sover of maintenance resource availability and operation constraints. It is an 
earlier task of the maintenance management process. In this paper, we have de-
veloped a formal approach for balancing the preventive maintenance workload. 
This approach allows us to pinpoint the  problems and possible irregularities on 
time in order to obtain the desired behaviors and areas for improvement. The 
formal workload balancing for preventive maintenance significantly reduces the 
consumption of necessary resources and provides a good distribution of work-
load while considering operational constraints. 

Keywords: Preventive Maintenance, Workload Balancing, Asset Criticality, 
PM flexibility, Craft-men hours, Work Priority, CMMS. 

1 Introduction 

A strong communication exists between preventive maintenance planning and pro-
duction scheduling. Their activities are inter-dependent because they operate on the 
same assets and they manage their availability [1]. Many academic and industry 
works have developed different techniques to enhance the relationship quality and the 
communication between these two key services in different companies. These tech-
niques are implemented in most of maintenance management systems. There are sev-
eral systems of maintenance management (e.g. “IBM-MAXIMO”, “CIM-Visual 
Planner”, …) covering most of the stages of the maintenance management and plan-
ning processes. These systems have specific patterns and techniques to handle the 
majority of maintenance management tasks. However, there is no sufficient specific 
techniques for balancing the workload of maintenance. Despite the critical role of this 
task in the optimization of maintenance management from multiple viewpoints. 
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Preventive maintenance workload balancing reduces significantly the consumption 
of crafts resources. Also, it provides an optimized distribution of workload while 
considering operational constraints. This leads to a better utilization of human re-
sources, reduced paperwork and improved efficiency. At the operational level, the 
assets will be placed in maintenance at the time when their maintenance does not 
affect the production.  

This paper presents a formal technique to generate multiple scenarios of dispatch-
ing workload within the maintenance team. It gives production planners a view of the 
amount of time required for this preventive maintenance so that they can proactively 
plan for the release of assets for those periods. 

In order to have a complete and an optimized view of the workload balancing, we 
have based on maintenance management best practices. Also, we have decompiled 
several maintenance management systems to inspire the right constraints affecting the 
work balancing process. Our approach is applicable both for initial workload balanc-
ing and workload re-balancing. Initial balancing can be performed for a period of one 
or more years. It is performed at the beginning of this period to prepare the preventive 
maintenance work scheduling on the enterprise assets. The re-balancing of workload 
consists of re-balancing of a portion of the workload within the time interval of the 
initial balancing. This type of balancing is intended to make improvements or correc-
tions result in significant changes in the timing of labors or equipments availability.  

Applying our approach guides the maintenance responsible to make the right deci-
sions at the right time. To ensure that each local team has sufficient resources to cover 
all the work that may arise in their fields, balancing workload according to long-term 
forecasts of labor must be produced. If the long-term prediction shows that the level 
of maintenance activity is about to exceed the level that can be accomplished with 
existing resources, such notice will ensure that there will be enough time to recruit 
and train additional resources before the situation goes out of control. Similarly, a 
decrease in the activity level of preventive maintenance to give sufficient time to the 
possibility of reallocating resources of trades to other teams or activities.  

Production planners set to their production schedules the necessary adjustments 
based on the result of workload balancing. Like this, the equipment will be made 
available for maintenance at the right time. At this level, this allocation is made to a 
high level of detail. The exact dates and times for maintenance work will be defined 
one or two weeks before the deadline. This consists of weekly scheduling. 

The remaining of this paper is structured as follows: The first part is reserved for 
the elicitation of attributes related to preventive maintenance, assets and used main-
tenance programs. The second point shows the context of the new approach. In the 
third part, we present the principle of our new approach to balance the preventive 
maintenance workload. Through the approach presentation, some examples are given 
to clarify the approach critical nodes. 

2 Elicitation of Workload Balancing Criteria 

To extract the right attributes and techniques required for a formal workload balanc-
ing we have based on two different sources. First, we have analyzed a multitude of 
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Maintenance Management Systems to elicit different attributes that we have used as a 
basic data of our approach. Then, we have done a large study of several work man-
agement techniques [3], [4], [5], [6] to inspire appropriate data structures and business 
rules. Below, we present some criteria categories resulted from this analysis. These 
criteria are in the kernel  of our approach: 

o Details of related equipment for preventive maintenance , 
o The duration of preventive maintenance work, 
o The frequency of preventive maintenance work, 
o The next expected maintenance deadlines, 
o The work charge (i.e. what will occupy the time of the craft), 
o Allowances for meetings / training and overtime, 
o The balancing period (ex. : 01/01/13 to 12/31/14 ) 
o The Craft-Men hours, 
o The previous year’s availability calendars, 
o % of the wrench-time, backlog and emergency, 
o The flexibility of the preventive maintenance work. 

3 The Workload Balancing Approach Context 

This flowchart (fig. 1) presents the whole context of our approach.  To start the ap-
proach, the scheduler should select different criteria to be considered in the workload 
balancing scenario. After, he defines its own values for each criteria. The goal is to 
produce several scenarios (according selected criteria and given values). One of these 
scenarios must be approved before being applied or used. 

 

Fig. 1. Approach context diagram 
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Fig. 2. Context Activity Diagram 

The previous SADT (Structured Analysis and Design Technique) based activity 
diagram [2] shows different required data to produce one scenario of workload bal-
ancing. 

Once conditions are selected, a scenario will be provided by the tool. When creat-
ing the scenario, blocks of PM will be created and spread evenly over the selected 
period (the number of blocks will represent the frequency of PM). 

4 Workload Balancing Approach Principle 

4.1 Criteria Definition 

Workload balancing operation consists of balancing a charge of preventive work of 
maintenance on an amount of craft-men hours. It takes into account a set of criteria 
selected by the actor that will execute the operation. The approach design makes it 
extensible from multiple viewpoints. Especially, user can include more criteria to 
obtain more rigorous scenarios. Also, he can ignore one or more basic criteria to have 
more flexible scenario.  
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The check box represents either the criteria is selected or deselected. Numbers 
given for each criteria represent the criteria order when the approach is executed. 
“Asc or Desc” column is used to specify the order of PMs for each criteria according 
to their values. The flexibility criteria has the particularity to be mandatory in the first 
position because we should place non-flexible preventive maintenances to ensure that 
we still have enough craft-men hours availability. 

 

 

Fig. 3. Criteria definition form 

To present how to use different criteria in the approach, we will explain them using 
the same template. For each criteria, we construct an activity diagram to underline 
five view points of the corresponding activity: 

o Input Data: required inputs for each criteria related step; 
o Output Data: the result of each criteria related step, 
o Activity: the name of corresponding activity, 
o Control Data: Required control information to enhance scenario quality, 
o Mechanism: used resources to execute each activity. 

 

 

Fig. 4. Activity Diagram: First detail level A1 
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The global description (presented in fig. 2) is broken-down into a number of sub-
activities depending on number of criteria defined by the user. In this case, fig. 4 pre-
sents the resulted sub-activities.  

o Workload balancing basing on work Flexibility level. 
o Workload balancing basing on PM Frequency. 
o Workload balancing basing on asset Priority. 
o Workload balancing basing on PM Priority. 
o Workload balancing basing on PM Duration. 

4.2 Work Load Balancing Basing on PM Flexibility 

According to workload management, we have to start with inflexible PMs. This al-
lows placing non-flexible work easily in the right period. The rationale is that the non-
flexible PMs have production related constraints and availability of assets. So to have 
a best availability of assets for production, we must be based on this approach. Bal-
ancing flexible PMs starts once all non-flexible work is correctly programmed. 

Input Data 

 A set of Work to be balanced, 
 Balancing Period, 
 Craft-men hours, 
 Availability calendar. 

Control Data 

 PM flexibility. 

Sequences 

 Construct a list of non-flexible preventive work. 
 Construct a list of flexible preventive work. 

First, execute steps presented in sub-section 4.7 for non-flexible preventives 
maintenances. When all non-flexible work is scheduled, apply the same steps on 
the flexible preventive work. 

Output Data 

 PMs are placed, 
OR 

 List of flexible PMs and a list of non-flexible PMs, and 
 Remaining Craft-men hours, 
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4.3 Workload Balancing Basing on PM Frequency 

For initial work balancing, we should start by PMs with smaller frequency. In the case 
of a re-balancing, we must begin by PMs with longer frequency. 

Input Data 

 Balancing Period, 
 Remaining Craft-men hours, 
 Availability calendar. 

AND 
 A list of flexible and a list of non-flexible PMs, or 
 A list of MPs with the same priority, or 
 A list of PMs with assets they have the same priority, or 
 A list of PM with the same duration. 

Control Data 

 PM Frequency. 

Output Data 

 PMs are placed,  
OR 

 List of MPs with the same frequency for the classification according 
to the following criteria, and 

 Remaining Craft-men hours, 

4.4 Workload Balancing Basing on Asset Priority 

Input Data 

 Balancing Period, 
 Remaining Craft-men hours, 
 Availability calendar. 

AND 
 A list of flexible and a list of non-flexible PMs, or 
 A list of MPs with the same priority, or 
 A list of PMs with the same frequency, or 
 A list of PM with the same duration. 

Control Data 

 Asset Priority. 
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Output Data 

 PMs are placed, 
OR 

 List of MPs with assets having the same priority for the classifica-
tion according to the following criteria, and 

 Remaining Craft-men hours, 

4.5 Workload Balancing Basing on PM Priority 

Input Data 

 Balancing Period, 
 Remaining Craft-men hours, 
 Availability calendar. 

AND 

 A list of flexible and a list of non-flexible PMs, or 
 A list of PMs with the same frequency, or 
 A list of PMs with assets having the same priority, or 
 A list of PM with the same duration. 

Control Data 

 PM Priority. 

Output Data  

 PMs are placed, 
OR 

 List of MPs having the same priority for the classification according 
to the following criteria, and 

 Remaining Craft-men hours, 

4.6 Workload Balancing Basing on PM Duration 

Input Data  

 Balancing Period, 
 Remaining Craft-men hours, 
 Availability calendar. 

AND 
 A list of flexible and a list of non-flexible PMs, or 
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 A list of PMs with the same frequency, or 
 A list of PM with the same priority. 
 A list of PMs with assets having the same priority. 

Control Data 

 PM Duration. 

Output Data 

 PMs are placed, 
OR 

 List of MPs having the same duration for the classification accord-
ing to the following criteria, and 

 Remaining Craft-men hours, 

4.7 Sequences 

Next steps presents the detail of activities to be executed for each iteration. Each itera-
tion is based on a separate balancing criteria.  

 Build lists of PMs according to the corresponding criteria (i.e. decompose the 
received list to several lists. PMs in each list have the same value of selected cri-
teria). 

 Make a descending order of the lists according to selected criteria values. 
 Browse all lists of higher criteria value to the smallest one (As long as there is a 

list). 
 For each list: 

 If another criteria is selected:  
 Execute next activity. 

 Otherwise,  If the current criteria corresponds to the last iteration: 
 For each list, browse all its preventives maintenances (PMs) 

o for each PM in a list: 
1. If the PM is flexible: Start at the beginning of the period of 

work balancing. 
2. If the PM is not flexible : Start at the scheduled time. 
3. Check the appropriate availability condition: 

(Craft-men hours for each PM Craft) + (Craft-men 
hours total already balanced for this period "Week" ) 
<= (total of craft-men hours for this period) - (total of 
hours reserved for non-preventive work). 

4. For this PM, do the same verification for all next due 
period basing on PM frequency. 

5. Check availability: 
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 If (it is possible to place the PM in all periods 
relating to this frequency)  

o Mark as PM and placed, 
o Add hours amount of each craft to 

already balanced charge. 
 Otherwise, Skip to the next period (week). 

5 Conclusion 

Extensibility is one of the most important characteristics and advantages of our ap-
proach. The user of this approach can integrate any quantitative or qualitative criteria to 
have more restricted workload balancing results. Also, we have defined many other 
extension points. Especially, the condition that verify the craft-men availability. User 
can define the appropriate condition for its business process. A formal approach allows 
implementing performance and quality metrics to evaluate and enhance resulted scena-
rios. The purpose of the application of the measures in preventive maintenance is to 
ensure that everything is under control. However, they should also be used to highlight 
the problems and irregularities to obtain desired behaviors and areas for improvement.  

The right scenario will be selected and approved for maintenance workload balanc-
ing. If changes are happened on production constraints, appropriate adjustments could 
be applied on control dada to have the right balancing. When the labor supply exceeds 
the workload, everything is under control. When the workload is more than the avail-
ability of craft-men, it will be necessary to reduce some non-essential at this time, or 
increase the availability of resources activities. 

This approach provides a strong plate-form for Computerized Maintenance Man-
agement Systems (CMMS) to enhance the work balancing task in the maintenance 
management process. 
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Abstract. The chapter concerns the identification of requirements to build 
software supporting the Safety Management Systems (SMSes) used by railway 
undertakings or infrastructure managers. The discussed SMS should be in con-
formance to the European regulations. All relevant regulations defining the 
SMS are reviewed, their elements requiring computer support are identified and 
analysed whether they can be implemented on the OSCAD software platform. 
This analysis is needed because OSCAD was elaborated originally as a software 
tool supporting other management systems, i.e. business continuity and infor-
mation security management systems. The set of requirements and their imple-
mentation methods are elaborated. The most favourable functions requiring 
software support are: risk management, incident management, safety indicators, 
documents and tasks management and reporting. This work is an input to build 
the experimental system and to conduct its validation.  

Keywords: railway transportation, safety management system, business conti-
nuity, risk management, incident management, computer support for manage-
ment systems. 

1 Introduction 

The chapter concerns computer support of a safety management system (SMS)  
designed for the railway transportation. The aim of the chapter is to analyse the  
European regulations and to identify the requirements for the SMS computerisation.  

The basic laws related to the railway transportation safety are included in the direc-
tive [1] and in other European regulations, like [2] (risk management), [3] (safety 
monitoring), [4] (infrastructure manager – conformity), [5] (safety indicators). All 
these regulations will be analysed to answer the following questions:  

• Which areas, processes or actions of the SMS are suitable for computerization, i.e. 
for replacement or considerable support of human labour by software? 

• What kind of advantages (cost, time, safety, quality, etc.) can it bring? 

The directive on the safety of the Community’s railways [1] applies to railway  
systems in the member states. According to this directive, “the safety management 
system means the organisation and arrangements established by an infrastructure 
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manager or a railway undertaking to ensure the safe management of its operations”. 
The railway undertaking is understood as a subject who provides transport of goods 
and/or passengers. The [1] covers safety requirements on the system as a whole, in-
cluding safe management of infrastructure, traffic operations and interaction between 
railway undertakings and infrastructure managers. It is supplemented by other regula-
tions. The directive introduces the key terms for SMSes: 

• Common safety targets (CSTs), i.e. “safety levels that must at least be reached by 
different parts of the rail system (such as the conventional rail system, the high 
speed rail system, long railway tunnels or lines solely used for freight transport) 
and by the system as a whole, expressed in risk acceptance criteria” – they play the 
role of safety requirements for the railway transport system, 

• Common safety methods (CSMs) – describe “how safety levels and achievement 
of safety targets and compliance with other safety requirements are assessed”, the 
CSMs concern different aspects of the SMS: risk management, monitoring, etc. 

• Common safety indicators (CSIs), characterising accidents, incidents, technical and 
management issues, and used to measure safety performance and to facilitate the 
economic impact assessment of CSTs. 

Particular railway subsystems should co-operate according to technical specifica-
tions for interoperability (TSIs). There are specific technical regulations concerning: 
infrastructure, traffic management, energy, rolling stock, maintenance, control com-
mand and signalling, telematics, noise, etc.  

Infrastructure managers and railway undertakings are responsible for the safety of 
their own parts of the entire safety system. It implies strong cooperation between 
these two groups. They ought to establish their own SMSes to assure safety of the 
railway transport of passengers and goods. 

The objective of the [2] is to guide the risk management process with respect to the 
SMSes, especially: 

• To agree on common safety methods (CSMs) covering at least risk evaluation and 
assessment methods (based on the European Railway Agency recommendations), 

• To support railway companies in their efforts to establish safety management sys-
tems in order to ensure that the railway system can achieve at least the CSTs. 

The [3] is focused on the common safety method (CSM) for the SMS monitoring 
during its operation. The [4] defines the common safety method (CSM) for assessing 
conformity with requirements to get the safety authorisation for the system, while the 
directive [5] specifies common safety indicators (replacing and extending their older 
specification placed in the [1]). There are more laws about railway transportation, 
including national ones [6], [7]. 

The specification of the SMS (document-based) of Polish railway undertakings is 
presented in [8]. The process approach is preferred and, apart from the main transpor-
tation process, other supported processes are identified.  

The paper [9] presents the safety approach promoted by the Swiss Federal Office 
of Transport, exemplified by 3 cases (risk-oriented placement of train protection  
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systems, level crossing protection, wayside train monitoring systems). The quantita-
tive risk analyser is able to consider the cost of safety measures. 

The paper [10] features a quantitative risk analysis method used in East Japan 
Railway Co. separately to stations and level crossings. The method, ISO 31000 com-
patible, considers 3 phases: risk exposures, incidents and accidents, and the probabili-
ty to pass to the next phase. The tool is developed in their own research laboratory. 

The paper [11] presents Canadian experiences in the SMS implementation accord-
ing to the Canadian Railway Safety Act (RSA). This SMS has similar components to 
the European one. The education, communication and safety culture of the involved 
personnel are the key issues at the beginning, before the risk management, perfor-
mance measures, monitoring, etc. are implemented. The works are focused on regula-
tions and their implementation. No specialised supporting tools have been used up 
until now. One of the conclusions from the review of the RSA implementation points 
out the elaboration of the user-friendly SMS tools for small railway companies. 

The paper [12] discusses the development process of the software for safety-related 
signalling system implemented in Beijing National Railway Design and Research 
Institute of Signal and Communication. The proper software life cycle management 
allows to meet high RAMS (reliability, availability, maintainability, safety) perfor-
mance requirements and conformity to the European EN 50128 standard. The special 
UML based software framework was elaborated allowing for: the requirements man-
agement, development assistance for safety-related signalling software, automatic 
testing, knowledge base support, etc. 

The paper [13], based on experiences in Hong-Kong, China, UK, and Australia, 
presents how to integrate the Human Factors Management (HFM)- and SMS 
processes, i.e. to make the SMS more fit for people. Human factors (HF) are consi-
dered during the design – in every safety barrier, which helps to prevent incidents. 
Human related hazards are systematically identified and mitigated by relevant safety 
and protection measures. HF studies were integrated with the incident review by using 
a special tool – all incidents and undesirable events are registered in the Operational 
Data Management System, which considers HF taxonomy.  

The SMS is usually implemented as a documentation-based organisational and 
procedural system. There are no specialised software tools supporting management 
processes, except risk management. The safety managers have to perform many labo-
rious activities. Most of these activities are repeatable and related data resources are 
potentially reusable – their computerisation can bring many advantages. Safety man-
agers have to perform rather complicated analyses for which specialised tools are 
needed. Additionally, they have to master huge and diversified documentation which 
is usually scattered throughout the entire railway company and its partners – it needs 
right management. Safety managers have to gather and analyse a huge amount of 
data, a part of which is related to safety measures. All these factors are strong argu-
ments for the automation of safety management systems in railway transportation.  

The paper is aimed at the identification of activities which can be supported by the 
software to reduce costs and time. An improved management system means increased 
safety of the rail transport system. 
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Section 2 presents the safety management system implied by the European regula-
tions and areas possible to computerise. The main section identifies the SMS activities 
and shows how to implement them on the OSCAD software platform. It leads to the 
identification of the OSCAD-SMS requirements. In the conclusions the works on the 
OSCAD-SMS requirements identification are summarised. On this basis the prototype 
of the OSCAD-SMS has been developed and validated. Finally, the validation plan 
and results are summarised – they will be discussed in detail in a separate publication. 

2 Identification of the Safety Management System (SMS) Areas 
Possible to Computerise 

The detailed analysis of European laws with respect to the SMS computerisation 
brings the following general conclusions (general requirements): 

1. To ensure legal conformity, a general, software supported, SMS management 
framework should be developed, encompassing the SMS elements specified in the 
[1]/Annex III. 

2. To achieve authorisation and accountability, this framework should include role 
based administration facilities. 

3. To master different kinds of SMS documentation, this framework should include 
documentation and reporting facilities. 

4. To ensure evidences allowing to assess the SMS conformity to the law, the frame-
work should be able to store and manage records of operations.  

5. To manage activities of the involved persons, the task management, scheduling and 
communicating facilities should be helpful. 

6. To properly monitor the SMS operations, the audit and review facilities should be 
built in to the framework, according to the [3]/Annex. 

7. To monitor the infrastructure manager SMS conformity to the legal regulations [4], 
a specific self-assessment facility can be added to the main framework (an optional 
solution). 

8. To properly manage risk, the risk management subsystem should be built in to the 
framework, according to the [2]/Annex I. 

9. To monitor the SMS effectiveness and the rail transport safety, the framework 
should be equipped with the facility to gather, analyse and present the information 
used as the safety indicators, according to the [5] Annex I. 

These requirements are very general and each concerns one dedicated part of the 
complex IT system. A more detailed analysis is needed for each of them. To develop 
the computer supported SMS, the top-down development methodology is applied.  

3 Feasibility Analysis for the Identified Requirements 

The computer supported safety management system can be developed as a dedicated 
system compliant with the users’ requirements or can be implemented on the existing 
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software platform. Here, the second approach is considered, and the OSCAD software 
[14] is used as the implementation platform.  

OSCAD was developed at the Institute of Innovative Technologies EMAG within 
a project co-financed by the National Centre for Research and Development 
(NCBiR). The project acronym means “Open, scalable, and integrated, computer 
aided system for business continuity and information security management”. The 
OSCAD software system manages business continuity according to BS25999 (ISO 
22301) and information security according to ISO/IEC 27001. OSCAD is able to: 

• Monitor the factors which cause crisis situations in institutions, i.e. when there are 
disturbances in the continuity of business processes or breaches in information se-
curity due to threats which exploit certain vulnerabilities,  

• Reduce negative impact (consequences) of business continuity disturbances or 
information security breaches, 

• Support the recovery of a business process to its original form after incidents. 

OSCAD is focused on the protection of business processes and information assets. 
Due to its openness and configurability it can be used in different application domains 
to protect other kinds of processes and assets, e.g. people and infrastructure protection 
against flood [15], [16], coal extraction process and engaged resources [17]. Success-
ful experimentations in these domains were a motive to experiment in other domains 
too. Thus co-operation began with a big railway undertaking to initiate a case study 
on the SMS implementation on the OSCAD platform.  

These experimentations should answer the following questions: 

• Is it possible to implement the SMS on the OSCAD platform and to develop a 
satisfactory solution for the railway companies (OSCAD-SMS)? 

• What range of the OSCAD software modification/extension is needed? 

If experiments give positive results, the road map of the OSCAD-SMS implemen-
tation should be specified, if not –precise conclusions will be provided how to build 
dedicated software for SMS based on the users’ requirements.  

General requirements related to the SMS computerisation and implied by the laws 
(Section 2) are grouped in 3 sets, which ought to be refined and evaluated against the 
OSCAD features and functions [14]. 

3.1 SMS Management Framework 

The first set encompasses the requirements 1-7 and concerns the general SMS man-
agement framework. 

Annex III of the directive [1] lists the basic SMS elements. This is a specification of 
the documents based (paper or electronic) management system. All managing 
processes, their input and output, are specified as different kinds of documents. The 
office software can be used as computer supporting tools. Recently, such systems have 
been elaborated and now are used and refined in many European railway companies.  
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The basic elements of the SMS [1]/Annex III are shown in Table 1. They create a 
management framework and are numbered (F.1-F.15). They can be considered ele-
ments of the document based system. The computerisation of the SMS with the use of 
the OSCAD platform required justification – what kind of an added value it can bring 
for railway companies (increasing quality and safety, decreasing management efforts, 
time, cost).  

The basic added value is the ability to manage numerous documents. Safety policy, 
procedures, instructions, targets, plans, standards, TSIs, authority decisions, etc. can 
be attached to OSCAD in the right places, i.e. where access to them is needed. Every 
document has its own descriptor (identifier, version, date of.., owner, approved by.., 
history, etc.) for proper management (versioning, approval, right dissemination, as-
signing to activity, formatting, etc.). Yet, the documents management ability seems to 
be an insufficient argument to implement OSCAD or similar software. For this reason 
in the last column of Table 1 there are additional OSCAD features allowing to: better 
manage laborious activities, increase management-related data quality, gain data reu-
sability effect, support complex operations, provide better communication, etc.  

Table 1. Implementation of the basic SMS elements in the management framework 

No. Requirement ([1]/Annex III) 
Added value due to the OSCAD im-

plementation 

F.1 
A safety policy; it should be approved by the organisa-
tion’s chief executive and communicated to all staff 

Documents are attached to the sys-
tem, managed and distributed, 
process modelling, asset inventory, 
roles, permissions, access control, 
communication facilities, dictiona-
ries 

F.2 
Qualitative and quantitative targets of the organisation 
for the maintenance and enhancement of safety, and 
plans and procedures for reaching these targets 

Event/incident1 management, statis-
tics, processes management, meas-
ures and indicators, task manage-
ment, planning  

F.3 

Procedures to meet existing, new and altered technical 
and operational standards or other prescriptive condi-
tions as laid down in TSIs, national or other relevant 
safety rules or authority decisions 

Review and audit facility, checklists 

F.4 
Procedures to assure compliance with the standards and 
other prescriptive conditions throughout the lifecycle of 
equipment and operations 

Review and audit facility, checklists, 
scheduling 

F.5 

Procedures and methods for carrying out risk evaluation 
and implementing risk control measures whenever a 
change of the operating conditions or new material 
imposes new risks on the infrastructure or on opera-
tions. To manage changes in equipment, procedures, 
organisation, staffing or interfaces, the entities in charge
of maintenance should have risk assessment procedures.

4 risk analysers (process-oriented 
impact analyser and cause analyser, 
asset-oriented impact analyser and 
cause analyser, configurable risk 
factors measures, dictionaries, poss-
ible operational- and occupational 
health/security risks analysis 

                                                           
1  In OSCAD the term ”incident” has a more general meaning; it can encompass categories 

used in the SMSes, like: event, accident, serious accident, incident. 
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Table 1. (continued) 

F.6 
Provision of programmes for training of staff and sys-
tems to ensure that the staff’s competence is maintained 
and tasks carried out accordingly 

Training management facility, sche-
duler, task manager, asset inventory 
(personnel) 

F.7 

Arrangements for the provision of sufficient informa-
tion within the organisation and, where appropriate, 
between organisations operating on the same infrastruc-
ture 

Roles, permissions, access control, 
communication facilities, communi-
cation between OSCAD systems of 
co-operating railway institutions 

F.8 
Procedures and formats for how safety information is to 
be documented and designation of procedure for confi-
guration control of vital safety information 

Configurable document/report tem-
plates, process management 

F.9 

Procedures to ensure that accidents, incidents, near 
misses and other dangerous occurrences are reported, 
investigated and analysed and that necessary preventive 
measures are taken 

Incident management subsystem, 
incident statistics, dictionaries, asset 
inventory, process management, 
measures and indicators, support for 
the corrections and improvements 

F.10 
Provision of plans for action and alerts and information 
in case of emergency, agreed upon with the appropriate 
public authorities 

Emergency planning (based on the 
BCP – business continuity plan-
ning), communication interfaces  

F.11 
Provisions for recurrent internal auditing of the safety 
management system 

Review and audit, checklists, sche-
duling, self-assessment of the con-
formity 

F.12 
Documented responsibilities within the railway organi-
sation 

Roles, asset inventory (personnel is 
one of the asset categories) 

F.13 
Documented role of the management and the staff 
involvement 

Roles, specification of the SMS 
owner institution in the system 

F.14 
Documented demonstration of the continuous im-
provement of the SMS 

Reports from the continual im-
provement process which is based 
on the measures and indicators 

F.15 

The introduction of measures to encourage improve-
ments in the safety and health of workers at work and 
its relevant individual directives are fully applicable to 
the protection of the health and safety of workers en-
gaged in railway transport 

Risk analyser – analyses related to 
the occupational health and safety 
(OHSAS) 

Apart from the document management and abilities listed in Table 1, the OSCAD 
platform offers other facilities, which can be considered common added values: 

• The reporting subsystem – some activities and their results can be reported on the 
configurable templates basis; reports can be issued for the national safety authority;  

• The records subsystem – all relevant activities and their results are registered by 
the system to generate evidences for the certification or authorisation processes, 

• The task manager (a simple workflow) – a task can be issued by actors (users), by 
the measure and indicator facilities (on alert) or by the time scheduler. 

The above analysis presents an ability of the OSCAD system to perform different 
SMS tasks implied by the requirements placed in the European regulations.  
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3.2 Risk Management Subsystem 

The second set includes only one requirement from Section 2 (general requirement 
No. 8). It concerns the risk management and can be considered the refinement of the 
F.5 and F.15/Table 1 according to the [2]/Annex I. Refined requirements and their 
implementations are presented in Table 2. 

Table 2. Implementation of the basic SMS elements related to the risk management 

No. Requirement ([2]/Annex I) Added value due to the OSCAD implementation 

R.1 
Change management allowing to assess 
the range and significance of changes  

Procedural solution – not supported in the OSCAD 
software, but possible 

R.2 
Risk management system definition and 
configuration 

Specification of a railway institution, roles, inter-
face, dictionaries, risk scales, formulas, acceptance 
criteria, etc. 

R.3 
Risk acceptance based on  the applica-
tion of codes of practice 

Possibility to define most preferable measures (best 
practices) for a given hazard.  

Statement of Applicability (SoA) mechanism 
(drawn from ISO/IEC 27001) can be used. 

R.4 
Risk acceptance based on the comparison 
with similar parts of the railway system 

The risk analyser can define reference institutions 
with risk and safety measures implemented. 

R.5 
Risk acceptance based on ‘explicit risk 
estimation’ principle. It  is frequently 
used for complex or innovative changes.

The basic mode of operation is explicit risk estima-
tion and selecting risk-adequate safety measures. 
Up to 5 variants of safety measures can be consi-
dered and 1 is selected as the implementation target 
. 

R.6 

Different focus of the risk analysis: 
operational risk and for occupational 
health safety systems (OHSAS) risks 
analysis, third party 

Process-/Asset oriented impacts analyser (qualita-
tive) and causes analyser (quantitative). 

Configurable risk factors scales, models, dictiona-
ries, threats, vulnerabilities, safety measures in-
cluding preferable ones (best practices). Possible 
analyses for the OHSAS 

R.7 Hazard records 
In OSCAD these are risk scenarios. Hazard tax-
onomy is compliant with event/incident taxonomy 

R.8 Risk control management and audits 
Risk treatment plans review, audit, measures and 
indicators 

R.9 

The exchange of safety-relevant informa-
tion between different actors within the 
rail sector in order to manage safety 
across the different interfaces which may 
exist within this sector 

Reporting, communication facilities, incident sta-
tistics 

R.10 
The evidence resulting from the applica-
tion of a risk management process 

Recording, reporting, archiving, software built in 
the acceptance procedure 

 
The harmonisation of the European rail transport system requires the unified me-

thodology for risk evaluation and assessment expressed by the CSM [2]. The railway 
undertakings and infrastructure managers should work in compliance with different 
technical standards, e.g. EN 50129.  
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3.3 Safety Indicators Subsystem 

The third set includes only one requirement from Section 2 (general requirement No. 
9). It concerns the safety indicators and can be considered the refinement of the F.9 
and F.14 /Table 1 according to the [5]/Annex I. 

Common safety indicators (CSIs) allow to assess the safety performance of the 
SMS and the economic impact of CST. The CSIs are expressed as total-/relative to 
train-kilometres values. The following main categories of indicators are distinguished: 

1. Indicators related to accidents. 
1.1. Number of significant accidents break-down into types/subtypes (collisions, 

derailments, accidents to persons, fires in rolling stock, etc.). 
1.2. Number of persons seriously injured and killed by types of accidents divided 

into the following categories: passengers, employees, contractors, level crossing us-
ers, unauthorised persons on railway premises, others. 

2. Number of accidents involving the transport of dangerous goods. 
3. Number of suicides. 
4. Indicators related to precursors of accidents, such as the number of: broken rails, 

track buckles, signalling failures, signals passed at danger, and broken wheels and 
axles on the rolling stock in service. 

5. Indicators to calculate the economic impact of accidents: number of deaths and 
serious injuries, cost of damages to the environment, cost of material damages to the 
rolling stock or infrastructure, cost of delays as a consequence of accidents. 

6. Indicators related to technical safety of infrastructure and their implementation. 
6.1. Percentage of tracks with Automatic Train Protection (ATP) in operation, per-

centage of train-kilometres using operational ATP systems. 
6.2. Number of level crossings by types of protection. 
7. Indicators related to safety management – internal audits performed by infra-

structure managers and railway undertakings.  
The OSCAD added value concerns sampling and storing relevant data, analysing 

them and reporting. CSIs are implemented in OSCAD using its measures and indica-
tors facility. For each category/subcategory the variables are defined, which sample 
relevant values. The given measure value can be entered manually by the user, calcu-
lated, or delivered automatically, e.g. from telematics applications. Most data are 
sampled by the incident management and statistics facility. During the SMS operation 
the information records related to events/incidents are sampled on-line. Special cate-
gorisation of terms for railway transport is elaborated. This categorisation is based on 
the common taxonomy of the risk record (prognosis) and incidents (reality). 

Gathering and publishing information on common safety indicators (CSIs) allow to 
monitor the railway safety progress and to assess the degree of the CSTs achieve-
ments. Each year a special safety report should be submitted to the railway authority. 
Railway undertakings must hold safety certificates in order to access the railway in-
frastructure. Infrastructure managers must obtain safety authorisations to manage and 
operate the rail infrastructure. The rolling stock should be properly authorised, while 
the train drivers and staff accompanying the trains should be sufficiently trained.  
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4 Conclusions 

The chapter presents the first step of works on the computer supported safety man-
agement system (SMS) for rail transportation. The ready-to-use OSCAD software has 
been chosen as an implementation platform. Straight SMS implementation was not 
obvious as OSCAD was developed for such application domains as business continui-
ty- and information security management. To resolve this issue, a requirements analy-
sis (presented in this chapter) and validation on near real data were performed.  

The chapter reviews the European regulations for rail transport safety. On this basis 
SMS requirements relevant to their computerization were identified and their implemen-
tation on the OSCAD platform discussed. To achieve better management quality, in-
creased safety, decreased time and cost of operations, the works are focused on: 

• The complicated operations, analyses where reusability of data is easily gained, 
• The laborious, complex management activities, when mistakes are possible. 

The next step is the validation of OSCAD-SMS in co-operation with a railway under-
taking, including: analysing the existing SMS documents, specification of the organiza-
tion in OSCAD, roles, dictionaries, risk analysers setup, processes, assets, performing 
different risk analyses and safety measures selection, event/incident import, creating 
reports and statistics, etc. This huge work to perform will be discussed in a separate 
publication [18], while in this paper only general conclusions are placed:  

• The results of validation are generally positive but the complete SMS has not been 
finalised yet – only examples of important data were introduced/generated and on-
ly the key functions validated; 

• The OSCAD platform was flexible enough to implement SMS requirements but 
menu functions and user messages were adapted to the terminology used in the rail 
transport safety domain; besides, databases were extended because more informa-
tion is needed to specify incidents and related assets. 

The personnel still play the key role in SMS. They cannot be eliminated in the 
management processes, but can be considerably supported. The SMS computerisation 
is possible only when the traditional, document based SMS achieves its maturity. 
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Abstract. The chapter concerns the validation of the railway undertaking Safety 
Management System (SMS), compliant with the European laws and imple-
mented on the OSCAD software platform. The system is called OSCAD-SMS. 
The chapter is a continuation of the publication [1] devoted to the system re-
quirements elaboration. OSCAD was elaborated originally as a software tool 
supporting business continuity and information security management systems. 
The chapter presents a validation plan encompassing the OSCAD-SMS setup 
(to prepare the system for operation) and the validation scenario. During the se-
tup the main dictionaries (threats, vulnerabilities, safety measures, roles, etc.), 
risk parameters, measurement units, and many other elements were defined. 
The scenario takes into consideration the most important railway SMS opera-
tions, like: process management, asset inventory, risk management, incident 
management, audit, safety indicators, and reporting. The validation confirms the 
possibility of implementing SMS on this platform to create a computer sup-
ported SMS. 

Keywords: railway transportation, safety management system, risk manage-
ment, incident management, computer support for management systems, soft-
ware validation. 

1 Introduction 

The chapter deals with computer support of the safety management system (SMS) 
used in railway transportation. It is a continuation of the publication [1]. According to 
the European laws, railway undertakings and infrastructure managers should have 
SMSes deployed.  

The requirements for this system were identified by reviewing the essential Euro-
pean laws [1], such as: the directive [2], [3] (risk management), [4] (safety monitor-
ing), [5] (infrastructure manager – conformity), the [6] (safety indicators).  

The identified requirements are experimentally implemented on the OSCAD plat-
form [7]. OSCAD – “Open, scalable, and integrated, computer aided system for busi-
ness continuity and information security management” was developed at the Institute 
of Innovative Technologies EMAG within a project co-financed by the National Cen-
tre for Research and Development (NCBiR). The OSCAD software was originally 
developed to support business continuity management according to BS25999 (ISO 
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22301) and information security management according to ISO/IEC 27001. It is used 
to control factors which disturb business processes or breach information assets in an 
institution (business, public) leading to negative consequences, to limit losses when 
an incident occurs, and to help in the recovery process.  

The solution is open and flexible and thus possible to implement in other applica-
tion domains, but each time it requires a preliminary study and adaptation. It was 
confirmed during some experiments performed in the flood protection [8], [9] and 
coal mining [10] domains. The identified SMS requirements were evaluated against 
the features of the OSCAD software. It allows to create the experimental OSCAD-
SMS system, containing the key SMS functionality and data. Thanks to co-operation 
with a railway undertaking, the used data are near reality, although are anonymised. 
The aim of the chapter is to present the validation of the experimental computer sup-
ported SMS, called OSCAD-SMS. 

As this chapter is a continuation of the publication [1], the state of the art, legal 
regulations, terminology, and requirements are not discussed here again. The decision 
to work on the computer support for the railway SMS has been implied by the follow-
ing situation. The SMSes in Europe (and similarly in other countries) have the organi-
sational and procedural character and are based on paper or electronic documents. The 
office software, or proprietary risk analysers, are often used as tools. The laws are 
changed and extended. Therefore, the SMSes are constantly refined, and the people 
involved are educated to raise the safety culture. Waiting for matured solutions, it is a 
good time to elaborate the added value – the software support for most complex, labo-
rious and difficult SMS operations.  

OSCAD-SMS is focused on the protection of the transport process and the staff. 
The validation should answer the following questions: 

• Is it possible to build SMS on the basis of the OSCAD software?  
• Are the requirements [1] adequately selected? Do they bring advantages with re-

spect to the quality, time and cost of the operation, can this lead to better safety of 
the railway company? 

The next section presents the validation plan. The basic use case will be discussed. 
The OSCAD-SMS setup, preparing the software for operation, will be the first step of 
the validation (Section 3). Section 4 will present the basic operations on the SMS, 
such as assets and processes management, risk analysis, incident management, safety 
indicators. Finally, the validation will be summarised to get answers to the key ques-
tions, and to define directions for the further development. 

2 Validation Plan 

Originally, the validation started on the Polish language version of OSCAD. The used 
data were in Polish, close to real, but anonymised. To present the validation process in 
the publication, OSCAD was switched to the English version, but the data were left in 
Polish. During the validation the OSCAD software was modified – functions and 
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messages were changed to better express the railway SMS terminology. Besides, the 
database was extended to better describe incidents and assets. 

The validation plan considers the following issues: 

1. Preparing the OSCAD instance on the Tomcat server. 
2. Analysing the European and national safety authority regulations, railway company 

documents describing the existing SMS, to extract the relevant data. 
3. The OSCAD-SMS setup. 
4.  Modelling the main transport process and examples of related processes. 
5. Introducing or editing examples of key assets of different types. 
6. Risk management – different modes of operations. 
7. Incident management and statistics. 
8. Emergency plans. 
9. Audit and reviews. 
10. Safety indicators. 

The OSCAD software (ver. 1 Revision 3079:20130514) was installed on the Tom-
cat Apache server. Mozilla Firefox 26.0 web browser was used as an interface. They 
all work on the notebook Dell Latitude® 6520/4GB under Windows 7® OS. In the 
next sections the key issues will be discussed – OSCAD-SMS setup, basic steps of the 
validation, and conclusions.  

3 OSCAD-SMS Setup 

The OSCAD-SMS setup encompasses operations enabling its normal exploitation. 

1. Introducing basic information about the railway undertaking. 

After defining the system accounts for the key management personnel, the basic in-
formation about the SMS owner’s organisation can be entered (Fig. 1). On the left the 
main software menu is shown. On the right panel, tabs can be selected. One of them 
(shown) allows to enter the basic information on the railway company to the system. 

Apart from the above information, the auxiliary items used by OSCAD-SMS are 
required (Fig. 2), like: keywords for search operations, kinds of documents, tasks and 
tests for their categorisation and filtering, inputs and outputs of processes, posts of 
key management, organisational units, third parties – all co-operating external organi-
sations, used time intervals (each day, monthly, yearly,…), kinds of used measure-
ment units (m, sec, train-kilometer, passenger-kilometer, Euro, kilopascal, etc.). 

Protected assets encompass posts (e.g. engine driver) used by the asset oriented 
risk analyser to assess the occupational health risk for different roles. The right panel 
of Figure 3 presents some lists of the safety indicators according to the [6]/Annex I 
(mentioned also in [1]). These indicators are one of the most important facilities of 
OSCAD-SMS. 
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4 Validation Process 

The validation scenario encompasses a few operations important for SMS.  

1. Modelling Processes. 

SMS is focused on the protection of the transport process. To protect this major 
process, it is vital to protect other kinds of processes too. In a freight railway company 
the main transport process is assisted by processes supervising the transport of dan-
gerous materials and special products. In all railway companies the main process is 
supported by auxiliary processes, responsible for the co-operation with infrastructure 
managers, transport companies, and suppliers, for the maintenance of rolling stock 
and technical resources. Internal SMS processes related to the risk analysis, technical 
and operational risk, occupational risk, and third parties risk are distinguished too, due 
to their critical meaning. Each process may have subprocesses. During the validation, 
all relevant processes were defined, including the main one, which has 4 subprocesses 
(planning, preparedness, performance, completion). Each process can have the RTO 
(recovery time objective) and MTPD (maximum tolerable period of disruption) para-
meters assigned. Input and output parameters of the processes are defined. The short-
coming is that the visualisation of the processes (and of the organisation structure) 
does not work properly yet.  

2. Asset Inventory. 

Two terms are used: assets (to be protected) and resources (used in a company, ei-
ther to protect assets or to be protected themselves) – all are placed in the asset inven-
tory. The following asset types are distinguished: technical facilities (e.g. vehicle 
EN57-1007, Katowice-Warsaw line, Warsaw central station), system application (e.g. 
ERP, booking, control-signalling), service (e.g. energy supply, vehicle maintenance), 
immaterial assets (e.g. reputation), human resources (e.g. dispatcher, engine driver, 
guard, CEO). Assets are related to processes, events and incidents, safety indicators, 
risk managers, and all management processes.  

3. Risk Management. 

Figure 6 presents analyses of different status (prepared to start, in progress, verified 
and archived) expressed by the column of icons in the middle of the panel. To protect 
the main transport process and related ones, two process oriented analyses are per-
formed: BIA (consequences) and detailed risk analysis (causes) marked “ARO” (op-
erational risk). To protect personal assets in occupational health management, two 
asset oriented analyses are suitable: BIA for assets and detailed risk analysis (marked 
“ARZ”, performed for the engine driver post).  

Each analysis encompasses many detailed actions. Figure 7 shows details of an 
analysis for the engine driver from Figure 6 (see ARZ mark). The related threat is 
“Loss of eyesight”, vulnerability is “Increased eyesight effort”, existing meas-
ure/control: “Lighting adjustment”. Threat- and Vulnerability values, … advancement 
factor and …implementation level are assessed by selecting proper values in list box-
es (here: Threat value = middle, Vulnerab. value = probable, and two others= not 
applicable in this kind of analysis).  
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Abstract. The objective of this chapter is to explore the reduction of 
computational costs of mutation testing of Java programs by selective mutations 
– omitting mutants generated for a mutation operator. The approaches to reduce 
the effort in mutation testing are briefly described. The idea of choosing a 
mutations operator and omitting mutants generated by it is described, next 
several experiments, conducted in the Eclipse environment using MuClipse and 
CodePro plugins, are presented in details. Two especially designed and 
implemented tools: Mutants Remover and Console Output Analyser were also 
used in experiments. Mutation score was used to evaluate the effectiveness of 
selective mutation testing.  

Keywords: mutation testing, cost reduction, Java testing. 

1 Introduction 

Mutation testing is a fault based software testing technique that was introduced more 
than forty years ago. The general idea is that the faults used in mutation testing represent 
the mistakes made by a programmer so they are deliberately introduced into the 
program to create a set of faulty programs called mutants. Each mutant program is 
obtained by applying a mutant operator to a location in the original program. To assess 
the quality of a given set of tests these mutants are executed against the set of input data 
to see, if the inserted faults can be detected. A very good survey of mutation techniques 
was written in 2006 by Jia and Harman [1], they also created a repository [2] containing 
many interesting papers on mutation testing (last updated in 2011). Recently (2012) 
Bashir and Nadeem published a survey on object mutation [3].  

Mutation testing, briefly presented in section 2, is very effective but it can be 
computationally expensive. Previous research has investigated the effect of reducing 
the number of mutants by selecting certain operators, sampling mutants at random, or 
combining them to form new higher order mutants. These approaches are briefly 
presented in section 3. 

The objective of this paper is to examine what is the impact of arbitrary selection 
of some mutants generated for Java programs, on the mutation score. Conducted by us 
experiments are presented in section 4 and some conclusions are given in section 5.  



94 I. Bluemke and K. Kulesza 

2 Mutation Testing 

The mutation testing is a fault based software testing technique that was introduced in 
1971 by Richard Lipton (according to [4]). Surveys on mutation techniques were 
written e.g. by Jia and Harman [1], Bashir and Nadeem [3] and many papers on 
mutation testing can be found in a repository [2]. 

The general idea of mutation testing is that the faults represent mistakes made by a 
programmer, so they are deliberately introduced into the program to create a set of 
faulty programs called mutants. Each mutant program is obtained by applying a 
mutant operator to a location in the original program. Typical mutation operators 
include replacing one operator e. g. ‘+’ by another e.g. ‘-‘ or replacing one variable by 
another. To assess the quality of a given set of tests the mutants are executed on a set 
of input data to see, if the inserted faults can be detected. If the test is able to detect 
the change (i.e. one of the tests fails), then the mutant is said to be killed. The input 
data for test should cause different program states for the mutant and the original 
program.  

A variety of mutation operators were explored by researchers. Some examples of 
traditional mutation operators for imperative languages are e.g.: statement deletion, 
replacement of each arithmetic operation with another one, e.g.: “*” with “ /”, 
replacement of each Boolean relation with another one, e.g.: > with >=, == . There are 
also mutation operators for object-oriented languages, for concurrent constructions, 
complex objects like containers etc., they are called class-level mutation operators. In 
[3] a survey on the existing object oriented mutation techniques is presented. Another 
contribution of this work is a survey of available mutation testing tools.  

One of the greatest challenges to the validity of mutation testing is the number of 
mutants that are semantically equivalent to the original program. Equivalent mutants 
produce the same output as the original program for every possible input. For seven 
large Java programs, 45% of the mutants not detected by the test suite were shown to 
be equivalent [5]. Equivalent mutants occur when the mutation can never be 
exercised, its effect is later cancelled out or it is corroded away by other operations in 
the program [6]. Determining which mutants are equivalent is a tedious activity, 
usually not implemented in tools. The impact of equivalent mutants is studied in [7]. 
Techniques have been devised to identify equivalent mutants using program slicing 
[8], compiler optimization [9], constraint solving [10] and, more recently, impact 
assessment [7]. Equivalent mutants are still very difficult to remove completely. 

Mutation score, defined as a ratio of the number of killed mutants to the total 
number of nonequivalent mutants, is used to measure a test set's effectiveness. The 
total number of nonequivalent mutants results from the difference between the total 
number of mutants and the number of equivalent mutants which cannot be killed.  

Mutation testing of software would be difficult without a reliable, fast and 
automated tool that generates mutants, runs them against a test suit and reports the 
results. Among several Java mutation tools there are e.g. Muclipse [11], Judy [12], 
JavaLanche [7]. The number of generated mutants depends on the number of mutation 
operators available in a mutation tool e.g. in Muclipse there are 43 mutation operators 
while in Jumble [13], also Java mutation tool, only 7.  
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Some research has been conducted to reduce the number of mutants by selecting 
certain operators, sampling mutants at random, or combining them to form new 
higher-order mutants. Mutant sampling was proposed by Acree [14] and Budd [15] in 
1980. 

3 Related Work 

The problem of reducing the cost of mutation testing was studied in several papers. In 
[16] Mathur and Wong proposed two techniques limiting the number of  mutants: 
randomly selected or constrained mutation. In experiments they shown that both 
approaches lead to test sets that distinguish a significant number of all mutants and 
provide high code coverage. Four Fortran programs and Mothra [17] tool were used.  

Slightly different approach to mutants’ sampling was proposed in [18]. Scholive, 
Beroulle and Robach proposed to choose a subset of mutants generated for each 
mutation operator. For four programs used in the experiment a subset containing 10% 
of mutants was created. The testing results for the complete set of mutants and the 
subset were better (more mutants were killed) than testing with randomly chosen 
mutants.  

Offutt, Rothermel and Zapf in [19] were examining constrained mutation (some 
mutation operators were ignored). Ten Fortran programs (with 10 to 48 lines of code) 
were used in the experiment. Analyzing the results of this experiments authors 
proposed the category of mutation operators (named E). However this category 
contained only 5 operators, for ten tested programs the minimal factor of killed 
mutants was 98.67%, the average was 99.51%. Selective mutation decreased the 
number of mutants by 44% in average.   

Using the results of the above described experiments and performing others 
experiments Mresa and Bottaci proposed in [21] the set of efficient mutation operators  

Another approach to the mutant reduction problem was proposed by Patrick, Oriol 
and Clark in [22]. They propose to use static analysis to reduce mutants.  

In [23] we examined randomly sampling mutants in object (Java) programs. Our 
experiment shows that randomly sampling 60% or 50% of mutants in Java programs 
can significantly reduce the cost of testing with acceptable mutation score and code 
coverage. Also these subsets of mutants were effective in detecting errors introduced 
by users. In [38] we described experiments with the reduction of mutants generated 
for by a mutation operator. This reduction is based on rules proposed by Scholive, 
Beroulle and Robach in [18].  

Interesting approach to reduce the cost of mutation testing is proposed by Polo, 
Piattini and Garcia-Rodrıguez [24]. Reduction of mutation costs applied to C# 
programs are presented by Derezinska in [25, 26].  

The above listed approaches to reduce the costs of mutation were aimed at 
reduction the number of mutants. Effective technique to improve the efficiency of 
mutation testing, without losing effectiveness, is parallel execution, where mutants 
and tests are executed in parallel processors, reducing the total time needed to 
perform mutation analysis. Mateo and Usaola in [27] present a study of this technique 
adapted to current technologies. 
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4 Experiment 

The goal of the experiment was to explore the selective reduction of mutants 
generated by the mutation operator. Our experiments were conducted in the 
Eclipse environment. MuClipse [11] and CodePro [28] plugins were used for the 
mutation testing. Two special tools: Mutants Remover [29] and Console Output 
Analyzer [29] were designed and implemented especially for this experiment. Eight 
Java classes (listed in Table 1) were tested. For these classes 53 to 556 mutants were 
generated.  

Table 1. Tested classes 

class Project source Number of 
methods 

Lines of 
code 

Number of 
mutants/equiv
alent mutants 

Recipe CoffeeMaker [30] 14 84 138/15 

CoffeeMaker CoffeeMaker [30] 8 102 285/17 

Money CodePro JUnit Demo [28] 14 59 53/4 

MoneyBag CodePro JUnit Demo [28] 17 114 54/6 

Element MapMaker [31] 10 80 380/20 

Board NetworkShipBattle [32] 12 123 270/3 

Wall jet-tetris [33] 7 79 290/19 

Stack javasol [34] 26 176 556/30 

4.1 Experiment Method 

For each class, being the subject of our experiment, firstly all mutants were generated. 
Secondly, the test cases killing these mutants were generated using JUnit, part of 
CodePro plugin. Console Output Analyzer [29] was identifying test cases not killing 
mutants. The identification and elimination of equivalent mutants, based on the 
analysis of source code of the original program and its mutants was time consuming 
and was made without any tool support. The tester had to construct several test cases 
especially for some nonequivalent mutants to obtain an adequate test set. The number 
of test cases generated automatically by CodePro was only 28.78% so quite a lot of 
time was spend on constructing test cases “manually”.  

The initial set of all generated mutants was reduced by several methods. In this 
chapter the experimental results of omitting mutants for arbitrary chosen mutation 
operator are presented while in [23] we showed the results of randomly reducing 
the sets of mutants . 

In the next step test cases “killing” all mutants in the set were produced. Firstly the 
CodePro generator was generating test cases and Console Output Analyzer [29] was 
identifying test cases not killing mutants. For the live mutants the test cases prepared 
for the whole set of mutants were used. 

The sets of mutants and theirs test cases were next evaluated using “killed” 
mutants factor. We assumed arbitrary that test cases killing 95% of all mutants are 
adequate. 
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In selective mutation the number of mutants was decreased by eliminating some of 
operators used in mutants’ generation. For each of the tested class (listed in Table 1) 
operators generating the greatest number of mutants were identified (shown in Table 2). 
These operators are following: AOIS (Arithmetic Operator Insertion, Short-cut), ROR 
(Relational Operator Replacement), LOI (Logical Operator Insertion), AORB 
(Arithmetic Operator Replacement, Binary), COI (Conditional Operator Insertion), 
AOIU (Arithmetic Operator Insertion, Unary). In other studies [39], on other Java 
programs, using other mutation tool the operator AOIS also produced the most mutants 
(39.5% of the total) followed by ROR (14.15%), LOI (12.4%) and COI (11.6%). 

In next step sets of mutants after the elimination of one of these operators were 
created. If the testing using such a set of mutants was satisfying the above given 
criterion we were trying to eliminate next operator, thus increasing the reduction of 
this set’ cardinality. In Table 3 the average reduction of mutants after the elimination 
of selected operators is presented.  

Table 2. Mutation operators generating the greatest number of mutants for tested classes 

Klasa/Operator AOIS ROR LOI COI AORB AOIU 

Recipe 50 27 15 7 0 10 
CoffeeMaker 84 7 37 21 36 9 
Money 14 10 4 3 12 3 
MoneyBag 8 27 3 7 0 2 
Element 170 39 54 22 60 14 
Board 106 28 35 30 16 14 
Wall 158 20 48 17 20 13 
Stack 220 16 89 7 60 81 
Total 810 174 285 114 204 146 

Table 3. Reduced mutants after eliminating mutants from Table 3 

Class/Operator AOIS ROR LOI COI AORB AOIU 

Recipe 36.23% 19.57% 10.87% 5.07% 0% 7.25% 
CoffeeMaker 29.47% 2.46% 12.98% 7.37% 12.63% 3.16% 
Money 26.42% 18.87% 7.55% 5.66% 22.64% 5.66% 
MoneyBag 14.81% 50% 5.56% 12.96% 0% 3.70% 
Element 44.74% 10.26% 14.21% 5.79% 15.79% 3.68% 
Board 39.26% 10.37% 12.96% 11.11% 5.93% 5.19% 
Wall 54.48% 6.90% 16.55% 5.86% 6.90% 4.48% 
Stack 39.57% 2.88% 16.01% 1.26% 10.79% 14.57% 
average 35.62% 15.16% 12.09% 6.89% 10.67% 5.96% 

4.2 Results of Experiment 

Killed mutants factors for selective elimination of mutants for some operators (AOIS, 
ROR, LOI, COI, AORB, AOIU) are presented in Table 4. The values are impressive. 
In 43 out of 48 cases the killed factor was greater than 95% and in 33 cases was even 
100% compared to the factor for the whole set of mutants. Only the elimination of 
mutants for operator AOIS appeared to be unsatisfactory .  
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Table 4. Killed mutants factors in selective mutations  

class/omitted 
operator 

AOIS ROR LOI COI AORB AOIU 

Recipe 91.87% 100% 100% 100% 100% 100% 
CoffeeMaker 99.25% 100% 100% 100% 100% 100% 
Money 95.92% 97.96% 100% 100% 91.84% 100% 
MoneyBag 100% 85.42% 100% 100% 100.% 100% 
Element 81.67% 98.61% 99.72% 100% 100% 100% 
Board 99.25% 100% 100% 100% 100% 100% 
Wall 98.15% 100% 100% 100% 100% 100% 
Stack 92.02% 99.81% 100% 100% 98.48% 99.81% 
average 94.77% 97.72% 99.97% 100% 98.79% 99.98% 

 

Such high values of killed factor in selective mutations can be easily explained. It 
often happens that a test case is able to “kill” several mutants and omitting one of 
them will not decrease the factor for the complete set of mutants.  

In Code 1 a test case named equals_7 is shown. This test case, dedicated to the 
method equals of class Money (Code 2), checks if the method gives correct results if 
compared values are of the same type but one is higher. This test case is able to kill 
the mutant ROR_2 shown in Code 3 (relational operator „==” is changed into „>=” in 
line 46). The same test case is also able to kill mutant COR_1 (Code 4), conditional 
operator „&&” is changed into  „||” in line 46. If only one operator ROR or COR will 
be omitted the test case equals_7 still will be useful (killing other mutant) and the 
killed mutant factor will not decrease (compared to the whole set of mutants). 

public void testEquals_7() { 
  Money money = new Money(15, "USD"); 
  Object anObject = new Money(5, "USD"); 
  
  boolean result = money.equals(anObject); 
  assertEquals(false, result); 
} 

Code 1 Test case equals_7 killing mutants ROR_2 and COR_1 

39) public boolean equals(Object anObject) { 
40)   if (isZero())  
41)      if (anObject instanceof IMoney) 
42)         return ((IMoney)anObject).isZero(); 
43)    if (anObject instanceof Money) { 
44)       Money aMoney = (Money)anObject; 
45)  return aMoney.currency().equals(currency()) 
46)     && amount() == aMoney.amount(); 
47)  } 
48)  return false; 
49) } 

Code 2 Method equals of class Money 

39) public boolean equals(Object anObject) { 
40)   if (isZero())  
41)      if (anObject instanceof IMoney) 
42)         return ((IMoney)anObject).isZero(); 
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43)    if (anObject instanceof Money) { 
44)       Money aMoney = (Money)anObject; 
45)  return aMoney.currency().equals(currency()) 
46)     && amount() >= aMoney.amount(); 
47)  } 
48)  return false; 
49) } 

Code 3 Mutant ROR_2 of method equals class Money 

39) public boolean equals(Object anObject) { 
40)   if (isZero())  
41)      if (anObject instanceof IMoney) 
42)         return ((IMoney)anObject).isZero(); 
43)    if (anObject instanceof Money) { 
44)       Money aMoney = (Money)anObject; 
45)  return aMoney.currency().equals(currency()) 
46)     || amount() == aMoney.amount(); 
47)  } 
48)  return false; 
49) } 

Code 4 Mutant COR_1 of method equals in classy Money 

The results obtained for the majority of selectively reduced sets of mutants were 
satisfying assumed by us criterion that the value of killed mutant factor is at least 95%.  
Based on the reasoning presented above we were reducing the set of mutants omitting 
more than one operator. We started with omitting the operator with the high average 
level of mutants reduction (Table 3). If the average value for killed mutant factor was 
greater than 95% we were omitting successive operators. The changes of the killed 
factor for some classes are presented in Fig. 1 and in Table 5 all results of this 
experiments are presented. Operators ROR, LOI, AORB, COI and AOIU were 
successively omitted . Even after the elimination of 4 operators the killed factor was 
close to 95%. Operator AOIS provides the highest level of reduction (Table 3) but if it 
was omitted the killed factor was immediately below assumed by us level of 95%.  

 

Fig. 1. Killed factor after omitting successive operators (classes Recipe, Money, Board, Stack) 

a) 
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Table 5. Killed mutants factors for SM subsets omitting more than one operator 

class/omitted 
operators 

ROR, 
LOI 

ROR, LOI, AORB ROR, LOI, AORB, 
COI 

ROR, LOI, AORB, 
COI, AOIU 

Recipe 100.00% 100.00% 100.00% 100.00% 
CoffeeMaker 100.00% 100.00% 100.00% 100.00% 
Money 97.96% 85.71% 85.71% 85.71% 
MoneyBag 85.42% 85.42% 85.42% 85.42% 
Element 98.33% 98.33% 98.33% 98.33% 
Board 100.00% 98.50% 98.50% 98.50% 
Wall 100.00% 100.00% 98.89% 98.89% 
Stack 99.81% 95.06% 95.06% 92.40% 
average 97.69% 95.38% 95.24% 94.91% 

5 Conclusions 

Experimental research has shown the mutation testing to be very effective in detecting 
faults [6,23,35,36,37], unfortunately it is computationally expensive so some 
researchers propose parallel execution of tests [27], others are constraining the sets of 
mutants. The goal of our research was to examine the reduction some mutation 
operators including class operators in Java programs. The previous experiments were 
made with structural languages, mainly Fortran (e.g. [19]), some also with object 
languages (e.g. C# [25,26]). Our experiment, described in section 4, shows that 
omitting mutants generated for chosen mutation operator (regular and class level) in 
Java programs can significantly reduce the cost of testing with acceptable mutation 
score. The experiments reported in this chapter needed a lot of effort so only 8 Java 
classes were tested. The number of programs used in other experiments on mutation’ 
subset were similar. It is difficult to know if 8 classes is sufficiently large sample 
from which to generalize and so similar studies on larger sets of classes will be useful. 
All the results of this study have been obtained using the set of mutation operators 
present in MuClipse and cannot be applied directly to mutation systems that use 
different operators. Efficiency relationships will, nonetheless, be present between any 
set of operators. 
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Sanitary Networks Using Some Calculation Formulas 
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Systems Research Institute, Polish Academy of Science 
01-447 Warsaw, ul. Newelska 

Abstract. The hydraulic calculations are carried out using nomograms, which 
are the charts connecting diameters, flow rates, hydraulic slopes and average 
flow velocities. In traditional planning of sewage networks the appropriate hy-
draulic values are read from the nomogram chart tables. In the paper another 
way of executing of hydraulic calculations is presented. The numerical solu-
tions of nonlinear equations describing the phenomena of sewage flows are 
used. The presented method enables the quick analysis of sewage net parame-
ters and opens the possibility of sewage network computer simulation. 

Keywords: mathematical modeling of sewage network, hydraulic parameter of 
canal. 

1 Introduction 

Planning of communal sewage networks is a very complex task because of the com-
plexity of mathematical equations describing the wastewater flows in network canals 
and because of the great variety of networks types. In case of water networks which 
are pressure systems their main parameters are water flows and water pressures whose 
values are dependent on pipe diameters and from water pressures produced in the 
pump stations located on the networks. Against it the wastewater networks are gravi-
tational systems whose main hydraulic parameters are sewage flows and filling 
heights of the canals and the factors that decide about their values are the diameters, 
slopes and profiles of canals. The classic approach of planning of sewage systems 
consists in using of the co called nomograms which are some diagrams combining 
together the canal diameters, slopes and filling heights as well as the sewage flow 
intensities and velocities. The wanted values of these parameters are picked off from 
the nomograms which are results of former calculations made with the formulas 
commonly used for computing the sewage networks (formulas of Chezy, Colebrooke-
White and of Manning) [1], [3], [4], [12]. More advanced approach for planning the 
communal sewage systems means the use of hydraulic models of wastewater net-
                                                           
* The paper is a result of the research project No N N519 6521 40 financed by the Polish  

 National Center of Scence NCN. 
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works like the MOSKAN software developed at the Systems Research Institute what 
requires some informatics knowledge. The first and classical approach of planning of 
sewage systems is very mechanical and the second one is more complicated. 

In the paper an indirect approach to calculate the hydraulic parameters of wastewa-
ter networks is proposed in which an algorithm for a rather simple numerical solution 
of nonlinear equations resulted from the main hydraulic formulas and rules describing 
the networks is presented. The method applied in the algorithm makes possible fast 
analysis of the main network parameters, i.e. the canal filling heights and the sewage 
flow velocities, and it enables this way the fast and simple simulation of the investi-
gated sewage system. The algorithm presented has been used for simulation of an 
exemplary wastewater network of sanitary type. Changing the values of intensities of 
sewage inflows to the network in some chosen network nodes one can simply calcu-
late new values of canal filling heights and sewage flow velocities in the canals con-
nected with these nodes. The approach proposed enables also the understanding of the 
relations between different hydraulic parameters of sewage canals. 

2 Basic Problems 

For the considered algorithms of wastewater networks calculation the following basic 
assumptions are made: 

• Only housekeeping or combined sewage nets are considered, divided into 
branches and segments by nodes. 

• The nodes are the points of connection of several network segments or branches 
or the points of changing of network parameters as well as of location of sewage 
inflows to the network (sink basins, rain inlets, connecting basins). In the 
connecting nodes the flow balance equations and the condition of levels 
consistence are satisfied. 

• It is assumed that the segments parameters such as shape, canal dimension, 
bottom slope or roughness are constant. Because of these assumptions all 
relations concern the steady state problem. 

• The nets considered are of gravitational type. 
Designing and analysis of sewage networks are connected with the following tasks: 

1. Making hydraulic analysis of the network for known section crosses and for 
known canal slopes. In this case the calculation of filling heights of the canals as 
well as the calculation of flow velocities depending on the sewage flow rates 
must be done. These calculations are done for the respective net segments using 
the earlier received flow values. 

2. Designing of new segments of the network. It concerns the case when the new 
segments of the network must be added to the existing ones. In this situation 
diameters and canals slopes must be chosen for the new canals. It is assumed that 
the sewage inflows are known. 
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3 Algorithms for the Calculation of Wastewater Networks 

3.1 The Algorithm for Calculation of Canal Filling Heights and Flow Velocities 

Presented below algorithm is used for analysis of work of  sewage net. The algorithm 
presented requires the following data for its calculation: 

♦ type of the network– housekeeping sewage net or combined sewage net 
♦ structure of the network – numbers of segments and nodes and type of nodes 
♦ maximal sewage inflow into particular sewage net nodes 
♦ slows of canal bottoms and the canal dimensions. 

The task of the algorithm is to determine the following values for given values of 
rate inflows Qi: 
• filling heights in each wastewater network segment 
• flow velocity for each network segment. 

The calculation scheme presented below is for the canals with circular section. The 
most important part of algorithm is the calculation of the filling heights Hi (or canal 
filling degree x= Hi/di ) and the flow velocities vi for each wastewater network 
segment (for given values of rate inflows Qi in particular  sewage net nodes ). 

Now the problem is to solve the nonlinear algebraic equations which are derived 
from the basic relations and hydraulic formulas. 

1. From the Manning formula and taking into account the canal geometry one can 
obtain the following relations with x=H/d [1], [2], [3]: 
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where: H – filling height, ϕ – central angle, d – inside canal diameter, J – canal 
slope, n – roughness coefficient, Q – rate inflow, H/d - canal filling degree. 

The β parameter in (3) depends on canal diameter d and on canal slope J and for 
the fixed diameter values and canal slopes it is constant. Solving equations (1a)–(2b) 
we obtain canal filling degree H/d as a function of flow rate Q. Equations (1a)–(2b) 
for calculating the canal filling degree are nonlinear and the standard numerical 
methods for solving nonlinear algebraic equations can be applied. 
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In order to determine the equation roots some conditions for parameter β and 
sewage flow Q must be fulfilled that will be discussed below. 

For fixed network parameters like canal diameter d and canal slope J, equation 
β·F(x)–Q=0 has solutions depending on sewage flow Q. 

Equation β·F(x)–Q=0 has the following roots: 
a. For x∈(0; 0.5> there is only one root and the following inequality must be 

fulfilled: 0< Q ≤ π⋅β. This inequality defines a values range for sewage flows Q for 
fixed canal diameters d and canal slopes J. 

b. For x∈(0.5; 1> equation β⋅F(x)–Q=0 has the following roots: 
♦ one root for x∈(0.5; 1) and π·β < Q < 2π⋅β  (Fig.1) 

♦ two roots for x∈(0.5; 1> and 2π·β ≤ Q < β•⋅6.7586936, whereas for 
Q=2π·β there are x1=1 and x2=0.81963. 
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Fig. 1. Diagrams of function β⋅F(x)–Q for different values of Q in values range (0; 2π⋅β) 

This above analysis has been done for d=0.6, J=1% , n=0.013 and is presented in 
Fig.1. 

For the fixed network parameters such as a canal diameter d and canal slope J the 
above relations let to decide what are the solutions for the given flow Q and whether 
the value of Q is not greater than the upper limit β•⋅6.7586936, what means the lack 
of solutions. In such the case a change of one or of both of the fixed network 
parameters d and J must be considered. The result of the above relations is that the 
flow value Q depends on the parameter β. 

The parameter β depends on the canal diameter d and on the canal slope J. The 
equation describing the dependence of canal filling on the flow in the range (0; 2π⋅β) 
has one solution in this range and that is why this range is relevant. 

In Fig.2 the relation between the solution of equation β⋅F(x)–Q=0 and flow Q for 
d=0.6, J=1%, n=0.013 and 0<Q<2π⋅β is graphically shown. 
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Fig. 2. Relation between the solution of β⋅F(x)–Q=0 and flow Q 
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Entering the network structure and input 
data, i.e. number of nodes NW, number of 
segments N, set of nodes 
W={j=1,…..,NW}, set of segments 
U={i=1,…..,N}, set of diameters {di}, set of 
slopes for segments Ji, the inflow rates Qi 
in nodes, i=1,…,N 

i=i+1

Q<2π⋅β 

Solving equations (1a) – (2b) we 
obtain canal filling degree H/d  

Calculate the hydraulic radius R  
and the flow velocity v according 
to the formula (4a) - (5b) and (6)  

i=N 

Change of 
wastewater inflow 
Q for i-th segment 

Change of one or 
both parameter d and 
J using algorithm 2.2 

END

Calculate β according to the 
formula (3) 
 

Equation has two 
roots or does not have 
solutions 

 

Fig. 3. Scheme of algorithm for calculation of canal filling degree and flow velocity 
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2. For canal filling degree H/d calculated above the hydraulic radius R should be 
determined according to the formula: 

For     H/d <= 0.5:     
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3. The flow velocity should be calculated from: 
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Knowing the network geometry, i.e. slopes, shapes and diameters of canals as well 
as the wastewater inflows Qi, one can calculate filling heights and flow velocities for 
each network canal. The calculations are carried out for each network segment 
beginning from the farthest one and going step by step to the nearest segment 
regarding the wastewater treatment plant. The algorithm scheme is shown in Fig. 3. 

The whole network will be calculated once again with the wastewater inflows 
changed. Under assumption of constant sewage flows in the network segments the 
sewage system simulation can be executed for a sequence of time steps, for a couple 
of hours or days; by such the calculation the change of the wastewater inflows 
occurring with the time must be considered.  

3.2 The Algorithm for Calculation of Canal Diameters d and Canal Slopes  
J for Given Flow Values Q 

The conclusion is that the value of flow Q depends on the parameter β, which depends 
on the canal diameter d and on the bottom slope J. The equation describing the 
dependence of the filling degree from the flow has one solution in the interval (0; 
2π⋅β) and this is the cause that this interval is relevant.  

The calculation procedure shown below concerns the following cases: 

• Flow Q exceeds the upper boundary of values domain for β•⋅6.7586936; then a 
change of values for given canal diameters d and slopes J have to be considered. 

• New segments must be added to the existing network; then the diameters and 
slopes must be defined for the new canals under the assumption that the sewage 
inflows Q into the canals have been forecasted and they are known. 

In both cases while calculating diameters and slopes for the new canals for given 
flows Q the inequality 2π⋅β–Q>0 has to be considered. The fulfilling of the inequality 
qwarrants the existence of only 1 solution of the equation describing the dependence 
the filling degree x from the canal flow Q. The calculation procedure consists of the 
following steps which are realized for the forecasted and fixed flow values Q: 
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Step 1. Determination of canal slope value J. The value can be determined 
according to the existing technical standards or calculated regarding the relations for 
minimal slopes which are known from literature [4], [5], [6], [12]. 

Step 2. Solution of the following equation: 
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c) For  the limiting slope J 
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If a solution ∗d  of the equation exists, then inequality 0Qd 3
8

>−⋅ς is valid for all 

values ∗> dd . If canal slope J has been calculated from relations (a)–(c) and now a 

value d greater than ∗d  will be taken into account, then one shall pass to Step 1 and 

the canal slope must be calculated again. If a solution of equation (7) does not exists 
then one shall return to Step 1, change the value J and solve once again equation (7). 
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Fig. 4. Relations between canal diameter d and canal flow Q for characteristic canal slopes J 

4 Simulation of Wastewater Network 

The considered algorithm has been tested on an exemplary housekeeping network 
consisting of 27 nodes connected by 26 segments (Fig. 5). 
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W6 W5
W7

10,75% *15,46% W8

*20% *15,46%

W4
*33,59% W3

*15,46% W9
W10 *24,17%

W16 *37,5%
15,02% *15,46%

W11 W12
*33,74% W2

*22,74%
W13 W15

W23 *15,46%
*15,46%

10,72% W26 W14
12,94% W19

W27 *15,46% 18,48% 12,94% W21
*54,44%

W22 W24 12,79% W20 *15,46%
W25 *15,46% W18

*31,6% *20,06%

W1
W17 *43,35%

 

Fig. 5. Structure of the sewage net and simulation results 

Table 1. The results of hydraulic computations for the exemplary net shown in Fig. 5 

Upper 

node 

Lower 

node 
Segment 

input flows in 

node 

flows in 

segments Q

[dm3/s]  

H/d [%] v [m/s] 
H/d [%] 

MOSKAN 

v [m/s] 

MOSKAN 

W6 W5 1 0,56 0,56 10,72 0,309 11 0,29 

W7 W5 2 0,31 0,31 8,09 0,259 8 0,26 

W5 W4 3 0,27 1,14 15,08 0,383 15 0,38 

W10 W9 4 0,36 0,36 8,69 0,271 9 0,27 

W11 W9 5 1,13 1,13 15,02 0,382 14,6 0,39 

W9 W4 6 0,64 2,13 20,48 0,460 20 0,46 

W4 W3 7 0,64 3,91 27,78 0,549 28 0,55 

W8 W3 8 0,11 0,11 4,98 0,189 5 0,19 

W3 W2 9 0,1 4,12 28,53 0,557 29 0,56 

W14 W13 10 0,11 0,11 4,98 0,189 5 0,19 

W15 W13 11 0,32 0,32 8,22 0,261 8 0,26 

W13 W12 12 0,23 0,66 11,59 0,325 12 0,33 

W16 W12 13 0,24 0,24 7,17 0,240 7 0,24 

W12 W2 14 1,86 2,76 23,29 0,497 23 0,49 

W2 W1 15 0,73 7,61 39,42 0,661 39 0,66 

W23 W22 16 0,56 0,56 10,72 0,309 11 0,29 

W27 W22 17 0,4 0,4 9,13 0,280 9 0,27 

W25 W24 18 0,81 0,81 12,79 0,346 13 0,36 
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Table 1. (continued) 

W26 W24 19 0,83 0,83 12,94 0,348 13 0,38 

W24 W22 20 0,09 1,73 18,48 0,433 18 0,43 

W22 W17 21 1,53 4,22 28,89 0,561 29 0,56 

W19 W18 22 0,83 0,83 12,94 0,348 12 0,38 

W20 W18 23 0,3 0,3 7,97 0,256 7 0,26 

W21 W18 24 0,19 0,19 6,42 0,223 6 0,22 

W18 W17 25 0,22 1,54 17,46 0,419 18 0,49 

W17 W1 26 0,57 6,33 35,70 0,629 36 0,63 

W1 

Sewage 

plant   13,94   

  

 

The net has got 15 input nodes (W6, W7, W8, W10, W11, W14, W15, W16, W19, W20, 
W21, W23 , W25, W26, W27) and 1 output node W1. Other nodes constitute the 
connections between different segments of the network [10]. The arrows in Fig. 5 show 
the sewage flow direction. The sewage flow rates values for the input nodes are given. 
The flow rates in the connection nodes should be calculated according to the balance 
equation. For the respective segments the diameters d=0,2 and the canal slopes J=0,5‰ 
are given. For such a structure of the net the fillings H/d and the velocities of flows v in 
respective segments are calculated. The conclusion is that for these values of sewage 
rate flows and for the given values of geometric parameters (diameters and canal slopes) 
the heights of filling are lower than the half of canal diameters. So there is a possibility 
of increasing of the input flows in some sewage nodes. 

The calculations results are shown in Table 1. The simulation was done by changing 
the input flows in these nodes for which the flow values in the connected segments are 
less than 0,5. The results of the simulation are shown also in Fig. 5. On the arches of the 
net there are marked the calculated values of filling degrees H/d for the appropriate net 
segments. The values marked by the star concern the filling degrees calculated for the 
replaced flow values in the nodes W7, W8, W10, W14, W15, W16, W20, W21, W27. The 
conclusion is that the change of input flow values in the chosen nodes causes the signif-
icant changes of the filling heights in the suitable net segments. 

The results obtained are very similar to the ones received using the MOSKAN 
software. It means in our opinion that our approach is more reliable and dependable 
than this classical one using the nomograms and not less reliable than the modern and 
more complicated approach using hydraulic models of the sewage networks. 

5 Conclusions 

In the paper a new practical approach for computing sanitary sewage networks is 
proposed that differs from the approaches commonly used in the today’s practice of 
sewage nets operation. The standard and mostly applied method of sewage networks 
calculation uses the nomograms which enable to calculate in pure mechanical way the 
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basic parameters of the designed nets such as diameters and canal slopes on the base 
of estimated sewage inflow values. The nomogram schemes have to be drawn before 
the process of network designing is started and their drawing occurs on the base of 
appropriate hydraulic equations and relations. The received results of sewage network 
calculation are approximate and depend on the quality of the schemes. 

The modern approach in this field consists of applying advanced computer pro-
grams like SWMM [7, 8, 13], MIKE URBAN [14] or MOSKAN [9] which use in 
their computations hydraulic models of sewage networks. This approach requires an 
advanced computer knowledge from the program users and although the programs 
mentioned are already commonly in use on the universities then there is lack of their 
applications in the waterworks. The next obstacle in using this software in operational 
practice in the waterworks for designing the sewage networks is the necessity of hav-
ing their right calibrated hydraulic models [10]. To calibrate the models a GIS system 
to generate the numerical map of the network and a properly dense monitoring system 
to collect the measurements data have to be installed on the sewage net what means 
expensive investments. The most of Polish waterworks are municipal enterprises and 
they have not enough money for buying these costly systems. 

It seems that the approach for designing the sanitary sewage networks presented in 
the paper being an indirect method between the standard and modern ones can be 
currently an ideal tool for computing such networks for it owns the advantages of 
these both approaches and it has not their drawbacks. It uses the analytical relations 
concerning the hydraulics and geometry of sewage networks and it transform them to 
nonlinear equations from which depending on the requirements the of canal fillings 
and sewage speeds or canal diameters and slopes can be directly calculated. The anal-
ysis of the equations performed enables the determination of the available maximal 
sewage inflows going to the network nodes. In this way the calculations can be done 
quickly and exactly avoiding the using of the complicated hydraulic model of the 
sewage net. 

In the presented calculation example the results received by means of the approach 
proposed have been compared with the results obtained with professional software 
MOSKAN [11] that is based on the hydraulic model SWMM [13] similar to MIKE UR-
BAN software developed by DHI [14]. The parameter values of the sewage net calcu-
lated are the same for both cases. It means that the indirect approach presented is not less 
exact than the modern approach and at the same time it is much more simple and fast 
than this modern one and it is more exact and handy than the classical approach. 

The computational example presented is rather simple but the approach proposed 
and the computer program developed for it can be used unproblematic also for model-
ing and designing more complex municipal sewage systems. 
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Abstract. In this paper we present problems connected to cloud computing in 
particular scheduling of virtualization tasks. We consider different types of 
tasks – computational, virtual desktops and servers. Cloud computing at Uni-
versity is on the one hand interesting tool for researchers and on the other very 
interesting topic to research. We propose a mathematical model for virtual ma-
chines scheduling in cloud computing systems. 

Keywords: Cloud computing, scheduling, mathematical model. 

1 Introduction 

In this paper we present problem of task scheduling which is considered one of the main 
parts of Cloud Computing (CC). We understand this process as mapping users tasks to 
appropriate resources to execute. The process of assignment is transparent for end point 
users. To achieve this goal it is necessary to use virtual machines (VM). Task schedul-
ing is therefore critical for the whole system. Scheduling algorithms for CC systems are 
discussed in literature [2]. Because most authors use mathematical model without con-
sideration of desktop virtualization issues we propose a new model for tasks scheduling 
and virtual machines deployment for business and educational purposes. 

2 Cloud Computing 

Cloud computing is a relatively new processing model. In the last few years, the term 
Cloud is increasingly popular in both the commercial use and as a scientific term [3].  

Cloud computing allows to share resources, software, and information over the In-
ternet. But it is sharing services that makes cloud completely new  and innovative. 
We understand Cloud as resources pool and above there is a middleware system that 
runs virtualization. 

Another definition describes Cloud as three things: thin client, grid computing and 
utility computing. Grid links computers to large infrastructure. Utility computing is 
responsible for “pay as you go” process for cloud. That allows to pay only for con-
sumed resources. 
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Very important idea is also "access on demand". On demand provisioning means 
that client defines parameters of interest and pays for exactly what is ordered. If his 
needs grow “on demand”, he may increase the resources by buying more storage or 
performance and the additional service will be added on the fly and without stopping 
working applications and virtual machines. 

There are two main divisions of the clouds. The first is the distinction between 
public, private and hybrid cloud. Public Cloud shares resources via the Internet and 
charges for utilization. Public Cloud is very easy to scale. Private Cloud use internal 
network and gives security and surveillance. Hybrid gives centralization and standar-
dization, increased security but also flexibility, thanks to possible access via VPN 
clients. There is also possibility to set separated machine dedicated to client but on the 
vendor site.  

The second divides the models of Clouds on Saas, PaaS, IaaS and Haas. Software 
as a Service (SaaS) rely on software distribution. The application is stored and made 
available to users through the Internet. This eliminates the need for installing and 
running applications on the client side. SaaS shifts the responsibilities of manage-
ment, updates, support from the consumer to the supplier. Platform as a Service 
(PaaS) is a service, which gives virtual environment for work. This service is primari-
ly aimed at developers. Infrastructure as a Service (IaaS) delivers computer infrastruc-
ture as a service. Recently new models appear, such as business as a Service. 

Benefits of managing in the Cloud are: reduced cost, increased storage and flexibil-
ity. Other advantages are the independence of the architecture and portability. Re-
duced cost because limitation of need to purchase a license (or licenses cheaper and 
better used), no need of installation and software administration. Possibility of scaling 
the system without changing the infrastructure. Do not purchase the equipment in case 
of an emergency temporary demand. Pay as you go - we do not pay for equipment 
when it is not fully exploited. It is also important that small business does not need to 
employ technical support. 

We have to ask how Cloud Computing will affect software development? Is migra-
tion of existing mechanisms possible? How to program large-scale distributed sys-
tems? How to work with large disk arrays? From the economical point of view we 
have even more doubts. How to estimate total cost of ownership Cloud? Which busi-
ness model choose? How to provide availability and continuity of service. And the 
biggest conserve touches data security issues. Are my files safe? Is there any law 
regulation for Cloud? And finally: Are we ready for Cloud?  

The top research subjects are: existing infrastructure utilization, migration of exist-
ing systems to Cloud, connecting mobile devices to Cloud, business as a service, fear 
of huge data leakage, hybrid clouds. There is also huge interest in green computing, 
which is understand as low energy consumption and low heat emission.  

3 Scheduling Algorithm for Virtualization Tasks 

In this section, we present the optimization problem in the Cloud Computing architec-
ture. This is a real problem that grow up at our University. We show its transforma-
tion to the particular packing problem and meta-heuristic methods engaged to find an 
appropriate problem solution.  



 Mathematical Model of Task Scheduling in Educational Cloud 117 

The most authors of tasks scheduling algorithms for CC systems discussed in lite-
rature [2,5,6] use mathematical model without consideration of many problems with 
desktop virtualization. Our new model for tasks scheduling of VM deployment for 
business and educational purposes is presented here. Especially in heterogeneous 
systems this task is an NP-complete. 

In recent years CC systems have been rapidly developed. Undeniably for this type 
of system it is necessary to design new algorithms for management including schedul-
ing. One of the problem that needs analysis is scheduling in for desktop virtualization 
CC systems. Solution is not obvious, because that problem is NP complete. Especially 
in a heterogeneous system, such as CC it is not trivial. Most of the proposed solutions 
use meta heuristic algorithms. 

We also introduce genetic algorithm [1] for task scheduling in CC. Genetic Algo-
rithms use techniques inspired by natural evolution (i.e. crossover, mutation) and are 
widely used for optimization problems. 

 

Fig. 1. Example workload from business and research applications 

3.1 Problem Description 

Methodology known from business problems do not fit to educational tasks. In light 
of this there is a need of novel design and analysis methodology for private Cloud for 
education. As it was mentioned, methods from industry do not apply to educational 
area (i.e. problem of performance parallelism).  

Main difference is  life cycle of virtual machine. Figure 1 shown two different life 
cycles of virtual machines. The first one can be found in companies like banks, where 
all employees work for eighth hours per day. The second is typical for research data 
centers, where clients tasks are not known a priori. None of those models fits academ-
ical environment. On next figure there is presented a example typical workload in 
educational systems.  

In educational systems we may describe two goals. One is to deliver virtual ma-
chines for students labs. This machines are easy to predict, have typical configura-
tions. In most cases low performance is required but inaccessibility is critical. Second 
is to deliver as much as possible other machines for research and teachers. This are 
hard to predict (in most case immediate deployment) and have various configurations 
but inaccessibility is not critical. Cloud System will face more problems like potential 
issues with untypical hardware (remote USB, GPU computing), temporary increasing 
of performance (parallel work in groups of students). 
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Fig. 2. VM Workload in educational tasks 

We need new scheduling model because of untypical tasks, which are not compute 
intensive and do not have regular character. Tasks are also performance flexible, but 
not time flexible. Task can be cancelled by user but not delayed. 

In university applications of planning tasks for the CC, there is a need to provide 
multiple virtual machines (VM) with different performance requirements, for the 
given time intervals. Academic Cloud is consisted of always available computers 
(host machines). Number of host machines and their specification are known. For 
some VM required working hours are known and are strictly given by university staff. 
Each of VM is also described by memory size and CPU performance. Users connect 
to Cloud to access virtual machines from terminals. In our model to schedule deploy-
ment of virtual machines we need information such as: the total number of machines 
and for each of them: minimum required CPU performance, minimum required mem-
ory size, working time. It is also necessary to place this tasks on a system time-line. 
Starting time can be precisely defined or it can be fluent. Furthermore, it is assumed 
that the hardware resources of at least one host machine is larger than those required 
by the virtual machine. It is also important to noticed, that in academic applications 
we have several other dependencies. For example server VM for classes has to be 
started before other VM start and can't be stopped when machines are still running. In 
considered system we have given number of virtual machines. Each of them is de-
scribed by required resources (CPU performance, memory).  It is assumed that these 
requirements may be different for each machine. On the other side there is a CC sys-
tem consisting of multiprocessor computers (host machines) with defined parameters. 
It is assumed that each virtual machine must be deployed on a single host. It is not 
allow for a virtual machine to  use resources from several hosts. 

To solve this problem it is necessary to create its mathematical model. Model from 
[2] unfortunately, cannot be applied to the problem of tasks scheduling of desktop 
virtualization. Authors use the worst-case calculation time. In the considered problem, 
this approach does not apply because the deployment time (starting and end time) is 
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pre-set. Therefore, the key problem in the task of planning the distribution of virtual 
machines is to ensure the specified performance at a specified time (i.e. working 
hours, time classes for students). In light of this we cannot handle the worst-case cal-
culation time. 

In our model VM must be deployed on a single host. It is not allow for a virtual 
machine to use resources from several hosts. Host changes are prohibited when ma-
chine is running. 

It is possible to run two and more than two virtual machines on one host. Host re-
sources used by machine are reserved for it for whole machine's run time and can be 
used only by this machine. When virtual machine is stopped, resources reserved for it 
are immediately released and can be assigned to the next task. 

Schedule algorithm deploys each virtual machine on selected host where it will be 
executed. Starting time is also specified in this process. 

It is easy to notice that the problem described above is of the big complexity due to 
the great number of restrictions of different kinds, for the first. One may observe that 
our problem looks like a bin-packing problem whereas it is also similar from other 
points of view to the vehicle routing problem. Hosts may be treating like a truck (ve-
hicles) and virtual machines are the objects to be carried. A special source of difficul-
ty comes from the time relations between particular virtual machines. These make our 
problem similar to project management task and can make it unfeasible i.e. unable to 
be realized from time to time. These properties carry on the evident observation that it 
is impossible to write down our problem using only mathematical formulas. We pro-
pose new mathematical model for this problem: 

 - the number of virtual machines 
 - the number of blades in the host  = 1,2, … ,  set of virtual machines to me deployed  = 1,2, …  set of virtualization hosts {blade servers} 

For all virtual machines  from set  we define 

 as required computational power (CPU) for VM  i 
 as required computational memory (RAM) form VM i 

For all servers  from set  we define 
 as available computational power (CPU) at server j 

 as available computational memory (RAM) at server j 

We also define moments of time when VM starts (set contains start time for all k 
machines) 

 = ( , , … , ) (1) 

and also stop time for all machines 

 = ( , , … , ) (2) 

In light of this we define also two matrixes ,  and Δ ,  where    denotes 
moment of time. 
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 , = 0 0 11 1 10 1 0  (3) 

Number 1 in matrix denotes that VM is running at time  

 Δ , = 0 0 11 1 10 1 0  (4) 

Number 1 in matrix Δ ,  denotes that VM  is running on server  
We may also define constrains. First constrains guarantee that we do not exceed 

maximum computation power on blades. 

 ∑ Δ , , <  (5) 

The second one guarantee that we do not exceed maximum available memory (RAM) 
on blades. 

 ∑ Δ , , <  (6) 

Our optimization task (reduction of utilized blade servers) is defined as follows: 

 ( ) = 0,  ∑ Δ , = 01,  ∑ Δ , ≠ 0 (7) 

 ∑ ( )  (8) 

To obtain a useful tool for the problem solving we put into the motion meta-heuristic 
approach [4]. Namely, for our purposes we reworked an optimization procedures 
based on the idea of Genetic Algorithm and Harmony Search Algorithm. Both ap-
proaches need for the very beginning an appropriate coding procedures to conduct 
necessary operators easy. To check the feasibility of reworked solution we used same 
special projections from the space of genotypes to the space of phenotypes based on 
the Baldwin Effect. Between others, this idea made our algorithms more flexible for 
the future needs i.e. restrictions. One of most important task during planning is to 
measure real system parameters. We have introduced monitoring system for utiliza-
tion of CPU, disk and network measurement in real laboratory. 

Overview of our utilization analysis system for educational CC is presented on fig-
ure. We collect statistical data from our real laboratory network including processor 
load, number of processors, memory and storage usage. Than we prepare example 
workloads for CC system and we analyses scheduling algorithms and cloud configu-
ration. It is also possible to do reconfiguration of analyzed system and recalculate 
nodes utilization. In table 1 we have details of 6 example workloads from our real 
laboratory system. 
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Fig. 3. Monitoring system for utilization of real laboratory 

Table 1. Characteristics of workloads 

Workload Number of 
classes 

Number of lab. 
Requested VM 

Number of general VM
(for teachers) 

Total numer of VM 

0 4 52 26 78 

1 4 56 26 82 

 2 4 81 25 106 

3 5 64 40 104 

4 5 70 36 109 

5 4 48 26 74 

4 Conclusions 

We consider virtualization as an interesting tool for education as well as for research 
purposes and also topic of our researches. In this paper we have presented mathemati-
cal model of virtualization for universities educational tasks. The presented work 
concerns the simulation of distributed systems, private clouds. The tool is to stream-
line the process of preparing the simulation, which is a first in-depth analysis of the 
structure of the test network and the tasks performed by it, and then at such a selection 
of the simulator and its parameters so that the obtained results best reflect the actual 
behavior of the tested system. This approach to solving the problem is very cost effec-
tive even for economic reasons. 
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Virtual machines deployment for educational purposes has other than business type 
restrictions. We have checked several deployment schemes and developed pre-
scheduling reduces performance algorithm specially for students labs. Our future 
plans concern improvement of pre-scheduling and approximation of mathematical 
model coefficient from real system. 

References 

1. Greblicki, J., Kotowski, J.: Analysis of the properties of the harmony search algorithm car-
ried out on the one dimensional binary knapsack problem. In: Moreno-Díaz, R., Pichler, F., 
Quesada-Arencibia, A. (eds.) EUROCAST 2009. LNCS, vol. 5717, pp. 697–704. Springer, 
Heidelberg (2009) 

2. Zhao, C., et al.: Independent Tasks Scheduling Based on Genetic Algorithm in Cloud Com-
puting. In: Proc. 5th Int. Conf. on Wireless Comm., Net. and Mobile Computing, WiCom 
2009 (2009) 

3. Voas, J., Bojanova, I., Zhang, J.: Cloud Computing. IT Professional 15(2), 0012–0014 
(2013) 

4. Kotowski, J.: The use of the method of illusion to optimizing the simple cutting stock prob-
lem. In: Proc. 7th IEEE Conference on Methods and Models in Automation and Robotics, 
MMAR 2001, vol. 1, pp. 149–154 (2001) 

5. Garg, S.K., et al.: Environment-conscious scheduling of HPC applications on distributed 
Cloud-oriented data centers. J. Parallel Distrib. Comput. (2010) 

6. Cagan, J., Shimada, K., Yin, S.: A survey of computational approaches to three-dimensional 
layout problems. Computer Aided Design 34(8), 597–611 (2002) 

7. Iosup, A.: Performance Analysis of Cloud Computing Services for Many-Tasks Scientific 
Computing. IEEE Transactions on Parallel and Distributed Systems 22(6) (2011) 



W. Zamojski et al. (eds.), Proceedings of the Ninth International Conference  
DepCoS-RELCOMEX, Advances in Intelligent Systems and Computing 286,  

123

DOI: 10.1007/978-3-319-07013-1_12, © Springer International Publishing Switzerland 2014 
 

Optimization and Control of Transport Processes  
in the Distributed Systems 

Alexander Buslaev1 and Mikhail Volkov2 

1 MADI, 64, Leningradskiy Prosp., Moscow, 125319, Russia 
apal2006@yandex.ru 

2 MTUCI, 8a, Aviamotornaya street, Moscow, 111024, Russia 
mmvolkov@gmail.com 

Abstract. Algorithms for the control of movements of particles in a complex 
network were developed and implemented. The system performs monitoring of 
the traffic situation in metropolitan areas, may be demanded by special services, 
fire, police and emergency. The system uses proprietary algorithms of particle 
distribution and the creation of applications for terminal devices based on An-
droid. It has the ability to collect data based boards Arduino. 

Keywords: traffic, distributed systems, Arduino, distributed control. 

1 Introduction 

The control system of movement of particles is a complex network may be required in 
many spheres of human activity. Thus, similar systems can be demanded by special 
services, police, fire protection and emergency while patrolling of areas. The perspec-
tive directions of development and usage of the system is its application in medicine 
and logistics (access to goods in warehouses, large stores)[1].  

The system optimizes movement of particles serving areas so that each point in the 
set area could be reached by one of the particles for a guaranteed time. Fire or police 
trucks, mobile research laboratories, automated loaders for transportation of freights 
or robots, including nanorobots (for medicine) can be presented as particles. Re-
searches in the field of creation of the medical robots serving blood system are pers-
pective in the world science [2]. 

Depending on application the scale of system and the graph changes. From kilome-
ters (street road network) to meters (service of warehouse) and nanometers (medical 
nanorobots). 

In existing analogs of system dynamic evolution of routes and shift of crews are 
not realized - route planning is carried out in advance and corrected from the control 
room [3]. Automatic scheduling capabilities are not provided. 

1.1 Particles’ Carrier – The Graph 

The configuration of the graph is stored in the program in the form of a set of the 
vertices having geographical coordinates (width, longitude) connected by the edges 
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having capacity (quantity of strips, stream speed at the moment) and a grid defining a 
relief. Thus, by imposing coordinates of any vertex on a relief grid it is possible to 
receive its coordinates in the three-dimensional space. 
Particles are mobile objects that need to access all set of points on the graph in a min-
imum possible time T. 

For each edge of the graph the speed of particles depends on the bandwidth of an 
edge and its workload. In case of the graph of a road network bandwidth depends on 
the quality of covering, quantity of strips and the existing restriction of speed on an 
edge [4]. 

2 Setting Objectives 

2.1 Minimizing Access Time with the Resources Available 

Distributed resource is a quantity of particles n serving a network. 
Task 1 - distribution of available resources to minimize the access time of particles to 
the points on the graph without loading. A configuration of a network and quantity of 
particles of n is set in a task. It is necessary to find such an arrangement of particles 
which will allow to reach each point on the graph for a minimum time. In each time-
point coordinating of particles has to be such to reach any set point for a guaranteed 
time (time depends on quality of a network). In a network without loading it is 
enough to consider weight of edges of the graph as their lengths. 
Task 2 - minimization of access time of particles to points on the graph with perma-
nent loading. In a network with permanent loading, for determination of weight of an 
edge in algorithms of routing on the column it is necessary to calculate its weight as 
edge’s length on average speed on an edge. 
Task 3 - minimization of access time of particles to points on the graph with dynami-
cally changing loading. In a network with dynamically changing loading it is neces-
sary to recalculate routes at each change of loading. The weight of edges of the count 
is calculated in the same way as in a case with permanent loading. 

2.2 Calculation of the Minimum Number of Particles 

Determination of a quantity of n and resource arrangement for the purpose of provid-
ing set time of an access T. 
Task 4 - determination of a minimum quantity of particles of n necessary for a full 
covering of a free network. The configuration of a network and guaranteed time of 
access T for which particles have to reach any point of the graph is set. It is necessary 
to define the quantity of particles of n which is enough for covering of a network so 
that each point on the graph will be available for a guaranteed time T. 
Task 5 - searching of a quantity and a configuration of particles on the loaded graph. 
In a network with permanent loading, for determination of weight of an edge in algo-
rithms of routing on the graph it is necessary to calculate its weight as edge’s length 
on average speed on an edge. 
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Task 6 - search of a quantity and a configuration of particles on the graph with dy-
namically changing loading. In a network with dynamically changing loading it is 
necessary to recalculate routes at each change of loading. The weight of edges of the 
graph is calculated in the same way as in a case with permanent loading. 

3 Mesh Dividing the Area into the Field of Access 

For distribution of crews the area taken by a road network on which search of an op-
timum arrangement of crews is carried out, needs to be broken into cells, in the 
amount equal to the number of crews. 

For splitting area into cells templates as squares, hexagons, triangles are used. 
When covering a given grid area can be either set the cell size or number of cells. For 
a given cell size access to all points lying inside the cell can be guaranteed in a mini-
mum time. 

3.1 The Particle Distribution Network with Uniform Loading 

For arrangement of three particles on the graph with uniform availability of vertices, 
the graph is divided into n of parts, where by n - quantity of particles. Each particle 
should have an access to m/n to vertices, where m - total of particles in the graph. The 
area in which the particle will be established is defined by area which is occupied by 
the chosen vertices. 

Comparison of efficiency of splitting areas was executed. At the same size of a cell 
for a full covering of set road network it was required: squares - 16, triangles - 20, 
hexagons - 15. 

Thus, the most effective is use of a hexagonal cell. 
 

 

Fig. 1. Partition terrain options 

For search of a configuration of an arrangement of particles on the column it is neces-
sary to find border of area of the graph so that it has a minimum area. As border of 
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area the minimum convex cover round all vertices of the graph will be accepted. At 
an arrangement of particles they should not been settled down out of this cover. 

3.2 The Concept of a Minimum Convex Hull 

Let on the plane the final set of points (vertices of the graph) be set by A. Any closed 
line H without self-crossings such is called as a cover of this set that all points from A 
lie in this curve. If the curve of H is convex (for example, any tangent to this curve 
does not cross it more in one point), the corresponding cover is also called convex. At 
last, the convex cover of the minimum length (the minimum perimeter) is called as 
the minimum convex cover (hereinafter – MCC). All entered concepts are illustrated 
by the following drawing. 

The main feature of MCC of a set of points of A is that these cover represents the 
convex polygon which vertices are some points of A. Therefore the problem of search 
of MCC finally is reduced to selection and ordering of the relevant points from A. 
Ordering is necessary for the reason that the polygon has to be an exit of an algorithm, 
i.e. a sequence of vertices. 

Lets impose additional conditions about the vertices - direction of traversal of the 
polygon must be positive (recall that the positive figures called bypassing counter-
clockwise). The task of creation of MCC is considered one of the simplest problems 
of computing geometry; there are many various algorithms for it. We will consider 
two such algorithms – Graham (Graham scan) [5] and Jarvis (Jarvis march) [6]. 
 
Listing 1: Comparison points 

def rotate(A,B,C): 
  return (B[0]-A[0])*(C[1]-B[1])-(B[1]-A[1])*(C[0]-B[0])  

3.3 Jarvis’s Algorithm 

Jarvis's algorithm (other name - gift-wrapping algorithm) is arranged conceptually 
simpler than Graham's algorithm. It has two steps and does not demand sorting. The 
first step is exactly the same – the starting point which with guarantee enters MCC is 
necessary, the most left point from A will be taken [5]. 

The second step of MCC algorithm is under construction. Idea: to make the starting 
vertex as current, to look for the most right point in A relative to the current vertex, to 
make it current, etc. The process comes to an end when flowing again there will be a 
starting vertex. As soon as the point has got to MCC, it can be not considered further. 
Therefore we will get one more list H in which in the correct order MCC vertices will 
be stored. At once we enter starting vertex in this list, and in the list P we transfer this 
vertex to the end (where eventually we will find it and we will finish algorithm). 

Now we will organize an infinite cycle on which each iteration we look for the 
most left point from P relatively the last vertex in H. 
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If this vertex starting, we interrupt a cycle if is not present - that we transfer the 
found vertex from P to H. After cycle end in H there is a required cover which we 
return as a result. 
 
Listing 2: Complete code of Jarvis’s algorithm 

def jarvismarch(A): 
  n = len(A) 
  P = range(n) 
  # start point 
  for i in range(1,n): 
    if A[P[i]][0]<A[P[0]][0]:  
      P[i], P[0] = P[0], P[i]   
  H = [P[0]] 
  del P[0] 
  P.append(H[0]) 
  while True: 
    right = 0 
    for i in range(1,len(P)): 
      if rotate(A[H[-1]],A[P[right]],A[P[i]])<0: 
        right = i 
    if P[right]==H[0]:  
      break 
    else: 
      H.append(P[right]) 
      del P[right] 
  return H 

We estimate the complexity of the Jarvis’s algorithm. The first step is linear in n. In 
addition, in the second there is a nested loop, the number of outer iterations is the 
number of vertices in MCC h, the number of inner iterations does not exceed n. Con-
sequently, the complexity of the entire algorithm is O (hn). 

Unusual in this formula is that not only the length of the input data, but also the 
length of the output (output-sensitive algorithm) determines the complexity. A then 
depends on how the points will fall. In the worst case, all the points of A are included 
in the MCC (ie A is itself a convex polygon), then h = n and complexity jumps to 
quadratic. In the best case (with the proviso that from the point A do not lie on one 
straight line) h = 3 becomes linear and complexity. It remains to understand in ad-
vance what kind of case that can only be understood on the basis of the nature of the 
problem - if a lot of points and they uniformly fill a certain region, then (maybe) Jar-
vis’s algorithm will be faster if the data is collected at the border area, the faster than 
the Graham’s algorithm [6]. 
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4 General Management Principles for the Distribution  
of Particles 

T - the time during which the control object can be guaranteed up to a given target  
V - speed based on network bandwidth 
R - Radius crew area which can cater for the time T 
ρ  - flux density on the edges of the network 
q - Intensity flows on the edges of the network 

 

 

Fig. 2. The velocity of the flux density 

Size field, any point of which can reach the particle. 

 RTv =  

For weighted graphs flux density on the edges of the network significantly  

greater than zero 

 

 0q >>  

The particle velocity along the edge of the actual load is determined on the edge
 )q(Vv =  

Flux density on the loaded column depends on the intensity of flows as the product of 
the intensity of the flow on the edge on the velocity of the particle 

 )q(Vq)q( ⋅=ρ  
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Particle velocity at the loaded edge is defined as the ratio of the density to the intensity 

 
q

)q(
)q(V

ρ=  

4.1  The Control Algorithms to Minimize Access Time 

In the algorithms to calculate the distance between the particles in a straight line, 
without regard to the topology of the graph. This assumption is possible for a network 
with uniform coating when the entire area is developed the same access network.[8] 
Control algorithms are chosen depending on the distance between objects. When you 
configure the algorithm parameters are chosen rules will work: a, b. 

The first rule is valid when the two crews at a distance of less than a meter. When 
this situation arises, the crew with the lowest number is given the command "stop". 
The second crew continues to move. 

The second rule is valid when the two crews at a distance of more than b meters. 
When this situation arises, the crew that should give the command "start a movement." 

The third rule applies if in a neighborhood of c are several crews. In such a situation, 
it is necessary to choose a route that will lead to a uniform distribution of crews on the 
map. To find such a route, you must implement the possibility of calculating the scalar 
product of vectors derived from the edges of the graph, which are the crews, and the 
ribs, which may continue driving. Being in the vicinity of several crews R1, the rule 
applies to them 2.1, when the few crews in the neighborhood R2 2.2 rule applies when 
finding several crews in the vicinity of R3 applied to them, rule 1, if in the neighbor-
hood of R3 there is only one crew, it can continue to move in any direction. 

 

Fig. 3. The range of available 

Rule 1. When approaching any of the crew to a fork in the system finds the edges, 
which are the other crews for these edges of vertex coordinates and direction of move-
ment of the vehicles computed vector B1−n, where n - number of crews minus 1.  
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4 - crew for which will be chosen direction of movement 
1,2,3 - crews, whose position will be taken into account when choosing a direction. 
Calculated vector C1−n, where n is the number of edges from the fork, for each edge of 
the graph coming out of the node to which the crew approaching. For each vector, 
retain the array coordinates of its start and end. The direction vector is determined 
using the point at which the crew was at the previous moment. 
Calculates the dot product Ai = B1−nCi. 
In any Euclidean space (of dimension n) we can always choose an orthonormal basis 
e1, e2, . . . , en during the decomposition of vectors according to which: 

 a = a1e1 + a2e2 + . . . + anen, 
b = b1e1 + b2e2 + . . . + bnen 

scalar product will be expressed by the following formula : 

 [a, b] = aTb = a1b1 + a2b2 + . . . + anbn (1) 

For two-dimensional space (the space GPS - coordinate plane can be 
Considered from the land, because of its small size ) the scalar product of two vectors, 
inner product can be calculated using the following formula : 
 

 (Lat1t − Lat1s) ∗ (Lat2t − Lat2s)+ (Lon1t − Lon1s) ∗ (Lon2t − Lon2s) (2) 

where Lat1t - latitude end of the first vector, 
Lon1t - longitude of the end of the first vector, 
Lat1s - the latitude of the first vector, 
Lon1s - longitude of the start of the first vector, 
Lat2t - latitude end of the second vector, 
Lon2t - longitude of the end of the second vector, 
Lat2s - the latitude of the second vector, 
Lon2s - longitude of the start of the second vector. 
 
As recommended by the direction of motion is transmitted to the crew, the direction 
for which the angle between the directions of motion is minimal, hence cosϕ - maxi-
mum, therefore the maximum inner product divided by the product of the lengths of 
the vectors. 
The Pythagorean Theorem of the coordinates of its start and end calculates vector length.  

 |X| = 2
1

2
11  s)Lon - t(Lon  s)Lat - t(Lat 1+  (2) 

where Lat1t - latitude end of the vector, 
Lon1t - longitude end of the vector, 
Lat1s - the latitude of the vector 
Lon1s - longitude of the start of the vector. 
 
Rule 2. If any two of the crew approach to a distance of less than a1, then one of the 
crew (selected using a random number generator) is stopped and the data transmitted 
with it are not included in the analysis. Distance between crews is calculated as  
follows  
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a = 2
21

2
21  )Lon - (Lon  )Lat - (Lat + where Lat1 - Latitude of the first crew, 

Lon1 - longitude of the first crew, 
Lat2 - Latitude second crew, 
Lon2 - longitude of the second crew. 
If there are n crews need to calculate n(n − 1) lengths. 
Every 10 seconds to check crew, who stopped and if the distance between the crew 
stopped and any other moving crew over a2, stationary, the crew transferred com-
mand to start moving. 

5 Software Implementation 

The software part consists of two parts - server and client for mobile device. Taking in 
the account that all calculations are realized on the server the system may be quickly 
 
 

 

Fig. 4. System architecture 
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ported on various platforms: Android, iOS, WinPhone. The server part accepts data 
arriving from client devices, keeps statistics, records measurements needed to solve the 
experiment.  

The client application queries the data collection boards for transmission of the 
measured data to the server and issue commands for operators of media client devices 
on where it is necessary to move for the objective performance. 

6 Summary 

The established system allows monitoring of distributed data collection intended to 
build the model in different fields for various needs. The system monitors the trans-
port networks, pipelines and computer networks (LAN). Besides, it provides the pos-
sibility of a remote control. Introduction of such systems can significantly increase the 
effectiveness of the data’s accuracy monitoring and, thus, accelerate the whole 
process of obtaining and processing of the data. 
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Abstract. In the paper some properties of the perfect resources placement in the 
4-dimensional hypercube processors network with soft degradation are investi-
gated. The two types of network processors (resource processors - I/O ports and 
working processors) are taken into consideration. In the work the notion of  ( , | ) – perfect resources placement in a structure  of the hypercube type 
is extended to ( | ) – perfect  placement concept, that is a such allocation of  

 resources which minimizes the average distances between the working  
processors and resource processors in the structure  . Two algorithms for de-
termining ( , | ) – perfect resources placement and the ( | ) – resources 
perfect placement in a structure   of the hypercube network was given. The 
average number of working processors in the degraded 4-dimensional network 
with a given order (degree of degradation) for the (1,1| ) resource placement 
is determined. This value characterizes the loss of the network computing capa-
bilities resulting from the increase of the degree of network degradation. 

Keywords: resources placement, hypercube network, fault-tolerant system. 

1 Introduction 

In a processors network, there may be resources, such as I/O processors or software 
components, that each processor needs to access. However, because of expense or 
frequency of use, resources in a network system might be shared  to reduce the over-
all system cost. In general, then, the problem of resource placement is how should a 
limited number of copies of a resource be disseminated throughout a system giving 
comparable access to all processors. One of the situation to be considered in the con-
text of resource allocation in fault-tolerant system is multiple-connection, in which 
every node without the resource is in connection with more  than one copy of a re-
source. Multiple-connection gives rise to less contention, possibly yielding better 
performance, and reduces potential performance degradation after a copy is lost, be-
cause every node still can get access to one resource in the same number of hops. 
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One of considered in the literature  the resource placement problem is a combina-
tion of the distance-d and the m adjacency problems, where a non-resource  node 
must be a distance of at most d  from m resource nodes [1]-[3].  In [4] a perfect dep-
loyment has been introduced and analyzed which is defined as the minimum number 
of resources processors which are accessible by working processors. Each working 
processor has access to the at least m resources processors at a distance of not more 
than d. The definition of perfect distance-d placement of m copies of resources in the 
processors network was fairly commonly used in torus-type networks [3],[4]. Several 
resource placement techniques have been proposed for the hypercube or cube-type 
network [5]- [7], and different error correcting codes have been used to solve this 
problem. 

An interconnection network with the hypercube logical structure is a well-known 
interconnection model for multiprocessor systems [8]-[10]. Such networks possess 
already numerous applications in critical systems and still they are the field of interest 
of many theoretical studies concerning system level diagnostics ([11]-[13]) or re-
source placement problem [6], [14]. More commonly, we could observe the usage 
processors networks in critical application areas [15] (military, aerospace or medical 
systems etc.). Such networks are (mostly) used in real-time systems, which require a 
very high data reliability processing throughout all the network life cycle. 

We investigate the 4-dimensional hypercube processors network with two types of 
processors. The first type of processors are resource processors (i.e. I/O ports ). These 
processors mediate in communication with other systems (sensors networks) and keep 
data obtained from them. The second type of processors are working processors. 
These processors have to get access to data obtained from sensors and are processing 
data from sensors. We also assume that sensors are not mobile. The execution of 
some tasks by a working processor requires an access to resources, also some results 
obtained by working processors must be submitted by a resource processors to other 
systems [14]. 

Further we assume that 4-dimensional hypercube is a soft degradable processors 
network [11]. In such kind of networks a processor identified as faulty is not repaired 
(or replaced) but access to it is blocked. New (degraded) network continues work 
under the condition that it meets special requirements [14],[16], which may involve 
possibility of applying of some resources placement  schema (e.g. processors with 
connected I/O ports). In the work [16] an analysis of the different patterns of reconfi-
guration in networks with soft degradation was conducted, where these schemes were 
divided into software and hardware ones.  Analyzed in this paper the way of the 
hypercube network reconfiguration after identifying faulty processors is based on the 
determination of the coherent cyclic subgraph of the current structure with maximum 
cardinality [11]. If fault concern a resource processor an another I/O port allocation is 
required. Then I/O port may be switched to the determined fault-free processor. 

A generalized cost of a network traffic with a specified resources deployment and 
workload of a network is usually tested with experimental methods or simulation. 
Distributing resources copies in a hypercube with an attempt to optimize system per-
formance measures of interest has been investigated in [5 ].   



 4-Dimensional Soft Degradable Hypercube Processors Network 135 

The definition ( , )m d - perfect deployment is a characteristic of the value of the ge-

neralized cost of information traffic in the network at a given load of tasks. In the work 
[14] we have tried to apply the above mentioned approach to a processors network of a 
4-dimensional cube type logical structure along with its soft degradation process. 

In this paper we have extended the notion of  ( , | )-perfect resources place-
ment in a hypercube type structure   to ( | )-perfect placement.  It can be seen as 
a such allocation of    resources which minimizes the average distances between 
the working processors and resource processors in the structure  . Also, the algo-
rithm for determining the ( | )-perfect placement of resources in the network type 
hypercube was  given.  

The main aim of this paper is to apply and compare the above presented approach-
es to the 4-dimensional cube type processors network along with its soft degradation 
process. Particularly  we were interested in obtaining the values of the average num-
ber of working processors for  some ( , | )-resources perfect placement schemes 
depending on the degree of the network degradation.  

The rest of paper consists of two sections and a summary. The second section pro-
vides a basic definitions and properties of working structures which are induced by 
the network in the process of its degradation. There is defined a concept of  ( , | )-perfect deployment of processors with resources in the working structure of 
network G and the ( | )-perfect placement . In the third section two algorithms for 
determining ( , | )-perfect placement and ( | )-perfect placement are proposed. 
An illustration of the main algorithms steps for the same structure is given. Finally 
some concluding remarks are given. 

2 The Basic Definitions and Properties 

Definition 1. The logical structure of processors network we call the structure of 
4-dimensional cube if is described by coherent ordinary graph = ,  (  – set of 
processors,  – set of bidirectional data transmission lines), which nodes can be de-
scribed (without repetitions) by 4-dimensional binary vectors (labels) in such a way 
that 

 ( ), ( ) = 1 ( , )  (1) 

where ( ), ( )  is Hamming distance between the labels of nodes  and 
. 
The Hamming distance between two binary vectors  ε(e ) and  ε(e )  complies 

with the dependency: ( ), ( ) = ( ( ) ( ) ),…,  

where: 
• ε(e )  – the -th element of the binary vector ε(e ), 
•  – modulo 2 sum. 
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If | | = 2  and | | = 2| | , then such graph we called (non labeled) 4-
dimensional cube and denote by . 

Denoted by = ; ( ): ( )  4-dimensional cube labeled nodes, 
and by &( ) and &  – a sets of coherent subgraphs of the graphs  and 

 of order , respectively, for class & ,  (  – cyclic graphs,  – acyclic 
graphs). 

Example  1. The structure  (Fig. 1a) is a structure of type  ( )  

because the nodes of this structure can be labeled in accordance with the formula 1 
(Fig. 1b). 
 

Fig. 1. Illustration of verification that the  structure is a structure of type  

The placement of resources in the processors network of 4-dimensional cube type 
logical structure we will regard as a labeled graph ;  where ( ) for 6 and ( ) (  – set of resource processors, ( )  – set of the work-
ing processors of the network ). 

Denoted by ( , | ) the distance between nodes  and  in a coherent graph 
, that is the length of the shortest chain (in the graph ) connecting node  with the 

node . 

Definition 2. We say ([2],[4],[7]) that the labeled graph ;  for 1   is ( , | )  - perfect placement for 1, … , ( ) , 1, … , ( ) , ( ) -
diameter of the graph  if there exists the set  of minimum cardinality such that 

( )\ : : ( , | ) ∧ ∗, ∗∗ : ( ∗, ∗∗| )  ∧ ( ( | ) = 1) . 

Denoted by ( )( | ) = ( ): ( , | )  for 1, … , ( )  and ( )( ) = ( ): ( ): ( ) = 1 . 
Denoted by ( , ) = ( ) ( , ) ,  and by ( )( | ) =( ): ( , | ) =  for 1, … , ( ) ,  and by 

  ( , ) = ( , ), … , ( , )( , )   for ( , ) = ( )( | ) . (2) 

Definition 3. Denoted by ( , ) = ∑ ( , | )( )  for ( )  attainability 
of the processor  in the network  and by ( ) = ∑ ( , )( )  attainability of 
the network . 

 

110101010100

0000 0001 1001

0010

0110

1011

1111

G 

a) b)



 4-Dimensional Soft Degradable Hypercube Processors Network 137 

Using (2) we have 

 ( , ) = ∑ ( , )( , ) . (3) 

Example 2. We determined using (2) -  ( , ), and using (3) - ( , ), and ( ) 
for structures presented on the Fig. 2. We see that ( , ) = ( , | ) = 7 
and ( , ) = 4. The determined value of ( , ), ( , ) and ( ) are pre-
sented in table 1. 
 

Fig. 2.  Example of structures of type  -   ( )  and  ( )  

Table 1. The ( , ), ( , ) and ( ) for the nodes of the structures  and  presented 
in the Fig. 2 

    ( , | )( ) 1 2 3 4 5 6 7 ( , ) 1 2 3 4 ( , ) 

 3 3 1 1 1 0 0 21 3 2 3 1 20 
 2 2 2 1 1 1 0 27 2 3 2 2 22 
 2 3 3 1 0 0 0 21 2 4 2 1 20 
 1 1 2 2 1 1 1 35 2 4 2 1 20 
 2 3 3 1 0 0 0 21 4 2 2 1 18 
 2 3 3 1 0 0 0 21 2 4 2 1 20 
 2 3 3 1 0 0 0 18 3 2 3 1 20 
 3 3 1 1 1 0 0 25 2 4 2 1 20 
 2 2 2 1 1 1 0 27 2 3 2 2 22 
 1 1 2 2 1 1 1 35 2 2 4 1 22 

     ( )  251   ( )  206 

 

Property 1. ( ) = 512 because : ( ( , ) = 4 ∧ ( , ) = ). 

Using (3) we have : ( , ) = 32 and | ( )| = 2 , then ( ) = | ( )| ( , ). 
Property 2. ( , ) = 8 when the structure  is a Hamiltonian cycle in . 
Property 3. If  that ( )\ ( ) = ∗, then \ ∗ : ( , ) =( , ) + ( , ∗| ). 
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Definition 4. Denoted by ( , ) = ∑ , ( )( )   for ( )  accessi-
bility of the processor  in the placement  and by ( , ) = ∑ ( , )( )   ac-
cessibility of the resource processors in the placement . 

Denoted by ( ) average distances between the working processors and resource 
processors in the placement ( ) for 1 < < ( ) 2⁄ . Then 

 ( ) = ( ) − ∑ ∑ , ( )( )( ) ( )⁄  (4) 

where = ( ) . 

Definition 5. Let ( ) be ( | ) – perfect placement, then 

 ( ) = ( ): ( ) . (5) 

Denoted by Ω( ) distances between the working processors and resource proces-
sors in the placement .  Let Ω ( )  denote increment Ω( )  when add  ( )\ ( )  to the set ( ). Then 

 Ω ( ) = , ( ) − 2 ∑ , ( ) .( )  (6) 

3 The Method and the Algorithm for Determining a Resources 
Placement 

3.1 Determining ( , | ) – Perfect Placement 

For  as the first node we choose such a node ( ) = ( ) ( ) that the subgraph ( )( , ) = ( )\ ( )( )  has the smallest number of components of cohe-
rence. Then we determine a placement for every of these components of coherence, 

wherein if a component of coherence is one-node it belongs to the set )( fE . 

Based on the presented method was developed the algorithm (I) for determining ( , | )- perfect placement. 
Step 1. 

Choose a node ( ) such that: 
 the degree of  ( ) = ( ) ( ); 

 subgraph ( )( , ) has the smallest number of components of  cohe-
rence. 

Add the node  to the set ( ). 
Step 2. 

Check if a component of coherence of the subgraph ( )( , ) is one-node or ( )( , ) = . 
YES 

If ( )( , ) ≠  add all nodes of ( )( , ) to the set ( ). 
Go to step 3. 

NO 
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Assume that the ( )( , ) is a new graph . 
Return to step 1. 

Step 3. 
The end of the algorithm (I). 

An illustration of the algorithm work is presented in [14]. Algorithm will choose  (1,1| ) – perfect placement for the structure  from Fig. 2. One of the possible (1,1| )-perfect deployment for the structure  (chosen by the algorithm) is shown . 
 

 
Fig. 3. An illustration of the algorithm (I) steps 

3.2 Determining ( | ) – Perfect Placement 

The proposed method for determining ( | ) – perfect placement is based on the 
calculation of  Ω ( ): ( ) ( )  (6). The method choose a node  such that  ( , ) = ( ) ( , ). The operations of calculation and selection of the node will 

be repeated for < ( ) 2⁄ . For every step is determined ( + 1| ) - perfect 
placement. 

Based on the presented method was developed the algorithm (II) for determining ( | ) - perfect placement. 
Step 1. 

For the structure  using (3) determine ( , ). 
Step 2. 

Choose a node  ( ) such that ( , ) = ( ) ( , ). 

Add the node ie  to the set ( ). 
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Step 3. 
Check if < ( ) 2⁄ . 
YES 

Using (6) determine Ω ( ): ( ) ( ) . 
Return to step 2. 

NO 
Assume that the  is ( | ) – perfect placement. 
Go to step 4. 

Step 4. 
The end of the algorithm. 
An illustration of the algorithm work is presented in Fig. 4. Algorithm will choose  ( | ) – perfect placement  for the structure  from Fig. 2. The algorithm stop 

working for = 4. 

Fig. 4. An illustration of the algorithm (II) steps 

The algorithm in 10 steps choose three placements for = 2,3,4  presented on 
the Fig. 3. a), b), c) respectively. 

3.3 Remarks 

Comparing the results of operation of both algorithms we can easily observe that the 
first one gives always (1, | )– perfect type placements (if such exists) while the 
second not always allow to obtain placement which is the (1, | )– perfect type  
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placements. For instance, the placement obtained in the Fig. 4c is (4| ) – perfect 
placement and simultaneously is  (1,1| ) type placement but it is not the perfect 
placement because of the number of  resources is not a set of minimal (is equal to 4 
while the algorithm gives us perfect placement with 3 resource processors – Fig. 3). 

The algorithm of determining the  ( | ) – perfect resources placement may be 
useful for obtaining approximate solutions for  (1, | )– perfect type placements and 1, . . , . 

We have applied  given in 3.2 algorithm (I) for determining the (1,1| )-perfect 
placements in 62 cyclic working structures (i.e. within the 4-dimensional hypercube 
network structures with the degradation degree 0 7).  By the degradation 
degree is meant the number equal to  = 2 − | ( )|). It was turned out that for 
some structures the (1,1| )-perfect placements do not exist. Based on the known 
numbers of instances of these structures [11] in the 4-dimensional hypercube network 
the average numbers of working processors for the  (1,1| )-perfect placement de-
pending on the degree of the network degradation were determined (Table 2) . This 
value characterizes the loss of the network computing capabilities resulting from the 
increase of the degree of network degradation. 

Table 2. Characterization of  the  (1,1| )- perfect placement  for cyclic working structures in 
the 4-dimensional hypercube depending on the degree of the network degradation (  ) 

  

0 1 2 3 4 5 6 7 

% of existing 
placements 

100 100 100 100 99 100 97 94 

average number  of 
working processors 

12 11 10 9,19 8,46 8,17 6,92 6 

4 Summary 

In this paper the method of determining some schemes of  resources placement in the 
4-dimensional hypercube processors network with soft degradation was presented.  

The ( , | )-perfect placement is a characteristic of a value of the generalized 
cost of information traffic in the network structure   at a given load of tasks. In the 
paper this notion was extended to the  ( | )-perfect placement which may be easily 
determined on the base of the accessibility measure of resources calculated as total 
sum of distances between the working processors and resources processors for the 
given placement in the working structure  . The algorithm of  determining of ( | ) -perfect placement was presented and it may be useful for obtaining approx-
imate solutions for  (1, | ) type perfect placements. 

It should be noticed that real cost of information traffic in a network for a given 
deployment of resources processors depends on the nature of the tasks performed by  
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the network. We plan to examine this problem in the future with the use of simulation 
methods for a specified ),( dm -perfect deployments and a given type of task load of 

the network. 
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Abstract. The paper addresses the problem of modeling highly nonlinear map-
pings of contextual nature with neural nets. The model of context-dependent 
multilayer neural net is recalled, along with basic training algorithms. Although 
the effectiveness of context-dependent nets has been proved theoretically, the 
lack of efficient and simple training algorithm implementations suppressed 
popularity of this neural net model. 

In this paper efficient conjugate gradient training algorithms for context-
dependent nets are developed and discussed, as well as illustrated with classifi-
cation and regression problem. 

1 Introduction 

Neural nets are effective and statistically well-established algorithms for pattern rec-
ognition, regression and prediction. Problems solved by neural nets are often highly 
dimensional, with nonlinear dependencies between variables. It is natural to observe 
that some features supplied on net's inputs are crucial for the task, while other ones 
are less important, although not negligible. In other words, some features describe the 
problem directly, while other specify the context. 

The idea of context-dependent training has been investigated by many authors, 
considering machine learning in general [8-9], as well as specifically the neural nets 
[10, 1, 7]. Two approaches which inspired the author to develop the model presented 
in this paper are presented in [10-11]. The former is a two-tier system for classifying 
the ECG signals into normal and ventricular beats, where the weights of the main 
neural net were multiplied by three second-order links of a patient model. The latter 
describes a hybrid neural net architecture which learns the problem of inverse Jaco-
bian control of a robot arm. The nonlinear mapping between Cartesian velocity and 
joint coordinates is modeled by a linear neural net which weights, corresponding to 
the entries in the inverse Jacobian matrix, are learned by an auxiliary context network. 

The context-dependent neural net model used in this paper assumes a division of 
net's inputs into primary and contextual. The former represent the problem being 
solved directly and correspond to the regular inputs of traditional nets, while the latter 
describe the context of the problem and are used to adjust the weights leading to  
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primary inputs. Therefore, these weights are not constant values (after the training 
process is completed), but are functions of the context. 

The paper describes the details of context-dependent neural net model and presents 
efficient conjugate gradient training algorithms for them. The effectiveness of the 
suggested algorithms is illustrated on two examples: 1) a synthetic classification task -
- XOR problem for 8 points placed in two contexts with shifted decision boundaries, 
2) real life regression task from bodyfat dataset. The clarity and simplicity of the sug-
gested algorithms are emphasized, as well as the straightforward generalization of 
traditional perceptron and its training algorithms to the context-dependent model. 

2 Context-Dependent Feedforward Neural Nets 

The models of a context-dependent neuron and multi-layer feedforward net are pre-
sented in [3], while their properties, including the relation to traditional model, the 
Vapnik-Chervonenkis dimension, discriminating hypersurfaces and the use of contex-
tual information, are discussed thoroughly in [2]. In this section the main concepts 
will be recalled as the foundation for the discussion of training algorithms. 

2.1 The Model of a Context-Dependent Neuron 

The context-dependent neuron is presented in fig. 1. 

 

Fig. 1. The model of a context-dependent neuron 

The main idea of this model is to separate primary and contextual inputs and oper-
ate on them in a different way. The neuron transforms primary inputs (vector X) simi-
larly to the classical neuron, although the weights to these inputs are functionally 
dependent on the vector of contextual inputs Z = [ z1, z2, ... , zP ]. The continuous de-
pendence of weights on the context vector is modeled with linear regression. 
The neuron’s output is given by 

 ( ) ( )0
1

S

s s
s

y w w x
=

 = Φ + ⋅ 
 

Z Z  (1) 
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where xs is the s-th primary input, S is the number of primary inputs, while Φ is the 
activation function and w0 is the neuron’s bias. 

The weights to primary inputs, and the bias, are modeled by the vector

( ) ( ) ( ) ( )1 2, , ,
T

Mv v v=   V Z Z Z Z of M independent basis functions of contextual 

inputs (basis functions are common for all weights in the net) and vectors of corres-
ponding coefficients am, where m = 1, 2, ... , M. The weight ws in the context specified 
by the vector Z is given by 

 ( ) ( ) ( ),
1

M
T

s s m m s
m

w a v
=

= ⋅ = ⋅Z Z A V Z  (2) 

where As is the coefficient vector ,1 ,2 ,, , ,
T

s s s s Ma a a =  A  . 

2.2 Context-Dependent Multi-layer Nets 

The model of a context-dependent multi-layer net is presented in fig. 2. The vector of 
contextual inputs is used to adjust the weights in all layers. The difference between 
traditional and context-dependent model is that in the former the contextual inputs are 
added to the first layer’s input vector and are directly used only by the first layer, 
while in hidden layers it is not possible to identify the influence of context data on the 
processing of primary inputs. In context-dependent net the context changes the whole 
mapping performed by the net - the character of the mapping is remained while its 
parameters change through the contexts. 

 

Fig. 2. Context-dependent multi-layer perceptron 

As in traditional nets, we may group weight vectors of all neurons in the layer in 
the weight matrix [ ]1 2, , , K=W W W W , where K is the number of neurons in the 

layer, and then use it for calculating the output vector for the whole layer 

( )T= Φ ⋅Y W X . As now the weights are functions of contextual inputs, calculation 
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of the layer's output should be preceded by calculation of weight values for current 
context. However, we suggest a one-stage algorithm: 

 ( ) ( ){ }T Ty  = Φ ⋅ = Φ ⋅ ⊗   W Z X A X V Z  (3) 

where A is the matrix of coefficients, similar to the one used previously in (3). 
Matrix A contains the coefficients for the weights of all neurons in the layer and is 

given by [ ]1 2, , , K=A A A A , where Ak is the coefficient vector for k-th neuron, 

concatenated from coefficient vectors for all its weights: 

 

,1

,2

,
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k
k

k S

 
 
 =
 
 
  

A

A
A

A


 (4) 

3 Training Algorithms for Context-Dependent Nets 

The special construction of coefficient matrix A, described in previous section, allows 
not only for faster and more direct output calculation, but is crucial for developing 
simple and efficient gradient-based training algorithms. 

3.1 Gradient Based Training Algorithms for Context-Dependent Nets 

Let us assume the error function of a context-dependent neuron, for one training  
example, in the form of the mean square error: 

 ( ) ( )( )( ) 2221 1 1
,

2 2 2
T

d dQ d y y y = = − = − Φ ⊗    X Z A X V Z  (5) 

where yd is the desired value on neuron's output. The error function’s gradient with 
respect to the neuron's coefficient vector A is given by 

 ( ) ( )( )'Q d u= ∇ = − ⋅Φ ⋅ ⊗Ag X V Z  (6) 

All the elements correspond to the gradient of traditional neuron’s error function 
with respect to its weight vector W, which would be given by: ( )'Q d u∇ = − ⋅Φ ⋅W X . 

The extension of the above formula to the case of multi-layer net with many outputs 
and a training set of many examples is straightforward. 

Coefficient updates for the steepest descent training algorithm are given by 

 1 1k k k kη+ += −A A g  (7) 
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where Ak is the neuron's coefficient vector in k-th training step, ηk is the learning 
coefficient and the error function's gradient gk in step k is given by (6). 

As mentioned above, due to the special structure of matrix A, the use of the  
Kronecker product, and the fact that the context-dependent neuron model is a genera-
lization of the traditional one, all gradient-based training algorithms designed for 
traditional neural nets may easily be extended for context-dependent ones just by 
substituting the input vector X with the Kronecker product X⊗V(Z). The simple 
steepest descent algorithm may easily be supplemented with momentum component, 
or adaptive learning rate. More efficient conjugate gradient algorithms are presented 
in the next section. 

3.2 Conjugate Gradient Algorithms for Context-Dependent Nets 

Conjugate gradient algorithms for traditional neural nets assume that the updates to 
the vector W of all the weights in the net are applied in the direction which is conju-
gate to the search directions in all previous iterations. 

Let us consider a vector A of all the context-dependent net's coefficients, used to 
model the dependence of each weight in the net on contextual variables. Let us gene-
ralize the traditional conjugate gradient training algorithm to context-dependent case. 

Similarly to the traditional algorithm, in first iteration the updates of vector A 
should be equal to the negative gradient of the error function with respect to this vec-
tor. Therefore the first search direction is given by 

 0 = −p g  (8) 

where g is given by (6). 
The next updates are applied according to 

 1k k k kη+ = + ⋅A A p  (9) 

where pk is the current search direction 

 1k k k kβ −= − +p g p  (10) 

composed of the current gradient gk, computed according to (6), and the previous 
search direction pk-1. The constant βk may be computed according to the Fletcher-
Revees algorithm [5]: 

 
1 1

T
k k

k T
k k

β
− −

⋅
=

⋅
g g

g g
 (11) 

or the Polak-Ribiere method [5]: 

 1

1 1

T
k k

k T
k k

β −

− −

Δ ⋅
=

⋅
g g

g g
 (12) 

where in both cases the gradients are computed using (6). 
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The update size should be determined with a line search procedure, however a 
simplified method using adaptive learning rate also provides reasonable performance, 
as demonstrated later. The context-dependent version requires a periodical reset of 
coefficient updates to the negative gradient after some training time, similarly to the 
original method. The simple approach restarts when the number of training epochs 
reaches the number of net's parameters -- in this case it is the number of coefficients 
in vector A, which is equal to the number of net's weights multiplied by the number of 
base functions used to model the weights' dependence on the context. Another widely 
used method - the Powell-Beale algorithm, restarts when the orthogonality between 
the current and the previous direction is lost. 

A short discussion on traditional and context-dependent nets' properties and train-
ing processes on two examples will accompany the classification application example 
presented in the next section. 

3.3 Classification Example – XOR Problem in Several Contexts 

The first synthetic example is an illustration of the idea of contextual classification. 
The task is to separate points into two classes as in standard XOR problem. The 
points are grouped in two contexts in such a way that the decision boundaries needed 
to separate them are rotated by 90 degrees (Fig. 3). Therefore the decision boundary 
has the same shape in both contexts and only changes its orientation from one context 
to another. The nature of the task is the same in both contexts, only with different 
parameters. 

The problem is suitable for a 2-2-1 context-dependent net (2 inputs, 2 hidden neu-
rons, one output) with 2 basis functions. In one fixed context it acts as a traditional 2-
2-1 net . In traditional net, the information about the context of the point is just added 
to the standard input vector, increasing the input space by one. Contrary to that, in 
context-dependent net the contextual data is supplied on the contextual input, which is 
then transformed by the vector of basis functions, used to model the dependence of 
weights on the context. As shown in [2], in one fixed context the context dependent 
net has the same discriminating properties as a corresponding traditional net with the 
same number of weights, while increasing the basis function vector by one function 
adds another context, in which the decision boundaries of the net may be adjusted 
independently of the boundaries in other contexts. 

The summary of training processes for 30 context-dependent 2-2-1 nets' are pre-
sented in Table 1. The nets were trained with different training algorithms, starting 
from the same initial coefficients for each algorithm. The following algorithms were 
used: desc - gradient descent, desc-alr - gradient descent with adaptive learning rate, 
mom - momentum, mom-alr - momentum with adaptive learning rate, conj - conjugate 
gradient algorithms using Fletcher-Reeves (FR) or Polak-Ribiere (PR) algorithm for 
calculating the βk coefficient, and line search (line) or adaptive learning rate (alr) 
algorithm for determining the training step size. 

All the nets used two basis functions and had unipolar sigmoid transfer functions in 
both layers. They were trained to maximum of 5000 epochs or until the mean square 
error was below 0.001. The most important indicator is the average number of epochs 
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to reach the desired error. As one can see, the conjugate gradient algorithms with line 
search outperform other algorithms. The results of a hybrid method (with adaptive 
learning rate algorithm for determining the step size) are also satisfactory, while less 
computationally demanding. 

 

Fig. 3. XOR task in 2 contexts 

For comparison, each context-dependent net was accompanied by a traditional 3-2-
1 net, with the additional standard input supplied with point's context, initialized with 
the initial weights of context-dependent nets averaged in both contexts. Although 
traditional nets were also able to learn the task, the training time was much longer. 

Table 1. Training results: XOR in 2 contents 

 net training method 
MSE epochs epochs 

average best 
1 traditional - mom-alr 0.00100 3439 2831 
2 traditional - conj-alr 0.00783 1752 913 
3 context-dependent - desc 0.00100 2768 1319 
4 context-dependent - desc-alr 0.00100 582 445 
5 context-dependent - mom 0.00100 2669 1328 
6 context-dependent - mom-alr 0.00573 887 439 
7 context-dependent - conj-FR-line 0.00077 130 69 
8 context-dependent - conj-PR-line 0.00082 267 48 
9 context-dependent - conj-FR-alr 0.00097 522 121 

10 context-dependent - conj-PR-alr 0.00100 799 366 
 
The training record plot for a typical traditional net trained with momentum and 

adaptive learning rate is presented in fig. 4, while for context-dependent net trained 
with conjugate gradient algorithm with line search -  in fig. 5. The plots present mean 
square error in both layers of the net and the whole net's classiffication error during 
training (the first layer's MSE error is estimated from backpropagation algorithm, 
while the second layer's error is real). Using conjugate gradient algorithm for training 
traditional net reduced training time, although did not smooth the error minimization 
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process as much as for context-dependent nets. This may be explained by the fact that 
traditional nets have to learn how to separate 8 points in 3-dimensional input space 
(including context), while context-dependent nets still learn to separate 4 points 
in 2-dimensional input space, while the dependence of separating boundaries on the 
context in on top of that process. 

 

Fig. 4. Training example - classification problem: XOR in 2 contexts - traditional net training 
record 

 

Fig. 5. XOR in 2 contexts - a context-dependent net training record 
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3.4 Regression Example - Bodyfat Dataset 

The results of training context-dependent nets a regression problem are presented in 
Table 2. The widely known bodyfat dataset was used, made freely available by 
Dr. A. Garth Fisher with the publication of [6]. The task is to determine the percent of 
body fat based on 13 other patient's parameters. One of them was age, which was 
arbitrary chosen as the contextual input. Context-dependent nets with 5 hidden neu-
rons and 3 basis functions were trained for 500 epochs. The average mean square 
error achieved with each training algorithm is given. Although the achieved error was 
not particularly impressive compared to the traditional net (what suggests a weak 
contextual dependency in this dataset, what is not analyzed in this paper), the gain 
over gradient descent algorithm may be seen. Let us also notice that the training time 
of context-dependent nets was only 2 times higher than for corresponding traditional 
net, while the number of adjustable parameters was 3 times higher for context-
dependent nets. That advantage in computational complexity is a result of the con-
struction of coefficient matrix and the use of on-stage output calculation. On the other 
hand, the observed longer time of conjugate gradient algorithms using line search may 
be minimized by parallelizing the error function calculations. 

Table 2. Training results: bodyfat 

 net training method MSE time 
1 traditional - mom-alr 0.01176 68,77 
3 context-dependent - desc 0.01594 131,60 
6 context-dependent - mom-alr 0.01240 174,24 
7 context-dependent - conj-FR-line 0.00595 702,44 
8 context-dependent - conj-PR-line 0.00539 676,14 
9 context-dependent - conj-FR-alr 0.00924 132,91 

10 context-dependent - conj-PR-alr 0.00641 133,31 

4 Conclusions 

Context-dependent multi-layer feedforward neural nets are powerful tools for solving 
problems with complex nonlinear dependencies between variables. 

In this paper efficient conjugate gradient training algorithms were presented and il-
lustrated with classification and regression problems. The implementation of fast 
training algorithms will allow for application of context-dependent nets in more real 
life problems, including classification, regression and time-series analysis tasks. 

A promising research field may be applying context-dependent nets in neural identi-
fication and control of complex systems, where the primary input-output mapping of the 
modeled object is dependent on some additional external variables. An example of such 
application was presented in [4]. In that paper a model context-dependent feedforward 
net was used to model a magnetorheological damper, which output – the force applied a 
building as a reaction to the measured displacement – is also dependent on its opera-
tional voltage. Context-dependent neural nets provide models, which are well fitted to 
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the contextual nature of such mappings, what results in faster training, better conver-
gence and error using smaller size nets, compared to standard neural nets. 

Further research will cover such problems as contextual version of the Levenberg-
Marquardt training algorithm, advanced methods of contextual pruning, as well as 
developing new architectures, e.g. context-dependent RBF and recurrent nets. 
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Abstract. A mutation introduced into a source code of a dynamically typed 
program can generate an incompetent mutant. Such a mutant manifests a type-
related error that cannot be detected before the mutant execution. To avoid this 
problem, a program mutation can be provided at run-time, or incompetent mu-
tants should be automatically detected and eliminated. We showed that the lat-
ter solution can effectively be applied providing selected mutation operators. 
This paper discusses mutation operators to be used for mutation testing of Py-
thon programs. Standard and object-oriented mutation operators were applied to 
the Python language. Python-related operators dealing with decorators and col-
lection slices were proposed. The operators were implemented in MutPy, the 
tool for mutation testing of Python programs, and experimentally evaluated.  

Keywords: mutation testing, mutation operators, Python, dynamically typed 
programming language.  

1 Introduction  

The Python programming language [1] belongs to the eight most popular program-
ming languages over the last decade [2]. As a dynamically typed language it might be 
more sensitive to small mistakes of programmers and more difficult to be tested in 
comparison to strongly typed programming languages, such as C++, Java or C#. Nev-
ertheless, the efficient testing of Python programs is indispensable. Therefore, we 
tried to apply the mutation testing approach to Python programs.  

Mutation testing is recognized as a beneficial method for evaluating of a test case 
suite as well as creating of effective test cases [3]. The main idea originates from the 
fault injection approaches in which a fault is intentionally introduced and should be 
revealed by adequate tests. A code of a mutated program is slightly changed in com-
parison to the original code. If only one change is applied we speak about first-order 
mutation. Introduction of many changes to the same program is called higher-order 
mutation. A modified program, which is named a mutant, can be run against a set of 
test cases. If after running a test a mutant behavior differs from the original program, 
the mutant is said to be killed by the test. If the test suite did not reveal the change, 
either these test cases are insufficient and should be supplemented, or the mutant is 
equivalent one and no test could kill it.  
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The changes of programs are specified with mutation operators. Standard opera-
tors, also called traditional or structural ones, are easily applied in any general pur-
pose strongly typed programming languages, e.g. arithmetic ‘+’ is substituted by  ‘-‘. 
In object-oriented languages, several additional operators are used, which are devoted 
to object-oriented features. There are several studies on mutation operators concern-
ing strongly typed languages, including structural languages [4,5] and object-oriented 
ones [6-10]. Applicability of specific language features to mutation testing operators 
was discussed in [11]. Analogies and differences among operators of different lan-
guages were shown in [12]. The question is whether these operators are applicable in 
a dynamically typed language, especially in Python. The Python language has also 
some specific aspects that should be tested, and therefore they could be considered by 
Python-related mutation operators.  

The main obstacle of applying the mutation approach to a dynamically typed lan-
guage is a fact that a mutant often cannot be verified before the run-time. The type 
relations in a programming statement and their correctness are not known before the 
mutant is called. A mutant can be syntactically correct but violets dynamic binding 
properties of the type system at runtime, hence is incompetent one. The general solu-
tion would be providing all mutations during the program execution. This approach to 
mutation of dynamically typed programming languages was considered by Botacci in 
[13]. The ideas were discussed on JavaSript examples, but were not put into a praxis.  

In this paper, we followed a more practical approach. Selected mutation operators 
only sometimes generate incompetent mutants. This sort of cases can be automatically 
detected at run-time, and a mutant like this will be not counted to results of mutation 
testing. Experiment results showed, that the overhead cost concerning the elimination 
of such incompetent mutants is not very big for this set of mutation operators. Incom-
petent mutants can be handled by a mutation tool.  

Based on mutation operators used in different programming languages (Fortran, C, 
Java, C#) and on Python programming features, a set of operators was determined that 
is applicable to Python programs. In this paper, we presented this set, basic principles 
of operator selection and detailed description of some Python-related operators. An 
exhaustive discussion about adaptation of all operators to the Python statements is 
omitted due to brevity reasons and can be found in [14]. 

Mutation operators discussed in this paper were implemented and experimentally 
examined using MutPy - a mutation testing tool for Python programs [15,16]. The set 
of operators in MutPy is so far the most comprehensive among all mutation tools for 
Python programs. It is the only tool supporting OO operators in Python. Other tools 
are either simple and not updated like Pester [17] or a proof of concept with 2-3 oper-
ators like PyMuTester [18] and Mutant [19]. The only exception is a recently devel-
oped Elcap [20] that introduces mutations at the abstract syntax tree level, similarly to 
MutPy. Elcap supports 8 structural mutation operators. 

The rest of this paper is structured as follows. In the next Section we discuss  mu-
tation testing of dynamic languages as well as standard and OO operators that can be 
used in Python programs. Section 3 introduces mutation operators that were designed 
for selected features of the Python language. Experiments on mutation operators with 
Python programs are presented in Section 4, and Section 5 concludes the paper. 
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2 Adaptation of Mutation Operators to the Python Language  

In strongly typed programming languages, a code replacement defined by a standard 
mutation operator can be verified by a static analysis. Types of data, variables and 
operators, as well as type consistency rules are known at the compilation time. There-
fore, we can assure that a mutated program will be correctly compiled, and a mutation 
is not a source of type-related errors encountering at run-time.  

The application of some object-oriented mutation operators is more complicated 
because they can depend on various conditions, e.g. other classes in an inheritance 
path [8,9]. However, while checking sufficient correctness conditions it is possible to 
avoid invalid code modifications.  

2.1 Mutation of Dynamically Typed Programming Languages  

Generation of mutants in a dynamically typed language can provide problems of type 
control [13]. Without a knowledge about types of variables, a mutation tool could 
introduce an invalid mutation, i.e. a mutant execution ends with a type related excep-
tion. This problem can be illustrated by a Python code example. The original program 
includes the following code, shown on the leftt hand side. If AOR (Arithmetic Opera-
tor Replacement) mutation operator is applied, the following mutant can be generated: 

Example before mutation:   after mutation: 

 def add(x, y):           def add(x, y): 
  return x + y            return x - y 

A mutant like this could be run with various parameters. If add is called with in-
teger values, e.g. add(2,2), the mutation will be valid. The mutant outputs value of 0, 
whereas the original program ends with 4. However, the function add could also be 
executed with string parameters. For example, calling of add(‘a’, ‘b’) gives in the 
original program concatenation of those two strings - ‘ab’. On the other hand, mutated 
version of the function cannot be executed because there is no string subtraction oper-
ation. After this kind of call, the TypeError exception is raised. Before the program 
execution, we could not determine types of variables x and y, therefore a part of mu-
tants generated by AOR would be incompetent.  

2.2 Mutation Operators from other Languages Applied to Python 

The analysis of existing mutation operators was founded on operators designed and 
successfully applied in mutation testing tools for the following languages: Fortran 
(Mothra [4]), C ( Proteum [5]), Java (MuJava [7]), and C# (CREAM [22]). There are 
many structural operators, but considering a different syntax of the Python language, 
the set of structural operators was preliminarily reduced. For example, there are no 
goto and do-while statements, hence C-like operators that change this sort of instruc-
tions are not applicable for Python programs. 
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Then, a systematic review of the operators was performed on an initial set of po-
tential operators. The set consisted of 19 traditional operators and 36 object-oriented 
ones. Selecting an operator, we took into account its applicability to Python and a 
manifestation of a possible fault made by a program developer. Moreover, we try to 
avoid operators that can generate a substantial number of incompetent mutants. This 
assessment was based on a program static analysis and preliminary experiments per-
formed using a previous version of the MutPy tool. 

In general, operators that demand to add a new element to a mutant are risky ones. 
More safe are operators that delete or change a program element. This idea can be 
illustrated by an example. A statement y = ~ x can be mutated by omitting a bit-
wise negation operator. The outcome is a valid mutant y = x. The reverse muta-
tion, i.e. adding ‘~’ operator, would generate in most cases an incompetent mutant. 

Other mutation operators that generate mostly incompetent mutants deal with subs-
titution of variables, objects or constants, with other variables, objects or constants. If 
a type of a programming item to be substituted is not known, a number of potentially 
generated mutants will be very high; much higher than in a strongly typed language. 
On the other hand, the most of mutants like these would be incompetent. Therefore, 
such operators were not included into the final set of operators to be implemented. 

The Python language supports basic object-oriented concepts, thus we also try to 
adopt object-oriented mutation operators used in Java or C#. However, while analyz-
ing these operators, we can perceive that many of them are not suitable for Python. 
Several keywords are not used in the way as in Java or C#, for example override, 
base, static before a class field. Some constructions, common to strongly typed lan-
guages, like type casting or method overloading are also not used. Therefore, about 20 
object-oriented mutation operators were excluded. 

In the next step, we omitted object-oriented operators that could be defined in Py-
thon, but require type-based verification during application. For example, operator 
PRV (Reference Assignment with other Compatible Type) was omitted. Without type 
verification, these operators would mostly generate incompetent mutants. 

Other operators refer to an optional usage of selected structures. For example, in 
Java and C# a keyword this can in many cases be used or not. The analogous keyword 
self is obligatory used in Python. Therefore, the operator JTI that deletes this kind of 
keyword is not applicable to Python.  

After the analysis, remaining operators adapted for Python were implemented in 
the mutation tool. They are listed in Table 1, indicating an operator category: S - 
structural and OO - object-oriented.; and one operator falls in both categories. 

New operators related to specific constructions of the Python language were also 
proposed (Python-related column). They are discussed in Section 3. 

The last column indicates trial operators that were considered for Python programs, 
but finally did not include into the recommended set of mutation operators supported 
by the MutPy tool. According to the program analysis and experiments they provide 
many incompetent mutants and/or do not significantly contribute to the quality evalu-
ation of tests or mutation-based test generation.  

A detailed specification of all operators can be found in [14].  
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Table 1. Mutation operators for Python implemented in MutPy v 0.3 

Operator Category Python-related Trial 

AOD Arithmetic Operator Deletion S   

AOR Arithmetic Operator Replacement S   

ASR Assignment Operator Replacement S   

BCR Break Continue Replacement S   

COD Conditional Operator Deletion S   

COI Conditional Operator Insertion S   

CRP Constant Replacement S   

DDL Decorator Deletion S, OO v  

EHD Exception Handler Deletion OO   

EXS Exception Swallowing OO   

IHD Hiding Variable Deletion OO   

IOD Overriding Method Deletion OO   

IOP Overridden Method Calling Position Change OO   

LCR Logical Connector Replacement S   

LOD Logical Operator Deletion S   

LOR Logical Operator Replacement S   

ROR Relational Operator Replacement S   

SCD Super Calling Deletion OO   

SCI Super Calling Insertion OO   

SIR Slice Index Remove S v  

CDI Classmethod Decorator Insertion OO v v 

OIL One Iteration Loop S  v 

RIL Reverse Iteration Loop S v v 

SDI Staticmethod Decorator Insertion OO v v 

SDL Statement Deletion S  v 

SVD Self Variable Deletion OO  v 

ZIL Zero Iteration Loop S  v 

3 Python-Related Mutation Operators  

Various notions of the Python language [1], such as decorator, index slice, loop 
reversing, membership relation, exception handling, variable and method hiding, 
self variable were considered for mutation operators. New operators designed for 
some features, and selected after preliminary experiments are presented below. 
Other Python features were used in the scope of the adopted operators, e.g. the 
membership operator in can be negated by the COI operator (Conditional Operator 
Insertion) [14]. 
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3.1 Decorators 

Decorator is a function wrapper, which transforms input parameters and a return val-
ue of an original function. In Python, decorators are mostly used to add some beha-
vior to a function without violating its original flow. A decorator is a callable object 
that takes a function as an argument and returns also a function as a call result. In a 
Python program, all decorators should be listed before a function definition and ought 
to be started with ‘@’ sign.  

The following example presents a simple decorator, which prints all positional ar-
guments and a return value of a given function. 

def print_args_and_result(func): 
  def func_wrapper(*args): 
    print(‘Arguments:’ , args) 
    result = func(*args) 
    print(‘Result:’, result) 
    return result 
  return func_wrapper 

This decorator can be applied to a simple add function as follows: 

@print_args_and_result 
def add(x, y): 
  return x + y 

After calling the decorated function, e.g.  add(1,2), we obtain the  following output: 

Arguments: (1,2) 
Result: 3 

Three mutation operators dealing with the decorator notion were proposed: DDL  
Decorator Deletion, CDI Classmethod Decorator Insertion, and SDI Staticmethod 
Decorator Insertion. 

The DDL operator deletes any decorator from a definition of a function or method.  
Example before mutation:   after mutation: 

1 class X:              class X: 
2   @classmethod 
3   def foo(cls):           def foo(cls): 

While using the @classmethod decorator, a method of a specialized class object is 
assigned as a first argument. If this decorator is deleted, the first argument is a default 
one. The method can be called from an object instance x.method(), where x is an in-
stance, or using a class X.method(), where X is a class name. The latter case results in 
an incompetent mutant, but both cases can only be distinguished at run-time. 

The DDL operator can also delete the @staticmethod decorator. The number of ar-
guments accepted by the method without this decorator is incremented. The mutant 
will be valid if the modified method has a default argument that was not given in a 
method call. Otherwise, the mutant will be incompetent.  
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The DDL operator also deletes other decorators. If more than one decorator is as-
signed to an artifact all of them will be deleted.   

The remaining two operators dealing with delegates were classified as trial ones. 
Both operators insert a decorator to a method definition, namely CDI inserts 
@classmethod and SDI @staticmethod. Operators inserting a new element into a 
program are usually a source of incompetent mutants, and the same occurred here.  

3.2 Collection Slice 

An element of a collection can be referred in Python programs using the access opera-
tor ‘[]’ with an appropriate index (or a key in case of the dict type). It is also possible 
to use this operator for obtaining a subset of a collection, so called slice. The syntax 
of the ‘[]’ operator usage is the following: 

collection[start:end:step] 

where start is the index of the first element of the slice, end the last element, and step 
a metric between two consecutive elements of a slice. Each of these three arguments 
is optional. The slice elements are taken from the beginning of a collection if start is 
missing, and will go the collection end if no end element is defined explicitly. The 
following examples are valid slices of collection x:  

 x[3:8:2]  x[3:8]   x[::2]  x[3:] 

Mutation operator SIR Slice Index Removal deletes one argument of the slice defi-
nition: start, end or step. Each removal gives a syntactically correct slice. 
Example before mutation:   after mutation: 

 x[1:-1]            x[:-1] 

3.3 Loop Reversing 

A loop in a Python program is realized by the for statement. Any loop can be iterated 
in the reverse order, which is completed by function reversed(), a built-in function of 
the Python language. 

Mutation operator RIL Reverse Iteration Loop changes direction of a loop itera-
tion. However, the preliminary evaluation of the operator indicates that many equiva-
lent mutants can be generated by the operator.  
Example before mutation:   after mutation: 

 for x in y:          for x in reversed(y): 

4 Experiments 

The mutation operators listed in Table 1. were implemented in MutPy - a mutation 
testing tool for Python 3.x source code [15,16]. It applies mutation on the abstract 
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syntax tree (AST) level of a program. MutPy also supports higher order mutation and 
code coverage analysis [22]. 

In this section, results of the first order mutation testing in dependence on different 
mutation operators are presented. We carried out experiments on four Python pro-
grams [15,22]. The results are summarized in Table 2. The number of all mutants 
generated using a particular mutation operator is shown in the column All. In further 
columns, a distribution of this number is given, including the number of mutants that 
were killed by tests, killed by timeout, classified as incompetent mutants and remain 
not killed. Mutants are killed by tests when a test output differs from the output of the 
original program. Mutants are killed by timeout when the execution time exceeds a 
time limit calculated as approximately five times the original execution time.  

Table 2. Mutation testing results 

Operator 
Mutant number Mutation 

Score 
All 

Killed by 
tests 

Killed by 
timeout 

Incompetent 
Not killed

AOD 38 25 1 0 0.0% 12 68.4%

AOR 740 441 5 117 15.8% 177 71.6%

ASR 82 67 4 3 3.7% 8 89.9%

BCR 14 7 4 0 0.0% 3 78.6%

COD 141 121 0 8 5.7% 12 91.0%

COI 601 511 5 39 6.5% 46 91.8%

CRP 2378 1435 3 47 2.0% 893 61.7%

DDL 16 0 0 7 43.8% 9 0.0%

EHD 37 21 0 9 24.3% 7 75.0%

EXS 55 36 0 4 7.3% 15 70.6%

IHD 27 11 0 0 0.0% 16 40.7%

IOD 47 25 0 6 12.8% 16 61.0%

IOP 4 0 0 0 0.0% 4 0.0%

LCR 61 36 0 15 24.6% 10 78.3%

LOD 7 7 0 0 0.0% 0 100.0%

LOR 136 121 1 0 0.0% 14 89.7%

ROR 512 423 4 5 1.0% 80 84.2%

SCD 4 1 0 0 0.0% 3 25.0%

SCI 43 7 0 8 18.6% 28 20.0%

SIR 85 61 4 0 0.0% 20 76.5%

Sum 5028 3356 31 268 5.3% 1373 71.2%

 
A mutant is classified as incompetent if the TypeEror exception is raised during 

running it with tests. The exception is detected by the mutation tool, and this mutant is 
not counted to the overall mutation score of the program. The whole time of the muta-
tion process is increased due incompetent mutants, proportionally to their number. 
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However, as we can observe in Table 2, there were only 5.3% of incompetent mutants 
in comparison to all generated mutants. The percentage of incompetent mutants is 
different for various mutation operators. There are few operators for which about 15% 
- 25% of mutants was incompetent. A high number of incompetent mutants (43.8%) 
was also detected for the DDL operator. This is one of Python-related operators in-
cluded into the final operator set, and it confirmed suspicions about possible many 
incompetent mutants. On the other hand, the handling of incompetent mutants is 
transparent to a user, and the overall overhead (few %) can be accepted.   

The last column gives the mutation score. This measure reflects the ability of tests 
to kill the mutants. The mutation score is calculated as a sum of mutants killed by 
tests and killed by timeout divided by all generated and competent mutants. The exact 
calculation of mutation score should exclude equivalent mutants, i.e. mutants that 
have behavior equivalent to the original program and cannot be killed. In the current 
version of the MutPy tool, automatic classification of equivalent mutants is not sup-
ported. Therefore, the results can be treated as a lower bound of the mutation score, 
so-called mutation score indicator. However, it can be observed that CRP operator 
generated extremely many mutants. Many of them were not killed but also were not 
equivalent to the original program, as, for example, they change a string value to be 
displayed and this message content was typically not verified by tests. 

5 Conclusion 

The selection of discussed mutation operators were based on two general premises. 
The operator should be firstly useful and secondly effectively applicable in the muta-
tion testing process of a dynamically typed language. The considered mutation 
process assumed application of operators into an intermediate form of a program be-
fore the run time, and an automatic detection of incompetent mutants.  

All mutation operators presented in the paper were implemented in the mutation 
tool and experimentally verified. Experiments showed that only a few percent of gen-
erated mutants were incompetent, which gave an upper bound of the time overhead. 
This confirms the practical solution used in the MutPy tool providing a wide scope of 
various operators. Further experiments on mutating Python programs consider some 
techniques of mutation cost reduction and higher-order mutation [22]. 

An open question remains an extension of the mutation process with mutation op-
erators used in strongly typed languages, but omitted due to the tendency of generat-
ing many incompetent mutants. If a mutant like this deals with a programming feature 
that could be easily verified with static analysis, then the operator is not worthwhile to 
be implemented. Otherwise, if such an operator is creating valid mutants apart from 
the incompetent ones, and these mutants could be used for verifying important lan-
guage features, then it could be beneficial to create an additional environment for the 
run-time generation of this kind of  mutants.  
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Abstract. The paper includes a proposal of a new approach of coherent concur-
rent task scheduling and resource assignment, which are characteristic for the 
problem of dependable system synthesis. Task scheduling, resource partition, 
task and resource allocation are basic problems in high-level synthesis of com-
puter systems. Synthesis may have a practical application in developing tools 
for computer aided rapid prototyping of such systems. 

Keywords: synthesis of computer system, scheduling, multiprocessors, depen-
dability. 

1 Introduction 

The goal of high-level synthesis of computer systems is to find an optimum solution 
satisfying the requirements and the constraints enforced by the given specification of 
the system. The following criteria of optimality are usually considered: costs of sys-
tem implementation, its operating speed and dependability, i.e. reliability, availability 
and fault tolerance. 

A specification describing a computer system may be provided as a set of interac-
tive tasks. In any computer system certain tasks are implemented by hardware. The 
basic problem of system synthesis is partitioning system functions due to their hard-
ware and software implementation. The goal of the resource assignment is to specify 
what hardware and software resources are needed for the implementation and to as-
sign them to specific tasks of the system, even before designing execution details [1, 
7]. In the synthesis methods used so far, software and hardware parts are developed 
separately and then composed, which are resulting in cost increasing and decreasing 
quality and reliability of the final product.  

Task scheduling is one of the most important issues occurring in the synthesis of 
operating systems responsible for controlling allocation of tasks and resources in 
computer systems. 

The objective of the research is to present the concept of combined approach to the 
problem of system synthesis, i.e. a coherent solution to task scheduling and resource 
partition problems. In this paper was presented the model and the approach, which are 
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proposals allowing synergic design of hardware and software for performing opera-
tions of the computer system [5]. 

Another important issue that occurs in designing computer systems is assuring 
their fault-free operation. Such synthesis concentrates on developing dependable and 
fault-tolerance architectures and constructing dedicated operating systems for them. 
In these systems an appropriate strategy of self-testing during regular exploitation 
must be provided. In general, fault tolerance architectures of computer systems are 
multiprocessor ones. The objective of operating systems in multiprocessor systems is 
scheduling tasks and their allocation to system resources. For fault tolerance operating 
system, this means scheduling usable and additionally testing tasks, which should 
detect errors of executive modules, in particular processors [9, 10].  

Modeling fault tolerance systems consists of resource identification and task sche-
duling problems which are both NP-complete [2, 6]. Algorithms for solving such 
problems are usually based on heuristic approaches. The objective of this paper is to 
present the concept of combined approach to the problem of fault tolerant system 
synthesis, i.e. a coherent solution to task scheduling and resource assignment prob-
lems. The solution includes also the system testing strategies.  

2 The Classical Process of Computer System Synthesis 

The term synthesis of computer systems affects hardware and software [4, 7]. The 
classical synthesis process consists of the following general stages (Figure 1): 

 
System specification 

Resource assignment Task scheduling 

Allocation of task and resource 

Resulting system 

 
Fig. 1. The classical process synthesis of computer system 

 
1. Specification of the system in terms of its functions and behaviour – re-
quirements and constraints analysis. The system description in a high-level lan-
guage, abstracting from a physical implementation. 
2. Selection of the system architecture and control. 
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3. Resource partitioning – architecture development. 
4. Task scheduling – system control development. 

 
The system being constructed consists of hardware elements and software compo-
nents performed by selected hardware modules. The system is specified by a set of 
requirements to be performed. The requirements specify also the expected system 
reliability. 

In general, each requirement may be satisfied by hardware elements or software 
components executed by general processors and memories. Obviously, at this stage of 
design, one must take into account appropriate system constraints and criteria of de-
pendable and optimal system operation. Accordingly, the key issue in the synthesis is 
efficient partitioning of system resources due to their hardware and software imple-
mentation, providing assertion of all requirements and the minimum implementation 
cost.  

Such partitioning methodology may accept, as a starting point, assignment of the 
hardware implementation to all system functions and further optimization of project 
costs, search for possibilities of replacing certain tasks realized by hardware with their 
software equivalents. Other methods of the resources partitioning start with an exclu-
sive software implementation and further search for implementation of certain tasks 
by hardware. In both approaches the objective is optimization of the implementation 
cost of the same tasks, i.e. in particular minimization of  the execution time by spe-
cialized hardware. Obviously the requirements and constraints, especially those re-
garding time and dependability, have decisive influence upon selection of necessary 
hardware components. The measure for an efficient implementation of a multiproces-
sor system is the degree of its modules utilization, minimized idle-time of its elements 
and maximized parallel operation of its elements [12]. 

A non-optimum system contains redundant modules or modules that are exces-
sively efficient in comparison to the needs defined by the tasks what, consequently, 
increases the system cost. In high-level synthesis, the optimization of the designed 
system costs and speed is usually an iterative process, requiring both changes in the 
architecture and task scheduling. 

That is, why an optimum system may be created as a compromise between the sys-
tem control algorithm and its hardware organization. 

3 The Model for the Problem of Scheduling in Dependable 
Computer System Synthesis 

System synthesis is a multi-criteria optimization problem. The starting point for con-
structing our approach to the issues of hardware and software synthesis is the deter-
ministic theory of task scheduling [3]. The theory may serve as a methodological 
basis for fault tolerance multiprocessor systems synthesis. Accordingly, decomposi-
tion of the general task scheduling model is suggested, adequate to the problems of 
fault tolerance system synthesis. 
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From the control point of view such a model should take into account the tasks, 
which may be either preemptable or nonpreemptable. These characteristics are defined 
according to the scheduling theory. Tasks are preemptable when each task can be inter-
rupted and restarted later without incurring additional costs. In such a case the schedules 
are called to be preemptive. Otherwise, tasks are nonpreemptable and schedules non-
preemptive. Preemptability of tasks in our approach cannot be a feature of the searched 
schedule – as in the task scheduling model so far. The schedule contains all assigned 
tasks with individual attributes: preemptive, nonpreemptive. From the point of view of 
the system synthesis, the implementation of certain tasks from the given set must be 
nonpreemptible, for the other may be preemptible (what, in turn, influences significantly 
selection of an appropriate scheduling algorithm).  The above approach allows for inclu-
sion into the discussed set of tasks also the system functions that are operating in real 
time. They must be realized by the hardware elements, often specialized ones. In such 
cases, the model is relevant to the synthesis of multiprocessors computer system. The 
set of functions not only models software units realized by a general hardware (proces-
sors and memories), but may represent all functions of the system, including those 
which must be realized by specialized components (e.g. hardware testing tasks). Moreo-
ver, we wish to specify the model of task scheduling in a way suitable for finding opti-
mum control methods (in terms of certain criteria) as well as optimum assignment of 
tasks to universal and specialized hardware components.  

Accordingly, we shall discuss the system: 

S =  { R, T, C } (1) 

where: R – is the set of resources (hardware and software), T – is the set of the tasks 
(operations), C – is the set of optimization criteria.  
 
Resources. We assume that processor set P = {P1, P2,…, Pm} consists of m elements 
and additional resources A = { A1, A2,…, Ap} consist of  p elements. 
 
Tasks. We consider a set of n tasks to be processed with a set of resources. The set of 
tasks is divided into 2 subsets: T1 = {T1

1, T2
1,…, Tn1

1}, T2 = {T1
2, T2

2,…, Tn2
2}, where 

n = n1 + n2 [1, 2]. Each task Ti
1 (i = 1,2,…, n1) requires one arbitrary processor for its 

processing and its processing time is equal to ti
1 . Similarly, each task Ti

2 (i =1, 2,…, 
n2), requires 2 arbitrary processors simultaneously for its processing during a period 
of time whose length is equal to ti

2. A schedule is called feasible if, besides the usual 
conditions, each task Ti

1 is processed by one processor and each task Ti
2 is processed 

by 2 processors at a time. A feasible schedule is optimal, if it is to minimized length. 
Each task is defined by a set of parameters: 

• Resource requirements. The task may additionally require j units of resource Ai. 
• Execution time. 
• Ready time and deadline. 
• Attribute - preemptable or nonpreemptable. 
The tasks set may contain defined precedence constraints represented by a digraph 
with nodes representing tasks, and directed edges representing precedence constraints. 
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If there is at least one precedence constraint in a task set, we shall refer it to as a set of 
dependent tasks; otherwise they are a set of independent tasks.  

Let us assume that dependable system resources include general parallel processors 
and specialized processors. As for tasks, we assume one-processor tasks used for 
modeling usable preemptable/nonpreemptable and dependent tasks, and two-
processor tasks, for which we assume time and resource non-preemptiveness.  
Two-processor tasks model the testing tasks (e.g. one processor checks the other). 
Testing tasks may be dependent on the defined time moments of readiness to perform 
and to complete assigned tasks. Two-processor tasks may realize a defined strategy of 
testing a dependable system.  
 
Optimality criteria. As for the optimality criteria for the system being designed, we 
shall assume its minimum cost and maximum operating speed.  

4 Coherent Process of Dependable System Synthesis 

Modeling the joint search for the optimum task schedule and resource partition of the 
designed system into hardware and software parts is fully justified. Simultaneous 
consideration of these problems may be useful in implementing optimum solutions, 
e.g. cheaper hardware structures. With such approach, the optimum task distribution 
is possible on the universal and specialized hardware and defining resources with 
maximum efficiency. We propose the following schematic diagram of a coherent 
process of fault tolerance systems synthesis (Figure 2).  
 

 

Fig. 2. The process coherent synthesis of dependable computer system 

The suggested coherent analysis consists of the following steps:  

1. Specification of requirements for the system,  

System Specification 

Set of tasks (requirements and 
constraints) 

Database of 

resources 
Initial set of resources 

System operation analysis Dependable structure. 
Set of testing tasks 

Task 
scheduling 

Task and resource allocation 

System performance analysis 
Resource  
partition 

Resources set 
modifications 

Resulting system  
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makes it possible to realize the following test of audio-video controller. Eventually, 
test of checking cooperation between processor and memory is being executed (T9). 
We will assume executing times of tasks the following: t0 = 3, t1 = 2, t2 = 2, t3 = 1, t4 
= 3, t5 = 3, t6 = 4, t7 = 3, t8 = 1, t9 = 1. 

As an optimal criterion for projecting system we will assume minimization of ex-
ecuting time for all testing tasks – minimization of testing tasks schedule length. The 
second considered optimal criterion is system cost which takes into consideration cost 
of all hardware resources. Cost of system is: 

CS  = m * CP  + i * CM (2) 

where: CP – processor cost, CM – memory cost, i – number of memory modules equal 
number of tasks assigned to general processors, m  –  the number of identical parallel 
processors. 
Additional requirements of designing system, we will assume as the following: 

RI There is necessary a deadline of all tasks without delays executing which equals 13 
time units. 

RII There is necessary execute task T6 (because disc controller usually operating in 
real-time) nonpreemptable. 

RIII There is necessary a critical line for T6 task which equals 9 time units. 
RIV There is desirable a deadline, executing all processes without delay, equal 9 time 

units. 

5.2 Project of Structure and Schedule in Non-dependable System 

If we consider two identical and parallel processors, then this optimal schedule fulfills 
requirement RI that will realize Muntz and Coffman algorithm [3] (Fig. 4).  
 

Req. time 1 2 3 4 5 6 7 8 9 10 11 12 13 

RI 
P1 T0 T1 T4 T6 T7 T6 T7 
P2  T2 T3 T5 T6 T7 T5 T8 T9 

RII 
P1 T0 T1 T4 T6 T7 
P2  T2 T3 T5 T4 T5 T7 T8 T9 

RIII 
P1 T0 T1 T6 T3 T5 T7 
P2  T2 T5 T4 T5 T7 T8 T9 

RIV 
P1   T2 T6 T1 T3 T8 T9 

ASIC T0  T4 T6   T5 T7          idle time  

Fig. 4. Realized requirements RI, RII, RIII, RIV 

 
Cost of this system – with assumption that every processor needs one memory unit, 

equals CS = 2*CP +10*CM. Taking into consideration requirement RII it is necessary 
to correct tasks schedule. System cost does not change. For requirement RIII realiza-
tion there is necessary further correction of tasks schedule.  System cost does not 
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processor completes processing of usable tasks in 9 time units, while ASIC processor 
completes performing its function in 8 time units. Accordingly, the required deadline 
was reached in 9 units.  
 

Req. time 1 2 3 4 5 6 7 8 9 10 11 12 13 

RI 

P1 T12 T0 T0 T13 T1 T31 T14 T21 T7 T41 T7 T6 T12 
P2 T12 T23  T1 T24 T4 T4 T21 T32 T6 T42 T8 T12 
P3 T0 T23 T34 T13 T2 T31 T5 T4 T32 T5 T5 T43 T7 
P4  T34 T2 T24 T3 T14 T6 T6 T41 T42 T43 T9 

RII 

P1 T12 T0 T0 T13 T1 T31 T14 T21 T7 T41 T6 T7 T12 
P2 T12 T23  T1 T24 T4 T4 T21 T32 T6 T42 T8 T12 
P3 T0 T23 T34 T13 T2 T31 T5 T4 T32 T5 T5 T43 T7 
P4  T34 T2 T24 T3 T14 T6 T6 T41 T42 T43 T9 

RIII 

P1 T12 T0 T0 T13 T1 T31 T14 T21 T7 T41 T4 T7 T12 
P2 T12 T23  T1 T24 T6 T6 T21 T32 T4 T42 T8 T12 
P3 T0 T23 T34 T13 T2 T31 T5 T4 T32 T5 T5 T43 T7 
P4  T34 T2 T24 T3 T14 T6 T6 T41 T42 T43 T9 

Fig. 6. Tasks schedule satisfying the requirement RI in a four-processor system (Req. RI), the 
requirements RI and RII in a four-processor system (Req. RII), the requirements RI, RII, and 
RIII in a four-processor system (Req. RIII) – Structure 1 

For the requirements: RI, RI+RII, RI+RII+RIII :  m = 4,  nu = 10, p = 0. For the 
requirements RI+RII+RIII+RIV, in the first variant, m = 5, nu = 10, p = 0. In the 
second variant, where one ASIC processor is applied, m = 3, nu = 6 and p = 1.   
 
St. time 1 2 3 4 5 6 7 8 9 10 11 12 13 

2 

P1 T12   T13 T3 T4 T14 T9 T15 T21  
P2 T12 T23  T2 T2 T24 T5 T5 T25 T8 T21 T32  
P3 T23 T34 T6 T13 T5 T35 T4 T4 T9 T32 T43 
P4 T0 T0 T34 T45 T1 T24 T6 T14 T7 T7  T43 
P5  T0 T45 T6 T6 T35 T7 T25 T15  

3 

P1 T12 T2 T13 T21 T1 T31 T12 T8 T13

P2 T12 T23 T2 T21 T32 T1 T12 T23 T13

P3 T23 T13 T6 T32 T31 T3 T23 T9

ASIC T0  T4 T6 T5 T7

Fig. 7. Tasks schedule satisfying the requirements RI, RII, RIII and RIV:  in the five-processor 
system – Structure 2 and in the three-processor system with the specialized processor – Struc-
ture 3 

The cost of the developed system shall be estimated as follows. If we assume that 
each usable task performed by a universal processor needs one memory unit dedicated 
to such task, and task assigned to ASIC processor do not need dedicated memory 
units the system cost is: 

CS  =  m * CP  + nu * CM  + p * CASIC (3) 
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where:  m  –  the number of identical parallel processors, nu – the number of tasks 
assigned to general processors, p – the number of specialized ASIC processors de-
voted for processing remaining (n – nu) tasks.  

6 Conclusions 

In this paper an attempt of combined approach to high-level system synthesis is pre-
sented. This synthesis is directed to systems with self-testing of their main resources, 
i.e. the processors.  

Such approach in designing dependable systems is applied self testing multiproces-
sor tasks. The following system optimization criteria are accepted: minimum operat-
ing time and minimum cost. Combined implementation of resource partitioning and 
task scheduling can provide better solutions that those obtained with separate resource 
partitioning and task scheduling. The synergic solution is a result of cooperation be-
tween the scheduling algorithms and the algorithm responsible for resource partition. 
This conforms the correctness of the concept of joint development of hardware and 
software parts in system design. 

The model presented for coherent synthesis and the approach to the self testing al-
low a further research in this area. One may specify additional optimality criteria, e.g. 
minimum power consumption of the designed system (which is particularly signifi-
cant for built-in and mobile systems) [11]. For the proposed system’s relevance to real 
systems, one should take into account the processes of communication between re-
sources and tasks, preventing resource conflicts, as well as extend the available re-
sources sets, for example by programmable and configurable structures [10]. From a 
dependable system point of view, the testing and diagnosis scheme is significant for 
the system's fault tolerance. This work presents only one of the methods of providing 
self-testability of the designed system. Reliability is particularly significant for real 
time systems. That is why the synthesis should include the criterion of the task sche-
duling optimality before deadlines. The problem of the combined synthesis is a multi-
criteria optimization problem. Taking into account several criteria and the fact that 
optimization of one criterion results often in worsening of the second one, the Pareto 
optimization [12] can be a right solution providing a trade-off between multiple crite-
ria. The optimum solution in such case shall be the one not dominated by any other 
solution in the whole solution space. There is no single optimum in such case, but a 
set of solutions trying to satisfy contradictory criteria. Thus, as result of a coherent 
system synthesis, we obtain a set of solutions that are optimal in the Pareto sense. 

The optimum solution in such case shall be the whole expanse of solutions. The 
above issues are now studied.  
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Abstract. Most techniques for quantitatively analysing the temporal fault trees 
of safety-critical systems are used with the assumption that the systems under 
study have exponentially distributed component failures. However, it is not im-
possible for real world systems to have various components with different fail-
ure distributions. This paper presents a simulation approach – Monte Carlo – for 
modelling, simulating and estimating the total system failure of state-of-the-art 
dynamic systems featuring Weibull or lognormal distributions. The proposed 
techniques have been formulated using the time-to-failure of these distributions 
to model temporal behaviours; they can be extended to model systems with 
other distributions. 

Keywords: Safety-Critical systems, Temporal Fault Trees, Exponential Distri-
bution, Weibull Distribution, Lognormal Distribution, Monte Carlo Simulation. 

1 Introduction 

The advent and acceptance of technological systems in this age calls for high levels of 
reliability of these systems. This is because the failure of some of these systems can 
have catastrophic effects on both their environment and human life. Due to the effects 
such systems can have if they fail, their reliability is a core requirement. This is a 
domain covered by reliability engineering. 

Fault Tree Analysis (FTA) [1] is a deductive technique used in reliability engineer-
ing for investigating how combinations of components failures can propagate to cause 
an entire system to fail. FTA is primarily analysed either quantitatively (probabilisti-
cally) or qualitatively (logically). Qualitative analysis involves the determination of 
combinations of basic faults that can lead to a total failure of a system (known as the 
top-event) under consideration. The smallest combinations of basic component faults 
which lead to the occurrence of the top-event are known as Minimal Cut Sets (MCS). 
Quantitative analysis, on the other hand, provides numeric quantities representing the 
probability that the top-event will occur within a specific time given the basic compo-
nent failure data or the relative importance between MCSs or basic components and 
their contribution to the top-event occurrence. 
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FTA has a major limitation: an inability to capture the sequential order in which 
basic events occur. This dynamic behaviour inherent in some safety-critical systems 
cannot be overlooked when the systems are being designed and analysed. Doing so 
can result in the inaccurate estimation of MCS and top-event probability [2]. Various 
efforts [3, 4] have been made to solve this problem. Among these is the newly devel-
oped Pandora [5-7] based on temporal fault trees. 

Pandora evaluates temporal fault trees with the use of the Priority-AND (PAND), 
Priority-OR (POR), Simultaneous-AND (SAND) and parameterized-SAND (pSAND) 
gates. It provides both logical [5-7] and probabilistic [8-9] evaluations of temporal 
fault trees. The probabilistic evaluations of temporal fault trees using Pandora is re-
stricted to dynamic systems with exponentially distributed component failures. How-
ever, it is well known that not all systems demonstrate this failure distribution [10].  

The purpose of this paper is to provide a simulation approach for evaluating dy-
namic safety-critical systems with either Weibull or lognormal distributions using 
Pandora. A Weibull distribution is described as the most popular component life dis-
tribution used in engineering [10] and can be used for modelling acceptance sampling, 
warranty analysis, wear or corrosion modelling, whilst the lognormal distribution can 
be used in modelling many component life distributions and component repair time 
distributions [10]. The propositions in this paper are holistic and more ‘system-
friendly’ for evaluating various types of dynamic high-consequence systems. 

It is assumed in this paper that components are independent and their failures are 
non-repairable. The remaining sections of this paper are structured as follows: chapter 
two provides a background review of temporal fault tree analysis and failure distribu-
tions. Chapter three provides Monte Carlo simulations for modelling systems with 
Weibull or lognormal distributions. In chapter four, we apply the techniques proposed 
on an aircraft fuelling system and discuss the results. Finally, conclusions are drawn 
in chapter five. 

2 Background 

2.1 Temporal Fault Tree-Pandora 

Pandora [5-7] is an extension of FTA [1] which uses three temporal gates – PAND, 
POR, and SAND – and over eighty novel temporal laws in addition to the original 
Boolean gates – AND and OR – and laws to provide a comprehensive logical analysis 
of temporal fault trees. PAND, represented by ‘<’, stands for "Priority-AND" and it is 
true if and only if its input events occurs strictly one before another. SAND, repre-
sented by ‘&’, stands for "Simultaneous-AND" and is true only when all its input 
events occur at exactly the same time. POR, represented by ‘|’ means "Priority-OR" 
and it occurs if its first input event occurs before its second input event, but the sec-
ond event is not required to occur. The original meaning and semantics of Boolean 
AND and OR are maintained; ‘.’ for AND and ‘+’ for OR. 

More recently, a new temporal gate, parameterized-SAND (pSAND) [9], has been 
included in the quantitative analysis of Pandora. The pSAND gate is used to represent 
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nearly simultaneous situations – where an output event is triggered when its input 
events occur only within a relatively small duration of interval. 

The qualitative analysis of temporal fault trees using Pandora can be undertaken 
with one (or both) of two techniques – Euripides or Archimedes [7]. The qualitative 
analysis produces a set of smallest combinations of events that can lead to the top-
event; these are called Minimal Cut Sequences (MCSQs). The description of the 
qualitative analysis of Pandora is beyond the scope of this paper. Quantitative analysis 
of temporal fault trees of systems with exponential distribution using both analytical 
and simulation approaches have been provided in previous literature [8-9]. For the 
sake of revision, we state the analytical techniques for all the gates used in Pandora; 
P(X) is the probability of event X occurring between zero and a time, t, and n is the 
number of events. 

 

( 1 + 2 + ⋯ + −1 + ) = 1 − 1 − ,=1=1  

 (1) 

where, mj is a MCSQ with m combinations of basic events 

 
( 1 ⋅ 2 ⋅ … ⋅ −1 ⋅ ) = ( )=1  (2) 

 

( 1 < 2 < ⋯ < −1 < ) = =1
( )∏ −=0≠=0  

 (3) 

Where a0=0 and am=
− =1  for m>0. 

 
( 1| 2| … | −1| ) = 1 1 − − ∑ =1∑ =1  (4) 

 

( 1& 2& … & −1& ) 0, 1 = ( ) 0 . ( ) 0, 1=1≠=1
 (5) 

Eqn. (1) and Eqn. (2) [1] are for evaluating the Boolean OR and AND respectively. 
Eqn. (3) [11] can be used in evaluating the PAND gate whilst Eqn. (4) [8] and Eqn. 
(5) [9] can be used for evaluating the POR and pSAND gates respectively. The SAND 
gate evaluates to zero and is ignored in this paper. The Monte Carlo simulations for 
estimating the pSAND, PAND and POR gates are presented in [9], [12] and [8] re-
spectively. The increasing precedence order for quantitatively evaluating Pandora is: 

pSAND > PAND > POR > AND > OR 
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2.2 System Failure Distributions 

The Weibull distribution is used for modelling acceptance sampling, warranty analy-
sis, wear modelling, and corrosion modelling maintenance and renewal and material 
strength [10]. Generally, it has two parameters – a scale parameter α and a shape pa-
rameter β. For any system S with a lifetime t the cumulative distribution function 
(CDF) can be represented by (6) [10]. 

 ( ) = 1 − −
 (6) 

The lognormal distribution is suitable for modelling many life distributions and 
components with repair time distributions and is appropriate for parameter variability 
and modelling elements in breakage processes [10]. For any system S with a life time 
t, mean of normal distribution µ, standard deviation of normal distribution σ and stan-
dard normal CDF Φ then the CDF can be given as (7) [10]. 

 
( ) = Φ ln( ) −

 (7) 

3 Simulating Systems with Different Distributions 

As already mentioned, simulation for the exponential distributions have already been 
provided for the PAND, POR and pSAND gates. We present the modelling of all 
these gates for both the Weibull and lognormal distributions. Modelling the AND and 
OR gates are simple and therefore ignored. It must be noted that throughout this sec-
tion, F(a, b ,t) and TTF(a, b, r, t), are the CDF and TTF (time-to-failure) respectively 
for an event with α=a and β=b (for a Weibull distribution) or µ=a and σ=b (for a 
lognormal distribution); r_X is a random number representing the failure probability 
of event X. Before constructing the simulation conditions necessary for modelling 
temporal gates, we have to identify the time-to-failure (TTF) of Weibull and log-
normal distributions. Given the CDF for a Weibull distribution in (6) and lognormal 
distribution in (7) the TTFs for both distributions will be (8) and (9) respectively. 

 
= . log 11 −  (8) 

 = .Φ−1( )+
 (9) 

The Monte Carlo condition required for the PAND gate for two events, x and y, re-
ferred to as SimPAND, is: 

 r_x <= F(x_a, x_b, t) AND r_y <= F(y_a, y_b, t) AND  
     TTF(x_a, x_b, r_x, t) < TTF(y_a, y_b, r_y, t) 

In SimPAND, x and y would have to occur and x would have to occur before y. 
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The Monte Carlo conditions required for the POR gate for two events, x and y is 
referred to as SimPOR and given as: 

 r_x <= F(x_a, x_b, t)) AND r_y <= F(y_a, y_b, t) AND 
     TTF(x_a, x_b, r_x, t) < TTF(y_a, y_b, r_y, t) OR 
     (r_x <= F(x_a, x_b, t) AND r_y > F(y_a, y_b, t) 

Meaning, if x and y occurs, x would have to occur before y or if x occurs, y would 
not occur. 

The Monte Carlo conditions required for the pSAND gate for two events, x and y 
with a duration of interval, d, is referred to as SimSAND and is given by: 

 r_x <= F(x_a, x_b, t) AND r_y > F(y_a, y_b, t) AND 
     r_y <=F(y_a, y_b, t+d)) OR (r_y <= F(y_a, y_b, t)AND  
     r_x > F(x_a, x_b, t) AND r_x <= F(x_a, x_b, t+d) 

SimSAND means x and y would have to occur and they would have to do so within d. 
The SimSAND, SimPAND and SimPOR conditions stated above can be used for 
evaluating both Weibull and lognormal distributions. The most difficult aspect of 
simulating temporal fault trees is when a MCSQ contains more than one temporal 
gate – for example A<B|C which is equivalent to (A<B)|C. Clearly, one can use Sim-
PAND to evaluate A<B. However, SimPAND returns a TRUE or FALSE value which 
cannot be used in modelling (A<B)|C because the ‘|’ evaluation will require a numeric 
value (not Boolean value) for the TTF evaluation in SimPOR. To solve this problem, 
the condition required for modelling A<B|C can be modelled rather as: 

 (SimPAND(r_A, A_a, A_b, r_B, B_a, B_b, t) AND  
    r_C <= F(C_a, C_b, t) AND TTF(B_a, B_b, r_B, t) <  
     TTF(C_a, C_b, r_C, t)) OR (SimPAND(r_A, A_a, A_b,     
     r_B, B_a, B_b, t) AND r_C > F(C_a, C_b, t)) 

Meaning, instead of evaluating a TTF comparison between ‘A<B’ and ‘C’ during the 
POR evaluation, the comparison is done between B and C only. This is because, if 
A<B has occurred, then B has occurred after A so only the TTF comparison between 
the time of occurrences of B and C can be used to evaluate ‘A<B|C’.  

4 Case Study 

To demonstrate the techniques presented in this paper, we consider an Aircraft Fuel-
ling System (AFS) (Fig. 1). AFS operates with the help of 5 fuel storage tanks (posi-
tioned along the horizontal axes of the aircraft to maintain a balance across its entire 
body), 7 bi-directional pumps (embedded with speed sensors to feed the port and 
starboard engines), 13 valves (to allow fuel to flow in directions requested by the 
pumps), 6 flow meters (for measuring the volume of fuel flowing across them), 2 
jettison points (for releasing fuel into the atmosphere during an in-flight emergency) 
and fuel pipes (that connect tanks to engines, refuelling point and jettison points and 
are interconnected with pumps, valves and flow meters). 
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AFS also has a Fuel Supply Control Unit (FSCU) that is a centralised computer for 
controlling the entire AFS by providing the following functions: 

─ Ensure the even distribution of fuel to all five tanks during refuelling mode by 
controlling the valves and directions of pumps and determining the amount of 
fuel in each tank using the level sensors. 

─ Ensure both port and starboard engines are evenly fed from appropriate tanks 
during consumption mode by controlling pumps, valves and flow metres to de-
liver the required amount of fuel to both engines to satisfy the demand thrust. 

─ Communicates the status of the AFS with other aircraft computing systems. 
This also involves receives commands from the cockpit or other computing sys-
tems to control AFS’s components and executes the command accordingly. 

 

Fig. 1. Fuel distribution system 

AFS is divided into three sub-systems: Port Feed (PF) sub-system, Central Reser-
vation (CR) sub-system and the Starboard Feed (SF) sub-system. PF and SF are fur-
ther divided into various subsystems. PF has the Port Outer Sub-system (POS) and the 
Port Inner Sub-system (PIS) whiles SF has the Starboard Outer Sub-system (SOS) 
and Starboard Inner Sub-system (SIS). The operations of AFS can be categorised in 
two main modes – refuelling and consumption – over the entire flight phase of the 
aircraft. The refuelling mode takes place before a flight (pre-flight) whiles the con-
sumption mode occurs during a flight (in-flight), which includes the taxiing, take-off, 
climbing, cruising, approaching and landing phases. In this paper we only consider 
the consumption mode to demonstrate the proposed approach. 

In normal operation, during consumption mode, PF tanks supply fuel to the port 
engine whiles the SF tanks feed the starboard engine. During this phase, the jettison 
valves are shut. The outer tanks are the primary sources of fuel to the engines while  
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the inner tanks are the secondary sources. Therefore to run SE, a demand is placed on 
the FSCU which ensures that SE’s ‘thirst’ is satisfied by the SOT first. In this case, 
SIV is closed and the SIS is dormant. If SOS reads ‘empty’ or SOF fails low (mean-
ing, due to a fault, it reads a lower value than expected), SOV is shut and control is 
directed to draw fuel from SIT instead; in this case SOV is closed and SIF is acti-
vated.  If SIS reads ‘empty’ or SIF fails low, SIV and SCV are closed to deactivate 
the SF sub-system and SE is fed from the CRT, which serves as a tertiary backup. The 
same order of operations applies to the PF sub-system. To maintain a steady balance 
of the aircraft during the failure of any or all subsystems, FSCU communicates with 
another computing system, Aircraft Stability Control Unit (ASCU), which, with the 
use of other conduit/valve systems, ensures that fuel is evenly distributed across the 
horizontal axes of the plane. If, for any reason, ASCU is not able to maintain a steady 
balance across the aircraft, it activates appropriate jettison valves and pumps to re-
lease fuel into the atmosphere to achieve a steady balance. A detailed description and 
functionality of ASCU is outside the scope of this paper. 

4.1 Qualitative Analysis of AFS 

The failure of SF, CR and PF lead to the failure of the entire fuelling system. If either 
SF or PF fails in addition to CR, the aircraft will be in a degraded system – only one 
engine will be operational. If anyone of the sub-systems – POS, PIS, SOS or SIS – 
fails, the aircraft remains in an operational state: both engines function normally. If 
any of the feed systems – PF or SF – fails, the aircraft remains operational because 
CR will substitute the failed feed system. In this paper, we consider failure of the 
starboard feed (SF) system as the top-event. To model the failure data of AFS, the 
following abbreviation scheme is adopted: I-X means internal failure of a component 
X; O-X means omission of functionality of a component X; Hi-X means component 
X reads an erroneous high value. 

Failure of the starboard engines is due to omission of functionality from Starboard 
Engine Flow meter (SEF).  However,  

O-SEF = Hi-SEF<O-SCV + O-SOS & O-SIS + O-SIS < O-SOS + O-SCV . O-CSP  
O-SCV = I-SCV + (O-SOS . Hi-SIF) | O-SIS + O-SCP 
O-SCP = I-SCP + O-SIS . O-SOS + Hi-SOF < O-SOS 
O-CSP = I-CRL + I-CSV + I-CSP 
O-SOS = I-SOV + I-SOL 
O-SIS = I-SIV + I-SIL 

Using temporal fault tree analysis – Pandora – the MCSQs are: 

I-CSP.I-SCV + I-CRL.I-SCV + I-CSV.I-SCV + I-SCP.I-CSP + 
I-CSP.I-SOL.I-SIL + I-CRL.I-SCP + I-SCP.I-CSV + I-
SIL&I-SOV + I-SOV&I-SIV + I-SOL&I-SIV + I-CRL.I-SOL.I-
SIL + I-SOL.I-SIL.I-CSV + I-SIV<I-SOV&I-SOL + I-SIV<I-
SOV|I-SOL + I-SIV<I-SOL|I-SOV + I-CRL.Hi-SIF.I-SOV + 
Hi-SIF.I-SOV.I-CSV + Hi-SIF.I-CSP.I-SOL + Hi-SIF.I-
SOL.I-CSV + Hi-SOF<I-SOL.I-CSV + Hi-SOF<I-SOV.I-CSV + 
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Hi-SOF<I-SOL.I-CRL + Hi-SOF<I-SOV.I-CRL + Hi-SOF<I-
SOL.I-CSP + Hi-SOF<I-SOV.I-CSP + Hi-SIF.I-SOV.I-CSP 

4.2 Quantitative Analysis of AFS 

Before any quantitative analysis of AFS is evaluated, basic component failure data are 
assigned to its components in Table 1. These component failure data for various dis-
tributions are not necessarily related; λ is the constant failure rate per hour for expo-
nential distribution, α and β are the scale and shape parameters for Weibull distribu-
tion and μ and σ are the mean and standard deviation for a lognormal distribution. 
Table 2 contains various d values for all pSAND gates. Tables 3, 4 and 5 are the top-
event probabilities with various lifetimes for the exponential, Weibull and lognormal 
distributions respectively. ‘S-MC’ represents results for standard Monte Carlo simula-
tion – no importance sampling – with 1x106 trials whilst ‘Exact’ represents the result 
from analytical techniques – where there exist; ‘NA’ otherwise. 

Table 1. Component Failure Data 

Component λ α β μ σ 
I-SCP 5.84267E-5 3760 3.8 5.0235 1.1652 
I-CSP 5.84267E-5 3760 3.8 5.0235 1.1652 
I-SOV 1.65633E-3 535 0.7 7.0245 3.5152 
I-SIV 1.65633E-3 535 0.7 7.0245 3.5152 
I-CSV 1.65633E-3 535 0.7 7.0245 3.5152 
I-SCV 1.65633E-3 535 0.7 7.0245 3.5152 
I-CRL 2.21127E-6 4200 4.5 3.0125 1.1842 

I-HiSOF 4.06861E-5 3510 3.8 6.0015 2.9332 
I-HiSIF 4.06861E-5 3510 3.8 6.0015 2.9332 
I-SOL 3.31774E-5 3490 3.2 8.0548 1.5122 

Table 2. pSAND Time Intervals 

CSQ Intervals (d)/second
I-SIL&dI-SOV 0.1 
I-SOV&dI-SIV 0.2 
I-SOL&dI-SIV 0.3 
I-SOV&dI-SOL 0.4 

Table 3. Top-Event Probabilities using Exponential Distribution 

System Lifetimes (t) Exact S-MC % Error 
1hr 4.3396207E-06 4.0000000E-06 7.8260E+00 
100hr 3.6771307E-02 3.6429000E-02 9.3091E-01 
10000hr 9.9999999E-01 1.0000000E+00 7.4732E-07 
100000hr  1.0000000E+00 1.0000000E+00 0.0000E+00 
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From Table 3, the results of the analytical approach and Monte Carlo simulation 
estimation are similar. However, Tables 4 and 5 have no results for the analytical 
solution because they have not yet been developed. 

Table 4. Top-Event Probabilities using Weibull Distribution 

System Lifetimes (t) Exact S-MC % Error 
1hr NA 2.1100000E-04 NA 
100hr NA 1.0338100E-01 NA 
10000hr NA 1.0000000E+00 NA 
100000hr  NA 1.0000000E+00 NA 

Table 5. Top-Event Probabilities using Lognormal Distribution 

System Lifetimes (t) Exact S-MC % Error 
1hr NA 9.2400000E-04 NA 
100hr NA 5.5378900E-01 NA 
10000hr NA 9.9999600E-01 NA 
100000hr  NA 1.0000000E+00 NA 

 
Tables 4 and 5 are the top-event probabilities for various lifetimes using the 

Weibull and lognormal distributions respectively. From both results it is obvious that 
with increasing time, the probability of the top-event occurring increases; the top-
event for all distributions is likely to occur after 10000 hours of AFS operation. 

 

   

Fig. 2. S-MC Estimates for Weibull (left) and lognormal (right) Distribution at t=100hrs  

The left and right images in Figure 2 are plots for checking the convergence of 
Weibull and lognormal distributions respectively when t=100 hrs.  From Fig. 2(left) 
it can be seen that the results converge towards 0.1034 as seen in Table 4 and in Fig. 2 
(right) the estimates converge towards 0.5538 as seen in Table 5. The component 
failure data used in all experiments are relatively small mimicking a more realistic 
system so a large number of trials have been used to achieve convergence. Future 
improvements may be possible using importance/dynamic sampling techniques. 
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5 Conclusion 

Temporal fault trees for safety-critical systems can be analysed using both determinis-
tic/analytical and simulation approaches. Many analytical approaches are done with 
the consideration that system component failures are exponentially distributed. How-
ever, many dynamic state-of-the-art systems exhibit other distributions such as the 
Weibull or lognormal distributions. We have presented Monte Carlo simulations for 
modelling systems with Weibull or lognormal distributions and applied the technique 
to an aircraft fuelling system. This paper has two very important benefits. Firstly, it 
has proven that simulation can be used for modelling the temporal fault trees of high-
consequence systems where analytical approaches have not yet been developed or are 
impracticable. Secondly, it makes possible the modelling, simulation and probabilistic 
evaluation of dynamic systems with Weibull or lognormal distributions. 

Implementing a dynamic stopping technique or importance sampling in the Monte 
Carlo simulation in this paper will hopefully reduce the computational resources 
needed to run the simulations. A possible extension of this paper will be the applica-
tion of the techniques in other areas of study other than reliability engineering. 
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Abstract. We study FSM model of cryptographic protocols that reflects both 
the system functionality and strategy of attacks and explored the fact that all da-
ta are divided into two classes: public transactions available to all parties and 
private data available to only party that inputted or originated them. In terms of 
this model the protocols FSM composition property and operation of composi-
tion of protocols FSM models are determined. This approach is supported by 
created software called algebraic processor that allows computer experiments to 
identify and demonstrate the leaks. We describe the structure and functionality 
of algebraic processor and some examples of attacked cryptographic protocols 
simulations. 

Keywords: cryptographic protocol, finite state automaton (FSM), FSM model, 
algebraic processor, simulation of attacks, python, algebraic library, transmis-
sion intercepting, transmission delaying, transmission replacing, man-in-the-
middle attack, parallel-session attack. 

1 Introduction 

Data protection in communicational networks is organized implementing 
cryptographic protocols. Cryptographic protocol is the collection of interacted 
cryptographic algorithms that ensure the data confidentiality, data integrity, data 
origin authentication, non-repudiation and other safety services. To justify these prop-
erties of protocols, various modeling tools are required. There are many approaches to 
cryptographic protocols modeling. There are known automatic methods of protocol 
security analyzing. This analysis allowed discovering security vulnerabilities of many 
cryptographic protocols [1,2]. The most advanced methods of protocol modeling are 
preserving their properties under superposition [2,3,4]. Such methods should take into 
account the specific features of cryptographic protocols, particularly the fact that in 
multiple executions of some protocol algorithms some fragments of algorithms are 
executed once [4], some data transfers from one party to another are made across the 
public and moreover could be broadcasted, while others are protected. 

In this chapter, we propose the method of cryptographic protocols modeling which 
allows combined representation and analysis of protocol with intruder. United 



190 A. Frolov and A. Vinnikov 

protocol is obtained by adding the intruder's algorithm to the protocol or by replacing 
some of protocol’s algorithms with algorithms, executed depending on the fact of 
their corruption in standard or corrupt versions. The proposed method explores as a 
protocol model Moore finite states machine (FSM) that state set is the set of binary 
tuples characterizing the sets of broadcasted transactions during the protocol 
execution. Transition functions are defined by protocols and intruder’s algorithms. 

One should remark that currently FSM are used extensively for modeling secure 
cryptosystems and analysis reliability of computer programs [5,6,7]. 

Unlike [2,3,4,6] modeling purposes on the basis of the proposed model is not so 
much proof of security protocol as the identification and demonstration of possible 
leaks using a computer-model combining the protocol software and attacker program.  

In section two we introduce the Moore automaton model of cryptographic protocol 
and consider some properties of those models. 

In section three we consider the operation of protocol composition and FSM 
models of protocols with intruder and with corrupted parties. 

In section four the structure and functionality of algebraic processor as software al-
lowing experimental study of cryptographic protocols automaton models is shortly 
represented. 

In conclusion the future tasks are discussed.  

2 FSM Models of Cryptographic Protocols 

In proposed model a cryptographic protocol is represented as a collection of programs 
implementing algebraic algorithms of the protocol. Each program is assigned to a 
particular network party and executed on a specific computer. Each party can possess 
one or more programs corresponding to protocol runs initialized by party. The input 
data of the protocol are indicating the name of the program to which they relate and 
may be public and admitting publication (for example, the description of the algebraic 
structure used in the protocol) or they may be confidential (for example, secret  
messages or keys). Confidential data also can be generated by the program when ex-
ecuted. It can be long-term or single-use security data. The input data for each  
program are input data of the protocol related to given program, as well as "shared" 
output data of all or some programs (data prefixed with "share."). Shared data are 
available for protocol programs of all parties. They are called transactions, as they 
serve the purpose of sharing between parties. In contrast, the confidential data are 
available only for programs of this party. Output of the protocol also are indicating 
the names of the programs that calculate them, and also considered to be confidential. 
Thus output data of each program may be transactions or part of protocol output data. 
Each program of the protocol can be called repeatedly. The long-term security data 
generated at a certain call in the subsequent executions of this program should not be 
changed (join long-term security data property). 

The proposed protocol automaton model (Finite State Machine model, protocol 
FSM model) is defined as Moore automaton. Its states (and outputs) are the sets of 
binary transaction characteristics (zero for not shared data and one for already 
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shared). Input alphabet is a set of program names. Transition functions are defined by 
programs changing the state of the machine by sharing the values of certain transac-
tions or removing shared ones i.e. data available for reading. We assume that there is 
an initialization protocol, one or more programs which execution transfers the proto-
col model from any state to the initial state (the initial state automaton property). 
Then, accordingly to the input word (sequence of the programs names) consistently 
with the current states of the automaton, programs of the protocol execute and change 
in a certain way the current states. 

The state of protocol model can be viewed as a list of pairs (share.attribute, 
attribute_value) available for all parties (module “share”). 

The program line share.attribute=attribute_value maintains this list if the pair 
with the same first element absent, otherwise it updates this pair replacing it by the 
pair with the same first element and new attribut_value. 

 The program line del share.attribute deletes the list pair with the first element 
share.attribute if the pair with such first element exists. 

 The content of list defines the predicate hasattr(share, ”attribute”) value. It is 
true, if a pair with the first element share.attribute present in the list, otherwise it is 
false. 

Conditions for execution of the program on the input signal with its name are spe-
cified by some Boolean function (or Boolean expression) on the set of the protocol 
states. Program or their fragments are performed if for the current state of the protocol 
corresponding function has the value of 1 (or Boolean expression gets the value true). 
Otherwise the program or fragment thereof will not be executed and the protocol state 
is not changed (the finite state automaton property). 

Execution of the program under which the protocol state and the values of all 
shared transactions as well as the other data do not change will be called "idle." Under 
certain protocol states (i.e. when transaction share.corrupt_A with its name A was 
shared) the program is executed in a corrupt version. A program corrupted by default 
is a program of the intruder that could also corrupt other programs within certain lim-
its, sharing relevant transactions. Sequence in which the protocol programs are ex-
ecuted (with possible repetitions or "idle" calls) is defined by the protocol trace. Trace 
of the protocol is a sequence of program names (including references to the program 
protocol input data), that is, the automaton input word. In general, the number of trac-
es, as well as their length is not limited. There are shortest traces. They correspond to 
the standard description of protocol with or without the intruder in the absence of 
"idle" calls. Initial segment of the trace corresponds to the protocol initialization. The 
subsequent segments of the trace will be called as work segments. Upon completion 
of the execution of each work segment the protocol model turns out to the initial state 
or in the state in which the executions of all programs except initializing are idle, the 
latest version is related to single use protocols (returnable recurrence of the initial 
state property). In view of mutually distance of participants, not always the actual 
trace may be predicted in advance, in particular, it may not conform to the standard 
protocol trace definition. We assume that the random selection for the execution of 
the next program, that is, for random automaton input word after removing the names 
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of programs that are executed "idle", it turns out to be the initial segment of one of the 
shortest possible traces (traces equivalence with shortest representatives property). 

Finally, we assume that in case of two runs of the same program, the second run 
should be idle (programs exhaustive execution property). 

 The properties of protocol models listed above should be provided by their com-
ponent programs. Protocol models that possess this property will be called finite state 
automaton compositional (FSM compositional) models. 

In the study of the protocols and attacks on them on the basis of the proposed auto-
maton model, we believe further that there is a Supervisor, specifying the input word of 
the automaton model and representing the output of the protocol as output data. 

Remarks. Functions of Supervisor can be performed by the operator defining the 
input by editing programs and calling protocol programs in a certain order.  

Example 1. FSM model of the Diffie-Hellman protocol [8] is represented in Table 1. 
Parties: the trusted center program T, party A, and party B. Input: dscr EC(program T) 
is description of elliptic curve parameters; Output: two copies of secret key 
key=keyA(program A), key=keyB(program B). The protocol (and FSM) states are 
represented by binary vector 

S= (hasattr(share,”T”), hasattr(share,”A”), hasattr(share,”B”)∈{0,1}3. 
The state diagram of FSM is depicted in Fig. 1. The shortest traces (of length 5): 

Т(dscr EC),A,B,A,B; Т(dscr EC),B,A,B,A; the trace Т(dscr EC),A,A,B,B, B,A,A,B, B 
is equivalent to the first shortest trace. 

 

Fig. 1. The diagram of FSM model of Diffie-Hellman protocol. The idle executions of some 
programs are shown by loop arrows and are denoted in italic   
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Table 1. FSM compositional models of the Diffie-Hellman protocol (programs T, A and B) and 
of the Diffie-Hellman protocol attacked a man in the middle (programs Mini, T, A, B and M) 

T, MIni A B M 
T: 

INPUT: 
description of 
elliptic curve 
EC 
generate EC 
elliptic curve 
point P of 
large order N 
share.T=(C,P) 
del share.A 
del share.B 

 
 
MIni: 

 
step=o 

if S=(1,1,1): 
 key= a*B 
 del share.B 
 del share.T 
else: 
 if S=(1,0,0) or 
S=(1,0,1): 
 C=share.T [0] 
 P=share.T[1] 
 N= ord P 
 a∈U(1,N) 
 A=a*P 
 share.A  
 del share.B 
 if S=(0,0,1): 
 key=a*B 
 del share.B 

if S=(0,1,1): 
 key=b*A 
 del share.A  
else: 
 if S=(1,0,0) or 
S=(1,1,0): 
 C=share.T [0] 
 P=share.T [1] 
 N= ord P 
 b∈U(1,N) 
 B=b*P 
 share.B 
 else: 
 if S=(0,1,0): 
 key=b*A 
 del share.A  

if S=(1,0,0) and step=0: 
C=share.iniECGFp[0] 
P=share.iniECGFp[1] 
 N= ord P 
 m∈U(1,N) 
 M=mP 
 step=step+1 
if S=(1,1,0) and step=0: 
 aP=share.A 
 keyMA=m*aP 
 share.A=M 
 step=step+1 
if S=(1,1,1) and step=2: 
 bP=share.B 
 keyMB=m*bP 
 share.B=M 
 step=0 
if S=(1,0,1) and step=1:  
 bP=share.B 
 keyMB=m*bP 
 share.B=M 
 step=step+1 
if S=(0,1,1) and step=2: 
 aP=share.A 
 keyMA =m*aP 
 share.A=M 
 step=0 

 
Example 2. The ElGamal signature cryptosystem: illustration of FSM-protocol model 
join long-term security data property.  

Table 2. FSM model of the ElGamal signature 

T P, S V 
del 
share.publickey 
del 
share.signature 

if S=(0,0): 
generate secret key a and public 
key public_key 
share.publickey=public_key 
if S=(1,0): 
for given message 
compute (message,r,s) 
share.signature=(message,r,s) 

if S=(1,1): 
p=share.publickey[0] 
alpha=share.publickey[1] 
y=share.publickey[2] 
message=share.signature[0] 
r=share.signature[0] 
s=share.signature[1] 
return Verivy(messag, r, s) 
del share.signature 

 



194 A. Frolov and A. Vinnikov 

FSM model of the ElGamal signature cryptosystem is schematically represented in 
Table 2. The state diagram of FSM is depicted in Fig. 2. The protocol (and FSM) 
states are represented by binary vector S= (hasattr(share,”publickey”), ha-
sattr(share,”signature”). Signing of the messages M1,…, Mi,…, Mn at the same once 
generated secret key key is performed according to the following trace 
T,P,S(M1),V,…, P,S(Mi),V, …, P,S(Mn),V. The idle runs are shown in italic. 

3 Composition of FSM Protocol Models 

The properties of FSM compositional protocol models allow constructing their com-
positions accordingly the simplest rules. The composition π(π1,…, πt) of two or more 
compatible protocol models π,π1,…, πt is the protocol model included unified edition 
of models πt, i=1,…,t and the master protocol model π controlling their interaction. 
Protocol models are compatible, if they allow the same description of underling alge-
braic structure and the same types and dimensions of elements in interconnecting 
(input- output) pairs. 

Mentioned unified edition supposed that  

a) The sets of the names of shared data generated by distinct protocol models are 
disjoint; 

b) The initialized protocol models are combined into a single initialized protocol 
model eliminating duplication and initializing some algebraic structure para-
meters and primitives; 

c) The master protocol corresponds to the desired interaction; 
d) The composition should be FSM compositional. 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The diagram of FSM model of GlGamal signature protocol 
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- Interception of "shared" output data of the original protocol programs (canceling 
prefix «share.», while storing the values in computer); 

- Replacement of values of "shared" output data; 
- Generation of output data available to read (shared data); 
- The corruption of the participants; 

The aim of the adversary in this case is to obtain (as output of its program) certain 
private data of members of the network or to form the output data of the participants 
that are data-dependent of the attacker. 

Example 3. Man-in-the-middle-attack on the Diffie−Hellman protocol. There are two 
programs A and B as well as the initialization program T. They are the same as in 
Example 1 and form the protocol π1 FSM model represented in Table 1 and depicted 
in Fig.1. Additionally there is an intruder protocolπ model. It contains the initializing 
protocol model that consists of program T (the same as in Table 1) and the program 
MIni initializing the step number (see Table 1). 

As well, it contains the program M represented in Table 1.  
FSM model of composition π(π1) obtained by combining the FSM model of proto-

col in the Table 1 and intruders protocol without duplication of programs T. That is 
composition of Diffie-Hellman and adversary protocols π(π1)={T, Mini, A, B, M}. Its 
transition table T is given in Table 4.  

Table 2. Transition table T of Moore FSM π(π1)={T, Mini, A, B, M} 

T 000 001 010 011 100 101 110 111 
T 100 100 100 100 100 100 100 100 
A 000 000 010 011 110 011 110 010 

B 000 001 000 011 101 101 111 111 
M 000 001 010 011 100 101 110 111 
 
The adversary succeeds if participates in the following traces: 
T,Mini,M,A,M,B,M,A,B; 
T,Mini,M,B,M,A,M,B,A. 
If successful, the adversary has a shared key with one party and another shared key 

with second participant. In other traces its actions do not affect the results. Omitting 
the details describing the interaction of the program M with programs A and B note 
that parties A and B do not learn, whether the program M participated in this interac-
tion effectively.  

Example 3. Parallel session attack on Woo-Lan protocol [9]. Programs B,A, and T 
are the programs of two parties and of trusted center. M is the program of possibly  
corrupted party. There exists adversary that could implement the program Adv 
share.corruptM 

Then it is easy to write the program M such that when M is not corrupted (Adv was 
not implemented) B initializes contacts with A and M roughly at the same time using 
Woo-Lan protocol. If M is corrupted (Adv was implemented) it can realize attack 
discovered by Abadi and Needman [10] blocking messages flowing to A. In the  
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corrupted version B believes that A is corresponding to it in a run while in fact A has 
not participated in the run at all [1]. One can simulate many contemporary systems 
such as pairing based cryptographic protocols [11,12,13] or privacy-preserving smart 
metering system [14]. Those FSM models where simulated using Algebraic processor 
presented in text section.  

4 The Structure and Functionality of Algebraic Processor 

In this section we present some complex (but realizable using algebraic libraries and 
python web functions) software called Algebraic processor. In particular it supported 
FSM simulation method proposed in this chapter providing algebraic calculations and 
maintaining data sharing between distinct parties. The main aim of the algebraic pro-
cessor is to provide shared access to the interpreter for remote users. Each user is 
running his programs, either written by his own or loaded from the server on demand. 
The programs operate two types of data: private data and shared data in a “share” 
module which can be the result of other users’ work. To synchronize the runs users 
are checking if the required attributes exist in that module. Adversary can delay the 
execution by removing an attribute (program line del share.attribute ) and publish a 
replacement of an attribute. 

To perform algebraic calculations we use the capabilities of python C API[15], 
which allows us to use functions from algebraic libraries and compiled modules with-
in python program.  

This approach integrates different software components (see Fig.2), providing 
access to functionality of Algebraic library C++ in the absence of its counterpart in 
the scripting language. Usage of SWIG[16] interface generator minimizes the work 
necessary to process the large amount of code. SWIG automatically generates acces-
sor functions for specific classes and methods using the declaration of data type con-
versions given in the Interface modules. The Interpreter with the Library binding can 

then be compiled by Emscripten[17] (Emcc in Fig.2) giving the Javascript library. 

Emscripten is an LLVM-to-JavaScript compiler. It takes LLVM bitcode[18] - code 
representation that provides type safety, low-level operations, flexibility, and the ca-
pability of representing many high-level languages universally. It can be generated 
from C/C++, using Clang[19] compiler. Emcc compiles it into JavaScript, which al-
lows users to execute programs right in their browsers. Though Javascript code is 
interpreted, modern JavaScript VMs are quite speedy, and even more so with asm.js – 
a low-level subset of JavaScript that helps JavaScript engines by making it simpler to 
detect types and avoid them changing later. Compiled code from a statically-typed 
language is still implicitly typed, so optimizable on the client side. Since public trans-
actions only determine the data flow, one program can be used to perform a simula-
tion of multi-party protocol execution on one server using just python with the library 
binding and for actual usage on the web with a server as shared storage [20]. 
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Fig. 3.  Structure of algebraic processor building environment 

5 Conclusions 

In this chapter, a new approach to modeling cryptographic protocols based on finite 
state machine model that reflects both the system functionality and strategy of attacks 
has been proposed. Proposed models will allow essentially contract the traces space in 
automatic security protocol analysis. This approach is supported by created software 
that allows computer experiments to identify and demonstrate the security vulnerabili-
ties. The effectiveness as an approach and processor has been confirmed by simula-
tion of many famous cryptosystems. The algebraic processor is used in undergraduate 
education. Although we considered one session processes between the specified par-
ties, currently multi-session version of the algebraic processor for modeling of paral-
lel execution of multiple copies of the protocols has been developed and tested. 
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Abstract.  The paper presents a software technique of high level error emula-
tion toward better test coverage of Android applications. It is targeted on error 
detection and handling procedures improving the manageability of the testing 
and deployment of software. The fault injection concept is successfully imple-
mented in the fault injection tool that proved its usability in a set of experiments 
with some popular Android applications. 
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1 Introduction 

Along with the growing popularity and functionality of mobile devices also users’ 
expectations on software quality are increasing. However, mobile devices introduce 
more complex scenarios of possible disturbances in application operation than in the 
desktop computer environment. Multiplicity of system modules as well as usual prob-
lems with availability of system services (like geolocation or network range) or low 
levels of available resources (computing power, memory space, file system accessibil-
ity and performance, etc.) are common in the mobile systems. Nevertheless, users 
expect that even in such critical conditions the whole system and applications will 
behave correctly. 

On that market of mobile devices the unquestioned leader at the moment is An-
droid operating system. The first phone with Android was available on the market in 
2008. The user, after a few “clicks” in the virtual store (now called Google Play) is 
able to download and install the desired application. Such distribution schema was 
greatly appreciated by the users as till January 2014 there are more than 1 million 
applications available in the store. More than 80% of them are for free. However, 
22% is considered as low quality applications [1]. 

The practical weakness of classical testing techniques is poor coverage of the error 
and exception handling execution paths that are crucial from dependability perspec-
tive. They are responsible for handling failed system calls, unavailability of required 
resources and services, their failures, etc. Even if such events are rare, the user ex-
pects that the responsible handling code will take some reasonable actions. They 
might be, for instance, an adequate warning message for the user in the simplest case, 
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saving users data processed at the critical instant, or a try to mitigate error effects and 
tolerate an error. Despite the complexity of the handling procedures, there is a prac-
tical problem from the developer and tester perspective how to verify and test such 
procedures as possibly critical circumstances (especially hardware related) may be 
very rare. That makes testing of such procedures a challenge. 

Usually, in order to verify the error handling codes, developers artificially provoke 
necessary conditions within a system or application. In most cases it means a tempor-
al source code changes within the target application to redirect the execution paths to 
the desired ones. Such manual fault injection has several drawbacks. First of all, it 
requires accessibility of the application or/and system/library source code. Problems 
arise if the dependability of a library or a service module with the closed code should 
be verified (e.g. to check how they behave in critical conditions). Secondly, manual 
changes of the target code are time consuming task that have to be followed by addi-
tional compilation. Introducing changes in the code there is also increased probability 
that some new bugs will affect the final code. Finally, in many companies such testing 
is considered as “waste of money” – the time-to-market pressure and problems with 
correct implementation of the mainstream application functionality eclipse the prob-
lem of error handling procedures testing to the margin. 

Software implemented fault injection (SWIFI) approach promises solution in the 
considered problem. However, even if the SWIFI concepts are quite old ([2-5] and 
references therein) they were not warmly accepted in software companies. Only few 
companies can share a success stories on using fault injection in practice. SWIFI is 
still considered as academia related or exotic technique for verification of high reli-
ability demanding systems rather than a practical approach that can be helpful in eve-
ryday software development. The low interest of the companies on SWIFI is some-
how understandable. There are only few out-of-the-box solutions (see Sect. 3) on the 
market. Moreover, applying them in practice requires a lot of effort to organise ex-
periments and, without prior experience, the obtained results could be misleading or 
simply useless in software enhancement. Recently the interest on fault injection seems 
to be growing. Fault injection framework (with very limited functionality) exist for 
instance in the Linux kernel and was used to evaluate distributed systems. Another 
practical example, related to the main subject of the paper, is LRFI system [6]. Some 
other tools, developed in the authors’ Institute of Computer Science WUT, are  
described in [7]. This paper deals with the SWIFI based application testing under 
Android. The new fault injection system dedicated to application testing directly on 
Android device is presented along with summary of some experiments conducted on a 
set of well-known applications. 

The paper is organized as follow. Section 2 introduces the software fault injection 
concept. Some fault injection tools are presented in Sect. 3. The Android Fault Injec-
tion System (AFIS) implementation and its main functionality is described in Sect. 4. 
Some practical experiments illustrating suitability of the developed system are  
reported in Sect. 5. The paper concludes in Sect. 6. 
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2 Software Implemented Fault Injection 

The concept of the fault injection is based on the specific states enforcement (e.g. 
corrupted or unusual) in the system under tests (SUT). The new system state can be 
related to simple fault effect (e.g. bit flip in system memory cell) or sophisticated 
scenario of erroneous behavior of the target subsystem, device or software compo-
nent. After the injection the SUT is examined towards any possible anomalies. Some 
of them can be severe – others might be acceptable from the end-user perspective.  

Organizing fault injection experiments several aspects have to be considered. Dif-
ferent fault injection techniques and fault models should be used depending on the 
goal of the experiment. It can be targeted on characterization of overall system de-
pendability, identification of the weakest system components or severe system res-
ponses, verification of the fault/error handling mechanisms effectiveness. The goal 
determines the fault model, the technique of injection and required controllability 
over the injection process and effects observability.  

Hardware faults can verify the robustness of the system in the aggressive (e.g. en-
vironmental) conditions – physically provoked faults are more representative then in 
the other fault injection techniques in this case. However, due to limited controllabili-
ty and observability of fault effects, system designer will probably get only little 
feedback to let him harden the design, especially in terms of its software. 

Much more flexible are software implemented fault injection (SWIFI) approaches. 
Here no additional hardware is necessary to carry out experiments and more sophisti-
cated fault models are possible to be implemented. The controllability and observabil-
ity is much better than in case of hardware implemented fault injection. Basically, in 
SWIFI, the faults existence is rather emulated through their effects in software (i.e. 
error). In fact, many fault injection systems should be called error injectors but the 
fault injector term is commonly used in the community. It is worth noting that the 
SWIFI concept is related to the way the faults are introduced in the system but not the 
fault model it actually implements. Most of the research focuses on the analysis of 
temporary hardware faults – usually limited to the single bit-flip model [2], [3]. Such 
research is indisputably valuable; nevertheless, these tools are almost impractical 
from the standard software designer, developer or tester point of view. 

There are also some works on the analysis of the effects of typical software bugs 
(i.e. originated in the software development) in the literature. Some of them are using 
mutation testing approach to estimate the number of yet uncovered bugs in the soft-
ware and evaluate the set of the tests to maximize the test set coverage over the source 
code [4],[5],[8]. For some reasons this concept is also not much popular in the soft-
ware companies as it requires a lot of effort that do not assure much better software 
quality in the end (i.e. is covering considered types of bugs really improves software 
quality?). At the other hand, erroneous calls and exception handling procedures are 
not covered by classical software testing approaches. In [2] the authors claim that 
such procedures can constitute even 2/3 of the overall source code. At the same time, 
the end-users, expect that the software will always behave in rational way (will allow 
saving the document, other tasks will not be disrupted etc.). The problem is to provide 
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a tester an easy-to-use system that could transparently emulate a representative set of 
real-life conditions in the SUT. 

SWIFI approach can cover the described above problem. In some sophisticated 
scenarios the injected faults may emulate incorrect behavior of hardware devices as 
well as software components (e.g. delayed I/O responses, device error notifications, 
services failures, device or service unavailability, corrupted communication data, or 
thrown exception). In more general, emulating some circumstances through the  
disturbance injection (otherwise hard to arrange) during the execution of the sys-
tem/application under tests (SUT/AUT) activates software parts that are never  
covered with traditional testing.  

Moreover, to support the developer with valuable feedback data from the experi-
ments, the fault injection system should have the ability to select and identify the 
AUT within the SUT. The disturbances introduced by the SWIFI could be limited to 
the AUT’s context if necessary. The tool functionality and disturbance model should 
be understandable in order to be used by application users and testers to effectively 
verify the application behaviour in some unusual circumstances. Preferably, the result 
of such evaluation should provide detailed information allowing to trace down the 
reasons of the observed effects and locate parts of the application code which are 
responsible for these effects. Some effects are hard to be recognized in software – 
human interaction can be irreplaceable. The categorisation of observed effects (based 
on collected SUT and AUT logs) can be valuably extended if, for instance, personal 
notes and subjective user opinion on the observed behaviour would be also collected.  

To evaluate the dependability of any application within the SUT, the tool should 
support examination without the necessity of AUT source code availability. So, dis-
turbances to be emulated should be injected at the layer between the application and 
operating system. Here, an important issue is the proper selection of disturbances 
model, i.e. at which interfaces disturbances have to be emulated and how to emulate 
these disturbances. In order to mimic the existence of a specific disturbance for a 
given application it has to be assured that the overall state of the system is not af-
fected (e.g. failing request should not actually take place at the operating system - 
only the requesting application should be noticed about the emulated failure). 

Another important aspect is the ability to observe how the AUT operates at the 
specific API (what system/library functions are used, how many calls are made, etc.). 
Profiling AUT before the actual testing is crucial to optimize the whole process. Test-
ing an application without its source code the one will not know what modules, librar-
ies and system calls the application uses. Without that knowledge the scope of the 
disturbances to be emulated during the experiment cannot be narrowed down. More-
over, the AUT scenario (e.g. data to be processed) can be tuned to maximize the  
utilization on specific interfaces (at which the disturbances are emulated).  

3 Disturbance Oriented Tools 

Most of the available disturbance emulating tools are dedicated to some specific tar-
gets (e.g. to verify HDFS system behaviour on some failure scenarios like node crash, 
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disk or network failure [9]). Others are general but hard to be used for programmers 
and testers. In the follow only some Android and Java related  tools will be dis-
cussed. 

Jaca uses the reflection mechanism to operate on the Java byte-code level [10]. 
With this mechanism it can corrupt methods’ arguments, class attributes and methods’ 
return values. Unfortunately, Jaca cannot emulate more sophisticated scenarios. Such 
functionality is offered in JInjector system developed in Institute of Computer Science 
WUT [7]. The injection technique used in the JInjector is based on the Aspect Ori-
ented Programming approach (AOP) that addresses the so-called crosscutting con-
cerns. In AOP such code can be defined once and “injected” automatically into all 
corresponding places. The code that realizes the crosscutting concern is called an 
advice while the expression defining all the target points for that advice is a pointcut. 
The actual places in code that fulfil the pointcut are called joinpoints (e.g. pointcut 
call(public  *  java.sql.DriverManager.getConnection(..)) 
selects all calls of the public method getConnection of every object of class 
DriverManager). As a result, JInjector dynamically injects a user-defined code 
that can block the execution of the target API call, change its parameters values, delay 
execution, throw exception, modify the result of the given method, etc. Thus, complex 
disturbance scenarios are possible to be evaluated. Unfortunately, JInjector uses the 
AspectWerkz framework which is not developed anymore (the only one at the mo-
ment of creation that supported dynamic aspect installation at target application run-
time without the need of AUT source code availability). So, right now its lifetime and 
applicability is limited. 

In Android application development several tools towards application testing are 
usually used. Some of them are Java oriented (e.g. JUnit, Sureassert, FindBugs), 
while some are dedicated for Android. One of them is Android test framework [11]. 
Basically it is a library that inherits some mechanisms from JUnit package. Thus, it is 
oriented on automated testing of some properties and assertions (e.g. if the object 
returned exists verify if the value is equal to the expected one). There are two main 
weaknesses of this framework: the tester/programmer has to identify the points of 
assertions and there is no possibility to emulate any unexpected environmental or 
possibly critical situations during AUT execution. Similarly, the Android Mock li-
brary can be used to create an object imitating the tested classes and interfaces. Such 
object can execute a test scenario based on the verification of the obtained results with 
the expected ones. Another tool, Robolectric [12], has also similar goal, however, 
through the annotations, it easy to steer some environment and system parameters 
(e.g. screen resolution, localization, API version).  

None of the presented tools resolves the problems noted in Section 2 as there is no 
functionality of provoking failing system/library calls, device or service unavailabil-
ity, etc. So, the parts of the code responsible for handling these situations are not  
covered with such testing. Moreover, Android is dedicated to mobile systems. Appli-
cations are using some specific modules like accelerometers, gyroscopes, GPS, etc. 
So, the probability of errors and device/service unavailability during system operation 
is much higher than in case of traditional computer systems and more complex to be 
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simulated at runtime. Development of such applications requires cross compilation. 
All of that make testing of such applications towards error handling a challenge. 

4 AFIS – Android Application Testing 

Android is based on Linux kernel but the basic language for user application develop-
ers is Java. However, applications are executed using a specially developed virtual 
machine called Dalvik. All the functionality needed for the applications is provided 
through the set of libraries and classes, e.g.: 

• Reading data from device sensors (accelerometer, compass, light, etc.) with Sen-
sorManager class, 

• Phone management (dialing and calls registration, etc.) – TelephonyManager class, 
• Views management through the SystemView and WindowManager classes, 
• Content delivery and data management (e.g. contacts, SMS) through ContentPro-

vider class, 
• Notification area management with NotificationManager class, 
• Localization provider – LocationManager class. 

Applications using these classes should provide proper handles in case of exceptions 
or simply failed method calls. At the same time, the system and libraries should be 
proofed against malicious parameters, improper sequence of methods calls, etc.  

Developed Android Fault Injection System (AFIS) targets on the assessment of 
critical situations and errors handling by the applications directly on the target An-
droid device. It emulates the disturbances by overloading methods of the open-source 
Android libraries. That requires modification of the original source code of these li-
braries in order to allow dynamic overloading of these methods at runtime. It is worth 
noting that the code of the overloaded method can be edited by the experimenter just 
before the experiment (i.e. the disturbance related to the specific method can be easily 
customized). Unfortunately, not every Android library is open-sourced. Because of 
the license limitations some standard Java libraries are not possible to be covered with 
the proposed solution. Nevertheless, currently, AFIS allows customized overloading 
of 125 methods of Android.  

The main drawback of AFIS is the necessity to replace the original firmware of the 
target device with the instrumented one. However, the whole process of instrumenta-
tion is automated. Along with AFIS the modification script is provided. It takes the 
list of methods to be modified from the csv file. After the instrumentation step, the 
Android system should be compiled and can be applied to the target SUT. Currently, 
all the devices supported by the Google can be used (all from the Nexus family, HTC 
One, Samsung Galaxy S4 and Sony Xperia Z) as well as emulator on the PC. 

Introduced modifications allow four scenarios of execution: 1) target method ex-
ecution is registered for the profiling proposes (disturbances are not introduced), 2) 
the overloaded method is called instead of the target one, 3) the parameters of the 
target method call are disturbed, 4) the target method is called normally if the calling 
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application is different than AUT. In AFIS, four main components can be distin-
guished, two located on the desktop PC and two on the target Android device: 

• AFIS Core – it contains modifications of Android source code that enables dynam-
ic code injections to libraries’ methods. It is compiled along with the whole Andro-
id system. 

• AFIS Desktop Manager – it allows target system management from the desktop PC 
(automatic generation and compilation of overloaded methods to be injected to the 
target system, modification of some global parameters, up/down-loading files 
to/from the target system, setting the configuration for the tests, etc.). 

• AFIS Desktop Analyzer – it collects experiments results. A main part of it is sys-
tem log analyzer allowing inter alia creation of the AUT call graph. 

• AFIS Android Manager – Android application running on the SUT that can be 
used as a standalone experiment manager (with some limitations to the full AFIS 
configuration). 

Before the actual experiment the profiling execution of the AUT should be made (un-
disturbed). Through the logs collected during this step the AFIS Desktop Analyzer 
creates a call graph which shows interfaces used by the AUT (how many times and 
from which places the given method is called). After this step, the marginal and un-
used methods can be eliminated from further analysis. Using the Desktop Manager 
the configuration for the tests is set: the target method (to be overloaded) is generated, 
modified (to emulate disturbance) and compiled. The overloading method along with 
the tests configuration is then sent to the SUT. At this time, based on the prepared 
configuration, the AFIS will start to disturb the given AUT. If the modified methods 
are already stored on the target device, the experiment can be managed on the SUT 
itself with the AFIS Android Manager application (a screenshots of which is  
presented in Fig. 1). 
 

 

Fig. 1. AFIS Android Manager screenshots (from the left: selection of methods to disturb, 
selection of target applications, overview of the disturbing code) 
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In the research we concentrated on evaluation how the failing API methods influ-
ence the target applications – if the error handling procedures are adequate to the 
critical situation. So, the disturbance model was to emulate possible erroneous  
executions of the system API calls. In Java the main way of error notification is ex-
ception throwing. So, in the most cases the disturbances were emulated with throwing 
a proper exception while AUT operates with multimedia, databases, accesses to the 
memory cards, geolocating the device, etc. After disturbance injection the AUT be-
haviour was observed (subjectively by the user as well as through the analysis of sys-
tem and application logs) and each test was categorized into one of the following 
classes of disturbance effects: 

1. Everything executed without any noticeable side-effect, 
2. All observable side effects were acceptable, 
3. Some observable, non-critical but unacceptable side-effects were present but the 

AUT correctly notified the user upon that, 
4. Some critical side-effects were correctly reported to the user, 
5. Critical side-effects were not reported to the user, 
6. Application was closed or terminated, 
7. Abnormal operation was made (not forced by the AFIS itself). 

Generally, the list above should be changed to distinguish different aspects - AUT 
specific (compare the list with [6]). It is worth noting, that the AFIS can collect many 
information upon the emulated disturbance (e.g. from which point in the AUT the 
disturbed API call was made, disturbance parameters). That provides a valuable feed-
back to the application developer: in case of application misbehaviour the one can 
point out the exact place in code. Moreover, the observed behaviour can be subjec-
tively commented by the user after each AUT execution giving the basis to extend the 
disturbance effects set to new classes of criticality. 

5 Practical Experiments 

Using the AFIS (Section 4) some well-known applications were tested (more than 1M 
installations each): Connectbot (SSH client), Endomondo (personal sport tracking 
application), and VLC (multimedia player). Experiments were preceded with the  
profiling executions, so only used API methods were tested in experiments.  

In case of the Connectbot application any error in getWritableDatabase() 
and getReadableDatabase() methods causes critical error or application shut-
down. Additionally, any disturbance during the application startup causes its imme-
diate shutdown. Generally, 76% of disturbances provoked application shutdown, 23% 
some critical effects without any notifications and only less than 1% of tests run 
smoothly without any noticeable impact. 

One of the main features of the Endomondo application is the ability to collect the 
details of personal training along with the paths of, for instance, jogging on the map.  
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So, the application uses geolocation. Unfortunately, the experiments showed that 
errors in these service are not correctly handled. They cause application shutdown or 
lack of any reactions to the disturbance. In case of this application more complex 
behavior scenarios were observed (see Fig. 2). 

 

Fig. 2. Summary of Endomondo experimental results 

In case of VLC multimedia player the most critical error found was incorrect han-
dling of the method checking the availability of the memory card. In the considered 
scenario, there was a video file in the VLC’s playlist that was stored on external 
memory card. Before accessing that card VLC checks its availability with the call to 
Environment.getExternalStorageState() method. The disturbance was 
configured to report the unavailability of the card to the calling application. In  
such case the application should not try to operate on the not existing device. Appar-
ently, VLC ignores the reported state as VLC was trying to access the file from the 
playlist. Moreover, the unavailability of the application’s database always blocked the 
application to start up. 

These few examples show that the developed AFIS can be very useful in finding 
out software quality issues. A set of predefined erroneous scenarios and environments 
can be prepared according to some dependability policies to allow target software 
verification. In effect, the test coverage can be substantially improved with SWIFI. 
The proper fault model can result in valuable feedback for software developers facili-
tating management tasks and code quality improvements. However that requires some 
extra work. Nevertheless, the developed disturbances can be reused and shared be-
tween companies and projects. One of the main AFIS drawback is the necessity to 
instrument the target device firmware. That requires the accessibility of the source 
code, libraries, drivers etc., compilation and reprogramming the device. Moreover, the 
experiments are mostly valuable when the disturbance analysis is deep – in reality it 
means the necessity of analysis of several logs, user notes etc. 
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6 Conclusion 

Classical fault injection is not much popular in the software developing community as 
the knowledge gained from experiments is unlikely helpful in solving typical prob-
lems of testers and developers. However, moving the injected fault model to the levels 
of disturbances and erroneous API calls changes this shallow reputation. In the paper 
a not traditional technique of software implemented disturbance injection is presented. 
It is targeted at checking the reaction of the AUT to some unusual but realistic cir-
cumstances like I/O errors, low resources, network errors, etc. The goal is to allow 
software developers and testers checking the correctness of AUT behavior in such 
situations. Some experiments reported in the paper show that applications can be easi-
ly improved at least by proper notification of the erroneous conditions to the end-user.  

Such disturbance injection tools can also support quality verification of the third 
party software libraries and modules against dependability properties (like reliability, 
security, safety, stability etc.). Developed AFIS system can be easily adopted to dif-
ferent target devices. The ability to conduct experiments without the need of compli-
cated configuration should be noted. That extends the classical SWIFI concept with 
quite different goals and fault models (here related to disturbances or errors). They are 
more practical for software developers and testers as they exist in conceptual level of 
software. 
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Abstract. Due to the emergence of Software Defined Networking (SDN) with 
the idea of centralized control over computer networks, the Capacity and Flow 
Assignment Problem (CFA) may be approached in a classical non-distributed 
fashion in real-life scenarios. The question arises whether a heuristical approach 
to this NP-complete problem is of any use in practice. 

This paper is focused on the problem of configuring a Wide Area Network 
topology with trade-off between link cost and response time to users under 
budget constraint. The link capacities in the network and the routes used by 
packets are determined in a way to minimize network link cost and response 
time at the same time. Budget constraint means, that network link cost should 
be lower than the given budget value. An exact algorithm for CFA, due to its 
NP-completeness, is either not feasible or works well for small networks only. 
In this paper we propose an alternative heuristic solution, compare its effective-
ness to the exact solution and finally show its running time when used for a 
real-life computer network. The experiments performed using standard off-the-
shelf computer gear show that this solution is fast enough and surprisingly ac-
curate and thus ready for implementation for an SDN controller. 

Keywords: wide area networks, routing, capacity provisioning, SDN. 

1 Introduction 

The concept of Software Defined Networking is basically centralized network man-
agement and separation between the data and control planes [1], [13]. This simple 
idea of centralized control was considered in the past but abandoned and network 
designers turned to distributed algorithms or static configuration. The reason was the 
presumption that with a centralized approach a single point of failure follows. Con-
temporary network devices provide many technologies to tackle the above concern, 
like: 
- Redundant power supplies; 
- Virtualized operating systems, ie. two operating systems running in parallel in an 

active-standby fashion (ie. CISCO IOS XR); 
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- Redundant network interface cards; 
- Redundant uplink technology (ie. MLAG - Multichassis Link Aggregation). 

All the above make nowadays a centralized controller-based network management 
system like SDN an appealing solution. Technologies like OpenFlow [11] or Net-
conf/XML are available implementations of this idea. Turn from distributed to centra-
lized control over the network allow for the use of classical graph-based algorithms 
like exact (CFA) algorithms. It is worth to mention that an SDN controller has com-
plete knowledge of the network including, but not limited to: nodes, topology (ie. 
links), link capacities. So the controller seems to be the right place in the network to 
calculate routes, flows and provision bandwidth with the constraints imposed by the 
link capacities. But due to computational complexity of CFA it is not feasible to run 
an implementation of the exact algorithm on the SDN controller.  

Contemporary WANs are heterogeneous in nature regarding different layer 2 tech-
nologies available. Due to this, it is advisable to use a more abstract approach to this 
well-known computational problem as the results will be of use not only now but also 
when different future L2 technologies emerge in near future. 

The problems of joint optimization of link capacities and flow assignment (routing) 
is called Capacity and Flow Assignment Problem (CFA). Several different formula-
tions of this problem can be found in the literature. Generally, they correspond to 
different choices of performance measures, design variables, constraints and different 
types of flows [8], [12], [15], [17].  Exact algorithms for CFA problem are presented 
in the papers [8], [9], [12], [15]. Exact algorithm for the special case of CFA, where 
initial capacities are already installed on each link of the network is presented in [4]. 
In literature a heuristic approaches which is less exact but significantly faster for solv-
ing these problems could be found as well. A tabu search algorithm for the routing 
and capacity assignment problem in computer networks in [16] was also applied. 
Some other approaches to CFA problem based on genetic algorithms are presented 
in [7], [18], [14].  Some aspect of top down approach to TCFA (Topology Capacity 
Flows Assignment) problem was presented in [10]. 

In this paper as a criterion function we chose a function that considers both: net-
work cost and network performance. Network performance is represented by average 
delay per packet. The routing problem is perceived as the multi-commodity flow 
problem [13]. To present the criterion function in the unified way, the following two 
distinct types of costs are considered: 

• leasing cost: cost of channel used in the network; 
• delay cost: total average delay per packet times unit cost of the delay. 

The introduced criterion is the sum of the leasing cost and the delay cost and it is 
called the combined cost. Thus, the optimization problem with the combined cost 
criterion is formulated as follows:  

given:  network topology, external traffic requirements, discrete  cost-
capacity function, budget of the wide area computer network 

minimize: combined cost 
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over:  channel capacities, routing (i.e. multicommodity flow) 

subject to: multicommodity flow constraints, channel capacities constraints, 
budget constraint 

Channels’ capacities constraints mean that capacity for channels could be chosen only 
from the set of discrete values of capacities. In this case the considered topology  
design problem is NP-complete [2]. 

2 Problem Formulation 

Consider a WAN with n nodes and b channels which may be used to build the  

network. For each channel i there is the set },,,{ 21
i
e(i)

iii c...ccZC =  of alternative ca-

pacities from which exactly one must be chosen. )(ie  is the number of capacities 

available for channel  i. Let i
kd  be the cost of the leasing capacity value i

kc  for 

channel i [$/month]. Let capacities from each set iZC  be ordered in such way that   
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Let i
kx  be the decision variable, which is equal to one if capacity i
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channel i and i
kx  is equal to zero otherwise. Let  },...,{ )(1
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=  be the permutation of values of all variables 

,...,bi,...,e(i),k,xi
k 11 ==  for which the condition (2) is satisfied, and let rX  be 

set of variables which are equal to one in W . The set rX  is called a selection. Then, 

each selection determines the unique values of channel capacities in the wide area 
computer network. Let S be the set of all possible selections of rX . 

Let )( rXT  be the minimal average delay per packet [s/packet] in the wide area 

computer network in which values of channel capacities are given by the selec-
tion .rX  The expression on an average delay per packet is given by Kleinrock's  

formula [5]. )( rXT  could be obtained by solving a multicommodity flow problem 

in the network with the channel capacities given by rX [12], [9]. If this problem has 



214 M. Gola and A. Czubak 

 

no solution for a given requirement matrix and for the given selection ,rX  then 

∞=)( rXT .  

Let )X(d r  be the sum of leasing cost of capacities given by selection rX , i.e.  

 
∈

=
Xx

dxXd

r
i
k

i
k

i
kr )(  (3) 

Then, the objective function consisting of two distinct types of costs (delay cost 
and leasing cost) is following:   

 )()()( rrr XdXTXQ += α  (4) 

where α   is the unit cost of delay [$/month/packet/s]. 
The CFA problem with the combined cost criterion function can be formulated as 
follows: 

 )(min r
X

XQ
r

 (5) 

subject to 

 SXr ∈  (6) 

 BXd r ≤)(  (7) 

where B denotes the budget (maximal feasible leasing capacity cost) of the wide area 
computer network.  In [9] exact algorithm for solving above problem was presented. 
Impact of coefficient α  on solution of problem (5-7) was presented in [3]. 

3 Calculation Scheme 

Let },...,,{ 1
2
1

1
11

bxxxX =  be the initial selection. According to expression (1) the rep-

resentation 1X  consists of channels set to maximal possible capacities. The variable 

i
kx  is called normal if r

i
k Xx ∈ . The remaining variables are called reverse. A  

|replacement of any normal variable i
kx  by reverse variable from iW  is called com-

plementing.  Each selection 1+rX  is obtained from a selection rX  by complement-

ing one variable i
kx  by another variable i

jx  from the same set .iW   

 

Theorem 1.   
Let SXr ∈ . If the selection sX  is obtained from rX  by complementing the 

normal variable r
i
k Xx ∈  by the reverse variable s

i
j Xx ∈  then  
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and irf  is equal to the optimum value of if  which is obtained by solving the multi-

commodity flow problem for values of channel capacities given by rX , and ε  is the 

minimal feasible difference between capacity and flow in each channel )10( ≤< ε . 

Proof. 

In the case when ir
i
j fc > , it is easy to show that the optimal multicommodity flow 

for the network with channel capacities given by rX  is also the feasible multicom-

modity flow for the network with channel capacities given by sX . Let ),( rs fXT  be 

the average delay per packet calculated for the multicommodity flow 
r

f . Since the 

selection sX  differs from rX  only with one variable, then 
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Since )X(T s  is the minimum average delay per packet and ),()( rss fXTXT ≤ , 

Moreover, 0and)()( >−=− αi
k

i
jrs ddXdXd . Then,  

.)()()()(),()()()( ir
kjrrsrrssss XQXdXdXdfXTXdXTXQ Δ−=−++≤+= αα  

In the case when ir
i
j fc < , the expression )/( is

i
jis fcf −  in )()( rs XQXQ −  may 

be upper bounded by ε/max
irc  because iris

is ccf maxmax ≤<   and   ε≥− is
i
j fc  

It follows from the Theorem 1 that we should choose for complementing such va-

riables r
i
k Xx ∈  and s

i
j Xx ∈ for which the value of (9) is maximal and condition 

(6) is satisfied.  
 

The algorithm goes through two phases: 

1. In the first phase we start with representation 1X . We try to find a solution that 

complies with (7) and is a solution to the optimization problem (5-7). In the first 
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phase we start with representation 1X  with a maximal cost and we try to find a 

different solution fulfilling (7). For complementation we take variables 
i
jx  

which correspond to opposite arcs (with lower capacities and thus lower costs). 
Every succeeding representation generated by the algorithm has a lower cost 

)( rXd . The first phase ends when a representation rX  such that it fulfills (7) is 

found. If no such representation is found, the algorithm ends and it follows that 
no solution to (5-7) exists. 

2. In the second phase we search throughout the neighborhood of the representation 

rX  found in the first phase with the premise that a better solution is located 

nearby. So we search in the neighborhood for a solution with lower Q, still  
imposing (7) on the results.  

4 Heuristic Algorithm 

Now we introduce an approximate algorithm used to solve the optimization problem 
(5-7). M is the set of reverse variable. If ∅=M  then we have no variables for com-
plementing. K is the set of fixed normal variables; F is the set of fixed reverse va-
riables. Fixed variables cannot be used for complementing for each successor rX . W 

is the permutation of values of all variables and was introduced in problem  
formulation section.  

Phase 1: finding feasible solution for problem  

Step 1: Perform },...,,{ 1
2
1

1
11

bxxxX = , compute ),( 1Xd )( 1XQ .  

If ∞=)( 1XQ  then no solution for optimization problem (5-7) exists, stop algorithm  

otherwise go to step 2. 

Step 2: If BXd ≤)( 1  then perform )( 1
* XQQ =  go to step 6 (phase 2)  

otherwise, perform ∅=F , ∅=K , r=1, go to step 3. 

Step 3: Perform .FXWM r −−=  

If ∅=M  then no solution for optimization problem (5-7) exists, stop algorithm  

otherwise choose the variable r
i
k Xx ∈  and variable Mwi

j ∈  for which the value 

ir
kjΔ  is maximal. Next generate the selection 1+rX by complementing i

kx  by i
jx  by 

letting }{}){(1
i
j

i
krr xxXX ∪−=+ , go to step 4. 

Step 4: Compute )( 1+rXQ .  

If ∞=+ )( 1rXQ then perform 
)(

}{
iet

jt

i
txFF

≤

=
∪= , then go to step 3  
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otherwise go to step 5. 

Step 5: Perform r=r+1. Compute ).( rXd  

If BXd r ≤)(  then perform )(*
rXQQ = , ∅=F , go to step 6 (phase 2) 

otherwise perform  
jt

kt

i
txFF

<

=
∪= }{ , go to step 3. 

Phase 2  

Step 6: Perform )( rXdBdf −= , KXE r −= , FXWM r
t −−=

.}){}({:}{ dfxxxM i
k

i
j

Mx

i
j

ti
j

≤−=
∈
  

If ∅=E or ∅=M  then go to step 8 

otherwise choose the variable Exi
k ∈  and variable Mwi

j ∈  for which the value 

ir
kjΔ  is maximal. Next generate the selection 1+rX  by complementing i

kx  by i
jx  

i.e. by letting }{}){(1
i
j

i
krr xxXX ∪−=+ . Perform }{ i

jxFF ∪= , go to step 7. 

Step 7: Compute )( 1+rXQ .  

If *
1)( QXQ r ≥+ then perform }{ i

kxKK ∪=  go to step 6   

otherwise  )(*
rXQQ = , r=r+1, go to step 6. 

Step 8: rX  is the best approximate solution for problem (5-7). 

 
The overall computational complexity of above algorithm is equal to 1)1( max +−⋅ eb , 

where maxe  is maximal value of  )(ie  for i=1...b. 

5 Computational Results 

The presented approximate algorithm was implemented in C++ code. Extensive nu-
merical experiments have been performed with this algorithm for many different net-
work topologies, different set of possible capacities for each of the channels and dif-
ferent workload. The experiments were conducted to examine the distance between an 
approximate and exact solution. For example a network with 12 channels, each chan-
nel with 9 possible capacities required an execution time by an exact algorithm of a 
few hours. Presented approximate algorithm for the same network gave an acceptable 
solution within 50 milliseconds. 

Let maxD  be the maximal building cost of the network and let minD  be the mi-

nimal building cost of the network; the problem (5-7) has no solution for minDD < . 
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minT  is average delay per packet obtained as solution of multicommodity flow prob-

lem for representation }.,...,,{ 1
2
2

1
11

bxxxX =  In other words minT  is the lowest poss-

ible value of average delay per packet at given requirement matrix. We introduce the 

normalized budget B  and normalized coefficient ,α  which are used to compare 
the results received for different network topology, external traffic requirements and 
discrete cost-capacity function.  

 %100
minmax

min

DD

DB
B

−
−=  , α %100

max

min

D

Tα=  (12) 

Let %100
opt

optapp
Q Q

QQ −
=Δ  be the distance between approximate solution and exact 

solution, where: appQ  is value of combined cost criterion received as approximate 

solution of optimization problem (5-7). optQ  is the value of combined cost criterion 

received as exact solution of optimization problem (5-7). 

Let 
=

=
P

i

i
Q

B i1
),(

Δ
Φ α  be the arithmetic mean of the distance between an approx-

imate and exact solution calculated for all considered networks and for normalized 

coefficient α  and normalized budget .B  P is the number of considered network 

topologies. The dependence of Φ  on normalized budget B  has been examined. In 

Table 1 values of  Φ  for different values of B  and α  are presented. First we 
notice that approximate algorithm works very well as it is very close to optimal solu-
tions for normalized budget greater than 40% and it is almost independent from value 
of α .  

Table 1. Distances between exact and approximate solutions 

 Normalized Budget 

Normalized α  10% 20% 30% 40% 50% <60,100> 

1% 6,8% 2,3% 1,5% 1,5% 1,3% 

For normalize 
budget greater than 
50 %  value of Φ  
is lower than 1,6 % 

2% 21,2% 4,3% 1,4% 1,3% 1,0% 

3% 36,3% 9,3% 1,6% 0,9% 1,0% 

10% 59,2% 18,7% 15,2% 1,6% 0,4% 

20% 104,6% 23,7% 22,0% 2,9% 0,8% 

40% 114,9% 30,2% 27,7% 3,5% 1,6% 

50% 124,7% 31,4% 29,2% 3,5% 1,7% 

80% 130,0% 32,0% 31,0% 4,0% 1,7% 
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Presented network consists of 20 nodes and 34 channels. Nodes are located in 20 
cities in Poland. For each channel we have 9 alternative capacities due to the line rates 
available to the customer by an ISP. The execution time of approximate algorithm is 
presented in Table 2. We have no exact solution for this network because for this 

scale of problem amount of possible solution reaches a number of 322.8  which 
makes an exact algorithm infeasible because of unacceptable execution time.  

Table 2. Executig time of approximate algorithm for network PL-02 in seconds 

α  

Normalized Budget 

10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

1% 0,218 0,202 0,202 0,202 0,202 0,202 0,202 0,202 0,202 0,218 

3% 0,171 0,141 0,140 0,140 0,156 0,140 0,156 0,140 0,140 0,156 

5% 0,187 0,171 0,140 0,140 0,140 0,124 0,124 0,124 0,124 0,124 

10% 0,156 0,140 0,109 0,062 0,062 0,078 0,078 0,078 0,078 0,078 

20% 0,140 0,124 0,124 0,078 0,062 0,046 0,046 0,046 0,046 0,046 

40% 0,156 0,140 0,109 0,062 0,062 0,062 0,046 0,031 0,046 0,046 

60% 0,156 0,140 0,109 0,078 0,046 0,031 0,031 0,031 0,046 0,046 

80% 0,156 0,140 0,093 0,078 0,062 0,046 0,046 0,046 0,046 0,031 

We notice that an approximate algorithm is especially effective regarding the run-
ning time for normalized α greater than 5% and for normalized budget greater than 
30%. For this range executing time of algorithm is lower than 100ms. Otherwise for 
rest of the cases executing time is quite acceptable from practical point of view. 

6 Conclusion 

Capacity and Flow Assignment Problem is of great importance in contemporary com-
puter networks. Recently emerging technologies and concepts like Software Defined 
Networks with its centralization and distinction between data and control plane pro-
vide a single place to provision bandwidth across the network. The complexity of an 
exact algorithm to CFA makes it infeasible to use, for that reason a heuristic algo-
rithm was proposed in this paper. The experiments involved using an off-the-shelf 
desktop computer and a real-life network topology. It was shown, that if the norma-
lized budget is scoped wide enough to search for the solution effectively, one is found 
within 0.2 of a second. Such running time makes it a viable solution for an SDN  
controller to provision bandwidth across a network. 
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Abstract.  Evolutionary analysis of software (SW) quality models (QM) over 
the past forty years, from one of the first software QM by McCall to the model 
presented in the standard ISO 25010 is performed. 9 models were chosen for 
the analysis and divided into sets of basic and corporate QMs according to the 
completeness, detailing and significance. The choice of basic models McCall 
(1977), IEEE 1219 (1993), ISO9126-1 (2001), ISO 25010 (2010) is grounded. 
QM structure is described by hierarchy whose elements are sets of characteris-
tics (subcharacteristics) and relations of subordination between them. To assess 
the complexity and completeness of SW QM and to compare them with the lat-
est ISO 25010 model special particular and general metrics are introduced. 
Analytic dependence of the growth of model complexity represented by a linear 
function is obtained. Analysis of some characteristics evolution (operational 
suitability, effectiveness, reliability, usability, safety, etc) is performed.  

Keywords: evolutionary analysis, software quality models, complexity metrics, 
ISO 25010.  

1 Introduction 

1.1 Motivation 

Beginning of active development and use of software as an integral part of computers 
can be considered the middle of the last century. The term Software Engineering ap-
peared in 1968 at NATO Software Engineering Conference [1] where corresponding 
concept was formed. During the period of software engineering development as an 
independent direction in Engineering practice, and then forming it as a systematic 
science, one of the key issues was software (SW) quality. 

Software quality is a degree to which a software product satisfies stated and im-
plied needs when used under specified conditions [2]. SW quality model is [3] usually 
defined as a set of characteristics and relationships between them which actually  
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provides the basis for specifying the requirements of quality and evaluating quality. A 
lot of software quality models (SWQM) have been introduced for the last decades [4]. 
Quality models structure is described by hierarchy whose elements are sets of charac-
teristics (CHs) (subcharacteristics (SubCHs)) and relations of subordination between 
them. Characteristics (subcharacteristics) included into the models as usual are the 
basis of software projects requirements. 

The motive of writing this paper is release of ISO25000 series as a new generation 
of International Organization for Standardization requirements document connected 
with software standardization and its quality evaluation. It was not just a very impor-
tant step to improve SW QM, but a significant event in models evolution that reflect-
ed changes in software engineering as well. 

1.2 Analysis Methods of SW Quality Models  

A lot of SW quality models have been introduced for almost half century history of 
Software Engineering, but only a part of them became widely known and is used re-
quirements elicitation. Preliminary analysis of the publications describing software 
quality models and techniques of SW QM analysis [2-14], allowed determining the 
most significant of them. Information about these models indicating the bibliographic 
data and two important parameters (quality hierarchy number and characteris-
tics/subcharacteristics number levelization) is systemized in table 1.  

Table 1. The most well-known SW Quality Models 

№ SW QM 
name 

Publi-
cation 
year 

Model 
levels 

number

CHs / 
SubCHs number Author Reference/ 

Resource 

1 McCall  1977 2 11/35 John McCall [5] 
2 Boehm 1978 3 3/8/18 Boehm [6] 
3 Carlo Ghezzi 1991 1 8 Carlo Ghezzi [7]  

4 FURPS 1992 2 5/25 Grady R. &
Hewlett Packard [8] 

5 IEEE 1993 2 6/19 IEEE [9] 
6 Dromey 1995 2 4/13 Dromey [10] 
7 ISO 9126-1 2001 2 6/19 ISO [13] 
8 QMOOD 2002 1 6 Bansiya [12] 
9 ISO 25010 2010 2 8/31 ISO [2] 

 
SW quality models diversity causes a lot of works aimed at their comparative anal-

ysis. These researches intensified in the 90 years before ISO 9126 publication and in 
first years of its practical use. 

Review of works related to SW QM analysis techniques [3, 12-14] shows that 
modern ISO 25010 standard, where a new SW quality model was adopted by the 
international institution, is not taken into account. Besides: 

– The works are usually reduced to an analysis of characteristics and subcharacte-
ristics are not considered enough or are not a subject of the analysis at all; 

– Formal techniques of SW QM description are based on table representation of 
models, but their description in sets and relations between them is not analyzed; 

– Procedure of SW QM analysis is not formalized. 
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Considering the importance of quality models base, it requires further researches in 
this field. 

1.3 Problem Statement 

Every new model appearing is a reflection of the quality of the constantly changing 
(rising, expanding and specifying) software requirements. It is caused by: 

– Dynamic development of software products and technologies; 
– Rising impact of software tools on functional capabilities, performance, reliabili-

ty, security and other characteristics of the computer systems, and the technical  
systems in general; 

– Development of the regulatory framework at the international, national and cor-
porate levels. 

Variety of software quality models and frequency of their appearance encouraged 
the authors to analyze the evolution of the well-known software quality models in the 
context of ISO 25010. 

Regarding this, the goal of the paper is, firstly, to develop a formalized description 
of the SW QM and metrics to present them in a compact form, and, secondly, to per-
form a comparative analysis of software quality models and to study their changes for 
more than 40 years of evolution. 

2 Systematic SW QM Description 

2.1 Description Principles 

The primary task while analyzing the evolution of software quality models is the 
problem of transition from their verbal and structural-table representation to the for-
mal description in terms of the algebra of sets and relations. To describe the models, 
sets of software quality model elements (SSQME - Set of Software Quality Model 
Elements) and relationships of model elements (SRSQME - Set of Relationships 
Software Quality Model Elements) were defined. Set of software quality model  
elements may be presented as the following: 

      { }n
i

j
i

j
ii EMEMEMSSQME ,...,, 1+= , (1) 

where i is index of model, j is index of model element j
iEM . 

To describe the relationship between the characteristics of different levels predicate 
(relation) R ( “parent-child”) is used:    k

i
j

i REMEM ,  (2) 

where  j
iEM  - parent,

 
k
iEM  - child. 

Thus, every software quality model (SQM) is described by two sets (the set of model 
elements and the set of model elements relations - R) and the table of the model seman-
tic content is needed to determine SSQME sets elements accordance and their names. 
For example, let us describe ISO 25010 software quality model using this approach: 
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Its semantic content is presented by table 2. 

Table 2. ISO 25010 Model Semantic Content Table 

SSQME 
element Model element 

SSQME 
element Model element 

SSQME 
element Model element 

1
9EM  System/Software 

Product Quality 
15
9EM  4.2 Learnability  

28
9EM  6.3 Non-

repudiation  
2
9EM  1 Functional Suitabili-

ty  
16
9EM  4.3 Operability  

29
9EM  6.4 Accountabili-

ty  
3
9EM  1.1 Functional Com-

pleteness  
17
9EM  4.4 User Error 

Protection 
30
9EM  6.5 Authenticity  

4
9EM  1.2 Functional Cor-

rectness  
18
9EM  4.5 User Interface 

Aesthetics  
31
9EM  7 Portability  

5
9EM  1.3 Functional Appro-

priateness  
19
9EM  4.6 Accessibility  

32
9EM  7.1 Adaptability  

6
9EM  2 Performance Effi-

ciency   
20
9EM  5 Reliability  

33
9EM  7.2 Installability  

7
9EM  2.1 Time Behaviour  21

9EM  5.1 Maturity  34
9EM  7.3 Replaceability  

8
9EM  2.2 Resource Beha-

viour  
22
9EM  5.2 Availability  

35
9EM  8. Maintainability  

9
9EM  2.3 Capacity  23

9EM  5.3 Fault Tolerance  36
9EM  8.1 Modifiability  

10
9EM  3 Compatibility  24

9EM  5.4 Recoverability  37
9EM  8.2 Testability  

11
9EM  3.1 Co-existence  

25
9EM  6 Security  

38
9EM  8.3 Modularity  

12
9EM  3.2 Interoperability  26

9EM  6.1Confidentiality   39
9EM  8.4 Reusability  

13
9EM  4 Usability   27

9EM  6.2 Integrity  40
9EM  8.5 Analyzability  

14
9EM  4.1 Appropriateness 

recognisability  
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For the whole set of software quality models SSQM = {SQMi} a common set of 
model elements using a simple sets union operation can be formed. However, this 
requires further analysis of the semantic content of every characteristic and subcha-
racteristic which is not being carried out in this article. For this reason, additional 
elements of indexing are used within the models. It should be noted that model level 
number for the formal description of software quality models isn't directly considered.  

3 Metrics  

To briefly characterize the proposed analysis technique, let us introduce some initial 
terms: 

– Conceptual model is a model which a model under study is compared with; 
– Model under study is a model which is compared with a conceptual model; 
– Characteristic under study is a conceptual model characteristic which is com-

pared with model under study characteristics.  

The technique is based on comparing a model under study with the conceptual 
model, i.e. every SW Quality Model is compared with the conceptual model. So, the 
analysis is equivalent to semantic comparing characteristics and subcharacteristics of 
a model under study and the conceptual model with regard to their structures. Select-
ing a reference model, is usually performed by an expert who has relevant experience 
and qualifications. 

At the following stage comparison of models among themselves should be  per-
formed. The simplest and most obvious metrics are offered. Relationship and subor-
dination of these metrics is presented in Fig. 1.The main objective of such metrics is 
comparison of models with reference model bottom up, i.e. at the level of subcharac-
teristics (SMM, CSCM and CMM metrics), further characteristics (CMCM metric) 
and models as a whole (CSQMCM metric).  

 

 

Fig. 1. Metrics relation and subordination 

Features of the proposed metrics are the following: 
– Subcharacteristics matching metric (SMMj). Every subcharacteristic match val-

ue is identified according to the following formula SMMj = 0,5 / number of reference 
(conceptual) model elements subcharacteristics of the characteristic under study; 

– Cumulative subcharacteristics comparison metric (CSCM) is evaluated as a sum 
of SMM: 
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       =
= k

j ji SMMCSCM
1

; (3) 

– Characteristics matching metric (CMM) takes the value of 0.5 in case of match-
ing or 0 if the characteristics are different; 

– Cumulative matching characteristics metric (CMCM) is calculated as a sum of 

CMM metric and  =

k

j jCSCM
1

: 

       =
+= k

j jii CSCMCMMCMCM
1

; (4) 

– Cumulative software quality models comparison metric (CSQMCM) is calcu-
lated according to the formula:      =

= n

i ii CMCMCSQMCM
1

. (5) 

4 Software Quality Models Analysis Results 

Let us conduct SW QM analysis and first of all, define the reference (contextual) 
model. SW Quality Model ISO 25010 will be considered as uppermost and etalon 
regarding to all other models. It is the newest introduced model and takes into account 
main modern software peculiarities in point of view quality evaluation. This model is 
described in an international standard of top level. The reference model characteristics 
set consists of functional suitability, performance efficiency, compatibility, usability, 
reliability, security, portability, maintainability. 

Results of semantic comparison of software quality models characteristics and sub-
characteristics for different levels are presented in table 3. 

Starting abscissa point (SW QM appearance years) is 1970. To represent informa-
tion in a compact form characteristics and subcharacteristics are presented by num-
bers in table 3 according with table 2 for SW QM ISO 25010.  

The results of quality models characteristics analysis are the following. Eevery 10 
years a new quality model appears. The considered SW QMs can be divided into the 
following groups: 

– the first group consists of the fundamental basic SW QM. These models are the 
result of authoritative international team work, such as ISO and IEEE. Therefore, such 
SW QM as IEEE, ISO 9126-1, ISO 25010 are regarded as fundamental; 

– the second group consists of corporative SW QM. These models, as usual, are 
significant (signature models) and according to quality level (nomenclature, characte-
ristics and their relations) and significantly inferior in quality to the basic models. 
McCall, Ghezzi, FURPS, Dromey, QMOOD are considered to be in this group. 

Results of the models comparison using CSQMCM metrics (table 2) are presented 
by diagram (Fig. 2). Values of CSQMCM metrics for each model are presented in 
table 3. 
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Table 3. Software Quality Models Analysis Results  

Conceptual 
model  

(ISO 25010)
ISO 9126 model QMOOD model 

CHs Sub- 
CHs CHs Sub- 

CHs CMM SMM CHs Sub- 
CHs CMM SMM 

1  1 - 0,5 0 4 - 0,5 0 
 1.1 - - 0 0 - - 0 0 
 1.2 - 1.2 0 0,167 - - 0 0 
 1.3 - - 0 0 - - 0 0 
  CMCM=0,66

7
CMCM=0,5 

2  4  0,5 0 6 - 0,5 0 
 2.1 - 4.1 0 0,167 - - 0 0 
 2.2 - 4.2 0 0,167 - - 0 0 
 2.3 - - 0 0 - - 0 0 
  CMCM=0,83

4
CMCM=0,5 

3  - - 0 0 - - 0 0 
 3.1 - 6.3 0 0,25 - - 0  

 3.2 - 1.3 0 0,25 - - 0 0 
  CMCM=0,5 CMCM=0 
4  3 - 0,5 0 - - 0 0 
 4.1 - - 0 0 - - 0 0 
 4.2 - 3.2 0 0,083 - - 0 0 
 4.3 - 3.3 0 0,083 - - 0 0 
 4.4 - - 0 0 - - 0 0 
 4.5 - 3.4 0 0,083 - - 0 0 
 4.6 - - 0 0 - - 0 0 

  CMCM=0,74
9

CMCM=0 

5  2 - 0,5 0 - - 0 0 
 5.1 - 2.1 0 0,125 - - 0 0 
 5.2 - - 0 0 - - 0 0 
 5.3 - 2.2 0 0,125 - - 0 0 
 5.4 - 2.3 0 0,125 - - 0 0 

 CMCM=0,87
5

CMCM=0 

6  - 1.4   0 0,5 - - 0 0 
 6.1 - - 0 0 - - 0 0 
 6.2 - - 0 0 - - 0 0 
 6.3 - - 0 0 - - 0 0 
 6.4 - - 0 0 - - 0 0 
 6.5 - - 0 0 - - 0 0 

 CMCM=0,5 CMCM=0 
7  6   - 0,5 0 - - 0 0 
 7.1 - 6.1   0 0,166 - - 0 0 
 7.2 - 6.2   0 0,166 - - 0 0 
 7.3 - 6.4   0 0,166 - - 0 0 

 CMCM=0,99
8

CMCM=0 

8  5   - 0,5 0 - - 0 0 
 8.1  - 5.2  0 0,1 - - 0 0 
 8.2  - 5.4   0 0,1 - - 0 0 
 8.3  - - 0 0 - - 0 0 
 8.4 - - 0 0 1 - 0,1 0 
 8.5  - 5.1   0 0,1 - - 0 0 

 CMCM=0,8 CMCM=0,1 
CSQMCM=5,9 CSQMCM=1,1 



230 O. Gordieiev et al. 

 
Fig. 2. Results of SW QM comparison in terms of CSQMCM 

Further, we consider the models for which the values of the CSQMCM metric were 
higher than the previous once according to the chronology of their emergence (Fig. 3). 
These models such as McCall’s, IEEE, ISO 9126, ISO 25010 are landmark.  

 

 
Fig. 3. Results of basic SW QM comparison in terms of CSQMCM 

Let us define the functional connection between SW QM appearance year (X axis) 
and CSQMCM metric value (Y axis) and represent it analytically by regressive liner 
relationship:  

 y = ax+b, (6) 

where y is function, x - variable, a and b - regression coefficients. 
The values of a and b parameters can be calculated using Least Square Method. As 

a result we have а = 0,153, b = 1,363 and liner dependence: 

 y = 0,153x+1,363.  (7) 
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To analyze the changes of SW QM on the level of characteristics let’s match 
CMCM metric value for SW QM (table 4) and represent them in table 4. 

Table 4. CMCM Metric Value for basic SW QM 
                           

SW QM 
 

Characteristics  

McCall 
(1977), 
CMCM 

FURPS 
(1992), 
CMCM 

IEEE 
(1993), 
CMCM 

ISO 9126-1 
(2001), 
CMCM 

ISO 
25010 
(2010), 
CMCM 

Functional Suitability  0 0,5 0,83 0,67 1 
Performance Efficiency  0,5 0,84 0,67 0,83 1 
Compatibility  0 0,5 0,75 0,5 1 
Usability  0,666 0 0,58 0,75 1 
Reliability  0,625 0,75 0,75 0,88 1 
Security  0 0,5 0,5 0,5 1 
Portability  0,5 0,334 0,67 0,99 1 
Maintainability  0,6 0,6 0,1 0,8 1 

5 Conclusions 

As a result, structural and semantic analysis technique, based on their set-theoretic 
description and special metrics, is proposed. This technique allows obtaining metrics 
values, needed for quantitative SW QM comparison that made possible evolutionary 
changes of SW QM.  

Considering completeness and integrity metrics two SW QM groups were defined: 
basic and corporative. The proposed technique can be used as a basis to adapt the 
existed SW QMs for software companies. 

Obtained liner dependence between CSQMCM metrics and SW QM appearance 
year describes some pattern of liner growth of SW QM complexity.  

As for further development of SW QM, it is possible to make the following  
predictions: 

– CSQMCM metric for every next model must be higher than for the previous one, 
i.e. characteristics nomenclature will be wider; 

– SW QM characteristics structure will become more and more complicated due to 
their further development and specification on the subcharacteristics level, especially 
for certain characteristics such as reliability, security, usability and others.  

It is planned for further work: 

– To conduct more detailed semantic analysis of all the characteristics (subcharac-
teristics) in term of their unambiguous interpretation and characteristics (subcharacte-
ristics) duplication within the same SW QM; 

– To investigate metrics evolution to assess SW quality characteristics, evaluation 
methods and techniques; 

– To perform evolutionary analysis of SW QMs separately for dependability,  
security, usability, etc. for different domains.  
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Abstract. The article presents a novel approach to model checking of UML ac-
tivity diagrams (in version 2.x) for logic controller specification. A novel idea 
to design embedded systems by means of activity diagrams is introduced, using 
the previously proposed rule-based logical model suitable both for formal veri-
fication and logic synthesis. As the result implemented solution is consistent 
with the verified specification delivered in form of an user-friendly UML activi-
ty diagram. The idea is presented on a simple control process of two vehicles 
movement. Model checking technique is used to verify system model against 
behavioral properties expressed in temporal logic. In case of detected errors ap-
propriate counterexamples are generated.  

Keywords: UML activity diagram, rule-based logical model, formal verifica-
tion, temporal logic, synthesis. 

1 Introduction 

The Unified Modelling Language (UML) [1] is a user-friendly, established technique 
for modelling software. Commonly, it is also used in logic controller design process 
[2-4]. Especially valuable are here UML state machines and UML activity diagrams. 
The article focuses particularly on activity diagrams as a behavioral specification of 
designed logic controller.  

Former researches have shown that is possible to specify the behavior of embedded 
systems using UML activity diagrams [2,3]. Unfortunately, UML diagrams are still 
not well supported by formal techniques for analysis and verification. On the other 
hand, control interpreted Petri nets [5], as a mathematical apparatus, have a wide-
range support of techniques and mechanisms which can improve the quality of speci-
fication. It is possible to transform an UML activity diagram into a control Petri net 
[3] and then use the benefits of the second specification technique, using the previous-
ly proposed rule-based logical model.  

The rule-based logic model [6,7] is suitable both for formal verification [8] (using 
model checking technique [9,10]) and for synthesis. It includes rules describing the 
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behavior of logic controller, and has been primarily based on a control interpreted 
Petri net. Properties of designed system to be verified are expressed with temporal 
logic formulas [11]. Model checking is performed using the NuSMV model checker 
[12]. The rule-based logical model is a basis for VHDL code, which can be easily 
synthesized and implemented in reconfigurable structures of FPGA-type [13,14]. 

The novel idea is to formally verify UML activity diagrams describing logic con-
troller using the rule-based logical model. The logical model formalizes the UML 
diagram. It is then possible to verify it using model checking technique, and then to 
synthesize it. A big advantage of proposed solution is that logic controller can be 
easily specified in user-friendly form and at the same time the so-prepared specifica-
tion can be formally verified and synthesized. So, after formal verification the quality 
of final product rises significantly and the implemented device is consistent with its 
primary specification. 

There have already been some approaches to formalize UML activity diagrams 
[15-17]. In [15] authors also tried to analyze activity diagrams using the NuSMV 
model checker. However, much more code corresponding to particular elements is 
generated and additionally, activity diagrams are translated directly into the NuSMV 
model checker input format and so the possibility to use them for synthesis is lost. 
In [16] authors aim to define an algebraic presentation of the semantic of UML based 
on institution theory. In [17] a formal execution semantics for UML activity diagrams 
(in an older version) appropriate for workflow modelling is proposed. However, none 
of the so-far approaches formalized UML activity diagrams in domain of logic con-
trollers design using temporal logic and a rule-based logical model suitable both for 
verification and for synthesis. 

The remainder of the paper is structured as follows. Section 2 introduces a novel 
idea to present an UML activity diagram as a rule-based logical model suitable both 
for formal verification using model checking technique and for logical synthesis. 
Section 3 provides some information about model checking, properties definition and 
counterexamples. Section 4 focuses on logical synthesis of a specification primary 
expressed by means of UML activity diagrams. Finally, section 5 summarizes the 
paper and presents the results. 

2 UML Activity Diagram as a Rule-Based Logical Model 

UML activity diagram for discreet control process can be highly simplified defined as 
a seven-tuple AD = {A, T, G, F, S, E, Z} where: 

─ A is a set of actions/activities; 
─ T is a set of transitions (i.e. fork and merge nodes); 
─ G is a set of guard conditions corresponding to transitions (input signals); 
─ F is a set of flow relation between the activities and transitions; 
─ S is a set containing an initial node; 
─ E is a set containing a final node; 
─ Z is a set of output signals. 
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A prepared activity diagram describing logic controller behavior can be written as 
a rule-based logical model (Fig. 1). Logical model [6,7] can be then formally verified 
using model checking technique. It can be automatically transformed into verifiable 
model (using the implemented m2vs tool). The NuSMV tool [12] checks therefore 
whether the defined system model satisfies list of requirements specified as temporal 
logic formulas. On the other hand, logical model can be also transformed into a syn-
thesizable model in VHDL language and then simulated and synthesized. The most 
important is here the fact, that both verifiable and synthesizable models are consistent 
with each other. Hence, the received physical implementation is consistent with the 
primary, already verified, specification. 

 

Fig. 1. Verification and synthesis of UML activity diagram with intermediate logical model  

2.1 Rule-Based Logical Model 

A rule-based logical model has been initially established for control interpreted Petri 
nets specifying logic controller behavior [6,7]. However, it is also well-suited for use 
on the basis on UML activity diagrams. It consists of several sections corresponding 
to particular elements of specification. 

Logical model starts with defined variables (keyword VARIABLES), which are as-
signed some predefined initial values (keyword INITIALLY). The following elements 
of UML activity diagram are interpreted as model variables: 

─ Actions (A) together with initial (S) and final (E) node 
Each action is assigned a variable of Boolean type. It takes the TRUE value if the 
action is already executed. It is possible that multiple actions have the TRUE value 
assigned, as there may be several concurrent processes defined. Additionally, ini-
tial and final nodes are taken into account to establish the initial and final state of 
the system (respectively). 

─ Input signals (G) 
Each input signal of logic controller is assigned a variable of Boolean type. It takes 
the TRUE value if the signal is active and the FALSE value otherwise. It is possible 
that multiple input signals have the TRUE value assigned, as there may be several 
input signals active at the same time. 
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─ Output signals (Z) 
Each output signal of logic controller is assigned a variable of Boolean type. It 
takes the TRUE value if the signal is active and the FALSE value otherwise. It is 
possible that multiple output signals have the TRUE value assigned, as there may 
be several output signals active at the same time. 

The set of transitions (T) and the set of flow relation (F) between the actions and 
transitions  is used for rules definition (keyword TRANSITIONS). 

The set of input signals G is mapped in section for inputs (keyword INPUTS), 
while the set of output signals – in section for outputs (keyword OUTPUTS). 

2.2 Illustration 

A sample UML activity diagram describing discreet process of two vehicles move-
ment [3] is shown in Figure 2a. Initially, both vehicles are at starting points a and c. 
After pressing the m button, they begin to move to the right simultaneously until they 
reach ending points b and d (respectively). Then, the first vehicle moves left and re-
turns to its starting point a. Afterwards, the second vehicle moves left and returns to 
its starting point c. 

Each action a ∈ A is labelled with an etiquette aX, where X stands for the number 
of action. Moreover, the initial node S is labelled as aStart and the final node E 
as aEnd.  Each transition t ∈ T is labelled with an etiquette tX, where X stands for the 
number of transition. The labelled activity diagram is presented in Figure 2b. 

  

                     (a)                                        (b) 

Fig. 2. UML activity diagram for controlling two vehicles movement (a) and with labelling (b) 
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Basing on a labelled UML activity diagram, a rule-based logical model is built. 
An example for diagram from Figure 2 is listed in Figure 3. In initial values declaration 
the exclamation mark is used as a negation. Each transition starts with its etiquette to 
make the logical model more readable and simpler to interpret. The rules are written 
using temporal logic operator X for the next state of variables. Input signals changes, 
defined in logical model, are only used in model checking process (model description 
preparation). In the HDL (Hardware Description Language) file, input signals are not 
concerned as they are inputs to logic controller. They are supposed to change their value 
if a particular action (defined on the left side) is active. Hence, always two possible 
values of input signal are given: inactive signal / active signal. 

VARIABLES 

places:  aStart, a1, a2, a3, a4, a5, a6, a7, aEnd 

inputs:  m, a, b, c, d 

outputs: r1, r2, l1, l2 

INITIALLY 

aStart; !a1; !a2; !a3; !a4; !a5; !a6; !a7; !aEnd 

!m; !a; !b; !c; !d 

TRANSITIONS 

t1: aStart & m -> X (!aStart & a1 & a3); 

t2: a1 & b -> X (!a1 & a2); 

t3: a3 & d -> X (!a3 & a4); 

t4: a2 & a4 -> X (!a2 & !a4 & a5); 

t5: a5 & a -> X (!a5 & a6); 

t6: a6 & c -> X (!a6 & a7); 

t3: a7 -> X (!a7 & aEnd); 

INPUTS 

aStart -> !m | m; 

a1 -> !b | b; 

a3 -> !d | d; 

a5 -> !a | a; 

a6 -> !c | c; 

OUTPUTS 

a1 -> r1; 

a3 -> r2; 

a5 -> l1; 

a6 -> l2; 

Fig. 3. Rule-based logical model of UML activity diagram 

3 Model Checking of Activity Diagram 

Logical model derived from UML activity diagram is transformed into format of the 
NuSMV model checker automatically using the m2vs tool according to the following 
rules (a snapshot from model description for considered example is shown in Fig. 4): 
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1. Each place is a variable of Boolean type. 
For each variable p ∈ P a separate variable is defined p : boolean 

2. Each input signal is a variable of Boolean type. 
For each variable x ∈ X a separate variable is defined  x : boolean 

3. Each output signal is a variable of Boolean type. 
For each variable y ∈ Y a separate variable is defined y : boolean 

4. Defined variables take some initial values. Each variable takes any of two values 
TRUE or FALSE: 
init(variable) := TRUE or init(variable) := FALSE 

5. Each place changes according to the rules defined in the transitions; conditions of 
changes between places occur in pairs (groups) – in the previous place(s) and in 
the next place(s) 

6. Each input signal changes randomly, but can take the expected values connected 
with actions of UML activity diagram or change adequately to the situation; 

7. Output signals changes are defined in correlation to actions of activity diagram. 

 

next(aStart) := case 

    aStart & m : FALSE; 

    TRUE : aStart; 

esac; 

next(a1) := case 

    a1 & b  : FALSE; 

    aStart & m : TRUE; 

    TRUE : a1; 

esac; 

next(a2) := case 

    a2 & a4  : FALSE; 

    a1 & b  : TRUE; 

    TRUE : a2; 

esac; 

... 

next(m) := case 

    aStart : {FALSE, TRUE}; 

    TRUE : FALSE; 

esac; 

... 

next(r1) := case 

    a1 : TRUE; 

    TRUE : FALSE; 

esac; 

... 

Fig. 4. Model description in NuSMV of an UML activity diagram 
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Verifiable model description (in NuSMV format) starts with variables definition 
and their initial values. Then, each variable is assigned a value in the next state 
(shown in Fig. 4). So, in the example the a1 variable (corresponding to a1 activity in 
Fig. 2): 

• becomes TRUE if both variables aStart and m are TRUE,   
• becomes FALSE if both variables a1 and b are TRUE, 
• maintains its value otherwise. 

Additionally, by input signals value changes (i.e. variable m in Fig. 4) one of poss-
ible values FALSE or TRUE is randomly chosen for the next state if a particular activ-
ity is already executed. Otherwise is maintains the FALSE value in order to eliminate 
the so-called state explosion problem. 

To formally verify model description, requirements list is also needed. The list in-
cludes properties which are supposed to be fulfilled in designed embedded system. 
Requirements are defined using linear temporal logic (LTL) formulas, as i.e.: 

  (m→  r1 ∧ r2) (1) 

  (b→  l1) (2) 

  ¬(l1 ∧ r1) (3) 

Formula (1) states that always when input signal m is active (button pressed), then 
finally both output signals r1 and r2 are active (both vehicles move to the right). For-
mula (2) states that always when input signal b is active (the first vehicle reached its 
ending point), then finally output signal l1 is active (the first vehicle returns). Formula 
(3) states that is should never be the case that both output signals l1 and r1 are active 
at the same time (engines to move left and to move right for the first vehicle). 

The most frequently verified properties regard liveness (something good will even-
tually happen), i.e. formulas (1) and (2), and safety (something bad will never hap-
pen), i.e. formula (3). In the verification process mostly behavioral requirements are 
taken into account which include input and output signals activity. 

The NuSMV model checker compares model description with delivered require-
ments list and gives an answer whether properties are satisfied in designed system. If 
this is not the case, appropriate counterexamples are generated (as shown in Fig. 5  
for formula (2), other properties are satisfied) which allow to find the error source  
in model description. Then either the specification or the requirement has been  
incorrectly formulated.  

The sample counterexample (Fig. 5) shows that is possible that the first vehicle 
reaches its ending point b, but does not start to return (it does not move left). The 
sequence of states is presented which leads to the undesired situation. It can though 
happen that the second vehicle never reaches its ending point d, and so the vehicles 
cannot return to the starting positions. 
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Fig. 5. Generated counterexample 

4 Synthesis on the Basis of Activity Diagram 

Synthesis of logic controller specification be means of UML activity diagrams is 
possible using rule-based logical model as an intermediate format. The transformation 
of logical model into synthesizable model in VHDL language is done automatically 
using the m2vs tool. Prepared model can be then easily simulated (using i.e. Active-
HDL environment) and synthesized (using i.e. XILINX Plan Ahead environment).   

 

Fig. 6. Simulation results 

-- specification  G (b ->  F l1)  is false 

-- as demonstrated by the following execution sequence 

Trace Description: LTL Counterexample 

Trace Type: Counterexample 

-> State: 1.1 <- 

  aStart = TRUE 

  a1 = FALSE 

  a2 = FALSE 

  a3 = FALSE 

  a4 = FALSE 

  a5 = FALSE 

  a6 = FALSE 

  a7 = FALSE 

  aEnd = FALSE 

  m = FALSE 

  a = FALSE 

  b = FALSE 

  c = FALSE 

  d = FALSE 

  r1 = FALSE 

  r2 = FALSE 

  l1 = FALSE 

  l2 = FALSE 

-> State: 1.2 <- 

  m = TRUE 

-> State: 1.3 <- 

  aStart = FALSE 

  a1 = TRUE 

  a3 = TRUE 

  m = FALSE 

-> State: 1.4 <- 

  b = TRUE 

  r1 = TRUE 

  r2 = TRUE 

-> State: 1.5 <- 

  a1 = FALSE 

  a2 = TRUE 

  b = FALSE 

-- Loop starts here 

-> State: 1.6 <- 

  r1 = FALSE 

-> State: 1.7 <- 
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Synthesis is performed in form of rapid prototyping [13,18] where optimization as-
pects are out of scope. Its main goal is to check whether designed system operates at 
all and some redundant hardware elements may be used. 

The simulation results for considered example are presented in Figure 6. It is shown that de-
signed logic controller behaves correctly according to the given specification. 

5 Conclusions 

The article presented a novel approach to formally verify logic controller specification 
by means of UML activity diagrams (in version 2.x). An original rule-based logical 
model is used to ensure the consistency between a verifiable and a synthesizable model. 
Formal verification is done using model checking technique and the NuSMV tool. Re-
quirements to be then verified are expressed as temporal logic formulas. The transfor-
mation of a rule-based logical model into a verifiable and a synthesizable model is done 
automatically using the m2vs tool. The tool was developed to simplify the verification 
and synthesis process of logic controller specification and to ensure that the imple-
mented solution is fully consistent with the previously verified specification. The rule-
based logical model has to be prepared manually by a designer basing on a formal speci-
fication, which is here delivered by means of UML activity diagrams. 

The results of the researches show that is possible to use the commonly-known and 
user-friendly UML language in logic controller design, focusing in particular on activity 
diagrams [2]. Using the proposed rule-based logical model [6,7], it is possible to formal-
ly verify the specification using model checking technique as well as to synthesize it in 
reconfigurable structures of FPGA-type. Finally, the implemented solution is consistent 
with the previously formally verified logic controller specification expressed by means 
of UML activity diagrams. Multiple examples of logic controllers specifications availa-
ble in the literature have been successfully tested for behavioral properties, including i.e. 
models from [19,20]. Additionally, some studies have been also conducted in a local 
company of furniture industry, where some processes of furniture production are going 
to be automated using i.e. FPGA devices. Sample specifications of control processes 
have been prepared in form of UML activity diagrams which are easy understandable to 
non-technical partners. Then, the specifications have been formally verified using model 
checking technique and the proposed verification method with a rule-based logical 
model against some predefined behavioral properties.  

Further research focuses on formal verification of UML activity diagrams with 
complex structures, including especially the hierarchy. 
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Abstract. Source code maintainability is a desired software feature. It can be 
achieved in many different ways. For example, software engineers recommend 
the use of patterns as commonly known and proven quality solutions to existing 
problems. Patterns are usually defined at three basic granularity levels, and are 
classified as architectural, design, and programming patterns (idioms). The pa-
per presents the results of an experiment conducted at Wroclaw University of 
Technology which aimed at checking the influence of Java idioms on source 
code maintainability. The obtained results confirmed that using idioms is a 
beneficial practice, especially in corrective maintenance. 

Keywords: java, maintainability evaluation, programming patterns. 

1 Introduction 

The market of legacy systems is growing every year, and – in consequence – the 
number of programmers involved in system maintenance is increasing. Maintenance 
is the longest and the most expensive phase in software life cycle [6], so new tech-
niques and methods, which aim at making the maintenance process more efficient, are 
developed all the time. One of the most popular maintenance techniques is re-
factorization that improves the internal source structure without changing the program 
behaviour. However, according to Pigoski [16], source code should be written with 
maintenance purpose in mind. In other words programmers should be encouraged to 
write “clean code” – code which is readable, simple, and direct [15].  

Programming idioms belong to the elements of “clean code” and can be defined as 
a low level programming patterns [3]. “Idioms describe how to solve implementation-
specific problems in programming language, such as memory management in C++” 
[3]. In some cases it is difficult to distinguish idioms from design patterns, so the 
following differences between them should be noted: 

1. Idioms are used in the programming phase. Design patterns are applicable at the 
design phase. 

2. Idioms have a smaller range than design patterns. To make the distinction clear we 
assume that one idiom affects at most one class. 

3. Idioms are language-specific. Design patters are more general and most of them 
are language-independent. 
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“Idioms demonstrate competent use of programming language features”, and can 
“support the teaching of programming language” [3]. However, the positive influence 
of programming idioms on program maintenance has not been documented by any 
significant study. The paper presents the results of an empirical study which aimed at 
answering the question if programming idioms have an impact on source code main-
tainability. Because programming idioms are specific to a given programming lan-
guage, the selected Java idioms were the subject of investigation. 

The paper is structured as follows. Section 2 provides an overview of Java idioms 
investigated in the study. Section 3 defines the maintainability notion, and places it  
in various quality models. In section 4 related works aiming at maintainability as-
sessment are presented. The experiment itself is described in detail in Section 5. Col-
lected data and their analysis is given is Section 6. The conclusions are derived and  
presented in the last Section 7. 

2 Overview of Java Idioms 

This chapter presents an overview of Java idioms found in different sources, e.g. [13], 
[4], [14], [8]. We limit the presentation only to the idioms that satisfy our criteria (an 
idiom affects at most one class). We selected more complex idioms (except better for-
loop construct), which, in our opinion, you need to know to effectively use. Idioms 
are organized, following Bloch [4], into several categories. We tried to found at least 
2 interesting idioms from each category. 

1. Using interfaces: Interfaces for defining constants [13],  Tag interface [13]. 
2. Creating and initializing objects: Static factory methods [4], Singleton [4], Test 

“whether” in constructor phase [13], Chain constructors [14]. 
3. Exception handling: Bouncer Pattern [13], Refactor Exception Handlers [13], Un-

handled Exception [13], Convert Exceptions [13], Smart Exception [9], Tunnelling 
Exception [9], Safety Net [9]. 

4. Methods: Composed method [14], Execute around method [8]. 
5. Programming: Better for-loop construct [13], [4], Return Boolean evaluations [13], 

No Null beyond method scope [13]. 

After that, from each category we selected 2 idioms to be used in the experiment. The 
selection was done on the basis of idiom recognisability and the easiness of imple-
mentation in our sample source code. 

3 Source Code Maintainability 

Software quality can be defined as the degree to which a system, component, or 
process meets specified requirements or the degree to which a system, component, or 
process meets customer or user needs or expectations [10]. This definition is very 
general and cannot directly be a base for software quality evaluation. To focus ones 
attention to a specific aspect, software quality is defined in terms of quality attributes 
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or characteristics. Quality characteristics can be further subdivided into sub-
characteristics forming a quality model. Characteristics and sub-characteristics can 
form a tree or a graph.  

The general definition of maintainability is similar across different quality models 
(e.g. ISO 9123, ISO 25010) but each of them introduces different sub-characteristics. 
Sub-characteristics of maintainability may influence each other. Some suggestions 
about the existing relationships between them can be found e.g. in [12]: modularity 
and analysability can influence modifiability or modifiability is a combination of 
changeability and stability. Other relationships can be derived from definitions of sub-
characteristics. 

After careful investigation we found following sub-characteristcis of maintainabil-
ity interesting in the context of research question:  

• Analysability – the capability of the software product to be diagnosed for deficien-
cies or causes of failures in the software, or for the parts to be modified to be  
identified [11].  

• Understandability – the extent to which the purpose of source code is clear to a 
reader [11]. 

• Modifiability – the degree to which a product can be effectively and efficiently 
modified without introducing defects or degrading performance [12]. 

• Stability – the capability of the software product to avoid unexpected effects from 
modifications of the software [11]. 

• Testability – the ease with which test criteria can be established for a system or 
component and tests can be performed to determine whether those criteria have 
been met [12]. 

4 Related Works 

We could not find any reports from experiments evaluating the impact of program-
ming idioms on the source code maintainability but we found some works investigat-
ing the influence of using design patterns [17], [18], object oriented programming [5], 
[1] or continuous code refactoring [19]. Although they differ in details (number of 
programs, maintainability tasks, groups, dependent and independent variables), they 
use similar experimental procedures and had similar purpose – to check if the particu-
lar source code feature or implementation technique has any influence (posi-
tive/negative) on the program maintainability.  

Studies were mainly conducted in an academic environment – students or gradu-
ates of Computer Science participated in the experiments. Number of participants 
varied from 12 [19] to 58 [1]. They were divided into groups either randomly or by 
using random block assignment method. Each group performed the same tasks but on 
different source code version. Every program used in the experiment had two source 
code versions based on the same requirement specification, each one implemented 
with different software engineering technique.  

Maintenance tasks were mainly concerned with adding new or modifying existing 
functionalities (adaptive or perfective maintenance) or bugs correction (corrective 
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maintenance). Often, before the real experiment, a pilot study was performed to eva-
luate adequateness of the task list. In almost all studies maintainability tasks were 
performed on computers (the exception [17]). In all cases, before the experiment, a 
survey was performed. Participants’ education, programming skills and experience 
was checked in order to divide them into uniform groups. In the first three experi-
ments the second survey was performed to get a feedback from participants.  

To measure the maintainability of the source code usually the following dependent 
variables were taken into account: time (how long participants were working on a 
given task), correctness (how good the solution was) and size of the solution. Version 
of the source code, type of the task and participants’ knowledge and experience were 
considered as independent variables. The statistical methods were used to verify for-
mulated hypotheses. 

5 Experiment Description 

5.1 General Hypotheses and Metrics 

At the beginning we set up the following null (H0) and alternate (H1) hypotheses.  

H0: The usage of the selected Java idioms has no influence on source code main-
tainability as evaluated by the following sub-characteristics: understandability, ana-
lysability, modifiability, stability and testability.  

H1: The usage of the selected Java idioms has a positive influence on source code 
maintainability as evaluated by the following sub-characteristics: understandability, 
analysability, modifiability, stability and testability. 

We followed the Goal Question Metric method [2] to develop an appropriate set of 
metrics used in experiment. Using the definitions of maintainability characteristics, 
we formulated questions that provide the input for measures definition. 

Q1 (Analysability): Can one find (and how quickly) the code related to the prob-
lem or the requested change? 

Q2 (Understandability): Can one answer the question (and how quickly) about 
code purpose? 

Q3 (Modifiability): Can one change (and how quickly) the code according to new 
specification? 

Q4 (Stability): Can one make (and how quickly) the change with a low risk of 
breaking existing features? 

Q5 (Testability): Can one establish test criteria and perform tests (and how 
quickly)?  

The most difficult step was to define the metrics addressing particular questions. 
We reused the metrics used by other researchers, described in the previous section, 
when possible. Table 1 presents the issues (maintainability sub-characteristics) to-
gether with associated metrics. Effectiveness metrics were multiplied by 1000 to 
avoid very small results. 
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Table 1. Metrics proposed for maintainability evaluation 

Q# Metrics 

Q1  
 

Analysis Task Correctness (ATC) – the degree to which found fragments of source code are 

related with a given problem/issue/change: = 0,   0.5,1,  

Analysis Correctness (AC) – the sum of ATC for all analysis tasks: = n
i iATCAC  

Analysis Task Time (ATT) – time (in seconds) of analysis task completion  

Analysis Time (AT) – total time of analysis: i
n
i ATTAT =  

Analysis Efficiency Factor (AEF) – efficiency of analysis tasks: AC/ATAEF *1000=  

Q2 
 

Understanding Task Correctness (UTC) – the degree to which an answer for a question is 

correct; the number from the set {0, 0.5, 1} when 0 means incorrect answer, 0.5 – partially 

correct answer, 1 – fully correct answer 

Understandability Correctness (UC) – the sum of UTC for all understandability tasks: 

i
n
iUTCUC =  

Understanding Task Time (UTT) – time (in seconds) of understandability task completion  

Understanding Time (UT) – total time of understanding: i
n
iUTTUT =  

Understanding Efficiency Factor (UEF) – efficiency of understandability tasks:  
UC/UT*UEF 1000=  

Q3 
 

Modification Task Correctness (MTC) – value describing if the modification is correct (1) or 

incorrect (0). 

Modification Correctness (MC) – the number of modification tasks solved correctly:  

= n
i iMTCMC  

Modification Task Time (MTT) – time (in seconds) of modification task completion. 

Modification Time (MT) – total time of modification tasks: = n
i iMTTMT  

Modification Efficiency Factor (MEF) – efficiency of modification tasks efficiency:  
MC/MT*MEF 1000=  

Q4 
 

Modification Instability (MI) – the percentage of test cases failed after modification assuming 

that before modification 0 test cases failed: 100%*NFT/NTMI = , where: 

NFT – the number of failed test cases, NT – the number of all test cases 
Q5 Testing Task Correctness (TTC) – the degree to which a defect was found (0 – defect not 

found, 0,5 – defect partially found, 1 – defect found) 

Testing Correctness (TC) – the sum of TTC for all testing tasks: = n
i iTTCTC  

Testing Task Time (TTT) - time (in seconds) of testing task completion 

Testing Time (TT) – total time of testing: = n
i iTTTTT  

Testing Efficiency Factor (TEF) – efficiency of testing tasks: TC/TT*TEF 1000=  
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5.2 Pilot Study 

One week before the experiment, a pilot study was performed. The purpose of the 
study was to: (1) Check if tasks are clear and understandable. (2) Reject too difficult 
or too simple tasks. (3) Determine time needed for each task. (4) Verify correctness of 
the Sorter program used in the experiment. 

Five persons took part in the pilot study which was performed in the sequential 
way – each next participant worked on the task list corrected after the comments of 
the previous one. The pilot study showed that there were too many tasks on the initial 
lists. We assumed that each experiment shouldn’t take longer than 1h 45 min.  

5.3 Experimental Subjects 

The study was conducted at Wroclaw University of Technology (faculty: Computer 
Science and Management, specialization: Computer Science) in June 2012. Fifty-five 
students took part in the experiment. They were divided into two main groups depen-
ding on maintainability task type. All the students had little knowledge about Java 
idioms.  

Within each main group we had to distinguish two smaller subgroups – working 
respectively on the source code implemented with and without selected Java idioms. 
In the division process random block assignment method was used. To assign a stu-
dent to a group we used so called skillindex which was calculated on the base of aver-
age grade of selected courses associated with programming skills, current study year 
and student’s commercial experience. 

5.4 Experimental Tasks 

Experiment participants, depending on the group they were assigned to, had to solve a 
series of tasks. These tasks were associated either with understandability, analysabil-
ity, modifiability, and stability of the source code (List1) or with the code testability 
(List2). Examples of tasks are presented later in this subchapter. 

For each task there was a solution time limit set equal to 15 minutes – the time 
limit was agreed upon after the pilot study as the maximum task solution time of the 
slowest pilot study attendant. Tasks had to be performed in specific order – coming 
back to the previous questions was impossible. Unfortunately, it was impossible to 
assign all sub-characteristics to every idiom. Most of the idioms were designed to be 
used only in a specific programming context. For example Bouncer pattern idiom was 
invented to ease source code understanding and doesn’t have much influence on  
program modifiability.  

The main program (Sorter) used in the experiment had been implemented in Java 
by one of the authors and checked by the other. It was a console application with the 
following main functionalities: 

• Generating sequences of random numbers. 
• Loading number sequence from a text file. 
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• Sorting number sequence ascending or descending with a selected sorting algo-
rithm (we used Selection Sort, Insertion Sort and Counting Sort algorithms but par-
ticipants were not informed about the sorting algorithms names). 

• Printing sorted result on console or saving it to a text file. 

The program was implemented in 4 versions: 2 versions (with and without idioms) 
associated with List1, and 2 versions (with idioms – 747 lines, and without idioms – 
655 lines) associated with List2 (evaluation of testability). The later versions were 
created by introducing bugs to the former versions with idioms (726 lines) and with-
out them (634 lines). 

To properly solve understandability tasks a participant had to understand selected 
parts of the source code and answer some questions about them. Attendants could get 
0 (wrong answer), 0.5 (partially correct answer) or 1 (fully correct answer) point for a 
multi-part question. Below is an example of understandability task: 

Find and paste constructors of NumberGenerator class, which can be used to gen-
erate: (A) decreasing numbers from (0, 1) interval, (B) decreasing integer numbers. 

Tasks checking analysability of the source code required finding parts of the source 
code which perform specific functions or parts that need to be changed to achieve 
specific program functionalities. Answers were assessed in the range from 0 to 1 ac-
cording to the number of found source code parts. An example of the analysability 
task is presented below. 

Find all parts (lines) of the source code that need to be modified to achieve the follow-
ing functionality: While returning the result on console and to a file we want to: (A) Print 
15 numbers in each line (instead of 10), (B) Separate numbers with comma (instead of 
semicolon). 

Modifiability and stability tasks were associated with analysability or understand-
ability tasks – usually participants had to understand or find selected parts of code 
first (within understandability/analysability task) and then modify them (modifiability 
task). An example of modifiability task (being a continuation of analysability task) is 
given here. 

Change the way in which the sorting results are printed on console and to the file to 
achieve the following functionality: While returning the result on console and to the file  
we want to: (A) Print 15 numbers in each line (instead of 10), (B) Separate numbers with 
comma (instead of semicolon). 

Even if the example looks trivial, in many cases it happened that the modification 
was done in an unexpected way, e.g. instead of changing a constant from 10 to 15 one 
replaced the upper border in the loop statement. 

Testability tasks evaluated an ease of diagnosing bugs in the source code – partici-
pants, having test scenarios, were required to find and correct faulty parts. Testability 
was understood here in a broader sense than is suggested by testability definition, as a 
combination of testing and modification activities. During the pilot experiment we 
observed that participants being asked for finding bugs at once started to correct them. 
It was natural way of working with the code. 



250 B. Hnatkowska and A. Jaszczak 

6 Obtained Results and Data Analysis 

6.1 Data Analysis 

We started with outliers detection. We used Tukey test with Tukey hinge distance 
factor equal to 1.5 (for outliers) and 3 (for extreme outliers). The borders were set to 
the 1st and 3rd quartile. Every case of outlier was separately considered, and – de-
pending on its nature – eliminated or not from further investigation.  

We found one outlier (very low value) for AC (analysability correctness) metric in 
the group without idioms. The person had very low index value that means lack of 
experience in programming. We decided to eliminate this value from further consid-
eration. We found also two extreme outliers for MI (modification instability) metric in 
both groups (with and without idioms), but both were kept because in the group with-
out idioms that was the only value different from 0.  

Next, we performed basic statistical analysis (average, median, etc. – see Table 2). 
For understandability and analisability metrics the collected results were better for the 
source code with idioms – we observed lower (for time), and higher (for correctness 
and efficiency) average and median metric values. The opposite results were obtained 
for modifiability measures: MC, MT, and MEF, for which the source code without 
idioms was higher ranked. It could be explained by the fact that students had low 
experience with using idioms in practice; some idioms are not very common and 
could cause troubles during modification. 

The attention should be paid to MI values. This metric was evaluated with the use 
of both automatic (10) and manual (18) test cases, representing regression tests, che-
cking the basic functionalities of Sorter program. All tests were done from black-box 
perspective. We checked here if modification had any negative effects to existing 
code behaviour. A program of only one person from the group without idioms failed 
some tests, contrary to the group with idioms (programs of 7 people failed). It could 
happen that a modification was evaluated as incorrect from white-box perspective 
(low value of MC metric), and at the same time the person could be given MI equal to 
0 (all tests passed). If all modifications were done correctly from white-box perspec-
tive, MI was always equal to 0. 

We tested H0 and H1 for all of the metrics from Table 1. All hypotheses were 
checked with α=0.1 (one-tailed). 

Firstly, we checked with Shapiro-Wilk test if obtained values for analysability 
measures had normal distribution – it was true only for AT measure. So we could use 
Levene’s test to check the equality of variances of AT values, and then Student’s t-test 
to check our hypothesis. The obtained Student’s t-test value (p-valueAT=0.718) 
showed that we can’t reject the null H0

AT hypothesis. To check the other hypothesis 
associated with the analysability we used the Mann-Whitney U test, but the results 
also did not allow us to reject the null hypotheses H0

AC, H0
AEF. 

We followed the same procedure for understandability sub-characteristic. The  
results of Shapiro-Wilk test showed that values of UT measure had normal distribu-
tion, and values of UC, and UEF had not. We checked our hypotheses about under-
standability with t-Student’s test (p-value=0.98) and U Mann-Whitney’s test  
(p-valueUC=0.98, p-valueUEF=0.61) appropriately, but with no significant results. None 
of null hypotheses: H0

UC, H0
UT, H0

UE
F can be rejected.  
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Table 2. Basic statistics for all  metrics (WI – without idioms, I – with idioms) 

Metric Ver. No Avg. Median Min Max Std Dev 

AC 
WI 12 3.333 3.5 2 4 0.615 

I 15 3.367 4 2 4 0.743 

AT 
WI 12 831.333 797.5 392 1384 304.057 

I 15 791.467 668 459 1237 263.241 

AEF 
WI 12 4.539 3.745 2.320 8.929 2.309 

I 15 4.773 4.532 1.659 8.715 1.957 

UC 
WI 13 4.295 4.5 2.5 5 0.717 

I 15 4.300 4.667 3 5 0.696 

UT 
WI 13 1209.923 1244 743 1698 271.730 

I 15 1165.467 1084 787 1806 296.326 

UEF 
WI 13 3.717 3.469 1.932 5.543 1.041 

I 15 3.980 4.305 2.007 6.227 1.348 

MC 
WI 13 2.692 3 1 4 1.032 

I 15 2.333 3 0 4 1.345 

MT 
WI 13 765.692 782 392 1156 202.852 

I 15 899.933 830 618 1414 253.560 

MEF 
WI 13 3.889 3.534 1.073 7.653 2.099 

I 15 2.883 2.890 0 6.472 1.869 

MI 
WI 13 0.008 0 0 0.107 0.030 

I 15 0.057 0 0 0.429 0.110 

TC 
WI 13 2.385 2 0 5 1.660 

I 14 4.036 4.5 2 5 1.135 

TT 
WI 13 2818.846 2922 2087 4453 769.269 

I 14 2934.071 3034.5 1598 3978 661.821 

TEF 
WI 13 0.959 0.674 0 2.276 0.805 

I 14 1.503 1.509 0.683 3.129 0.716 

 
Values of MC, MT, and MEF had normal distribution that enabled us to use Stu-

dent’s t-test. However, the results (p-valueMC=0.44, p-valueMT=0.14, p-va-
lueMEF=0.19) did not confirm that the observed differences between code with and 
without idioms are statistically significant. 

Values of MI did not have normal distribution. The value of U test (U=61.5, p-
value=0.102) was very close to the critical value 61, but still inside the critical region, 
so also in this case the results were not statistically significant. 

Testability was represented by three derived measures: TT, TC, and TEF from 
which only values of TEF had normal distribution. The U Mann-Whitney’s test did 
not show any significant results for TT values. However, the value U=37 was lower 
than critical value 56 for TC (p-valueTC=0.009), that means that we can reject the null 
hypothesis H0

TC and confirm that there is a significant difference between an average 
testing correctness of the code with idioms and without them. So we can say that code 
testing (including fault correction) with idioms is easier. 
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The Student’s t-test showed also a significant result for TEF measure (t=-1.859, p-
valueTEF=0.075) what allowed us to reject the null hypothesis H0

TEC and confirmed 
that the code with idioms can be more efficiently tested (number of diagnosed and 
corrected bugs in the same time is higher). 

6.2 Internal Validity 

Internal validity is a degree to which the observed effects depend only on the experi-
mental variables. Due to a small group sizes, main threats for the internal validity in 
our experiment were intergroup differences between the subjects in terms of their 
programming knowledge and abilities. We tried to balance the groups by using ran-
dom block assignment method based on the participant’s skill index which was calcu-
lated from grades, study year and work experience. Unfortunately, grades, study year 
and experience not always need to indicate subject’s programming abilities.  

Another threat for the internal validity is that subjects could cheat and copy from 
each other – sometimes participants sitting next to each other had the same task list. 
We reduced this problem by using time limits and supervisors. Besides, most of the 
questions were open-ended (especially modifiability questions).  

Finally, not all subjects could be motivated for solving tasks. Some of them could 
answer the questions as fast as possible without thinking. We tried to reduce this 
problem by motivating the students – they got extra points in the course they were 
enrolled in. 

6.3 External Validity 

External validity is a degree to which the results can be generalized and transferred  
to other situations. We have to consider several differences between the experimental 
situation and real-world maintenance which can make impossible to generalize  
experiment results. 

Usually programmers maintain the source code they know (at least to some extent). 
Participants of our study saw the source code for the first time during the experiment, 
but on the other side the program was of small size and low complexity. 

Sometimes the same person implements and maintains the program – we did not 
consider such cases. 

In a real life programs and maintenance tasks are much more difficult, problems 
have different nature and come from many different sources. But, at the same time 
“real” programmers usually are more experienced. 

Time pressure – in software companies people, who are responsible for source 
code maintenance have usually more time for their tasks (but tasks are more difficult). 

In our study we used only selected set of Java idioms. We have many idioms and 
with every new version of Java, new idioms are introduced. We tried to select repre-
sentative idioms from all groups of idioms we identified. 
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7 Conclusions 

Idioms (programming patterns) are considered as the lowest level patterns. They are 
recommended as good practices by many practitioners. The goal of our investigation 
was to determine if the belief about positive influence of programming idioms on 
program maintenance is justified or if it is only a myth. 

In order to answer that question, first we had to refine the notion of a programming 
idiom, and then to provide the classification of existing idioms. We considered only 
idioms with a scope limited to one class. We had also to refine the notion of software 
maintenance. We selected understandability, analysability, testability, modifiability 
and stability as primary maintainability drivers. Based on the descriptions of different 
experiments evaluating software maintenance, we reused (when possible) and  
proposed some measures for checking maintainability sub-characteristics. 

The experiment conducted by us partially confirmed the hypothesis stating that 
source code with selected Java idioms is easier to maintain than source code without 
idioms. We obtained statistically significant results for corrective maintenance, i.e. 
activities containing finding (testability) and correcting (modifiability) faults. For 
other maintainability sub-characteristics we did not obtain significant results, however 
almost in all cases (except modifiability considered separately) the basic statistics 
(average and median) were better for the code with idioms. We suppose that in the 
long run the results would accumulate to bigger differences. The worse results for 
modifiability resulted mainly from other then expected ways of performing modifica-
tions. We are going to repeat the experiment once again (with small modifications) to 
check the previously obtained results. 

Finally, we can conclude that – in general – using Java programming idioms is a 
good practice that can be recommended as one of the source code’s quality elements. 
Using idioms seems to be especially beneficial for good Java programmers. People with 
less programming knowledge obtained in the experiment better results for source code 
without idioms. This observation is a little bit surprising and needs further investigation, 
e.g. by performing other experiments with experts and novice in the area of program-
ming patterns. Idioms can also serve as means of Java programming education. 
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Abstract. Fault tree analysis (FTA) has been modified in different ways to 
make it capable of performing quantitative and qualitative safety analysis with 
temporal gates, thereby overcoming its limitation in capturing sequential failure 
behaviour. However, for many systems, it is often very difficult to have exact 
failure rates of components due to increased complexity of systems, scarcity of 
necessary statistical data etc. To overcome this problem, this paper presents a 
methodology based on fuzzy set theory to quantify temporal fault trees. This 
makes the imprecision in available failure data more explicit and helps to obtain 
a range of most probable values for the top event probability. 

Keywords: Dependability Analysis, Fault Tree Analysis, Fuzzy Logic, Uncer-
tainty analysis, Temporal Fault Trees. 

1 Introduction 

FTA is a widely used method for evaluating system reliability of safety-critical sys-
tems, and supports both qualitative as well as quantitative analysis. Fault trees show 
logical connections between faults and their causes [1] and thus make it possible to 
understand how combinations of failures of different components can lead to system 
failure. After construction of a fault tree, qualitative analysis is performed using Boo-
lean logic by reducing it to minimal cut sets (MCSs), which show the smallest combi-
nations of failure events that are necessary and sufficient to cause the top event. 
Quantitative analysis of a fault tree can estimate the probability of the top event  
occurring from the given failure rates of basic failure modes of the system [1].  

Even though FTA is a powerful technique widely used in reliability engineering, 
conventional fault tree analysis has some limitations, e.g. in expressing time- or se-
quence-dependent dynamic behaviour [2–4] or in handling uncertainties and integrat-
ing human error in failure logic [5]. FTA has gone through different modifications to 
overcome these limitations, e.g. one recent modification is Pandora, which extends 
fault trees with temporal gates and provides temporal laws to allow qualitative analy-
sis of dynamic systems [6]. Pandora can be used to determine the minimal cut se-
quences (MCSQs) that cause the top event.  
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The outcome of any quantitative analysis largely depends on the accuracy of the 
failure rates used in the analysis. In conventional FTA, failure rates of components are 
typically considered to be constant. However, for many complex systems, it is often 
very difficult to estimate a precise failure rate of components from past occurrences 
due to lack of knowledge, scarcity of statistical data, and changes in operating envi-
ronments of the systems etc. [5, 7]. This situation is especially relevant in the early 
design stages because at that time we may have to consider failure rates of new or 
undetermined components which have no available quantitative failure data, and thus 
precise failure rates could not possibly be known. Therefore, human judgment by 
linguistic expressions, such as ‘very low, low, high, very high’ can be used to define 
failure rates. In order to allow the conventional FTA to use linguistic variables and 
capture uncertainty, different modifications and improvements based on fuzzy logic 
have been proposed by different researchers [5, 7–11]. Fuzzy Logic is a branch of 
mathematics that deals with linguistic variables and provides an efficient way to draw 
conclusions from imprecise and vague information [12].  

Recently, attempts have been made to quantify temporal gates in Pandora temporal 
fault trees [13, 14], but all of them are based on constant failure rates. These  
approaches do not consider inclusion of a degree of uncertainty in the failure rates of 
the basic events. However, if uncertainties are left unresolved, then even the most 
sophisticated and well-defined quantitative model may produce misleading results [5]. 
Therefore, in this paper, a fuzzy set theory based methodology is introduced to quanti-
fy Pandora temporal fault trees, overcoming the limitations in handling uncertainties 
in failure probabilities and allowing the use of linguistic variables. The failure rates  
of basic events / components are defined as fuzzy numbers, and then top events  
probabilities are calculated based on these numbers.  

2 Preliminaries on Fuzzy Set Theory 

2.1 Fuzzy Numbers and Fuzzy Sets 

Fuzzy set theory has been developed to deal with imprecise, vague or partially true 
information [15]. A fuzzy number  can be thought of as a set of real numbers where 
each possible value has a weight between 0 and 1 which is referred to as the degree of 
membership defined by a membership function. Among different forms of fuzzy 
numbers, triangular fuzzy number (TFN) and trapezoidal fuzzy number (TZFN) are 
widely used in reliability analysis. Let , , , , , and A( ):  0,1  repre-
sents a membership function. Then, a trapezoidal fuzzy number = ( , , ,  ) is 
defined by the membership function as: 

 A( ) =      ,1      ,    ,0            .  (1) 

where < < <  . 
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A fuzzy set  of a fuzzy number  is defined by ordered pairs, in a binary rela-
tion: 

      Ã = , ( )   , ( ) 0,1   (2) 

where the membership function A( ) specifies the degree to which any element  
in  satisfies the predefined property . Large values of A( ) indicate a higher 
degree of membership.  

Different methods are available to generate fuzzy numbers when no statistical data 
are available to estimate exact failure rates of components, e.g. 3σσ expression or 
expert knowledge elicitation [16]. The principle of the 3σσ method is described in [5]. 
The expert elicitation method has two basic forms: linguistic variables and interval 
values. The concept of linguistic variables is useful when little statistical data are 
available to estimate the failure rates of components of a system. The values of lin-
guistic variables are words or sentences in natural languages. For example, we can 
consider “failure rate of component” as a linguistic variable consisting of fuzzy sets 
like very low, low, fairly low, medium, fairly high, high, very high. Linguistic va-
riables play an important role in dealing with situations which are too complex or 
vague in nature, i.e., very difficult to describe using conventional quantitative expres-
sions. Basic events can be assessed in a natural way and failure rates of the events can 
be estimated by suitable membership functions e.g., triangular or trapezoidal member-
ship functions. Lower and upper bounds of a membership function can be obtained 
either from the point median value and an error factor or by direct assignment based 
on expert opinion.  

2.2 Fuzzy Operators for Boolean Gates 

Analogous to conventional FTA, the following fuzzy operators can be defined for the 
AND and OR gates of the temporal fault tree analysis (TFTA) [11].  
 
AND gate fuzzy operator: 

In TFTA, for all statistically independent events, the AND gate fuzzy operator is = ∏ ( ), where ( )( = 1,2,3 … ) is the failure probability of event i at 
time t. If the failure probability of event i is presented by a fuzzy number as ( ) =( ( ), ( ), ( ), ( )), then the AND gate fuzzy operator is: 

  = ∏ ( )  = ( ∏ ( ) , ∏ ( ) , ∏ ( ) , ∏ ( ))   (3) 

OR gate fuzzy operator: 
In TFTA, for all statistically independent events, the OR gate fuzzy operator is = 1 − ∏ (1 − ( )), where ( )( = 1,2,3 … ) is the failure probability of 

event i at time t. If the failure probability of event i is presented by a fuzzy number as ( ) = ( ( ), ( ), ( ), ( )), then the OR gate fuzzy operator is: 
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= 1 − (1 − ( )) 

= ( 1 − ∏ (1 − ( )) , 1 − ∏ (1 − ( )) , 1 − ∏ (1 − ( )) , 1 −      ∏ (1 − ( )))  (4) 

3 Pandora Temporal Fault Tree Analysis 

3.1 Pandora Temporal Gates and Logic 

Pandora defines three temporal gates: Priority-AND, Priority-OR, and Simultaneous-
AND [13, 14]. These gates allow analysts to represent sequences or simultaneous 
occurrence of events as part of a fault tree.  

The Priority-AND (PAND) gate is used to represent a particular sequence of events 
and is defined as being true only if: 1) all input events occur; 2) input events occur in 
sequence from left to right; and 3) no input events occur simultaneously. The symbol 
'< ' is used to represent the PAND gate in logical expressions, i.e. X < Y means 
(X PAND Y). 

The Priority-OR (POR) gate is used to indicate that one input event has priority 
and must occur first for the POR to be true, but does not require all other input events 
to occur as well. It can be used to represent trigger conditions where the occurrence of 
the priority event means that subsequent events may have no effect. The POR is true 
only if: 1) its left-most (priority) input event occurs; 2) no other input event occurs 
before the left-most input event; and 3) no other input event occurs at the same time 
as the left-most input event. The symbol ' | ' is used to represent the POR gate in  
logical expressions, thus X|Y means (X POR Y). 

The Simultaneous-AND (SAND)  gate is used to define situations where an out-
come is only triggered if two or more events occur approximately simultaneously, e.g. 
because of a common cause, or because the events have a different effect if they occur 
approximately simultaneously as opposed to in a sequence. It is true only if: 1) all 
input events occur; and 2) all events occur at the same time. The symbol '&' is used to 
represent the SAND gate in logical expressions.  

Note that the priority of the gates is as follows: SAND is highest, then PAND, 
POR, AND, and OR. Thus e.g. A+B&C<D is equivalent to A + ((B&C) <D). '+' is 
used here to represent OR and '.' is used to represent AND. It is also important to note 
that in Pandora it is not possible for an event to occur both at the same time and be-
fore/after another event, as this would be a contradiction; therefore, PAND and 
SAND are mutually exclusive, as are POR and SAND. Thus if X.Y is true, then ex-
actly one of X<Y, X&Y, and Y<X must also be true. Furthermore, the structure func-
tion of a Pandora fault tree is monotonic, i.e. no event or gate can ever go from an 
occurred to non-occurred state [6]. In this paper, events are assumed to be non-
repairable, to be statistically independent, and to have failure rates with exponential 
distributions — all common assumptions in FTA. Under these assumptions, the prob-
ability of two events occurring exactly at the same time is 0, therefore any MCSQs 
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containing SAND gates will not be considered for evaluation (as the full MCSQ 
would also evaluate to 0). 

3.2 Fuzzy Probabilities of Temporal Gates 

Fuzzy operators for PAND and POR can be derived from formulae in [13] and [17].  

1. Fuzzy probability of the PAND gate   

In a minimal cut sequence (MCSQ), if there are N statistically independent input 
events in a PAND gate and they occur sequentially, i.e., event 1 occurs first, then 
event 2,… N–1, and finally event N, then the probability of that PAND gate can be 
defined as: 

     = ∏ ∑ ∏  (5) 

where = 0 and = − ∑  for 0. 
If the failure rate of event i is represented by a fuzzy number as = ( , , , ), 

then the fuzzy probability of the PAND gate expression is: 
 

        = ∏ ∑ ∏ , ∏ ∑ ∏ ,  

                 ∏ ∑ ∏ , ∏ ∑ ∏            (6) 

If there are 2 input events in the PAND gate, then according to [17], equation (6) 
reduces to: 

 =  ( ) − ( ) + ( ) ( )  (7) 

2. Fuzzy probability of the POR gate  

For any minimal cut sequence of N statistically independent events in a POR gate 
with the expression E1|E2|…|EN-1|EN, and failure rates , , … , ,  respective-
ly, then the probability of the POR gate can be defined as: 

             =  ∑
∑  (8) 

If the failure rate of event i is represented by a fuzzy number as = ( , , , ), 
then the fuzzy probability of that POR gate expression is: 
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 =  ∑
∑ , ∑

∑ , ∑
∑ ,  

 

∑
∑  (9) 

3.3 Fuzzy Top-Event Probability and Most Likely Failure Probability 

Quantitative analysis of a temporal fault tree provides a way to estimate the probabili-
ty of the top event occurring from the given failure rates of basic components. All the 
basic event failure rates are considered as fuzzy numbers to minimize error due to 
vagueness or uncertainty in the data. The fuzzy probability of MCSQs consisting of 
AND, PAND and POR gates are estimated by using (3), (6) and (9) respectively. On 
getting the fuzzy probabilities of all MCSQs, the fuzzy top-event probability can be 
obtained by (4). As failure rates are considered as fuzzy numbers, all results obtained 
are also fuzzy numbers with a membership function. We can represent fuzzy set of 
fuzzy top-event probabilities ( , , , ) as: 
 

     , ( ) , , ( ) , , ( ) , , ( )  

where , ,   are elements of the fuzzy number and ( ), ( ), ( ) and ( ) are membership values of those elements. 
This may be one of the intended outcomes of the TFTA, but if required, the most 

likely top-event (failure) probability can be obtained from a fuzzy top-event probabili-
ty via defuzzification; a process of mapping values from a fuzzy domain into a crisp 
domain. Although several other methods also exist, the weighted average method can 
be used to obtain the most likely top-event probability as follows: 

    ( ) = ( ) ( )  ( )  ( )( ) ( ) ( )  ( )    (10) 

4 Case Study 

For the purposes of illustrating the application of fuzzy logic in quantitative temporal 
analysis, we use the fuel system first presented in [13], shown in Fig.1. The system is 
a redundant fuel distribution system for a ship. Under ordinary operation, there are 
two primary fuel flows, one for each engine: Pump1 delivers fuel from Tank1 to  
Engine1, and Pump2 delivers fuel from Tank2 to Engine2. Flowmeters monitor the 
rate of flow to each engine and provide sensor information to the Controller. 
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non-deterministic (as Pump3 may replace either Pump1 or Pump2, but not both), 
and thus as a pessimistic estimation, simultaneous failure of Pump1 and Pump2 is 
given as a cause of failure for both engines. 

After performing a qualitative analysis on this system, the resulting minimal cut  
sequences are as follows: 
  
E1 = (P1|P2).P3 + (P1|P2).V1 + (P1|P2).V3 + (S1<P1)|P2  
   + (S1&P1)|P2 + (CF<P1)|P2 + (CF&P1)|P2 + P2<P1 + P1&P2 
E2 = (P2|P1).P3 + (P2|P1).V2 + (P2|P1).V4 + (S2<P2)|P1  
   + (S2&P2)|P1 + (CF<P2)|P1 + (CF&P2)|P1 + P1<P2 + P1&P2 
 
The failure events of MCQS are: 

• P1/P2/P3   = Failure of Pump1/2/3 (e.g. blockage or mechanical failure) 
• V1/V2/V3/V4 = Failure of Valve 1/2/3/4 (e.g. blockage or stuck closed) 
• S1/S2   = Failure of Flowmeter1/2 (e.g. sensor readings stuck high) 
• CF   = Failure of the Controller 

As O-Engine1 and O-Engine2 are caused by the same events in the opposite se-
quences, the fuzzy probability of these two top events are same. As mentioned earlier, 
we assume that all events are independent and the probability of two independent 
events occurring at the same time is effectively 0, therefore we will not consider any 
MCSQ consisting of SAND gate. Thus for this example system, we will not consider 
S1&P1|P2, CF&P1|P2 and P1&P2 during quantification of the fuzzy probability of 
the top event. 

In this paper, we have used a trapezoidal membership function to convert basic 
event failure data to a trapezoidal fuzzy number. Fuzzy failure rate information for the 
example system is shown in Table 1. Results of the fuzzy quantitative evaluation of 
each minimal cut sequence of top event are shown in Tables 2 and 3 respectively. The 
results are obtained by considering that the system is operating at 10000 hours of its 
life cycle, i.e. t=10000 hours. 

Table 1. Fuzzy failure rates of components for fuel system 

Component 
Failure rate/hour(“Around”)

(Point median value,  ) 

Trapezoidal representations 

λA λB λC λD 

Tanks 1.5E-5 7.5E-6 1.125E-5 1.875E-5 2.25E-5 

Valve1 & Valve2 1E-5 5E-6 7.5E-6 1.25E-5 1.5E-5 

Valve3 & Valve4 6E-6 3E-6 4.5E-6 7.5E-6 9E-6 

Pump1 & Pump2 & Pump3 3.2E-5 1.6E-5 2.4E-5 4E-5 4.8E-5 

Flowmeter Sensor 2.5E-6 1.25E-6 1.875E-6 3.125E-6 3.75E-6 

Controller 5E-7 2.5E-7 3.75E-7 6.25E-7 7.5E-7 
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Table 2. Fuzzy probability of first four MCSQs for top event O-Engine1 

Failure Rate Pr ((P1 | P2).P3) Pr ((P1 | P2).V1) Pr ((P1 | P2) .V3) Pr ((S1 < P1) | P2) 

λA 2.025E-2 6.677E-3 4.045E-3 8.696E-4 

λB 4.067E-2 1.377E-2 8.386E-3 1.827E-3 

λC 9.077E-2 3.235E-2 1.989E-2 4.437E-3 

λD 1.176E-1 4.299E-2 2.656E-2 5.983E-3 

Table 3. Fuzzy probability of remaining two MCSQs for top event O-Engine1 

Failure Rate Pr ((CF < P1) | P2) Pr (P2 < P1) 

λA 1.751E-4 1.093E-2 

λB 3.69E-4 2.276E-2 

λC 9.02E-4 5.434E-2 

λD 1.22E-3 7.266E-2 

 
Using (4) the fuzzy probability of the top event is obtained as follows:  

 = (4.232E–2, 8.518E–2, 1.889E–1, 2.432E–1). 

According to the results, the interval [8.518E–2, 1.889E–1] is the most likely range 
of values for the top event probability, whilst 4.232E–2 and 2.432E–1 are the lower 
and upper bound of the top event probability respectively. To verify the accuracy of 
the result the same case study was modelled in Isograph Reliability Workbench 11.0 
(IRW) [18] and using the point median value of the failure rate, the top event proba-
bility was 1.497E-1, which lies within the range of most likely values obtained by the 
proposed method. The fuzzy top event probability can also be mapped into a single 
value by defuzzification using (10); if the fuzzy top event probability is as follows:  

 

 = {(4.232E–2, 0.75), (8.518E–2, 1), (1.889E–1, 1), (2.432E–1, 0.75)}. 
 

Then using (10), the most likely top event probability is 1.395E–1 which is rela-
tively close to the value obtained using Isograph Reliability Workbench. 

5 Conclusion 

In this paper, we showed how uncertainty can be incorporated in TFTA by applying 
fuzzy set theory to Pandora temporal fault trees. Adopting a fuzzy methodology may 
help to model situations where limited quantitative information is available and often 
only with a wide range of uncertainty. The method we present is capable of handling 
the linguistic variables and the imprecision of the uncertainties associated with the 
modelling of failures and their dependencies, and can more explicitly highlight areas 
of uncertainty in the data. This can lead to a more effective quantification of uncertain 
failure data in dynamic systems, producing more realistic and robust results that help 
to avoid mistaken assumptions and potential over/under estimations of system relia-
bility. However, it is important to emphasise that the results can only be as reliable as 
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the input data, and the inclusion of fuzzy data cannot create accuracy where none 
previously existed. In future, we hope to extend this work by looking at how temporal 
FTA approaches like Pandora could be extended to include fuzzy logic operators, as 
well as to further develop practices for performing uncertainty analysis. 
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Abstract. WLAN 802.11g wireless network specification used in telematic sys-
tems was discussed in this paper. A model of physical layer used in WLAN 
802.11g developed in Matlab/Simulink was analysed. Parameters of data trans-
mission under different operating conditions were investigated. 
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system. 

1 Introduction 

Modern transport, especially in big urban agglomerations revolves around advanced 
technical and organisational solutions. They are intended to reduce congestion caused 
by excessive traffic volumes and thereby decrease environmental impact of road 
transport. An example solution used in small and medium transport enterprises in-
volves email and SMS based information services [1]. Another example is compre-
hensive passenger information systems using wireless transmission. The passenger 
information system interacts directly with the passengers therefore ease of access is 
assured (voice messages). Furthermore, the vehicle is equipped with location devices 
providing passengers with information about current location and can feed that data to 
the management centre. First and foremost, the passenger information system, de-
scribed in this article, is an advanced IT system consisting of devices enabling data 
transmission between the vehicle and passenger information system and the traffic 
control centre [2]. Electronic equipment used for those purposes are WLAN 
802.11a/b/g wireless modems installed in vehicles and variable message signs assur-
ing mobile access to reliable passenger information. It is one of the services offered 
by transport telematics systems. Therefore, the reliability and accuracy of wireless 
transmission determines how passenger information system operates as well as organ-
isational activities reducing environmental impact of road transport. It is then justified 
to research wireless transmission performance under different operating conditions. 
Analysis of physical layer model of WLAN 802.11g data transmission protocol in 
wireless networks used by telematic systems (passenger information system) was 
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carried out in this paper. This system is currently used by the Public Transport  
Authority in Mielec. 

2 Model of WLAN 802.11g Physical Layer 

Physical layer of the WLAN 802.11g specifications, responsible for data transmis-
sion, may be described by a model developed in Matlab/Simulink. By running a simu-
lation of the model, both broadcasting and receipt of data via radio waves between the 
transmitter and receiver may be traced. The model presents implementation of the 
OFDM (Orthogonal Frequency Division Multiplexing) method modulated by quadra-
ture amplitude modulation and phase modulation, and multipath fading depending on 
road conditions and frequency. The models simulated signal fading in order to reveal 
changes in data transfer rate. The model contains all the necessary components of the 
WLAN 802.11g [3] specification. Figure 1 shows a diagram of the model of physical 
layer used in WLAN 802.11g developed in Matlab/Simulink. The model shares some 
of its elements with model of 802.11a physical layer through adding further modules 
and adjusting considerably simulation parameters. Elements depicted in top part of 
the diagram denoted by green shading comprise the transmission scheme of the 
WLAN 802.11g wireless specification. Elements depicted in bottom part of the  
diagram denoted by red shading constitute the receiver side (figure 1). 

 

 

Fig. 1. Model of WLAN 802.11g physical layer 

Figure 2 shows the transmitter side of WLAN 802.11g physical layer model using 
Orthogonal Frequency Division Multiplexing. 
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Fig. 2. Transmitter side of WLAN 802.11g physical layer model 

Figure 3 shows a general diagram of the OFDM transmitter, whose functions were 
simulated by blocks in fig. 2. 
  

 

Fig. 3. General diagram of OFDM transmitter 

The transmitter of the WLAN 802.11g model generates random data transfer rates 
varying over the course of simulation. Changes in data transfer rate of random data 
are controlled by the data source block. Encoding and modulation (using given 
scheme defined by the IEEE 802.11g standard) is carried out by the modulator bank 
shown in figure 4. 
 

 

Fig. 4. Modulator bank of WLAN 802.11g transmitter 

Amplitude modulation 16-QAM and 64-QAM or phase modulation QPSK, 
OQPSK, DQPSK and BPSK may be used in modulator bank. Cyclic Redundancy 
Check was used for error detection: 1/2, 2/3 and 3/4. Modulation types change  
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depending on bits per OFDM symbol. BPSK modulation is used for 1 bit per symbol 
encoding, QPSK for 2 bit per symbol encoding, 16-QAM modulation for 4 bit per 
character encoding, 8 bit per symbol DQPSK and 16 bit per symbol OQPSK. For 
instance, in 6 Mb/s version, bits are packaged into 24 bit groups for encoding and 
modulating. Each group is translated into 48 bit OFDM symbol, each symbol is car-
ried by one of 48 subcarriers subject to BPSK modulation at 250 kHz (24 data bits  
x 250 kHz = 6 Mb/s). Similarly, in 9 Mb/s version data bits are packed into 36 bit 
groups. Each group is translated into 48 bit OFDM symbol, each symbol is carried 
subject to BPSK modulation at 250 kHz (36 data bits x 250 kHz = 9 Mb/s). That 
process is similar for remaining operating modes of the DQPSK and OQPSK modula-
tors. The OFDM modulation process uses FFT-1 whose parameters are as follows: 
sampling frequency 20 mHz in 64 points. In OFDM method 48 subcarriers is used by 
data, 4 for pilot signals and 12 remains unused. Pilot signal is used for frame detec-
tion, estimating frequency offset of carriers and determining channel performance. 
OFDM modulation and frame detection through pilot signal is carried out by model 
blocks shown in figure 5. 
 

 

Fig. 5. Model blocks performing OFDM modulation 

In OFDM modulations signal is transmitted both by signal phase and its amplitude. 
Fading occurs due to multipath, which distorts signal amplitude. Reference signal is 
transmitted by pilots thus allowing to obtain status of the channel and demodulation 
of neighbouring sub-channels. The OFDM signal generated using blocks illustrated in 
fig. 3 comprises N orthogonal subcarriers modulated by N parallel data streams. Data 
symbols (dn,k) are built-up into data blocks containing N characters and modulated 
using amplitude modulation or phase-shift keying with exponential waveform ( (t)). 
After completed modulation data blocks are transmitted simultaneously as transmit-
ter's data streams. A complete signal comprising OFDM blocks is given by the  
following formula [4]: 
 

      ( ) = ∑ ∑ , ( − )    (1) 
 

Where: (t) describes each data subcarrier as: 
 

         
( ) =   0,0             0,     (2) 
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Where: ,  transmitted signal,  time interval using  subcarrier,  duration 
of data symbol, N no of OFDM subcarriers and  is  subcarrier frequency derived 

from = + , = 0 … − 1 where  is lowest available frequency.  

Mutual orthogonality of subcarrier frequencies in OFDM modulation meets [4], [8]: 
 

      , = ( ), ( ) = 0   (3) 

 
where:  duration of data symbol, ( ) = ( ),  

The multipath channel block is located between transmitter and receiver side. It 
simulates the signal multipath process along with all related phenomena. Figure 6 
shows details of the block.  
 

 

Fig. 6. Details of the WLAN 802.11g multipath channel block 

It may also determine parameters of signal fading: 

• fading mode: 
o no fading, 
o flat fading, 
o dispersive fading, 

• maximum Doppler shift [Hz], 
• Channel SNR [dB]. 

 
The most popular fading channel models are Rayleigh fading and Rician fading. 
Rayleigh fading model was used to simulate fading in this paper. The model assumes 
that channel delay and Doppler spectrum power are distinctive [5]. Let  denote input 
samples. Then output samples  satisfy [5]: 
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     = ∑       (4) 

 
where  is defined as: 
 

   
= ∑ − , − n     (5) 

 
where:  the period of input sample, s sample stream delays in fading channel,  
sample gains in fading channel. 

Relationship (6) determines the distribution function of fading probability [6]: 
 

                  ( ) = 1 − ·                                  (6) 
 
where: =  ,  – received signal,  – reference signal (no fading) 

Simulation of Rayleigh fading is possible by inverse relationship (6) and express-
ing its product in [dB] [6]: 
 Ψ = −20 − (1 − ) [dB]   (7) 
 
where: Ψ - fading,  - random variable of uniform distribution within interval (0;1) 

Another negative phenomenon affecting wireless transmission is Doppler shift 
which also was simulated in this example. The Doppler shift with regards to wireless 
devices e.g. standard-issue GSM, is defined as follows [7]: 
 =  [dB]    (8) 

 
where:  - velocity of moving mobile device,  - transmission carrier frequency [Hz], 
 - the speed of light in vacuum [m/s] 

Based on (8) with reference to velocity of moving mobile device broadcasting a 
signal, the maximum Doppler shift of signal transmitted by a vehicles on the move is 
80 [Hz]. The signal transmitted by a mobile device carried by a pedestrian may be 
subject to a maximum Doppler shift of 4 [Hz]. Those values hold true for carrier  
frequency 900 MHz [7]. 

The input signal, described by formula (1) and satisfying (3) and subjected to phe-
nomena i.e. signal multipath and Doppler effect, is received by the WLAN 802.11g 
physical layer receiver side. Figure 6 shows the receiver side represented by model 
blocks. 
 

 

Fig. 7. Receiver side of WLAN 802.11g physical layer model 
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Figure 10 shows a general diagram of the OFDM receiver, whose functions were 
simulated by blocks in fig. 9. 
 

 

Fig. 8. General diagram of OFDM receiver 

The physical layer of the WLAN 802.11g specification demultiplexes the input 
signal consisting of OFDM blocks. Then Fast Fourier transform FFt is calculated, 
signal demodulated and OFDM symbols detected. Obtained N parallel streams are 
combined into a single original bit-stream. 

3 Model Simulation and Visualisation and Interpretation of 
Results 

In order to run simulation of the Matlab/Simulink model correct input data needs to 
be entered first. Input data is entered by running the S-function on model level (de-
veloped in Simulink environment) or by entering them manually into text fields in 
model blocks. Model parameters used for simulation may be defined in Model Pa-
rameters block and the Multipath channel block (figure 1). Input data characteristic 
for 802.11g specification defined for simulation are as follows: 

• OFDM bits per transmitted block (48 bits in 802.11g standard), 
• OFDM bits and pilot bits (48 + 4 = 52 bits in 802.11g standard), 
• OFDM bits per cyclic prefix (16 bits in 802.11g standard), 
• Number of points where fast Fourier transform FFT occurred (64 bits in 

802.11g standard), 
• Hysteresis coefficient for adaptive modulation [dB], 
• Depth of decision by Viterbi algorithm for decoding convolutional codes, 
• SNR (signal-to-noise ratio) thresholds for different modulation schemes used 

in the model, 
• Fading mode, 
• Maximum Doppler shift [Hz], 
• Channel SNR [dB], 
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Simulation results were observed on displays and via the Signal Visualization module 
producing graphic representation of results. The following output data (in graphic 
representation as per figure 11) were produced by the simulation: 

• Packet of randomly sent binary data, tracing variable data transfer rate on the 
channel, 

• Scatter charts depicting the signal prior and post equalization (correction). 
Scatter charts allow to determine modulation mode currently in use by the 
802.11g protocol, because the chart represents a diagram of modulation con-
stellations consisting of 2, 4, 16 or 64 constellation points. 

• Spectrum power of received signal prior and post equalization (correction), 
• SNR value estimated based on error vector magnitude, 
• Bit rate, 
• Bit error rate per packet, 
• Packet error rate, 
• Signal-to-noise ratio (SNR), 
• Bit rate shows which of flowabilities defined by the specification is currently 

in use. 
  

The charts above show results of model simulation using the following input data 
characteristic for 802.11g specification: 

• OFDM bits per block = 48 bits, 
• OFDM bits and pilot bits = 52 bits, 
• Cyclic prefix bits = 16 bits, 
• Implementation of FFT algorithm = 64 points, 
• Maximum Doppler shift = 180 [Hz], 
• Flat fading, 
• Change in signal to noise ratio: 10, 20, 40 [dB] respectively 

 

 

Fig. 9a. Simulation results given SNR = 10 [dB], 6 Mb/s transmission rate 
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Fig. 9b. Simulation results given SNR = 20 [dB], 18 Mb/s transmission rate 

 

Fig. 9c. Simulation results given SNR = 40 [dB], 54 Mb/s transmission rate 

Analysis of obtained results proves that fading has great impact on correct de-
modulation of signal in WLAN 802.11g standard, especially given high SNR values. 
Changes in power spectrum of received signal depend on fading parameters (figures 
11a and 11c). Constellation diagrams shown in figure above are a graphic representa-
tion of digitally modulated signal. After receiving the signal, demodulator checks 
received symbol, which could have been distorted by either the channel or the re-
ceiver. Signal quality analysis (based on constellations during simulation) showed 
white noise represented by blurry constellation points and phase noise represented by 
arched constellation points. The orthogonal multiplexing of OFDM frequencies 
causes susceptibility to Doppler effect and distorts synchronization of carrier fre-
quency. Furthermore, data transmission efficiency is lower due to cyclical prefix (fig-
ures 11b and 11c). Obtaining high data transfers reaching 54 Mb/s is difficult because 
of high loads and noise occurring during the transmission (figure 11c). 

In further research work is expected to carry out simulations to other WLAN stan-
dards, which will include contemporary and future technologies (with particular  
emphasis on the use of transport telematics systems). 
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4 Conclusions 

Simulation tests in Matlab/Simulink environment of physical layer comprising the 
WLAN 802.11g specification determined wireless transmission performance under 
different operating conditions. The WLAN 208.11g standard is susceptible to the 
Doppler effect. This is particularly important in case of mobile receivers and transmit-
ters installed in public transport vehicles as in passenger information system (variable 
message signs). An additional disturbance is the fading mode caused by signal multi-
path which distorts the amplitude of radio signal. Achieving upper transfer rates 
reaching 54 Mb/s using the analysed specification poses substantial difficulties due to 
noises occurring during data transmission. 
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Abstract. The paper examines the issues of web systems assessment availabili-
ty. It is defined that unavailability of web services may be caused by internal 
and external factors in particular server side vulnerability attacks. Three Mar-
kov’s models of web system availability are developed; these models consider 
influence of software defects and vulnerability attacks for DNS, DHCP and 
Route services. Elimination of configuration vulnerabilities during system oper-
ation is considered. Conclusions about the impact of the probability of detection 
and elimination of vulnerabilities and the recovery rate on the web systems 
availability function are proposed. 

Keywords: web system availability, Markov’s models, attacks on vulnerability 
services. 

1 Introduction 

The successful beginning and operation of web systems is only possible in case of 
payback on their functioning and positive profit earning. The break-even point is 
reached after the start of system exploitation, and it might not be achieved at all if risk 
assessment was wrong. This leads to the importance of modeling the functioning of 
web systems based on actual cyber security risks [1-3]. 

Nowadays, most web services experienced the attacks of various kinds. With re-
gard to commercial Web services, they certainly are the most attractive target for 
attacks [1, 4]. In such circumstances, modeling of web attacks as events that lead to 
their inaccessibility is in high demand. However, today the majority of the models of 
attacks, threats and incidents have probabilistic nature of risk assessment. Only some 
sources refer to the possibility of web system modeling using semi-Markov processes 
and Petri nets [5]. 

The modern web system is a complex multileveled and distributed system. It can 
be presented by the charts with various hierarchy levels. This paper discusses the 
three-component reliability block diagram of the web system (RBD).  It describes the 
interaction of basic services: IP-address assignment (DHCP), IP routing (Route) and 
support the direct and inverse transformation of text URLs to IP-addresses (DNS). 
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This decision is due to the fact that vulnerability subsets of mentioned services might 
be distinguished in line with CVE classifiers [6,7]. This allows getting estimates of 
the intensity of attacks and their criticality [8].  

Unavailability of any of these services entails the refusal in customer service.  
On this basis, the RBD will include three consecutive elements, each of which  
corresponds the up-states of three services (fig.1). 

 DHCP DNS Route 
 

Fig. 1. Reliability block diagram of web system 

While assessing web systems availability the focus is given on Markov’s models 
based on hardware and software failures (caused by physical and design faults corres-
pondingly) and recoveries [9, 10]. Researches [11, 12] analyze the concept of an inte-
grated approach of dependability as a property which combine in particular reliability, 
availability and information security. In [13] the possibility of the development of 
mathematical models that consider the unavailability of web systems in context secu-
rity is proposed. Unavailability is caused by not only by software faults, but by  
attacks on their components as well. 

The objective of this paper is to develop Markov models of web systems availabili-
ty considering attacks, and to investigate the impact of input parameters of the model 
to the availability function. First of all, we research behavior of web systems in non-
stationary modes taking into account various kinds of attacks and recovery proce-
dures. The paper is structured as follows: the second section describes the simple 
Markov models of web-services without attacks (MA1) and with mechanism for res-
tart after attack (MA2). The third section describes the MA3 model used for assess-
ment of web-service availability considering consequent fixing of vulnerabilities after 
attacks. Verification results and case study of developed models are presented in the 
fourth and fifth sections. The last section includes the conclusions and directions of 
future work. 

2 Availability Models of Web Systems without Attacks and with 
System Restart after Attack 

2.1 Model MA1 

We consider an ideal web system model without attacks as a basic model in which 
there are processes of software failures and recoveries of related network services 
(MA1). Resulting characteristics of such model often are used by hosting providers as 
the availability and uptime rate of hosting platforms.   

Marked graph of states and transitions of such model is shown at the fig.2,a. It in-
cludes initial up-state S0 and down-states S1, S2 and S3. The transitions into down-
states are marked with the corresponding failure rates (ladns, ladhcp and laroute). 
System returns into up-state after service recovery with corresponding rates mudns, 
mudhcp and muroute. 
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Fig. 2. Marked graphs of web system models without attacks MA1 (a) and with system restart 
after attack MA2 (b) 

2.2 Model MA2 

The second model (MA2) describes the functioning of web system during the occur-
rence of one attack on DNS service with system restart after successful attack without 
fixing of vulnerability. The graph of the model is presented at the fig.2,b. Initially 
web system operates with occurrence of failures and recoveries of DNS, DHCP and 
Route services.  

Attacks on DNS service are characterized with laatdns rate и d1dns criticality. 
Thus the model returns to the S0 state with recovery rate (1-d1dns)*laatdns. After 
completing the attack (transition into S4 with d1dns*laatdns rate) the system fails. 
The system recovers it after restart with mureboot rate. 

3 Availability Model with Detection and Elimination of 
Configuration Vulnerabilities 

3.1 Model MA3 

The model MA3 describes the operating of web system with subsequent attacks on 
vulnerabilities of DNS service following by their elimination without updating of 
software codes (ladns=const). We model the elimination of vulnerability only after its 
occurrence (after successful attack on it).  

Two independent options after the successful attack are possible. The first option 
includes launch of detecting and fixing of vulnerability by transition to S5 state.  

The second one might occur in case of non-detection of vulnerability and the sys-
tem passes from S4 to S0 without elimination of vulnerability which may be resulted 
in repeating of an attack. Let us add parameter d2p for as probability rate of detecting 
and elimination of vulnerability. 
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Fig. 3. Marked graph of availability model with fixing of vulnerability (MA3) 

As shown at the fig.3, initially web-system operates with occurrence of faults and 
recovering of DNS, DHCP and Route services. After attacking the DNS service (pass-
ing to S4 state with d1dns*laatdns rate) the system is losing its operability (transition 
into down-state). Once occurred a vulnerability might be eliminated with d2p rate 
(transition from S4 into S5 with d2p*murecovery rate) or the system returns to the 
initial state without elimination of vulnerability with (1–d2p)*murecovery rate. After 
occurrence and eliminating of all vulnerabilities the system continues its operation 
with faults occurrence and recovering of its services (Sn…Sn+3 states). 

3.2 Comparison of Availability Models Investigation Results 

The results of models MA1, MA2 and MA3 were obtained by use the values of input 
parameters presented in table 1. Marked graph of MA3 model which accounts values 
of input parameters is shown at the fig.4. Technique of parameter values calculation 
(ladns, ladhcp, laroute and others) using information in vulnerability data bases is 
described in [13]. 

Table 1. Values of input parameters for availability models  

Name Value Unit  Name Value Unit 

ladns 3e-5 1/hr  laatdns 6.279e-3 1/hr 

ladhcp 1.5e-5 1/hr  d1dns 0.77  

laroute 5e-4 1/hr  mureboot 0.5 1/hr 

mudns 0.67 1/hr  murecovery 0.33 1/hr 

mudhcp 1 1/hr  d2p 0.5  

muroute 0.33 1/hr     
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The graph presented at the fig. 4 is the extended graph from one presented at the 
fig. 3 and amended with values of transition rates obtained from table 1 for 4 regular 
fragments. The graph is developed using the grPlot.m tool of Mathlab. 

Solving of Kolmogorov-Chapman differential equation system were made in 
Mathlab system using ode15s method for the internal of [0…5000] hours. The results 
of comparison of developed models research are shown at the fig. 5. 
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Fig. 4. Oriented graph of MA3 model for the system with three vulnerabilities 
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Fig. 5. Graphs of availability functions for models MA1, MA2 and MA3 



280 V. Kharchenko et al. 

Having the agreed input parameters, availability function of MA1 model reaches 
the stationary value A = 0.99844 during first 20 hours of operating. The value will be 
reached by availability function of MA3 model after 3500 hours. The availability 
function decreases to the stationary value of 0.9888 in case of non-fixing of vulnera-
bilities and recovery by system restarting only (MA2). The minimum of availability 
function of MA3 model settles lower than stationary value of MA2 availability func-
tion, because detecting and elimination of vulnerabilities takes more time than system 
restart (murecovery=0.33 < mureboot=0.5). 

3.3 Influence of Input Parameters on Availability of Web Systems 

The study of coherence of distinct parameters on trend and values of availability func-
tion is among the further interest. The following parameters were chosen for MA3 
model (see table 2).  

Table 2. Variable values input parameters of model MA3 

Name Series of values Unit 

d2p [0 0.1 0.2 0.5 0.7 1]  

murecovery [0.05 0.1 0.5 1 2] 1/hr 
 
The special Mathlab cyclic constructions were designed for research on influence 

of mentioned parameters. Time interval was increased up to [0…15000] hours. The 
results of modelling are presented at the fig.6 and fig.7. 
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Fig. 6. Graphs of availability function of model MA3 with different values of failure repairing 
rate  

Graphs on fig.6 illustrate the behavior of availability function caused by different 
values of attack detection rate d2p. Having zero rate the system degrade (shows iden-
tic results) to MA2 model with mureboot=0.33, and condition (d2p=1) results in mi-
nimal time for transforming in stationary mode. 
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Fig. 7. Graphs of availability function of MA3 model with different values of vulnerability 
fixing rate and system recovery rate 

Analysis of graphs confirms the correctness of the results obtained from modeling. 
Obviously, the value of murecovery parameter (rate of vulnerability detection and 
elimination jointly with system recovery rate) has an impact on the following values: 
minimum value of availability function, position of minimum point at the time axis, 
duration of transition of availability function into stationary mode.  

Thus, having murecovery=0.5 (1/hour) the minimum of availability function is 
0.9889 in t=25 hours; murecovery=0.05 (1/hour) leads to the minimum of availability 
function which equals to 0.9109 in t=117 hours. The value of murecovery parameter 
does not have an impact on the maximum of availability function in stationary mode 
A=0.99844. 

4 Verification of the Models 

The set of simulation models were developed using Matlab in order to make the veri-
fication of the proposed analytical models and elimination of some restrictions. As 
stated at the results of experiments, the obtained availability graphs for models MA1 
and MA2 have common phases of exploitation: transition phase at the beginning stage 
of the functioning and stable phase. That’s why Fig.8 shows the models MA2 and 
MA3 only.  

The transition phase of availability function calculated by the simulation model is 
much longer than one calculated by analytical model, wherein the value of availability 
rate in stable phase are almost the same, which confirms the high trustworthiness of 
the analytical model. 
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Fig. 8. Results validation of models МА2(a) and MA3 (b)  

Comparison of the analytical and simulations models of the web-service with eli-
mination of vulnerabilities (MA3) also resulted in high convergence of availability 
rates in stable phase (fig.8,b).  

5 Case Study 

The models developed at this research were successfully tested during availability 
assessment of e-commerce and university web-services. The decision-making system 
is developed on the basis of this research and aimed on ensuring of web-system avail-
ability facing attacks on its components. Its use at the design phase of web-system is 
shown at fig.9. The area of utilization of MA models is marked by the rectangle. 

Usage of obtained results allows to increase the accuracy of evaluation of availa-
bility function and to justify choosing of probability rate of vulnerability elimination 
during test processes. 
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Fig. 9. IT support solutions while providing availability web system  
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6 Conclusions  

The analysis of obtained modeling results of web system availability considering 
attacks on the components and vulnerability elimination shows the following issues: 

а) to speed up the transition of availability function into the stationary mode it is 
necessary to increase the value of d2p parameter, i.e. to increase the probability rate 
of vulnerability detection and fixing; 

b) the minimum value of availability function will rely on murecovery and mure-
boot parameters at the initial period of system operation (the sooner system recovers 
after attack the higher minimum of availability function is). 

It is advisable to orient future work within the scope of development of integrated 
maintenance strategies of service-oriented web systems considering hardware, soft-
ware tools and security policies.  

Other interesting and important task is research on rationality and modes of flexi-
ble maintenance and upgrading strategies for cloud-based IT-infrastructures. 
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Urszula Kużelewska1 and Ewa Guziejko2

1 Bialystok University of Technology,
15-351 Bialystok, Wiejska 45a, Poland

u.kuzelewska@pb.edu.pl
2 Graduate of the Bialystok University of Technology

ewa.guziejko@gmail.com

Abstract. Nowadays, WWW services compete intensively to attract
attention of visitors. They search new solutions to increase attractive-
ness of the systems and to satisfy all customer expectations. To achieve
this they often offer an individual approach to each user, e.g. applying
recommender systems. A recommender system is able to learn a cus-
tomer’s preferences and recommend products, which the user is proba-
bly interested in. The recommendations are based on similarity between
registered users’ activity, e.g. items, which they visited or bought.

The purpose of this paper is to find a reasonable solution to offer
recommendations on internet forum. Since clustering algorithms were
useful to group similar posts (according to preliminary results), they
were chosen as the tool to generate recommendations. The algorithms
available in Apache Mahout were used in the experiments described in
this article. Finally, the recommender system has been implemented on
the forum, and their effectiveness was examined, as well. The results
confirmed the validity of the proposed solution.

Keywords: text clustering, recommender system, content-based recom-
mender.

1 Introduction to Recommender Systems

Personalised recommender systems (RS) base on registered user’s preferences or
similarities among items. For each user, an RS generates a list of items that
match user’s interests. In other words, the systems filter the information that
may be presented to the user based on their preferences. The selection of items on
a such list can be based on product ratings, contents of user’s shopping basket,
as well as specific characteristics of the objects [10].

Recommendation concerns, among the others, news, music, video, content of
e-learning courses, books and subject of web sites or web site navigation.

Considering a type of input data as well used methods, recommendation sys-
tems are divided into collaborative filtering (CF), knowledge-based, content-
based and hybrid [10].
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Collaborative filtering techniques search similarities among users or items,
however only archives of users behaviour are analysed [1]. As an example, sim-
ilar users have mostly the same products in their baskets and similar items are
bought by the same customers. CF methods base on the assumption, that if
two users have the same opinion on the particular item, it is very likely they
like similarly other items. The most important advantages of this kind of sys-
tems are: high precision, simple implementation, no additional knowledge about
a domain or objects. The long list of advantages is supplemented with the fol-
lowing disadvantages: a problem of ”cold start” for users and objects and poor
scalability.

Knowledge-based approach is better for one-time users stores, e.g. selling cam-
eras (people do not buy cameras often) [1]. The approach bases on technical
attributes of the items and user’s preferences, also weighted, related to the at-
tributes. Knowledge acquirement is often realised by interaction with users. This
is an approach, where the ”cold start” problem does not appear and users’ data
are not required to store for long time, however they have to use specific tech-
niques to gather the knowledge.

Content-based recommendations (called content-based filtering) base on at-
tribute (characteristic) vectors of items created from text connected with the
items, e.g. their description, genre, etc [10]. As an example, in case of forum
articles, the item characteristics include its topic or author. The content-based
algorithms recommend items, which are similar to highly rated by the user other
items in past. As an example, if a user liked (rated or bought) X movie, a recom-
mender system searched other movies, which were similar to X with regard to its
genre, title, director’s name or description of the story. The main advantages of
content-based systems are: relatively simple implementation and independence
of users. The disadvantages are: a problem of ”cold start” for users and the
requirement of items’ features analysis.

Hybrid approach combines at least two different methods: problems in each
of them are solved by strengths of the other one.

2 Clustering Methods in Recommender Systems

Clustering is a domain of data mining which had been applied in a wide range
of problems, among others, in pattern recognition, image processing, statistical
data analysis and knowledge discovery [6]. The aim of cluster analysis is organ-
ising a collection of patterns (usually represented as a vector of measurements,
or a point in a multi-dimensional space) into clusters based on their similarity
[4]. The points within one cluster are more similar to one another than to any
other points from the remaining clusters.

Clustering has been the subject of research in the area of recommender sys-
tems, although it has not been widely studied yet [9]. The most often method
used in memory-based collaborative filtering to identify neighbours is kNN al-
gorithm, which requires calculating distances between an active user and the
registered all ones. In contrast, clustering (in model-based collaborative filter-
ing) reduces computation time, due to introduction of clusters models.
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One of the first approaches, where clustering was used to partition users’
preferences in order to increase neighbour searching efficiency is described in
[12]. The authors used clusters identified in off-line mode by k-means instead of
on-line neighbourhood calculated by kNN method. As a similarity measure they
used Pearson correlation. Finally, except time efficiency, quality of predictions
was increased.

One of the recent examples of clustering application in recommendations is
[5], where k-means clustering with genetic algorithms is used for this purpose as
well as in [8], where initial clustering (DBSCAN) was applied on demographic
attributes.

Hierarchical clustering was also used in recommender systems [3]. Input data
was clustered using hierarchical agglomerative approach, then new items were
joined to the most similar cluster in the dendrogram.

Due to its time efficiency, clustering is often applied in mobile phone RS. A
recommendation system for tourists [2] is an example, in which clusters are built
on users who share similar interests. Data were taken from registering forms and
partitioned using k-means algorithm.

3 Description of the Algorithm

A recommender system used in the following experiments is based on clustering
approach. It is an algorithm presented in [12], which was modified and adapted
to content-based recommendations. Modification concerns the procedure of rec-
ommendations generation as well as coping with new articles. It consists of the
following procedures: preprocessing and clustering, generation of recommenda-
tions, adding new articles.

The operations of preprocessing and clustering are very expensive, therefore
they are performed periodically (length of the time interval depends on the
number of added posts) in an off-line mode. The steps of this stage are following:

1. Preprocessing of data.
2. Transformation of terms to VSM vectors.
3. Data clustering.
4. Creation of a model of clusters.
5. Calculation of a similarity matrix among the articles from the same cluster.

Preprocessing of text is as follows: first, all capital letters are replaced by small
ones, next, the words without any meaning, such as ”is” or ”the”, are removed,
and then the remaining text is stemmed. Stemming is a procedure of extracting
constant part of words having different form of inflectional. To give an example,
”computer”, ”computers” or ”computerization” could have one common stem -
”compute”. Words after stemming are determined as terms. The benefits from
preprocessing are reduction of the number of words and improvement similarity
among elements in final clusters.

Before documents are clustered, they are transformed from their letter repre-
sentation to numbers in Vector Space Model (VSM) [11]. The numbers relate to
the relevance selected words in particular documents.
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The equation describing a document in Vector Space Model is as follows:

Di = (di1, di2, ..., din) (1)

where components dij are positive real numbers referring to the level of de-
scription as well as diversification of the individual terms t1, . . . , tn and n is a
number of terms selected for representation of documents.

It has been proposed many methods of document description in VSM. One
of them is binary representation: if a term from VSM vector is present in the
examining document, the relevant component dij is equal 1. In the other case it
is equal 0. More useful are methods based on term or document frequency (TF,
DF, TFIDF). In the experiments presented in this paper, the coefficient TFIDF
was used, which is described as follows:

TFIDF (Di) = TF (tj , Di) · IDF (tj) (2)

where component TF (tj, Di) refers to the number of occurrences of term tj
in document Di (see (3)) and IDF (tj) (Inverse Document Frequency) refers to
the number of occurrences of this term in all documents (see (4)).

TF (tj, Di) =

{
0, for nji = 0;
nji

nmax,
for nji > 0.

(3)

where nji denotes a number occurrences of term tj in document Di and nmax

denotes maximal number from occurrences of every term from VSM vector.

IDF (tj) = log

(
N

Nj

)
(4)

where N denotes a number of all documents and Nj - a number of documents
containing term tj .

Clusters are created from vectors of articles in VSM space. Every group is
then described by its model. Depending on the clustering algorithm the model
can be composed of cluster centroids, boundary or representative points. Each
object from the model contains the most characteristic words (with the highest
attribute’s value) in the group which it belongs to.

After clustering a similarity matrix among articles for every group is calcu-
lated. As similarity coefficients can be used distance based measures, correlation
or cosine values.

The procedure of propositions generation for an active user is based on the
clusters model:

1. Identification of the cluster, which the current article belongs to.

2. Finding in the cluster the most similar articles to the active user’s visit
history.

3. Proposition of the most similar articles sorted in descending order in terms
of their similarity values.
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The current article of an active user is searched in the created clusters. Then,
basing on the similarity matrix of this cluster, the most similar articles are
identified and included in a proposition list R in descending order. The summary
similarity to an active user’s history is taken into consideration.

The procedure of recommendation generation for an active user is presented
in Figure 1. It contains matrices of document similarity (Msim) for clusters C1

and C2. The cluster C1 is composed of the following articles: a1, a3, a5 and a7,
whereas the cluster C2 contains the articles: a2, a4 and a6. The assumed size of
the list R is equal 2. In the first step the active user visited the article a5, which
belongs to the first cluster C1. The most similar articles to a5 are a3 and a7
(sim(a5, a3) = 0.86 and sim(a5, a7) = 0.77). In the second step, the active users
visited a3 and the recommendations list was updated to a7, a1 (sim(a3+a5, a7) =
(sim(a3, a7) + sim(a5, a7))/2 = 0.825 and sim(a3 + a5, a1) = (sim(a3, a1) +
sim(a5, a1))/2 = 0.815). Finally, after visiting a6, Ractive = {a1, a4}.

Fig. 1. Example of recommendations generation based on clusters model

An Internet forum is a place, where new articles appear often. To avoid un-
necessary re-clustering and make them recommendable a new approach was pro-
posed:

1. Transformation of a new article to a vector in VSM.
2. Classification of the vector to the most similar cluster basing on similarity

to the model of groups.

When the time of periodical preprocessing and clustering approaches, new
articles are included in input data.

4 Experiments

The recommending algorithm described before was deployed on Internet forum
concerning computer science issues. Clustering methods as well as similarity
measures were taken from Apache Mahout library (http://mahout.apache.org).
To cope with large amount of data and generate recommendations in reason-
able time the system was implemented on hdfs file system using Apache Hadoop
platform (http://hadoop.apache.org). The first part of the experiments was to
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select appropriate clustering method. Effectiveness of grouping results was eval-
uated with regard to homogeneity of the clusters. Determining the category of
every articles in advance the final effectiveness was calculated according to (5),
where Eff(Ci) is effectiveness (homogeneity) of cluster Ci, niCat is a number
of articles from the predominant category in cluster Ci and nCi is a size of this
cluster.

Eff(C) =

nc∑
i=1

Eff(Ci), where Eff(Ci) =
niCat

nCi

(5)

The results of the tests on the clustering methods from Apache Mahout li-
brary are presented in Table 1. All algorithms were executed with the number
of clusters equal 22 (the number of article categories), however the Dirichlet
clustering method identified 4 empty clusters. In case of this technique there
was also a problem with evaluation homogeneity of one cluster due to its mix-
ture content. The methods: k-means and fuzzy k-means generated comparable
results. In case of the fuzzy algorithm the groups had more even sizes, however
the original k-means partitioning was a little more accurate.

Table 1. Effectiveness of forum articles clustering

Algorithm
Number Min group Max group Min Max

Eff(C)
of groups size size Eff(Ci) Eff(Ci)

k-means 22 1 26 0.57 1 0.85
fuzzy

22 2 14 0.4 1 0.83
k-means
Dirichlet

18 1 31 - 1 -
clustering

Effectiveness of the results with regard to similarity measure is presented
in Table 2. The mark ”-” denotes, that there was a problem with evaluation
homogeneity of one cluster due to its mixture content. Finally, k-means clustering
method was selected with cosine similarity coefficient.

Table 2. Effectiveness of clustering with regard to similarity measure for k-means
method

Similarity Number Min group Max group Min Max
Eff(C)

measure of groups size size Eff(Ci) Eff(Ci)

Cosine 22 1 26 0.57 1 0.85
Euclidean

22 2 21 0.71 1 0.81
distance based
Manhattan

22 1 111 - 1 -
distance based
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Fig. 2. Example of generated recommendations for the list of visited forum articles

The second part of the experiments was to test the recommender system on
clustered data. An example content of a recommendations list is presented in
Figure 2. At first, an active user visited 3 topics (on the left) and a list of relevant
articles appeared (on the right). Then, the user selected the first of recommended
post and the recommendations were updated.

The most common approach to evaluate quality of recommendations of recom-
mender systems is to measure their accuracy. It involves splitting input data into
training and testing sets and measuring their RMSE or MAE error for the testing
data [10]. However, there are approaches e.g. [7], which argue that the above pro-
cedure does not evaluate generated recommendations, but judge the accuracy of
individual item predictions. As an example, in travelling recommendations a user
have in propositions the places their have already visited.

Due to fact, that the system was deployed in real Internet forum environment,
the generated recommendations were evaluated by users. There were selected 15
users, who had the task to visit and assess at least 20 articles. The users rated 763
articles giving 567 (74%) positive notes. A part (7%) of the negatively evaluated
articles had high similarity to the topics visited by the users.

Conclusions

The aim of this article was to present a content based algorithm for recom-
mendations generation. The recommendations were created basing on content
similarity between articles from on-line forum concerning computer science is-
sues. The similarity calculations were limited to neighbourhood determined by
clusters identified by a grouping algorithm. As a clustering method k-means
was selected, because its partitioning was the most relevant and homogeneous
to categories of articles topics. The recommendations were composed of objects
similar to all the articles from an active user’s session.

The language of the tested forumwas English, however the method can work on
text in other languages. It requires replacement of the procedures of text prepro-
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cessing into VSM vectors on ones specific to the forum language. Quality of recom-
mendations can be different (rather lower than higher) due to lower effectiveness
of the other languages preprocessing procedures. Results of clustering of WWW
search results in Polish language in comparison with English is described in [13].

The system was tested by forum users, who gave 74 % positive notes. A quite
great part of negatively rated articles was highly similar to the user’s session
topic, that suggests further modifications of the recommendations generation
procedure. It is worth testing the approach, in which to the propositions low
similar articles are included.
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Abstract. simple measure of the reliability of a non-regular, undirected,  
unweighted, connected network is introduced using the variance of the degree 
distribution of the network. A physical argument for the importance of variance 
in network reliability, followed by an analytical derivation of the difference 
between the reliability of a general network and a regular network are 
presented. The theoretical results are verified by numerical calculation that 
compares the reliability of networks, taken from an ensemble of networks with 
same number of nodes and links.  The numerical results confirm the negative 
and linear correlation between the variance of the degree distribution of the 
network and the logarithm of its reliability. This theory provides a simple and 
efficient way in the comparison of reliability of two networks with same 
number of nodes and links. 

Keywords: Network reliability, Variance, Degree distribution, All terminal 
problem.  

1 Introduction 

Reliability is one of the important measures of how well the system meets its design 
objective, and mathematically is the probability that a system will perform 
satisfactorily for at least a given period of time. For a system with many components, 
the reliability of the system depends on the reliabilities of its components as well as 
the ways the components are connected. One can increase the system reliability by 
several means, such as increasing the reliability of the components using parallel 
redundancy for the less reliable components. Implementation of these steps to 
improve system reliability will normally consume resource. Thus, a balance between 
system reliability and resource consumption is essential. In this context, the 
economics requires a minimization on the cost of the design subject to multi-objective 
constraints. Beside the reliability of the individual components, the design of network 
is relevant in many real world applications such as telecommunications [1-3], 
computer networking [4-6], sewage systems [7], and oil and gas lines [7]. However, 
                                                           
*  Corresponding author. 
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the network design problem is an NP-hard combinatorial optimization problem [8]. 
The number of possible network architectures for a given number of nodes (N) and 
links (L) will grow exponentially with the size of the network. Moreover, the 
comparison of the reliability of simple graph, when it is not the usual series or parallel 
configuration, is itself a difficult problem. Previous approaches have been either 
enumerative based, that are applicable only for small network sizes [2,6,9], or 
heuristic-based that can be applied to larger networks but do not guarantee optimality. 
Examples are found in tabu search [10,11], simulated annealing [1,3,5], and genetic 
algorithms [7,12-17] for the optimal design of network structure by searching on a 
large space of possible graphs [18].  

In this paper, we focus on the comparison of the reliability of two connected 
networks with N vertices and L links. This problem can be addressed by the theory of 
domination by Satyanarayana and Prabhakar [19] and the theory of signature by 
Samaniego [16,20].  However, as the number of coherent systems of order N grows 
rapidly with N [21], general application of these existing theories requires numerical 
analysis of graphs. For our present work, we consider the all-terminal problem, which 
addresses the chances of all ‘terminals’ in a given network being capable to 
communicate with each other. This network reliability problem relates to the state of 
the entire system, so that the system works or fails as a function of the working or 
failure of its components. First let’s define the system state with N components by the 

state vector x


where for each i, 1ix =  if the i-th component  works and 0ix = if 
it fails, so that the space {0,1}N of all possible state vectors for an N-component 
system contains 2N state vectors. We are interested in knowing if the system as a 

whole works when the components are in a specific state x


. The mathematical 
analysis of connectivity can begin with the system structure function,  ( )xϕ  , which 

is 1 for those state vectors x


 when the system works and is 0 for those state vectors 

x


 when the system fails. For example, the structure function :{0, 1} {0, 1}Nϕ →  for 

an n-component series and parallel system are  

         
∏

=

=
N

i
ixx

1

)(
ϕ  (series system)  

          
∏

=

−−=
N

i
ixx

1

)1(1)(
ϕ (parallel system) (1) 

In the series case, the system will fail when any component 
fails: for any( ) 0   0ix xϕ = =

. In the parallel case, the system fails only when all 

components fail: ( ) 0,xϕ = only if all 0ix = .  For a system of N components at time 

t, let’s denote the probability that the i-th component works at time t by pi = P(Xi = 
1), where Xi represents the random state of the i-th component at time t. We define the 
reliability of a system at time t as the probability h(p) that the entire system is 
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working at that time. This probability h(p) can be computed from the structure 
function as 

     
( ) ( ( ) 1) ( )h P Eφ φ= = =p X X   with   ( )1, ,i Np p p≡p   , (2) 

and h(p)is linear in every pi. The theory of signature [16] handles the calculation of 
h(p) using the signature vector s which is related to the order statistics of the N 
component failure times. The application of this theory involves complicated 
calculation of the minimal path sets of graph.  

From this definition of the reliability problem, we see that it is rather difficult to 
use the theory of signature to compare the reliability of two connected complex 
networks with same N and L. Here, we introduce a simple method of comparison of 
networks which is approximate, but efficient. We will formulate a general 
measurement for reliability of a non-regular complex network based on the property 
of its degree distribution, specifically on the variance of the distribution. Our method 
provides a rough guide to reliability, which can then be fine-tuned using the theory of 
signature [16]. In section 2, we discuss the importance of the degree distribution on 
reliability, and derive analytically a relation between the reliability of a regular 
network of given N and L, and the reliability of a complex connected network with 
the same N and L. In section 3, we substantiate the analytical results with numerical 
calculation of reliability of a general complex networks with different variance. 
Finally, we discuss the importance of the simple measure of reliability using variance 
in section 4. 

2 Degree Distribution 

The networks with same number of nodes and links have same average degree. Their 
degree distributions describe the proportions of nodes with different degrees and the 
degree distribution is an important factor that determines the reliability of networks, 
even though there are many different topologies corresponding to the same degree 
distribution. In this section, we first introduce a physical argument for the connection 
between reliability and the variance of the degree distribution of the network through 
the concept of isolation. We then present an analytical derivation for the relation 
between the reliability of a non-regular complex network with a regular network.  
The relation can be simplified with some approximation, so that the variance of the 
non-regular network provides a simple measure of the network reliability.  

2.1 Isolation and Network Reliability 

Certain level of links failure may lead to the complete failure of the network. When 
the network is divided into two disconnected graph after a link failure, we say that the 
link failure leads to isolation. An isolation which requires least failure of links is the 
easiest among all isolations and it significantly determines the reliability of the 
network. For instance, a network with two communities connected by a bridge of only 
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one link is extremely unreliable because the failure of the bridge immediately leads to 
the failure of the network. The simplest and most common bridge is the link 
connecting an individual node to the rest of the network. Thus, we focus on the 
isolation of a single node. 

In the context of all-terminal problem, single node isolation is in general the easiest 
way to disconnect a network. A small degree node is likely to be disconnected 
because few link connecting the node to the rest of the network. In comparing two 
networks with the same number of nodes and links, the average degrees of the 
networks are thus the same. In a network with larger variance of degree distribution, 
we have more nodes with small degree and these small degree nodes are vulnerable 
for isolation. Therefore, we expect that a network with larger variance is less reliable 
than a similar network with smaller variance, but with the same average degree. 

2.2 Analytic Estimation of the Bound on Reliability 

For quantitative analysis, we provide an upper bound of the reliability of a connected 
network whose links fail with probability q=1-p. This estimation provides 
mathematical substantiation of the heuristic explanation for the negative correlation 
between variance and reliability.  

Suppose the network has N nodes and L links, and the ith node has degree of di. In 
order to maintain the connectedness of the network, every node need at least one 
working link connecting to the rest of the network and the probability of a node of 
degree d to have at least one working links is 1-qd. Then the actual reliability of the 
network is bounded above by the following estimate R0, 

       
∏∏

∞

==
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(3) 

where N(d) is the number of nodes of degree d. Taking the logarithm, we obtain 
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Now, the number of nodes and links are conserved which give us two constraints, 
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With the two constraints, we can solve for N(1) and N(2) in terms of N, L and  
the summation term starting with d=3. We can thus rewrite lnR0, without N(1) and 
N(2), as 
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Here, this formula shows that R0 is positively correlated with L and negatively 
correlated with N. In another word, a network with given N, the more links we 
provide to the network, the higher its reliability. It follows our intuition on reliability. 

Assuming N(d) is a continuous function of d, we first construct a regular network 
where every nodes have same degree d* = 2L/N.  The degree distribution for this 
regular network is N(d*) = N and N(d) = 0 for other d.  For such regular network, its 
estimated reliability is  R0

*,  and its logarithm is  

      )1ln(ln /2*
0

NLqNR −=  (8) 

We now look at the difference of the logarithm of the estimated reliability of a 
normal non-regular network and this regular network.  One can show that there exists 
d'  in the interval )/2*,(' NLddd =∈ such that 
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We now repeat the argument and say that there exists )/2*,('' NLddd =∈ such 

that  
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(10)

 

After some algebra, one shows that G is always negative, meaning that R0 ≤R0
*. 

This analysis thus proves that the regular network, with d*=2L/N has a higher 
reliability than a normal non-regular network with the same N and L. This result may 
appear to be the final answer to the design of the most reliable network: just get a 
regular network which is most homogeneous and symmetric one can obtain for given 
N and L. However, unfortunately, a regular network for general N and L usually 
cannot be constructed as d*=2L/N  is generally not an integer.  
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Now, we can go a bit further with this analysis by the following approximation 
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(11) 

 
where VAR is the variance of degree distribution. The approximation is valid when 
the variance is small. We can see that regular network is most reliable among all 
networks with same number of nodes and links. Furthermore, network with a broader 
degree distribution has a larger variance, leading to a lower reliability. The logarithm 
of network reliability is approximately linear in the variance of the degree 
distribution. 

3 Numerical Test 

For numerical calculation of reliability, we use Monte Carlo simulation to compute 
the probability of system working as a function of the robustness of the link. We first 
generate an ensemble of connected networks with the same connectivity (same N and 
L). For each network in the ensemble, we randomly cut links with probability q=1-p, 
so that the resultant networks can be either connected or disconnected. We can then 
get a numerical value of the reliability of this topology by computing the ratio of 
number of networks that is connected in the ensemble over the total number of 
networks in the ensemble. 

In this section, we numerically construct random networks and use them to verify 
the prediction in Section (2). We restrict ourselves to networks which have same 
number of nodes and links. We first generate 1000 networks and compute their 
reliability and variance of degree distribution. The networks with same variance are 
grouped together and we take the average and the standard deviation of the logarithm 
of their reliability. This allows us to obtain a relation between logarithm of reliability 
and variance with the standard deviation as their error bar. Averaging reliability is 
essential. Two different networks may have same variance but different reliability. 
Averaging reliability among the group of networks with same N and L and variance 
in degree distribution reduces the random error of numerical computation on 
reliability and also averages the difference between different topologies with same 
variance. We illustrate in Fig.1 the numerical result of the logarithm of reliability for 
networks with same number of nodes and links, but different variance. We observe in 
Fig.1 that the logarithm of reliability is negatively and linearly correlated with 
variance. It supports the theoretical analysis in Section (2). We define the slope of the 
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linear regression to be the reliability decay rate. In Fig.2, we show the dependence of 
reliability decay rate on the number of nodes for networks with average degree of 3. 
The relation is linear as predicted by theoretical analysis. 
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Fig. 1. Logarithm of reliability versus the variance for networks with 20 nodes and 30 links 
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Fig. 2. Reliability decay rate versus the number of nodes for networks with average degree of 
3.The robustness of each link is set to be p = 0.7. 
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From our numerical results we can deduce a relation between the reliability and the 
variance of the degree distribution of the network of N nodes and average degree d, 

 

 )(' dFNVAReRR ××−≈  (12) 

 
where R' is a constant and F(d) is a monotonic increasing function of the average 
degree. We see that reliability decays exponentially with the variance of degree 
distribution and the number of nodes. Our numerical results show that the formula is 
valid for a wide range of networks. 

4 Discussion 

In conclusion, our analysis on the relation between reliability and variance provides 
an alternative way to understand network reliability. We have given a physical 
explanation of the correlations and substantiate our theory with mathematical analysis 
and numerical result. Our theory also suggests a direction for the design of the most 
reliable network with same number of nodes and links, by approaching a regular 
network whose nodes all having the same degree. 

Our theory has its own limitation. Due to the approximation applied in the theory, 
the mathematical relation we obtained is valid for networks with high reliability. As 
we pointed out earlier, two networks with same N, L, and degree distribution can still 
have different reliability, dependent on the exact topologies of the networks. Our 
present simple measure using the variance in degree distribution cannot distinguish 
the reliability of two networks with same N, L and same variance of degree 
distribution. Thus, in the ranking of the reliability for networks, a more detailed 
analysis on the relation between topology and reliability of networks will be required. 
Indeed, our theory is incomplete as we only consider some of the simplest properties 
of the network associated with its degree distribution. Furthermore, we know that 
there exist many networks with the same degree distribution and we need a more 
sophisticated theory to distinguish the difference in their reliability, not simply by 
going to higher moments of the distribution. We expect that a more detailed relation 
between the topology and the network reliability exist that provides finer 
classification of networks with same N, L and degree distribution.  This observation 
shows that our simple measure of variance in the comparison between two networks 
with same average degree is only a crude measure. However, the computation of 
variance is simple for large complex networks and our analysis show that using 
variance is an efficient first step in the analysis of reliability. Indeed, we propose that 
we should first compute the variance of the network before we go deeper into the 
comparison of the reliability of networks, either numerically or with more powerful 
mathematical analysis.  
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Abstract. There exists a great variety of tools and applications designed for da-
ta mining and knowledge discovery. Historically, from the 1970s, a number of 
available tools continues to grow. For this reason, a potential user may have dif-
ficulties when trying to choose an appropriate tool for himself. Similarly, when 
it comes to the implementation and evaluation of newly proposed data mining 
algorithm, an author needs to consider how to verify his proposal. Usually, a 
new algorithm or a method is implemented and tested without using any stan-
dardized software library and tested by means of an ad hoc created software. 
This causes difficulties in case when there is a need to compare efficiency of 
two methods implemented using different techniques. The aim of the paper is to 
present a prototype implementation of a data mining system (CDM) based on 
the Java Data Mining standard (JDM) that provides standardized methods de-
signed for convenient implementation and verification of data mining algo-
rithms. 

Keywords: Data mining, clustering, JDM standard, CDM. 

1 Introduction 

Data mining is a relatively new and rapidly developing field of computer science. Its 
main goal is to explore data so that new, unknown and potentially useful patterns 
could be discovered. Data mining methods employ different and specialized algo-
rithms for building, modeling and evaluation of discovered knowledge and are used to 
analyze multiple kinds of data from many domains such as medicine, healthcare, 
finance, telecommunication, science, etc. Recently, data mining tools, crucially im-
proved and simplified data mining by employing new efficient algorithms [3, 4, 6]. 
The number of methods and tools both commercial and open source increases rapidly 
every year [2, 5, 7]. Undoubtedly, data mining tools and applications become widely 
known and used when it comes to exploring knowledge from large amounts of data. 

Data mining techniques evolve so that they become both more expert and problem 
oriented [14]. Additionally, during recent years, they also became more useful in eve-
ryday applications, such as, for example, e-mail filtering or credit card fraud analysis 
[15]. For professionals, the data mining process is more like an art because of the fact 
that they usually limit their analysis to several best known techniques. On the other 
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hand, beginners are often overwhelmed by the variety of methods and the diversity of 
existing different, both commercial and open source, data mining tools. The diversity 
of these tools was a subject of numerous works [2]. The aim of our work is not to 
compete with existing software but rather to present and promote the way how to 
implement and test data mining algorithms so that they could be easily reused by 
another users. 

Among numerous tools and data mining libraries the introduction of the Java Data 
Mining standard (JDM) is a step towards standardization and vendor neutral devel-
opment of data mining solutions. JDM was designed so that it is based on solid con-
cepts such as so-called mining objects, models and tasks. On the other hand, despite it 
comes with standard, its Application Programming Interface (API) is also flexible and 
extensible. 

The paper is divided into four sections. After the introduction we recall basic defi-
nitions of terms used in the next part of the paper which are related to the implemen-
tation of the prototype CDM (for Common Data Mining) system based on the JDM 
standard. Additionally, in the second section we briefly describe the JDM standard 
and present, from our perspective, its crucial features. In Section 3 we describe our 
prototype implementation of data mining engine and several other components re-
quired to meet the standard of JDM. We summarize our paper as well as present our 
further plans related to development of CDM in Section 4. 

2 The Architecture of JDM 

JDM was created by high-class experts and meets the following crucial assumptions: 
addresses a large developer community, is a standard interface, has a broad accep-
tance among vendors and consumers, is extensible, simplifies data mining for novices 
while allowing control for experts, recognize conformance limitations for vendor 
implementations, supports requirements of real, industrial applications, appeals to 
vendors and architects in other development domains [3]. For these reasons we have 
chosen JDM as a base for implementation of our prototype CDM. 

The specification of JDM was accepted by Java Community Process Executive 
Committee in 2004. The architecture of JDM comprises three main components, 
namely: API, DME (Data Mining Engine) and MR (Meta Data Repository). API (Ap-
plication Programming Interface) is the set of programming interfaces which should 
be implemented so as to provide access to services available in DME. Data Mining 
Engine can be implemented in several ways. One possible way is to implement it as a 
library providing methods to access data to be analyzed, another may be to implement 
it as a more convenient tool such as a server. In the latter case, such an implementa-
tion of DME  is usually called DMS (Data Mining Server). Next, the repository of 
meta data is used to store so-called Data Mining Objects which can be used in differ-
ent steps of mining process. Repositories can use flat file system or can be pro-
grammed as a relational database similarly to the Oracle Data Mining implementation 
[1]. Moreover, if necessary, it is possible to add additional components that are not 
included in the specification of the JDM standard. 
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In Figure 1 we recalled the diagram of several so-called Mining Objects used in 
JDM. A Mining Object is a base class for all classes in JDM and comprises the basic 
and common features such as: name, description, identifier or type of an exploration 
object. A Mining Object can be saved, under a specific name in a Mining Objects 
Repository and during a mining process, it can be accessed by another methods by 
using its name. In JDM the data mining objects are divided into the following types: 
Data Specification Objects, Settings Objects and Tasks. Data Specification Objects 
are designed for defining input data by using both logical and physical interfaces. For 
example the Logical Data based classes are used to interpret data whereas Physical 
Dataset based classes designed to define the place where data are stored as well as the 
attribute names and data types. By means of these two types of data classes (logical 
and physical) it is possible to separate data from algorithms. For example, by using 
Settings Objects, it is possible to provide parameters to data mining functions. There 
are different kinds of Setting Objects classes which are appropriate for different kinds 
of mining functions, namely: Clustering Settings, Supervised Settings, Attribute Im-
portance Settings, Association Settings. Settings Objects provide means to control the 
build and apply process by setting values of processes or algorithms parameters. For 
example Build Settings based classes are used to specify settings at the function level 
and optionally at the algorithm level. Apply Settings classes for instance, provide 
flexibility when defining the results from model apply. 

 

MiningObject

PhysicalDataSet BuildSettings

CostMatrix ApplySettings

Model Task

 

Fig. 1. A simplified class diagram of named object of JDM 

Model Objects are used to store a compact representation of the knowledge. This 
kind of objects provides details at the function and algorithm level. The Model inter-
face is the base interface for all models used in JDM. It comprises another interface 
called ModelDetail encapsulating algorithm-specific details. A sample implementa-
tion  of the model for classification could consist of the following classes Classifica-
tionModel, ClassificationSettings and TreeModelDetail. The first class would provide 
common content for all kinds of classification algorithms and the TreeModelDetail 
class would provide elements specific to the algorithms based on the decision tree. 

Another important element of the JDM architecture is the entity called Task. Tasks 
represent all information that is required to perform mining operation. Tasks are 
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started by invoking the execute method from the Connection object. Because of the 
fact that when analyzing big data sources mining tasks can be long running, the JDM 
architecture supports both synchronous and asynchronous execution of tasks. The 
tasks can be controlled by the handle represented by an object of the ExecutionHandle 
class. 

 

Collection
VerificationReport
Exception
ExecutionHandle

javax.datamining

NamedObject
MiningObject
BuildSettings
Models
Tasks
TestMetrics
Algorithm Settings
AttributeStatisticSet

javax.datamining.base

ConnectionFactory
ConnectionSpec
Connection

javax.datamining.resource

PhysicalDataSet
PhysicalDataRecord
PhysicalAttribute
ModelSignature
SignatureAttribute

javax.datamining.data

Task

javax.datamining.Task

 

Fig. 2. The set of interfaces (by packages) to be implemented to meet the JDM standard 

Desktop 
GUI

API

Data Mining Engine
(DME)

Mining Object
Repository (MOR)  

(a) 

Desktop 
GUI

API

Data Mining Engine
(DME)

Mining Object
Repository (MOR)  

(b) 

Fig. 3. A sample data mining tool’s architecture possible to be implemented using JDM 

The JDM architecture allows development of customized implementations of stan-
dard interfaces. In order to create an individual implementation based on the JDM 
standard, the minimum set of interfaces must be implemented. The minimum imple-
mentation comprises elements presented in Figure 1. The crucial elements are listed 
below: 
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• Connection, ConnectionFactory, ConnectionSpec – these classes are designed to 
provide access to data and dispatch execution of mining functions according to the 
specification of the mining experiment. 

• PhysicalDataSet, PhysicalDataRecord, PhysicalAttribute – these classes are used 
to represent datasets as well as data records and attributes. Additionally factories 
for creation of object of these classes should be implemented. Optionally, if neces-
sary LogicalData and LogicalAttribute can be implemented. 

• Basic implementation of the Task interface capable of, at least, synchronous execu-
tion of a mining operation with an accompanying factory class to create objects of 
concrete tasks classes. 

In Figure 3 we have recalled two possible architectures of an implementation of the 
JDM standard to show that the standard is flexible and extensible. For example, when 
the system is created following the architecture presented in Figure 3a, a user is able 
access the data mining engine (DME) directly (via graphical user interface) or by 
means of API. On the other hand, as presented in Figure 3b, the system can be pro-
grammed so that the data mining engine cannot be accessed directly, but by public 
API. Vendors implementing their own JDM based systems can select the most appro-
priate approach from their perspective. For example, the system can read data from 
files and, on the other hand, can be more database-centric by reading and storing data 
in a relational database. 

The goal of our work was to create a simple tool for performing ad hoc data mining 
task by providing functions for loading data from files containing sample benchmark 
data. We decided to use JDM as a standard framework in order to ensure that created 
methods could be easily executed in different environments supporting the JDM stan-
dards. This could give the possibility to implement and test the implemented  
algorithm using one system and deploy it easily in another one. 

3 The Implementation 

All interfaces in JDM are defined as a pure Java specification. For this reason all 
classes implementing JDM interfaces can be programmed also purely in Java. Never-
theless, vendors have possibility to implemented their own methods behind the JDM 
interface so that any implementation or technology can be used. In other words, ven-
dors have possibility to wrap up any kind of a source code with the JDM interfaces. 

In this section we present how we created the prototype implementation of the sys-
tem based on the JDM interfaces. First of all we determined and created the minimal 
set of classes to be implemented to meet the minimum implementation of a functional 
JDM system. This task required over a dozen classes to be created. In Figure 4, on the 
left side, we presented those classes, however, for the sake of simplicity, some of 
optional classes were not shown in the figure. On the right side, we shown how to 
derive own customized classes from the minimum implementation classes in order to 
create an implementation of a new algorithm, for example. In our case, we imple-
mented within CDM several clustering algorithms, such as widely known k-Means [8] 
and two version of the NBC density based algorithm [9]. One can easily notice that in 
our custom implementation of the clustering module, it was necessary to create a 
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package called javax.datamining.clustering containing classes deriving from classes 
implemented in the javax.datamining.data package and implementing appropriate 
JDM interfaces. The next step was to create another package intended for the custom 
implementation of a single clustering algorithm. Inside this package we placed only 
two classes extending two base classes such as: the CDMBasicClusteringSettings 
class and the CDMBasicClusteringAlgorithm class. 
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Fig. 4. The prototype implementation (CDM) of the JDM mining system 
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Fig. 5. A simplified sequence diagram presenting the execution of the implemented k-Means 
algorithm 
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From the perspective of a data mining programmer, when adding a new clustering 
algorithm to CDM, there are only two classes to be implemented, namely the classes 
located in a package of a new algorithm. However, if one would like to add an algo-
rithm belonging to the data mining function that is not yet supported by CDM, it 
would be necessary to create a new package, for example a classification package 
called javax.datamining.classification, and implement the basic classes related to the 
domain of classification. For example, it might be necessary to create classes such as: 
CDMBasicClassificationAlgorithm, CDMBasicClassificationModel, CDMClass, 
CDMClassificationModel, etc. – similarly to classes implemented and located in the 
clustering package. 

In Figure 5 we presented the simplified sequence diagram explaining how the sam-
ple k-Means clustering algorithm is executed. The process of execution of an algo-
rithm comprises several steps. First, it is required to create an object of connection 
representing a connection to a Data Mining Repository. In our implementation, the 
connection class was called CDMFileConnection. It provides method for reading data 
from a file system. The path to the source of data (a text file) is given in a form of 
URI. Then, after creating the connection object using a connection factory, the dataset 
needs to be prepared. It is done by using CDMFilePhysicalDataSetFactory object 
which creates a CDMFilePhysicalDataSet object. Next, co-called physical attributes, 
are added to the dataset object (this was not shown in the figure) in order to define the 
structure of the dataset. For example, in this step it is possible to specify which 
attributes will be taken into account during further experiments and what are the types 
of those attributes. Attributes, created by means of the CDMPhysicalAttributeFactory, 
are added to the physical dataset. Finally, the defined physical dataset is saved into 
the Data Mining Object repository by invoking the saveObject method which is avail-
able in the connection object. The next step is the preparation of the clustering algo-
rithm. Usually every algorithm takes one or more parameters, so at the beginning it 
will be important to create the settings object (by means of the CDMClusteringSet-
tingsFactory class) to make possible to set the appropriate algorithm parameters. The 
settings factory object returns an object of the CDMClusteringSettings class, and then, 
by using methods provided by the settings object, the user has possibility to set values 
of parameters of the algorithm. The settings are saved into the data mining repository 
using the saveObject method from the connection object. The last part of the algo-
rithm preparation is the creation of the build task. The build task, represented by an 
object of the CDMBuildTask class, is created  by the build task factory (CDMBuild-
TaskFactory). The build task is designed to specify a task that integrates the dataset, 
the settings (in which the name algorithm used in an experiment is passed) and an 
output model into which the model of discovered groups will be written. After per-
forming the above actions, namely, specifying the data source, the algorithm and its 
parameter as well as the output, it is now possible to run the algorithm. It is done by 
invoking the execute method which is provided by the connection object. The execute 
method returns an execution handle that can be used to control long running task, 
however, the current implementation of CDM does not provide a possibility to ex-
ecute long running tasks yet. After the algorithm is ended, it is possible to get results 
by means of the retrieveObject method from the connection object. According to the 
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specification of JDM, when it comes to clustering, the output of the clustering com-
prises discovered clusters and rules. So, in the next step it is possible to take advan-
tage of the discovered clusters, for example by verifying or visualizing discovered 
groups. 

4 Conclusions and Further Works 

In this paper we have presented the data mining system (CDM) based on the Java 
Data Mining standard. The interfaces provided by the JDM standard allow creation of 
the tool supporting all steps of typical process of data mining, such as: data integra-
tion, selection, cleaning, integration, data mining, pattern evaluation [13]. CDM cov-
ers the minimum implementation required for the system to comply with the JDM 
standard as well as several clustering algorithms. We consider that using a standar-
dized tool for implementation and testing of new algorithms gives an opportunity to 
all interested data mining programmers to create software so that it can be easily used 
and tested in another projects. 

The source code of the implemented system is currently available under the follow-
ing location: http://rspn.univ.rzeszow.pl/?p=682. It can be downloaded using any 
SVN client. The source code is available in the form of a project of the Eclipse plat-
form and it can be run and debugged. 

Since our interests are mostly focused on clustering methods, in the nearest future, 
we will undoubtedly extend our implementation by adding to it more clustering algo-
rithms such as DBSCAN [10], TI-DBSCAN [11] and TI-NBC [12], as well as con-
strained versions of these algorithms. In cooperation with other authors another  
missing data mining functions will be gradually added to system. 
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Abstract. Transfer of information, between both the operator and the technical 
object (machine, robot, network, etc.) is related to the transport of data. This 
process is realized through terminals and interfaces for fixed and mobile, simple 
and complex structures of the system (usually the networks, such as telecom-
munication network, IP network, etc.). The required level of security can be 
achieved during both development of new and modernization of existing tech-
nical objects. Exploitation of technical systems enforces use of confidentiality 
mechanisms such as those related to the IPSec (Internet Protocol Security), 
DM/VPN (Dynamic Multipoint/Virtual Private Network), VLAN (Virtual Lo-
cal Area Network) or FW (Firewall). Therefore, the paper proposes a comple-
mentary model of secure data transport which can be applied in a decentralized 
data base containing information about the state of a technical object. The mod-
els of secure data transfer used by IPSec, VPN and VLAN have been tested in 
several scenarios reflecting the transfer of sensitive data in the industrial sector 
between the Authorized Service Stations and the Head Office of the company. 
Performance tests and the obtained results are resultant of repetitive output data 
obtained on the basis of numerous experiments. 

Keywords: Internet Protocol, virtual networks, web filtering, secure data. 

1 Introduction 

Transfer and/or transformation of information, between both the operator and the 
technical object (machine, robot, network adapter, etc.) is related to the transport of 
data through terminals and interfaces for fixed and mobile, simple and complex struc-
tures of the system (usually the networks, such as telecommunication network, data 
communication network - IP network, etc.). Standardization of the points of contact 
between the objects determines the desired transport of data in relation sender - ad-
dresser, forming the basis for the implementation of a specific type of service. Anoth-
er determinant is the adherence to the criteria adopted in the form of a defined set of 
properties of the system (e.g. in the form of potentiality, efficiency, quality, reliabili-
ty, security, etc.) affecting the proper operation of the system and its components in 
terms of subjectivity or objectivity [1]. Network security has a big impact on of com-
panies functioning (i.e. profit, prestige) and public organizations (i.e. to protect 
people). In many cases, security products (devices and applications) are not very  
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effective in heterogeneous networks. This is due to the fact, that they are generally 
available. It is possible to increase their effectiveness by adding their own products. 
Therefore, the article presents the concept of confidential delivery of services such as 
transportation data (including voice - VoIP). The proposal for heterogeneous network 
uses products: 

1) Classical: IPSec, virtual networks (VLAN, DM/VPN). 
2) Proprietary solutions: state full inspection and packet-filtering firewalls 
(SFIPF FW), Secure Softphone application using PJSIP library (SSPj). 

The combination of commercial products with dedicated applications will be ex-
amined in a test environment (test bed).The test bed is the appropriate platform to ve-
rify the developed products in a heterogeneous network with IP-compatible Protocol 
Stack. Functionality of SFIPF FW and Softphone will be tested in many different sce-
narios research. To test bed will be added the EMC test modules for electromagnetic 
compatibility testing. The example of the EMC test algorithm was proposed by No-
wosielski [2]. The test algorithm was tested during interlaboratory comparison testing 
described by Nowosielski [3]. Proposed algorithm will be used in future application 
of network security. 

2 The Sensitivity of Data 

Therefore, it is reasonable to emphasize that the service delivery environment should be 
provided with mechanisms for anomalous detection (occurring during the operation - in 
particular use) and optimization (their destructive impact) submitting data on the basis 
of which there is a chance to obtain reliable answers to the following questions: 

1) Is it possible to detect anomalies as they arise? 
2) Is it possible to identify the "infected" elements and the data that have been 
disclosed? 
3) Is it possible to respond with sufficient effectiveness while minimizing the es-
calation of destruction? 
4) Is it possible to estimate the losses in terms of subjectivity and objectivity 
(prestige, sensitive data)? 
5) In what state of suitability a technical object is currently and what tasks are 
possible to complete to move to the next state? 

The main steps of the process of dealing with this issue are presented in the figure 
(Fig. 1.) depicting cycle of anomalies "life". 

 

 

Fig. 1. The cycle of anomaly "life" 
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Taking into account the possible occurrence of an event consisting in risk of data 
loss during the delivery of services, the following activities may be performed: 

1) Acceptance: to be aware of and assess risk levels for each type of threat. 
2) Reduction: have mechanisms reducing the risk and accept the residual risk re-
maining after the application is deployed. 
3) Movement: transpose insurance to contracts with subcontractors, partners. 

These tasks aimed at optimizing the level of risk of data loss are used adequately to 
the level of importance of sensitive data stored in dedicated data stores (storages repo-
sitories).The examples of sensitive data used for the identification and assessment of 
OTS are information transmitted in the industrial sector between Departments and 
Head Office of Companies (Fig. 2.), i.e.: information on the vehicles or equipment 
damage occurring during the operation. Protection of information may indicate the 
authority and prestige of the company as well as the number sold products. 

 

Fig. 2. Proposed use of proprietary solutions for business 

3 Service Security 

Integrated systems and telecommunication networks constitute a platform for ex-
change of information between users (network operating terminals located in different 
dislocations - Departments). If necessary, they can be supplemented with ICT compo-
nents that can support safety, reliability and quality of data transport in the end-to-end 
service provision. The effective implementation of data exchange in the structures of 
the organization of any industry is achieved through the use of computer networks 
connecting multiple nodes to form a coherent net-work based on the available  
transport resources (usually the Internet and / or intranet). Network stations are ter-
minals (PCs, smart phones), access points (wired and wireless), hubs (second layer 
switches), traffic control elements (routers, third layer switches), service servers, links  
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(twisted-pair, fiber or wireless), printing and graphical devices (i.e. printers) etc. An 
important aspect is also the flexibility of variable requirement in terms of multiplicity 
and variability and the reproducibility of the transaction of data flows generated by 
users with different centers of operation ranging from the radio - (GSM/UMTS/LTE) 
through wired (LAN/MAN/WAN) up to the fiber environment (FTTx). 

Based on the analysis made above concerning the network environments, the sto-
rage of data constituting a single structure on multiple servers using a connection to 
the database system through commercially available resources such as telecommuni-
cations links (Public Switched Telephone Network) or the Internet seems to be a rea-
sonable approach. The advantage of this solution in comparison to a central database, 
or a number of local databases is the reduction of network traffic generated by client 
terminals, less risk of loss of data and improved reliability and performance of the 
system also through a central repository. Reliability of database forms a framework of 
data transmission in the operational decision making process and enforces the need 
for authorized access to defined areas (raster) for data insertion, their updates and ac-
quirement. Detection and protection systems are containing the event logs on access 
and modifications to the information stored in the database. Apart from the standard 
solutions, the recommended communication between the databases must also take  
into account dedicated solutions, i.e.: 

1) State full inspection and packet-filtering firewalls (SFIPF FW). 
2) Secure Softphone application using PJSIP library (SSPj). 
3) Confidentiality of data transport channels VPN built based on protocols such us IPSec, 
SSL and data encryption e.g. Advanced Encryption Standard (AES) 512. 

4 State Full Inspection and Packet-Filtering Applications 

The main task of the designed product - SFIPF FW - is to separate the private network 
(Screened Subnet) from the public network (i.e. Internet).It was assumed that the pro-
tected network users are not the source of attacks. Screened Subnets architecture are 
four network segments designated to hosts only servers that need the access. Two  
routers (AR, IR) are the main part of the network architecture. Access router (AR) per-
form the functions: packet filtering with an analysis of the state of connections, control 
user access to the resources of the public network DMZ (Demilitarized Zone), defense 
internal network against attacks (DoS attacks, port scans), translation addresses and 
ports using N/PAT (Network / Port Address Translation) and acting as a gateway VPN. 

Whereas interior router (IR) performs based packet filtering with the analysis of 
the state of connections, control user access to resources on the private network DMZ 
and the public network based on MAC addresses and has a function an intermediary 
proxy server for web services. There are many advantages of this concept, i.e.: create 
multiple subnets using a single switch, separation of terminals in the DMZ, access 
control and filtering traffic to the VLAN, because the traffic passes through the router, 
controlling traffic between VLANs and high scalability DMZ. Packet filtering uses 
the classic applications such as: Netfilter (IP Tables, Ipfwadm, Ipchains, OpenVPN 
and Proxy servers. These applications support VPN routing, Dynamic Host Configu-
ration Protocol (DHCP). 
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AR router with SFIPF FW applications is connected to at least two networks, 
commonly LAN or WAN (Internet) or a LAN and PSTN's network. SFIPF FW appli-
cations control is based on a system of class Unix - Linux Kernel PLD (at least) 2.6. 
Kernel 2.6 with the security extension providing a low hardware requirement for 
computing power, many security module and software that has many features for sup-
porting access control security policies. There have been developed filtering rules 
(script Bash_f1) using the Bash language for ARand IRrouters.Bash_f1 script  
contains a collection of files stored in the etc/firewall folder (Fig. 3.). 

 

Fig. 3. SFIPF FW directory structure and important files paths explained 

The rule in the bootstrap files can be modified by: 

− protection against packet with a forged source address: 
   /net/ipv4/conf/all/rp_filter 

− terminal defense against DoS attacks (SYN flood and Smurf): 
   /net/ipv4/tcp_syncookies and icmp_echo_ignore_broadcasts 

− rejection of ICMP redirect and source route, which can alter the routing tables: 
   /net/ipv4/conf/all/accept_redirects and accept_source_route 

− defense against bogus ICMP: 
  /net/ipv4/icmp_ignore_bogus_error_responses 

The examples of IP packet filtering and NAT rules that they were implemented in 
AR Router: 

$IPTABLES -A INPUT -m state --state ESTABLISHED,RELATED -j ACCEPT 

$IPTABLES -A INPUT -s 10.0.0.1 -d 10.0.0.1 -j ACCEPT 

$IPTABLES -A INPUT -p udp -i $EXT_DEV -d $EXT_DEV_ADDR_1 –m multiport --dports 17003, 17004 -j 

LOG --log-prefix "VPN" 

$IPTABLES -A INPUT -p udp -i $EXT_DEV -d $EXT_DEV_ADDR_1 –m multiport --dports 17003, 17004 -j 

ACCEPT 

$IPTABLES -A INPUT -i tun0 -s 192.168.05.0/24 -p tcp --dport 22 –m state --state NEW -j ACCEPT 

$IPTABLES -A INPUT -p icmp -j ACCEPT 

More information about the Bash_f1 application is presented in Laskowski [4]. 

5 Secure Softphone Application 

The second product, called SSPj, used to guarantee the confidentiality of telephone 
services (VoIP). The VoIP popularity stimulates creating new applications and evolu-
tion of existing developers’ environments for the application of such type (user 
agents, servers, etc.). SSPj allows the effective implementation of technologies 
(speech and video codecs) and protocols: 
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−     Session Initiation Protocol (SIP), 
−     Secure Real-time Transport Protocol (SRTP), 
−     Media Gateway Control Protocol (MGCP), 
−     Real Time Protocol (RTP). 

Process of establishing connections and the SIP signalling is an important element 
based on the http protocol (HyperText Protocol Transfer) with four types of logical 
messages, where each has determined functions and communicating with remaining 
elements of the SIP system. Based on a detailed analysis an all libraries - PJSIP solu-
tion was chosen. PJSIP libraries are written entirely in ANSI C language and so lan-
guage is also used at triggering the function, variables and structures of delivered data 
by PJSIP. The structural approach towards the paradigm of writing the software com-
plicates the coding for the programmer, in the comparison from e.g. C++, especially 
at the cooperation with GUI object libraries. However, simultaneously it provides the 
high productivity for the written application and reduce RAM footprint than object li-
braries about similar functions. The expected properties of the VoIP service are  
proposed to be achieved by SSPj application and: 

1) Network protocols: SIP, SRTP, MGCP and RTP protocols. 
2) Advanced Encryption Standard AES CBC with 128/256 bit key. 
3) Hash Message Authentication Code HMAC with iterative cryptographic hash 

functionSHA-2 in combination with a secret shared 256 or 512 bit key. 
4) Public key infrastructure X.509 generated with OpenSSL. 

Mechanisms of the security delivered by PJSIP are based on Secure RTP libraries 
libsrtp, of OpenSSL, and the function built in of the MD-5 abbreviation for basic  
giving authentication SIP news (Digest) (Fig. 4). 

 
Fig. 4. Security delivered in the set of PJSIP 

The interrelation of SSPj libraries being based on a layered and modular structure 
and the stream-oriented flow of data (Fig. 5.) let the PJSIP unlimited optimization. 

 

Fig. 5. Flow of voice data in PJSIP 
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The procedure of action of the protocol is shown in a figure (Fig. 6.). With main rea-
son of using the algorithm AES-CTR there is a fact that the key can be generated before 
media data intended to encode is accessible. Thanks to that a needful time is reduced. 

 

Fig. 6. Encoding and authenticating media data in the SRTP protocol and SRTCP 

A constant delay of preparing packages is reduced. Another advantage of using the 
AES algorithm under the stream-oriented procedure, there is a lack of the need to 
level data to the full block what would increase of size of every package to a maxi-
mum for 15 bytes. The essential mechanism of SRTP giving authentication is based 
on an algorithm HMAC-SHA- 1. A content of authenticated fields of the package is 
subject to hash and 160 - bit secret code (auth-key). A 160-bit code which next is 
shortened is a result to 80 is optional, if reducing the size of the package is necessary, 
up to 32 bits. Thanks to applying above procedures it is ensured appropriate securities 
of the data transmission of the real time. 

The most important element associated with the SSPj is the infrastructure of the 
public key which is designed by the OpenSSL package. With this platform of the se-
curity the certification centre (CA) will be built, the CA certificate will be formed 
with the Pearl script at applying guidelines of the standard of the X.509 certificate. 
The CA certificate can be signed by the commercial, public centre of the certification, 
however it requires expenses.More information about the Softphone application is 
presented in Jankowski [5]. 

6 Verifying the Confidentiality Requirements of the Test Bed 

For the research aim the test bed and the real network was performed to enable a 
completion examine for couple of scenario: 

1) Correctness: distress session data processing and functioning distinguish envi-
ronments. 
2) Compatibility with different solution for server platforms and terminals. 
3) General understandable in talk with and without coding. 
4) Resistance for selected attacks: signaling and media torrent tap, termination of 
session, impersonation a server, call hijacking, refuse a service D/RDoS (Distri-
buted / Reflected Denial of Service). 
 
The proposed of VPN should be constructed in a centralized topology based on Site-to-Site 

IPSec tunnels established between network departments using specifications given in publication 



320 D. Laskowski and P. Łubkowski 

[6-7], reconfiguration and diagnosisnetwork based on the publication by [8-9] and RFC [10]. The 
table (Table 1) shows a comparison of the application during the selected attacks. 

Table 1. Analysis of responses to selected attacks 

Attack Evaluation of security applications 

Wiretapping 

signaling 

and media stream 

− No possibility of network services such as data transport and VoIP. 

− Short-term increase in the load of network elements (AR, CA Server). 

− Reduction of throughput. 

Cracking 

an IP session 

− Transportation Data and VoIP are continued. 

− Bogus packets do not interrupt the application. 

Server 

replacement 

− Authorized user will not be able to log on to the server. 

− The error has been signaled in the terminal (PC, phone) and displaying the 

message: “Certificate invalidity or error”. 

Callhijacking 

− The attacker could not log in to the CA server, but entitled user - could. 

− Illegal attempt to registration has been signaled in the server and display-

ing the message: “User with unauthorized or invalid certificates”. 

Distributed Denial 

of Service  

and other attack 

− Correct operation of the application. 

− DoS, DDoS and DRDoS attacks been locked. 

− Incorrect incidents were recorded and displayed on the monitor server. 

Efficiency IP filter-

ing for attacks 

− 99.9 percent attacks stopped. 

− Correct decoding for different lengths of the key and data. 

The choice of this technology is justified by the need of building multiple connec-
tions through which will be providing an access to a variety of services, which in the 
case of the use of SSL would be very inefficient. The figure (Fig. 7.) shows the cap-
tured traffic to IPSec tunnel having misunderstood the content - the data is properly 
encrypted. 

 

Fig. 7. Captured telnet communication VPN (IPSec tunnel) 

Then, using IxChariot performance test was conducted IPSec tunnel. To this end, 
10 times the size of the uploaded file 500 MB. This allows the number of times that 
the term high reliability of the test and averaging the result. In the first case sent  
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without an aligned movement of the tunnel. Average bit rate value obtained when es-
timating the test result was 92.38 Mbps Figure rate as a function of time assembled 
together without the tunnel is shown in the following figure (Fig. 8.). 

 

Fig. 8. Throughput without tunnel 

However, after the statement of IPSec tunnel and carrying 10 times file transfer 
rate of the mean value was 76.13 Mbps The following figure shows the graph of the 
resulting average throughput as a function of time (Fig. 9.).After analyzing the charts 
(Fig. 8 and 9) it can be seen that the rate in the IPSec tunnel slept about 20%, which is 
the result of overhead, which introduce additional headers IPSec. 

 

Fig. 9. Chart compiled rate of tunnel 

The results of measurements present that SHA algorithms and AES (in the model 
of combining encrypted blocks) are characterized by a great efficiency of calculations 
(Fig. 10.). This productivity is completely enough for IP telephony applications, tak-
ing into consideration the fact that on the computer works other processes, seizing the 
memory and resources of the. As regard the flow of the stream in the real time 
(maximum to 64 kb/sfor the PCM codec) and of signalling, cryptographic algorithms 
will not increase the delay or jitter. 

When length of the key or the hash is increasing the level of security is also in-
creasing, but and the efficiency is reduced. The longer key causes that the algorithm is 
more robust to all sorts’ attacks. Therefore it is legitimate so that in protocols of  
the protection algorithms are used with most possible longest key or the hash. In this 
case, for the protection of the telecommunications system of the strong AES 256 algo-
rithms and SHA 256 or 512 is right test. It is established by security protocols before  
beginning the data transfer. 
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Fig. 10. The time’s graph of encoding data for different lengths of the key and data 

The figure (Fig. 11.) shows an example of changing the throughput of IP traffic at 
the attacks and enabled security mechanisms. The attack did not break the service (da-
ta, VoIP). Network throughput decreases by 10% for 1000 pps (packets per second) 
and 40% for 5000 pps under the high (80Mbps). The degradation throughput is at a 
satisfactory level. The degradation throughput is at a satisfactory level, as services are 
still performed. Service user has not felt the effects of the attack. The results of the 
other scenarios also demonstrated in the operation of the security mechanisms that are 
commercial integration and custom applications. 

 

 

Fig. 11. The time’s graph of throughput of IP traffic for SYN and ICMP flood 
with SFIPF FW and SSPj security mechanism 

7 Conclusions 

Network without the safeguards applied is very vulnerable. Attacks can be achieved 
by using open source tools (application or software). Easily you can also write your 
own programs that may pose a threat to network services. It is therefore necessary to 
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protect the data transport networks and other services. It is necessary to use security 
mechanisms to protect protocols and data exchanged between the network elements. 
There are many proven security technologies that can be applied. Among them were 
selected products with optimal properties, i.e. a secure protocol and virtual networks. 
IPSec and VPN enable integration with custom applications. These types of integra-
tion are desirable and will ensure the confidentiality of data in wide and local area 
networks. 

Custom solutions are best fitted in the high security requirements. Security prod-
ucts do not require high computing power and advanced equipment and operating sys-
tems. Generally available routers, servers and libraries offer sufficient possibilities. 
The uniqueness of the commercially available products and knowledge programmer 
provides effective protection against attacks, as shown in the article. The essence of 
security is state full inspection and packet-filtering firewall simpleminded in router. 
Secure Softphone application using PJSIP library provides increased functionality. 

SFIPF FW with Bash_f1script blocks most (99.9%) network connection attempts 
to decrease the chances of attacks (DoS and other attacks). A set of rules, known as a 
SFIPF policy, defines how the firewall switches outbound and inbound IP network 
traffic. Firewall is typically network devices with many different configuration set-
tings but uses a dedicated rules and procedures. Maximizing state full inspection and 
packet-filtering firewalls efficiency is a balance between blocking and allowing  
application or programs access to the local and wide area network. 

Secure Softphone application using PJSIP library was able to guarantee the security of VoIP 
services. PJSIP is an open source and popular multimedia communication library implementing 
standard protocols such as RTP, SIP. It combines signalling protocol with NAT traversal func-
tionality into high level API and it supports data, audio and video. Security is based on Secure 
RTP libraries libsrtp, of OpenSSL, and the function built in of the MD-5 abbreviation for basic 
giving authentication SIP news. 

Based on the results of experiments can be said that the firewall with VPN and 
softphone application function in real network (ie Internet) as required security. On 
the basis of tests it can be concluded that the application realize defined functionality. 
The application has been demonstrated resistance to attacks during ensuring confiden-
tiality and effective distribution of certificates and asymmetric keys. The areas of 
softphone evolution are: 

1) Adding support for protocol IPv6. 
2) Development of application security in order to eliminate servers. 
3) Implementation watermarking. 

SSPj v. 2.0 is a "significant added value" potential area of adaptation application 
authentication correspondents on a "high" level - integration with the new multina-
tional standard for secure voice and data communication SCIP (Secure Communica-
tions Interoperability Protocol), etc. The next stages of experimental research will 
concern new software and hardware modules e.g. new embedding and extracting 
methods based on multimedia content watermarking [11] as well as subscriber au-
thentication procedures based on Gaussian Mixtures Models [12].The new software 
SSPj v.2.0 with new built-in modules will guarantee advanced level of confidential 
and integrity data.  
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Presented structure of the firewall and softphone applications should offer increas-
ing level of the safety in heterogeneous environment. Used libraries create potential 
capabilities of the optimization of chosen attributes safeties for applications in univer-
sally used mobile terminals of the cellular GSM/UMTS network operators. It gains 
the special significance for future solutions of the network of a NGN next generation 
(Next Generation Network) multiplexing of solving optical DWDM technologies 
(Dense Wavelength Division Multiplexing) and radio communication of the third gen-
eration - of HSDPA technologies offering the extended pallet of multimedia services 
to UMTS through the implementation LTE (Long Term Evolution). 
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Abstract. The paper presents results of the analysis of impact of numerous net-
work properties on the functionality of the environment that provides multimedia 
services. Due to the multiplicity of characteristics and parameters we propose to 
restrict the set of determinants to the packet end-to-end delay, throughput, jitter, 
packet losses, etc. On the basis of the literature analysis and our own experience 
the mathematical relation was derived. It allows estimating the functionality of 
network services for TCP / IP stack.  Performance tests were carried out for the 
most popular applications in the environment that reflects the realistic conditions 
of the Wide Area Network. The results obtained made it possible to determine the 
values of the indicators for the proposed equation.  

Keywords: multimedia services, IP network, performance tests. 

1 Introduction 

A network environment includes commonly operated information and communication 
networks which are part of a telecommunication network. It constitutes a framework 
for a platform generally used for provision of various multimedia services. Increase in 
computing power of processors implemented in network stations stimulates the in-
crease in a set of different points of access to generally accessible wide area network 
resources. At the same time, the network environment opens for evolutionary changes 
in the process of telecommunication services performance [1]. 

Today, the representative of the modern society uses in its everyday life more and 
more technical "innovations" such as technology advanced phones, pockets, smart 
phones and tablets. As part of the network operator service package, they offer nu-
merous services. Except for the possibility of access to web sites, e-mail and transfer 
of files, the telephone services covering image and sound transfer gain increasingly 
more interest. Thus, there is an economically justified need to evaluate the functional-
ity of the environment that provides media services that are the result of numerous 
network properties. 

                                                           
* The work has been supported by the European Regional Development Fund within INSIGMA 

project no. POIG.01.01.02,00,062/09. 
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2 Functionality 

The functionality of services may be presented from different perspectives. One of 
them is focused on practical use and depends on such components as availability, 
accessibility and continuity. Additionally, the functionality of services may be af-
fected by a number of other properties such as intuitive use, quick operation etc. [2]. 

Considering the conclusions drawn from both the experience related to operation 
of real network environments and the analysis of published scientific works as well as 
standardization documents, for the purposes of functionality assessment, it is neces-
sary to limit the set of factors considered to only the most important, i.e. to delays in 
delivering packets, data flow capacity, delays fluctuations, packet loss, packet dupli-
cation, change of delivered packets sequence, error rate. Furthermore, elements that 
the user has direct contact with are also considered, such as the number of essential 
service applications and the number of network access points. 

The condition for achieving and ensuring functionality of services is the stability 
and correctness of the hardware and software platform containing network compo-
nents of data transfer (i.e. telecommunications switches, backbone routers, wire and 
wireless links etc.) and providing services (i.e. servers). An important determinant is 
the proper configuration of devices as well as system and application software. Vari-
ous applications have different network requirements, e.g.: 

1. Audio and video transmission requires small delays but tolerates partial packet 
loss. 

2. Transfer of data does not require continuity of transmission, however all packets 
must be delivered using a large bandwidth. 

3. In the case of instant messengers, a transmission without delays must be ensured 
and large bandwidth is not required. 

It can be noticed that the diversity of applications and devices used by network users 
forces the service providers to ensure time-variable network availability. The last 
element that may have an impact on services functionality is the technical aspect, i.e. 
the place and method of connection with network and network equipment (and its 
redundancy) used by the operator. Wire connection ensures sufficient bandwidth and 
stability, whereas wireless connections provide mobility. Considering the above it 
may be concluded that the random and deterministic events having an impact on indi-
vidual parameters determining the resultant functionality of services that may be clas-
sified based on the general mathematical dependency: 

   (1) 

where: 
− F: functionality, 
− p: bandwidth (data channel), 
− o: the inverse of packet delivery delay (round trip time), 
− j: the inverse of jitter, 
− u: the inverse of percentage packet loss, 
− d: the inverse of packets duplication, 
− k: the inverse of change of packets sequence, 
− P1,2,3,4,5,6: weight variables specifying the influence of a given parameter. 
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Due to the fact that the functionality is not expressed in units of measure, therefore 
the parameters used are represented by their absolute values. The above formula was 
created as the outcome of our experience gained while the multi-aspect analysis of 
network events occurring in real and laboratory network environments developed as 
part of numerous research and implementation projects [6,7]. Furthermore, the con-
clusions drawn from the analyzed literature were also included [8,9,10]. Due to the 
simplification, at this research stage, it does not take into account other components 
such as the impact of external conditions, i.e. the type of application used etc. The 
above mathematic dependency (1) will be specified by assigning concrete values to 
the weights Pn (n=1…6) based on the conducted tests. 

3 Research Environment 

The research environment will be developed in accordance with the postulated prop-
erties in order to reflect the essential real characteristics of telecommunications  
networks. Input data and criteria are based on delay values and packet loss for tele-
communications services referred to in International Telecommunication Union-
Telecommunication Standardization Sector [3÷5]. The more important parameters are 
presented in the below table (Table 1). 

Table 1. Acceptable QoS values for services related to data transfer [3] 

Medium Application 
Degree 

of symmetry

Typical 
amount 
of data 

Key performance parameters 
and target values 

One-way  
delay/page 

Delay variation / 
Information loss 

Data Web-browsing 

HTML 
Primarily 
one-way 

~10 KB 
Preferred <2s 

Acceptable <4s 

N.A. / 

Zero 
Data Bulk data transfer / 

retrieval 
Primarily 
one-way 

(0,01÷10) 
MB 

Preferred <15s 

Acceptable<60s 

Data 
Usenet 

Primarily 
one-way 

> 1MB 
Can be several 

minutes 

 
If the above requirements are met, the user thinks that the network fulfills expecta-

tions in terms of objectivity. Additionally, the figure (Fig. 1) shows the assumed ac-
ceptable values of packet delay and loss presented in recommendation G.1010 [3]. 

A various and diversified research methodologies are possible, which are used to 
determine the functionality of this sort of complex technical objects. The plurality of 
solutions depends on the knowledge of people conducting research as well as hard-
ware and software possibilities. Thus, the telecommunications network model reflects 
the most important elements of a real network, in view of the implementation ability 
and functionality of network services. The developed analysis concept takes into ac-
count numerous components determining proper implementation of network services 
so as to enable performance of complex scenarios and ensure reliability of output 
data. 
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Considering the above generalized specificity it is proposed to assume the follow-
ing requirements as regards the research environment (ground/test environment) com-
prising projects that are requested and necessary to ensure reliability. They are re-
ferred to as: 

1. Ensuring cooperation of operation, commercial and open source systems [7]. 
2. Ensuring diversity of applications and services used [8,9]. 
3. Ensuring reliability of the developed model (input data) [10]. 
4. Ensuring exchange of: 
─ hardware and software equipment: 

• program: PC computer (3 Fast Ethernet cards), 
• hardware of a renowned company: router including IP Services software, 

access switch of II layer. 
5. Ensuring correctness of applications for generation and analysis of data: 
─ emulator of Candela Technologies LANforge network, 
─ device for testing applications in real conditions IxChariot, 
─ advanced analyzer of Wireshark packets. 

6. Ensuring connection of the working station to the created network: UTP twisted 
pair cable, 5e category and 802.11n standard. 

 

Fig. 1. Acceptable values of packet delay and loss for G.1010 standard [3] 

An important element for testing the functionality of services is the selection of 
network environment and adequate set of test software. Effective applications LAN-
forge GUI, Wireshark, IxChariot enable obtaining a sufficient set of resulting data for 
reliable presentation of essential aspects of network environment. 

Due to the research diversity and problems with the identification of changes of 
network parameters during services performance and their monitoring in real time 
regimes, it was decided to limit the research to verification of packet delay effects and 
its fluctuations to packet transport. This testing method is possible using LANforge, 
IxChariot (Fig. 2). Additionally, LANforge GUI enables an overview of current in-
stantaneous parameters values such as bandwidth use and packet loss, as well as  
delays and other. 
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Fig. 2. Generalized architecture of research environment 

4 Research Results 

The research was performed in accordance with the adopted test scenarios, all of 
which will be presented in the article. They will include the influence of delay varia-
tions on services which are popular and commonly used for commercial and non-
commercial purposes, such as: 

1. File Transfer Protocol. 
2. World Wide Web browsing using http protocol. 

The simplified testbed architecture is shown on Fig. 3. When sending and receiving 
packets, the measurements were performed at the maximum available bandwidth of 
10 Mb/s. Diagrams created as a result of the tests using the IxChariot application 
present the maximum amount of sent data in Mb/s for services with given parameters 
such as the size of the file (Fig. 4). 

 

Fig. 3. The simplified testbed architecture  

The ftp file transfer service (Fig. 5) is presented below. At the same time, file 
"packages" with a size of 1 MB (green color in the diagrams) and 100kB (red color) 
were sent. 
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Fig. 4. Preview of current ftp services properties using the LANforge GUI application 

 

Fig. 5. Impact of delay on the file transfer service 

Based on the data from the graphs it can be noticed that (Fig. 4, Fig. 5): 

1. Transfer of a smaller amount of larger packets ensures steady use of the entire 
available bandwidth, whereas transfer of a great amount of small packets results in 
unsteady use of the bandwidth. In conclusion it should be noted that at the time of 
sending the large file size of 400MB (400x1MB) in fact uploaded are small files of 
300MB (3000x100kB). 

2. Ftp service is sensitive to loss of sent packets. Even the losses below 0.1% of 
packets cause problems with the service implementation, because lost packets must 
be retransmitted, which results in additional transmission delays. The transferred 
file must not be delivered in parts, otherwise, in many situations it will be impossi-
ble to use it. 

Another parameter that affects the functionality of file transfer is the jitter. This 
parameter was tested in four time intervals (1%, 10%, 50%, 100%) of delays with a 
maximum value of 10ms, 25ms, 75ms, 150ms and 500ms. The results are presented 
below (Fig. 6). 
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Fig. 6. Impact of delay variation on the file transfer 

For instance, 10%-occurrence of a delay with a maximum value of 50ms means 
that one out of the ten transmitted packets will be delivered with a delay ranging from 
0 to 50ms. Thus, it can be seen that jitter affects the service functionality similarly as 
the delay parameter, but with a less significant effect. In a real wide area network, 
jitter occurs almost at all times, because it involves variations that take place in the 
network on an ongoing basis and depend upon them. 

Based on the presented diagram, it can be stated that the frequency of few percent 
delay variations is acceptable and does not significantly affect the service perfor-
mance. In the case of several dozen percent delay variation of several hundred ms, the 
impact of the service is negative, similarly as the delay. Jitter has a very adverse im-
pact on the performance of real time services. To prevent it, buffering of transferred 
data is applied, which, in turn, involves additional delays. The results obtained were 
the resultant of repetitive output data acquired on the basis of research carried out in a 
numerous scenarios. Representative data were presented in basic diagrams (Fig. 4, 
Fig. 5, Fig. 6) and the key findings were specified in conclusions, and used to deter-
mine numerical weight in formula (1) concerning the tested functionality: 

  (2) 

Although the proposed factors were obtained as a result of a conducted scenarios, 
however, at the present stage of the research presented formula cannot be treated as 
the final result. In order to achieve full credibility of the proposed equation further 
research and estimations has to be undertaken. 

5 Conclusions 

In the era of development of techniques and technologies applied in wide area net-
works (i.e. Internet), the requirements for both the proper functioning and effective 
use of the possessed operational potential by the service provider (operator) increase 
as well. 
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The more important determinant for both the user and service provider is the 
bandwidth, as it directly influences the "comfort" of operation, and thus the functio-
nality of multimedia services used. Unfortunately, the network problems, i.e. delays 
and jitter often have essential and degrading impact on data transfer and target service 
performance. In further tests, it is planned to analyze the impact of packet loss, dupli-
cation and change of packets sequence. Due to the time-varying demand for services 
it seems to be necessary to have knowledge on forecasting, with an adequate advance, 
of the need for access and transport resources enabling delivery of the required 
amount of data to the user (subscriber). 

That can be achieved by time-continuous identification of network environment 
functionality. Therefore, using the available knowledge and programming tools, one 
of the numerous, possible to be specified, mathematical dependencies characterized 
by transparency was presented. It is obvious that its components can be specified for 
other topologies taking into account the adjustment of weights for the next network 
architecture tested. 
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Abstract. The paper is focused on the methods of network services exploita-
tion. The approach is based on two streams of data: dependability factors and 
the features defined by the type of business service realized. The dependability 
means the combination of the reliability and functional parameters of the net-
work. The proposed method is based on modeling and simulating of the system 
behavior. To simplify integration of the model author propose an automatic so-
lution that is integrated with the tools chosen for system analysis. Analysis is 
done with a usage of open-source simulation environment that can be easily 
modified and extended for further work. Based on the simulation results, some 
alternatives can be chosen in case of system or service failure. This way it is 
possible to operate with large and complex networks described by various - not 
only classic – distributions and set of parameters. The results are converted to 
the unified system description and generic model. The model can be used as a 
source to create different measures – also for the economic quality of the net-
work systems. The presented problem is practically essential for organization of 
network systems. 

Keywords: network systems, reliability, dependability modeling. 

1 Introduction 

The contemporary network systems are created as very sophisticated products of hu-
man idea characterized by the complex structure. On the other hand the systems com-
bine two types of resources: technical (engineering stuff) and information (algorithms, 
processes and management procedures). The systems are human-controlled and com-
puter-aided devices. The reliability parameters of the system resources are at very 
high level – so the exploitation analysis of contemporary systems needs adequate 
models and calculation methods [24, 29]. In the era of e-shopping, e-banking, e-
learning and e-services, Internet accessibility cause growing numbers of users and 
their needs. Trends of service personalization increase these requirements. To satisfy 
these needs, various concepts are proposed. One of them is a Service Oriented Archi-
tecture (SOA) concept, but the complexity of these systems, as much as their requires 
of dependability and management issues still need an improvement. This paper focus-
es on the complex network systems, where business service aspects are crucial for 
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their owner (service provider). Unavailability of these systems causes large financial 
consequences and loss (not only in a sense of economic, but also as loss of a good 
name of the brand). In area of monitoring and still specified and in most cases com-
mercialized. In fact these solutions (tools, models) are so specified for the implemen-
tation, that they could not be used easily for any other design or even slightly more 
complex one. 

Moreover in the area of description and measurement dependability and functional-
ity aspects are treated as separate categories but not as a hybrid method. For example, 
in case of analysis, metrics are used only for a business level of abstraction or system 
infrastructure level. Hybrid metrics (for both levels) are still under research [8, 25]. 

Configuartion
1

• Metric 1 = 12
• Metric 2 = 0,7
• Metric 3 = 67

Configuartion
…

• Metric 1 = 3
• Metric 2 = 0,7
• Metric 3 = 42

Configuartion
n

• Metric 1 = 45
• Metric 2 = 0,1
• Metric 3 = 48

 

Fig. 1. Research concept - overview 

In this paper we based on functional and dependability approach related with tree 
main parts: modeling, analysis and synthesis (Fig. 1). During more than 60 years the 
reliability theory was altered from the reliability of single and separated objects  
(elements) considered only two states ("efficient work", failure) to the contemporary 
dependability of systems or even the dependability of service nets. The indicated de-
velopment of the reliability theory is the consequence of expanding the event sets 
taken into consideration for the reliability models. The present system dependability 
theory considers not only classical reliable events (failures or repairs) but tries to 
combine all types of the faults generated by the system resources (hardware,  
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algorithms, human-factor) and the environmental features which may disturb the 
operable state (attacks – for example). The main goal of the system exploitation anal-
ysis is to convert the discussion focused on the reliability function of elements (or 
structures created by the element sets) into the task performance or efficiency estima-
tion. The tasks are realized according to the system services [20, 21]. The classical 
models used for reliability analysis are mainly based on Markov or Semi-Markov 
processes [3] which are idealized, it is hard to reconcile them with practice and is 
insufficient in general. We suggest the Monte Carlo simulation [17] for proper relia-
bility and functional parameters calculation. No restriction on the system structure 
and on a kind of distribution is the main advantage of the method [18]. 

We call the approach as the functional-reliability models of network system exploi-
tation. The computer systems analysis is the root for our elaboration but we believe it 
is useful for modeling of the wider spectrum of systems which realize tasks based on 
fully or partially available resources. We think about a discrete transport system or 
power management systems for example. 

The computer and software equipment allows making the exploitation analysis 
more sophisticated. The simulation technique is the real chance to operate with large 
systems – where the number of elements is significant. The elements can be described 
by different sets of features. We can observe – in parallel – large number of events in 
quite long time-periods. This way we can collect data sets to very detailed presenta-
tion of the system life. Based on the data we are able to elaborate the formal theoreti-
cal approach to the network system exploitation [21, 22, 24]. Of course it is necessary 
to eliminate all these features which are very system-depend and not enough generic. 

2 Network System Overview 

Computer Information System (CIS) is described [19] as a 4-tuple:  

 >=< Z,HS,M,KCIS  (1) 

where: 
Z – tasks, HS – technical infrastructure (hardware, software, links), M – clients, 
K – chronicle of the system (understood as time functions of the system). 

 
Since we propose to analyze the Information System from a business service pers-

pective called Business Service Information System (CISB), we have extended (1) and 
define Business Service (BS) as a set of business logic, that can be loaded and repeat-
edly used for concrete business handling process (ticketing service, banking). 

 >=< M,BS,HS,KZCISB ,  (2) 

Business Service (BS) can be seen as a set of service components and tasks that are 
used to provide service in accordance with business logic for this process. Business 
service components which consist of a set of activities that are the lowest observable 
entities level (requests and responses). 
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iBS

j
ji NjSCBS ∈= ;  (3) 

Service Component (SCi) is a service located on defined host (server) that deter-
mined service behavior, possibilities and requirements (i.e. authentication, data base 
service, web service, etc.). One host can have more than one service component. 

 
isc

j
ji NjTSC ∈= ;  (4) 

Technical Infrastructure (HS) is considered as a set of hosts and computer network 
and is assumed to have the aspects of TCP/IP traffic are negligible. Each host is de-
scribed by server name (unique ID), host performance parameter and a set of technic-
al services (i.e. apache web server, MySQL database). Chronicle of the system (K) are 
the time functions on each level of abstraction. Clients (M) consists of a set of users 
where each user is defined by its allocation (host), number of concurrently ruing users 
of given type, set of activities (a sequence of task calls - name of task and a name of 
service component) and inter-activity delay time (modeled by a Gaussian distribu-
tion). Tasks (Z) are the input data specified by the clients in case of business service 
usage (i.e. selection of a service imply its components with a specified choreography). 

 

Fig. 2. Business service oriented information system – levels of abstraction 
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3 Approach to Analysis 

There are various methods of system analysis. Some researches try to do it using 
graphs [9], others choose some simulation techniques. In this paper we consider sys-
tem behavior that will be as close to reality as is can be. Usage of simulator allow us 
to mimic the behavior of a system. In literature, two main types of simulators can be 
found: a continuous time and discrete event based simulation [12, 22].  

Continuous simulation requires a representation of the system using differential 
equations [9]. This type of simulator is predominately related with electric power 
studies. For this reason it will be excluded from further research. The other group of 
simulators are discrete events that describe the system behavior as a series of events. 
Classically discrete event simulators are basis for telecommunication and IT analysis 
tools. The set of the most popular simulators of this kind is as follows: OPNET [5,18] 
and NS-2 [14], both well known by stakeholders, as well as QualNet [1], OMNeT++ 
[7], SSFNet/PRIME SSF [23], and SGOOSE [9].  

Experiments reported in this paper were performed using the SSFNet simulation 
environment developed by the Renesys Corporation with support from DARPA. 
SSFNet has large number of protocols models and network elements; moreover open-
source code allows modification. In this paper Java based version of SSFNet was used 
since Java language allowed much faster development then a usage of C++.  

SSFNet simulator consists of three major parts: SSF engine, DML language [8] and 
SSFNet models. The SSF (Scalable Simulation Framework) is public-domain standard 
for discrete-event simulation implemented in C++ with Java and C++ interface. Scal-
able Simulation Framework is a base for higher level - the SSFNet. SSFNet module is 
a collection of Java packages for modeling and simulation of networks and Internet 
protocols. Moreover SSFNet uses public-domain standard called DML (Domain Mod-
elling Language) to configure simulation scenarios. 

For the purpose of this work some extensions were developed, mainly connected 
with support for traffic generation (models of user behavior), simulation of business 
level services, implementation of resource consumption for requests processing. Since 
fault and failures models are integral part of dependability analysis the SSFNet was 
extended to in-corporate errors. Errors were introduced in different levels beginning 
from link failures, network adapter failures to software component failures [23]. Ad-
ditional modules of the tool required the extension of its input language (DML) used 
in standard SSFNet version, but the most important extension was implementing 
Monte-Carlo approach [11] based on running simulation several times and calculating 
results based on averages values. In this way - during each simulation - the parameters 
described in by stochastic processes - were the traffic generation which modeled user 
behavior in a random way. They have different values (according to set-up distribu-
tions) including an influence on the system behavior. The capability of multiple runs 
of simulation was added to standard SSFNet package by changes in several SSFNet 
classes (setting up random seed and clearing all static collections). Results of simula-
tion are recorded in specified output file that allows further post- processing in case of 
dependability metrics. 
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For the needs of this research, we provided two metrics of information system de-
pendability - availability and response time. Due to a randomness of a user behavior 
the calculation of these metrics was done based on Monte-Carlo approach by repeat-
ing simulation of the same system N times over analyzed period T. Therefore, all 
defined below metrics are calculated as an average over all batches of simulation. 

The availability function [3] A(t) for the system is a probability that system is 
working properly in time t: 

 A(t) = P{system is working in time t} (5) 

In Business Service Oriented Complex Information Systems with more than one 
level of abstraction, we can suppose, that the system is available as a probability that 
in time t all requests come from users to the system and services are supported cor-
rectly. On this basis we can estimate that, the business service availability (BSA) can 
be computed on the basis of observed system uptime in the analyzed period T over N 
simulation as: 

 
=

=
N

i

i
upt

NT
BSA

1

1  (6) 

whereas ti
up is a time of service being working in i-th simulation.  

Above formula (6) requires defining what does it mean that service is working. Since 
we are looking on the system from the client perspective, we assume that service is 
working if and only if it responds to the client with a proper response. The downtime 
starts when for some request there is no proper response (the time of starting of re-
sponse is used). It finished when for any request there is a proper answer (also a re-
quest send time is used in this case) [25]. In a very similar way we can calculate 
availability of the server (SA) as: 

 
=

=
N

i

i
upt

NT
SA

1

1  (7) 

In this case we can calculate another level of abstraction in CISB, that is hardware 
one. In this case, ti

up is a time of server being working in i-th simulation. 
Response time in a CISB is a time to pass between request to the system and cor-

rect response. In case of CISB it depends from network recourses, infrastructure capa-
bilities and system overload. Proposed metric analysis the business service response 
time (BSRT) and is intended to be a numerical representation of client's perception of 
particular service components quality. It is calculated for each tasks separately as an 
average delay between the starting time of user response (ti_request) and getting answer 
(ti_response) from the service (i.e. only requests that were properly answered are taken 
into account). 

 
=

−=
requestN

i
responseirequesti

request

tt
N

BSRT
1

__ )(
1  (8) 

BSRT is considered to be very useful for ranking system configurations. 
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4 Environment Integration 

Usage of Domain Modeling Language in SSFNet simulator causes a need of integra-
tion. In spite of the fact, that DML is simple text format it is difficult to read and write 
larger number of network nodes for simulation. Moreover extensions done in SSFNet 
entailed DML modification and SSFNet output format. Since DML text format is easy 
to transform to XML format, we propose an extended simulation output – called 
XDML. Creation of XDML languages give as many processing possibilities. First of 
all we can translate any language to an input format of this analysis module (Fig. 3). 
Secondly an XML format is easily processed by Java and XML techniques (i.e. XSLT, 
DOM, SAX, JAXB technique) which is helpful in creating model (in our case Informa-
tion System) visualization: showing the structure of the network and it's element. 
Each network element has several functional parameters and user can graphically edit 
this information. It is worth to mention that every SDL device type is translated into 
suitable XDML one and every service description is interpreted and translated into 
service components and tasks. Moreover in proposed framework user is able to put its 
own variables and attributes based on XDML specification or use extend models (i.e. 
consumption model, operational configuration model) to simplify its work.  
 

 

Fig. 3. Integrated Environment 

Since analysis model is mainly based on Java interface of SSFNet, it helps to inte-
grate SSFNet environment with created postprocessing module. It allows adding some 
additional features concerning Monte-Carlo simulation (i.e. progress bar) and a mod-
ule responsible for plotting calculated metrics. 
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5 Case Study 
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It is possible to operate with large and complex networks described by various - 
not only classic – distributions and set of parameters. The model can be used as a 
source to create different measures – also for the economic quality of the network 
systems. The presented problem is practically essential for defining and organization 
of network services exploitation. 
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Abstract. The objective of this article is to predict volumes of Ro-Ro (Roll-on, 
Roll-off) freight in order to apply this prediction as a decision making tool in 
logistics planning and port organization. This tool can help to improve supply 
chain performance in a Ro-Ro terminal. Seasonal ARIMA (SARIMA) and Ar-
tificial Neural Networks (ANNs) were the forecasting methods used in this 
study. A resampling procedure was applied in order to find out the best model 
from a statistical point of view using multiple comparison methods. The results 
have been very promising (R=0.9157; d=0.9546; MSE=0.0195) 

Keywords: Forecasting, Logistics planning, Decision making tool. 

1 Introduction 

Management of the logistic and transport chain plays a key role in maritime and port 
environments. Ports have lost importance as nodes within the transport chain due to 
the fact that major logistic operators have become critical actors.  

Freight transport is a relevant economic issue in most countries. In this sense, the 
efficiency of the transport system is an essential influence on the location of the com-
panies [1]. The improvement of the transport systems is closely linked to the availa-
bility of advanced planning tools [2-3]. The use of these tools makes it possible to 
analyse current trends and to make predictions. Other studies have stated that the 
prediction of demand is critical to design a logistic and transport chain according to 
the current geographical necessities [4]. 

Short-term predictions have been used to facilitate the implementation of daily port 
operations activities, such as the allocation and provision of personnel and the neces-
sary equipment [5]. 

The planning process is very complex, difficult to model, and is performed in a  
dynamic environment which implies that traditional prediction tools are not effective. 
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A viable alternative would be the combination of different methodologies, with ANNs 
or SARIMA outstanding as a possibility [6-7].  

In general, terms, modelling is intended to provide a tool for transport planners and 
Port Authorities. This tool improves supply chain performance in a Ro-Ro terminal 
[8] and could be useful to the different actors involved in port logistics. Several au-
thors have been made reliable traffic predictions using different approaches such as 
ARIMA, linear regression or ANNs [5], [9-10]. 

ARIMA models have been used in different studies on traffic predictions. Godfrey 
& Powell [11] performed a daily demand prediction freight transport using various 
methods, including ARIMA. ARIMA models were also used to compare with other 
methods such as BPNN [12]. On the other hand, Chung & Rosalion [13] proposed a 
short term forecasting on Melbourne with some methods including ARIMA and 
SARIMA.  

ANNs are used in different areas of transport research. There are studies on traffic 
flow predictions for Intelligent Traffic Systems (ITS) [14-16]. Cantarella and de Luca 
[17] performed a simulation of traffic demands and choice of transport mode in two 
different areas, using Multilayer Perceptron networks (MLP), while [18] used Back 
Propagation Neural Network (BPNN) in order to predict and to model public trans-
port trip demand of commercial sites.  

The aim of this paper is to design the best model for predicting future values of Ro-
Ro traffic at the Port of Algeciras Bay in the Strait of Gibraltar. These predictions can 
be used as a decision making tool in logistics planning and organization (the predic-
tion horizon is one day). The freight chosen for this study is vegetables due to the fact 
that they represent the largest category of Ro-Ro traffic in the Strait of Gibraltar and 
accounted for 32% of the total freight. 

The next section presents the methodology used in this work; Section 3 analyses 
the main results, and Section 4 establishes the conclusions. 

2 Methodology 

The real problem is to estimate the future value of a time series according to its value 
in the present and previous values in a certain window of n-samples in the past. Thus, 
the estimate can be modelled by a function, generally nonlinear, of the previous val-
ues of the time series (1). 

 ˆ( 1) ( ( )... ( ))y t f y t y t n+ = −  (1) 

2.1 Seasonal Autoregressive Integrated Moving Average (SARIMA)  

The ARIMA approach was first popularized by Box and Jenkins [19]. The general 
notation for the order of an ARIMA model is ARIMA(p, d, q), where p is the number 
of autoregressive terms (AR), d is the number of non-seasonal differences (I) and q is 
the number of lagged forecast errors in the prediction equation (MA). If the time series 
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is seasonal, a seasonal ARIMA (SARIMA) should be applied to handle the seasonal 
aspects of the time series and the general notation is ARIMA(p,d,q)(P,D,Q)s. 

The equation for the ARIMA(p,d,q)(P,D,Q)s models is (2). 

 ( ) ( ) ( ) ( )s s
t tB B Y B B eφ θΦ = Θ  (2) 

Where  
Ф1…Фp: are the seasonal autoregressive coefficients. 
Θ1…Θ2: are the seasonal moving average coefficients. 
Yt: Variable to predict. 
B: is the backshift operator. 
S: is the period of study in days. 
еt: is the error term. 

2.2 Artificial Neural Networks 

In this paper, a multilayer perceptron (MLP) with feedforward connections has been 
used since this type of neural network is the most widely used model in the literature. 
Multilayer feedforward networks are known to be universal function approximators 
[20]. Backpropagation learning procedure [21] has been used in this work. In BPNN, 
the weights are adjusted to minimize the mean square error between the desired out-
put and the actual network output. It is not necessary to know the error function ana-
lytically, instead an iterative process of minimizing a measure of the error made by 
the model, based on the available samples, can be used. In the classic algorithm, a 
gradient descent method is used, but there are many other algorithms for training 
multilayer neural networks: conjugate gradient, quasi-Newton, Levenberg-Marquardt, 
etc. In this paper, the Levenberg-Marquardt algorithm has been used, which operates 
at first as a gradient descent method and then as a quasi-Newton method with  
approximation of the Hessian. This algorithm provides sufficient robustness and  
velocity [22]. 

This neural approach models the relationship between X and Y in the form 
(through a weighted structure of layers, usually input-hidden(s)-output), 

 
0 0

( ( ))
M D

kj ij i
j i

Y g w f w X
= =

= ⋅ ⋅   (3) 

Where Wij is the matrix of the connection weight input layer with D being the total 
number of the inputs units and Wkj the matrix of the connection weight hidden layer 
with M number of units (3).  

2.3 Experimental Procedure 

It was necessary to perform an experimental design to determine the best model (i.e., 
the one with the lower generalization error). The generalization error must be meas-
ured in order to determine how the model will behave with real patterns (not with 
training patterns).  
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The experimental procedure to obtain the best SARIMA model consists of per-
forming an iterative procedure by choosing different configurations (p,d,q)(P,D,Q)s. 
Table 1 shows the values of the parameters of SARIMA(p,d,q)(P,D,Q)s that were 
combined (in total 192 models). In order to check the performance of each model, the 
database was divided into two data sets: data from January 2000 to December 2006 
were used to estimate the model and those from January 2007 to December 2007 were 
used to test the model. 

Table 1. Values of SARIMA(p,d,q)(P,D,Q)s parameters 

Non-seasonal 
Parameters 

Non-
Seasonal 

values 

Seasonal 
Parameter 

Seasonal 
Values 

p 0-3 P 0-2 

d 1 D 1 

q 0-3 Q 0-3 

  s 7 
 
The experimental procedure to obtain the best ANN model consists of applying a 

multiple comparison scheme: Different ANN models based on multilayer perceptron 
MLP with backpropagation learning algorithm have been tested. Levenberg-
Marquardt has been used as optimization algorithm. A two-fold crossvalidation pro-
cedure has been used in order to measure the generalization error using the correlation 
coefficient (R), the index of agreement (d) and the mean square error (MSE), for test 
sets. In order to select the best model it is necessary to test several network configura-
tions with different numbers of hidden units (nhiddens) as well as different values of 
the autoregressive window size (n). 

Those different ANN models are shown in Table 2. 

Table 2. ANN Models tested in the experiment for each n 

Autoregressive window size n (1, 2, 7, 14, 21, 28) 

Model number 

(1-35) 

nhiddens 

(1, 2, 5, 10, 15, 20, 30) 

epochs 

(100, 300, 500, 700, 900) 

1-5 1 100,300, …, 900 

6-10 2 100,300, …, 900 … … …

31-35 30 100,300, …, 900 

 
The multiple comparison procedure was applied in a two-stage scheme [23]. In 

Phase-I, Friedman test aimed to test the null hypothesis with a significance level 
α=0.05 for each different size n. When the null hypothesis was rejected, a LSD Fisher 
post hoc test was applied. In Phase-II, the same process was repeated with all models 
obtained in Phase-I. These models were compared and the best overall model was 
determined. This procedure, shown in Fig. 1, was applied to each performance index 
(R, d and MSE). 
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Fig. 1. Two-stage multiple comparison procedure to obtain the best model with ANNs for R, d 
and MSE independently 

3 Results 

The database comprises all trucks that carry vegetable freight and cross the Strait of 
Gibraltar from 1 January 2000 to 31 December 2007 (2970 days). The tonnes of this 
freight have increased by 167% in the study period (Fig. 2a). On the other hand, the 
79% has crossed the Strait of Gibraltar between November and April (Fig. 2b). 
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Fig. 2. Tonnes of vegetable Ro-Ro freight in the Strait of Gibraltar (2000-2007); a) Total 
Tonnes. b) Monthly average tones. 
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Table 3. Best results of the iterative procedure for SARIMA models 

Model R d MSE 

SARIMA(1,1,1)(1,1,1)7 0.9098 0.9530 0.2367

SARIMA(1,1,1)(1,1,2)7 0.9096 0.9529 0.2372

SARIMA(1,1,2)(1,1,2)7 0.9105 0.9533 0.2337

SARIMA(2,1,1)(2,1,1)7 0.9121 0.9535 0.2257

SARIMA(1,1,1)(2,1,1)7 0.9125 0.9540 0.2255

SARIMA(1,1,1)(2,1,2)7 0.9125 0.9540 0.2254

SARIMA(1,1,2)(2,1,1)7 0.9120 0.9535 0.2259

SARIMA(2,1,1)(2,1,2)7 0.9118 0.9531 0.2275

SARIMA(2,1,1)(2,1,1)7 0.9121 0.9535 0.2257

SARIMA(3,1,3)(2,1,1)7 0.9116 0.9532 0.2266

 
SARIMA models were evaluated with different configurations (p,d,q)(P,D,Q)s, fol-

lowing the experimental procedure explained above.  
Table 3 compares the results achieved from the best SARIMA models configurations. 

SARIMA(1,1,1)(2,1,2)7 model obtained the smallest MSE. It is marked in bold in Table 3. 
In the case of ANN models, mean values of R, d and MSE performance indexes are 

represented in Fig. 3. The best results are pointed out with black colour for R and d 
and with grey for MSE. It is worth mentioning that when the number of nhiddens 
increases, the values of the indexes get worse. After the two stages of the multicom-
parison process, twenty four not significantly different models were obtained as the 
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Fig. 3. Multicomparison procedure results: R, d and MSE values for the different sizes of autoregres-
sive windows (n). Crosses are models without differences and circles are the best models for each n. 
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best models of all those analyzed. Table 4 shows the results obtained from Phase-II 
pointed out that the best ANN model was the one with n=14, one hidden neuron 
layer. Therefore, the use of a larger auto-regressive window of fourteen days does not 
provide better results.  

The results of the prediction (for test set) of the best ANN model in one of the 30 
repetitions of the experimental procedure is represented in Fig. 4. 

Table 4. Best models (not significantly different) obtained from Phase-II and results of R, d and 
MSE. The best model is shown in bold 

n nhidden epochs R d MSE n nhidden epochs R d MSE 

7 1 100 0.9142 0.9537 0.0198 14 2 100 0.9108 0.9522 0.0206 

7 1 300 0.9140 0.9535 0.0198 14 2 300 0.9111 0.9524 0.0206 

7 1 500 0.9138 0.9535 0.0199 21 1 100 0.9152 0.9543 0.0197 

7 1 700 0.9140 0.9536 0.0198 21 1 300 0.9149 0.9542 0.0197 

7 1 900 0.9147 0.9538 0.0197 21 1 500 0.9151 0.9542 0.0197 

7 2 300 0.9135 0.9533 0.0200 21 1 700 0.9154 0.9544 0.0196 

7 2 900 0.9120 0.9527 0.0203 21 1 900 0.9151 0.9543 0.0197 

14 1 100 0.9157 0.9546 0.0195 28 1 100 0.9147 0.9542 0.0198 

14 1 300 0.9154 0.9544 0.0195 28 1 300 0.9151 0.9543 0.0197 

14 1 500 0.9151 0.9543 0.0196 28 1 500 0.9145 0.9540 0.0199 

14 1 700 0.9149 0.9541 0.0197 28 1 700 0.9142 0.9538 0.0199 

14 1 900 0.9150 0.9542 0.0197 28 1 900 0.9152 0.9545 0.0197 

 

Fig. 4. Volume prediction of vegetable Ro-Ro freight in the 2000-2008 period. Circles are the 
predictions of the best model (ANN with n=14 and nhiddens=1) for the test set. Crosses are the 
real values 
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The results of the best SARIMA and ANN models are compared in Table 5. The 
values of R and d are very similar in both models however MSE reveals that the ANN 
model outperformed the SARIMA model. The best values are shown in bold. There-
fore, ANNs are more suitable (pointing out its better MSE values) for forecasting this 
time series of vegetables in the Port of Algeciras Bay with excellent results. 

Table 5. Comparison of the best models ANNs and SARIMA 

Model R d MSE 

SARIMA(1,1,1,)(2,1,2)7 0.9125 0.9540 0.2254 

ANN (n: 14; nhiddens: 1; epochs: 100) 0.9157 0.9546 0.0195 

4 Conclusions 

The results showed that in this case ANNs provide excellent forecast results, improv-
ing the results of SARIMA. This study used a random resampling procedure, which 
allows the statistical comparison of models by generalization error, measured using 
specific quality indexes for test sets. ANN models are capable of acquiring the sea-
sonality of the time series implicitly. These results provide a tool to predict the level 
of Ro-Ro traffic with excellent accuracy (R=0.9157; d=0.9546; MSE=0.0195), a fact 
that may be helpful in decision making for different port agents, e.g. in the preparing 
for port infrastructure or the assignment of different workloads. 

Finally, this analysis has stressed the usefulness of ANNs for improving perform-
ance and competitiveness of the transport and logistics chain. 
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Abstract. Physical process of blurring emergence has been analyzed. It has 
been proved through conducted experiments that image blurring formation is 
adequately described by the model based on convolution, i. e. wrapping. It is 
shown that blurring center or discrete function of point scattering comprises 
information about trajectory and uniformity of motion, which has caused an 
image distortion. It determined that extreme values number of averaged 
normalized column values of Fourier image is distorted by artificial blurring 
correlates with parameters of blurring. 

Keywords: blur, deconvolution, point spread function (PSF), distortion area, 
image reconstruction. 

1 Introduction 

Blurring is such a distortion type that emerges as a result of dynamic changes of 
attention objects or background during frame exposure. 

While researching the image, blurred artificially or in a natural way, the biggest 
attention should be paid to the spectral image features. This determines construction 
and use of metrics, obtained on the base of the spectral image-signal features. Such an 
approach allows better understanding of nature and mechanism of natural blur 
formation, enabling the development of reconstructive technologies.  

Formalization of the image distortion process as a result of motion comes to the 
construction of mathematical blur model that in its turn similar to the distortion case 
(result of refocusing) is determined by the operation of wrapping (convolution). 
Formal determination of the operation is the following. Some discrete distorted image 
f(x, y) of the dimension M × N with the blur center h(x, y) and its dimension m × n is 
given This center is titled Point Spread Function (PSF) [4]. In addition, light sensitive 
matrix imposes randomly distributive additive noise n(x, y). Then resulting image g(x, 
y) with the distortion, which emerged as a result of a camera motion, will be 
determined by the following formula: 

( ) ( ) ( ) ( ),, , ,g x y h x y f x y n x y= ⊗ + ,   (1) 

where the sign ⊗ means the wrapping operation. 
The noise n is an integral part of up-to-date matrices, what is revealed via random 

deviations of intensity function values of the image point from real color value.  
Noise reasons in digital sensors can be different. But in most cases it is Gaussian, 



356 D. Peleshko et al. 

which parameters are average value and dispersion that characterize the most frequent 
value and other value deviations. Noise is additive and does not correlate with the 
image and does not depend on the pixel location. This stochasticity complicates the 
procedures of reconstructive algorithms development for images, as far as despite of 
the distortion type, noise to a greater or lesser extent is always present. 

The image distortion is determined by the value of PSF h(x, y). The function deter-
mines the distortion type of every image pixel. During the process of distortion every 
pixel of an initial image changes into a spot in case of refocusing and in case of a  
certain blur into a segment. The same process can be represented in the other way: the 
intensity function value of every distorted image pixel is an integral characteristic of 
pixel values in not distorted image. A distorted image is formed as a result of these 
representations. The law, by which every pixel is distorted, is determined by the PSF. 

In a discrete case the PSF can be represented by the matrix operator. As a rule, its 
dimension is less than the dimension of a whole image and is an important distortion 
characteristic. The intensity function value depends on the PSF, which determines the 
wrapping (convolution) operation and in (1) is depicted as the symbol⊗. Hereby some 
part of the initial image is wrapped into one pixel.  

From the wrapping operation it follows that the sum of all PSF matrix values is 
equal to one. Physical content of the PSF matrix values lies in such definition when 
every of them stands for the light proportion of the given point, which is observed in 
the other coordinates. Obviously, in any convolutional image distortion the intensity 
function value of every point is distributed over different coordinates without any 
remainder.  

There are typical distortion functions. If in case of refocusing of an image, every 
point is transformed into a spot, then all not null elements of the PSF matrix are 
located in the form of spherical spot with a radius of the every point dispersion. 

In case of motion distortion, i.e. blurring, all not null elements of the mentioned 
matrix are located along the trajectory of distortion motion. This is predetermined by 
the fact that every point is blurred along the trajectory during exposure.  

2 Frequency Characteristic of Blurring 

Frequency characteristics are the most interesting for the research of blurred images, 
as far as they reveal the character and parameters of distortion. To research the 
frequency characteristics of signals the Fourier transform (FT) is used [1].  In 
accordance with [1, 2, 6] we can present the final spectrum of the image distorted by 
the camera motion via the discrete FT. 

The blurring model adequacy verification on the basis of wrapping (convolution) 
operation should be conducted with the help of two types of images: the images 
distorted in a natural way, i.e. by the camera motion, and images artificially distorted 
by the wrapping operation. 

First, the convolution operation with the known blurring center is conducted. The 
blurring center is chosen to imitate the camera motion. This means that in case of a 
full blurring along the image plane the blurring center will represent one of the 
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extreme values. The regularity can be explained by repetitions of the intensity 
function values by imposing color onto the neighboring points while blurring. That is 
why the number of extreme values is very close to the blur length. In the ideal case 
they are equal because every point is imposed onto the other ten points. 

The similar experiment has been repeated with other 20 images. The case of verti-
cal blur was considered separately. The results of all experiments were similar to 
those described. 

Statement 1.2 – The number and frequency of extreme values of averaged 
normalized values of FT image, distorted by an artificial blur, is an invariant for the 
change of the blur parameters.  

The formulated statement determines that there are typical blurring parameters, 
which are independent from the change of blurring operator parameters. Several more 
experiments with the same initial image but different blur parameters have been 
conducted to verify the conclusion. Fig. 3 and 4 illustrate the results of the 
experiments for the case of artificial horizontal blur. The given graphs of 
experimental research confirm the correctness of statement on invariance.  

The final verification of the blur model adequacy lies in comparison of the data 
obtained during studies of the artificially distorted images with the corresponding data 
for images with natural blurring. All of the studies described above and their results 
with the artificially distorted images were performed with the natural image and with 
the clear blurring shown in the Fig. 5. The results of these studies, in particular a 
frequency graph and its images obtained like in Fig. 3, 4, are shown in Fig. 5.  

The results suggest that natural images contain much more noise than that blur 
which was obtained artificially. This is proved by a greater number of small extreme 
values on the graph of Fig. 5. Obviously, a natural image pattern is not as clear and 
unambiguous as the image with the artificial blur. However, it is possible to separate 
features specific for the horizontal blur case. With the pixel by pixel analysis of the 
image it has been determined that the blur length is 20 pixels. The 18 regular extreme 
values can be separated, what is sufficiently close to the real blur parameter as it is 
shown on the graph in Fig. 5. These peaks are similarly visible on the synthesized 
image shown in Fig. 5. 

Taking into consideration the fact that in cases of natural and artificial distortions 
the identical spectral characteristics are proved, we can conclude that the 
representation of the blur model based on the convolution operation is adequate. 
Hence, the reconstructive algorithms based on the deconvolution operation can be 
implemented to eliminate blur on natural images.  

Despite the existence of few sufficiently effective algorithms of reconstruction of 
images distorted by blurring, there is no method to restore such an image with no lost 
features of informational content. The value of such losses is a measurement of 
effectiveness of the reconstruction algorithm. 

To understand the reason of such losses, first of all it is necessary to check the 
correctness of chosen model of image blurring. Typically this verification should be 
completed via procedure of blurring simulation on non-distorted image. Aiming at 
this, the image is artificially distorted by some motion based on previously known 
parameters (trajectory and uniformity). Further, according to previously determined 
metrics we make a comparison with the image that has been distorted in a natural way 
while exposure of a movable object by the device with matrix sensitive to the light. 
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3 Model of Local Image Distortion Formation 

Similar to distortion from defocusing of optical system, blurring nature lies in the 
following: information about the color of every point is distributed all over the image 
by some law. The difference between different types of distortion lies in the law, by 
which the distribution occurs. The law is determined by PSF.  

To simplify the representation of local distortion formation model, let’s consider 
one dimensional case, i.e. the action of some PSF on a certain vector {ci| i = 1..4}, 
which elements are pixel values of a set image. 

In case of any blurring, the intensity function value at the point of blurring area 
obtains color intensity. In particular, in case of horizontal blurring per a pixel as a 
result of distortion every pixel values and a value of a preceding (left) pixel by the 
coordinate are added and divided by two: c’i = (ci + ci-1)/2. This formula result from 
the following: as far as the left pixel comes on the given one during its movement, du-
ring exposure both values managed to reflect in the position. As a result we obtain a 
new distorted image: 

(c1 + c0) / 2 | (c2 + c1) / 2 | (c3 + c2) / 2 | (c4 + c3) / 2.           (3) 

This is the model of ideal distortion. The blurring analysis above dealt with a 
general case with no regard of its type. In accordance with the classification there are 
global (full) and local (partial) blurs. The final is more complicated than the first. That 
is why let’s dwell upon the formation model of the local blurring, which covers not 
the whole image but some its part. Hereby, the rest is not distorted. On the contrary to 
the full blurring that is formed as a result of movement of a camera on immovable 
background, the local blurring has different mechanisms of formation. In compliance 
with this it is necessary to consider different models of distortion.  

There are several types of local changes. One of them is formed when a camera, 
which exposes a frame with the moving object in it, is fixed. 

The scheme of formation of such blurred area is the following. At the moment tn 
shutter closes. During this period the moving object has moved to some distance, 
which taking into account discrete nature of a digital photo can be estimated by a 
finite number of pixels m. This makes possible to divide the time period Δt = tn - t0 
into m equal interims. During every interim each pixel of the movable object left 
imprint of its value of intensity function at the other point via overlapping of the own 
intensity function value and the previous value at the same point. As a result values of 
intensity function in inner object pixels collide on the values of other pixels of the 
same object and the classic deconvolution problem emerges. 

At the end of blurring section the situation is different. The ends can be considered 
as the area along the perimeter of an object in the movement direction and with the 
width of m points (buffer area). In the area the mix of values of intensity function of 
the moving object and values of intensity function of immovable background pixels 
occurs. As far as the exposure time was sampled into m periods, it can be considered 
that during time unit τ =1/m intensity function value of every point of the buffer area 
is formed with τ part of the color value of the moving object and (1-τ) part of the 
value rest, which in its turn is formed as a result of additive overlapping in the same 
proportion of intensity function values, which belong to the object and background, 
which the object is moving over. For the limit object pixel, any intensity function 
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value will be determined by the described correlation. For the next object pixel its 
intensity function value с(xi, yi) will be calculated by the scalar product of vectors v = 
(τ, τ, (1-2τ)) і Fi = (f(xi, yi), f(xi-1, yi), fф(xi, yi)):  

с(xi, yi) = v ⋅ Fi.                                    (4) 

Here fф(xi, yi), f(xi, yi), f(xi-1, yi) – values of intensity function in the given and limit 
pixels. By the similar scheme intensity function values will be determined in every 
buffer area point.  

The described above approach of formation of intensity function values in buffer 
area pixels will be named as the operation of weighing intensity function values, and 
the vector v – weighing operator. It should be noted that the indicated above para-
meters of the operator v are possible only under the condition of uniform motion. In 
case of nonuniform motion these parameters would be different and formed by the 
rule: the less period of object pixel stay at the position, the less is its part of intensity 
function value in the resulting value. However, the regularity obtained for the case of 
uniform motion will be preserved for the j pixel of the buffer area and can be written: 

cj = ajfj  + (1- aj)bj ,  
1

j

j i
i

a h
=

= ,                      (5) 

where j ∈ [0; m]; hi – i not null value of discrete PSF h; bj – value of intensity fun-
ction of background at the given point; fj – integrated value of intensity function in pi-
xels of any moving object, which were at the given position during the object motion. 

By the other words, the configuration and dimension of the matrix PSF depend 
upon velocity, uniformity, motion trajectory, and frame exposure time. Arrangement 
of not null elements of the PSF matrix repeats the object motion trajectory for the pe-
riod while the light-sensitive matrix exposed the given frame. The matrix elements 
values are proportional to the object velocity during the period from tn to tn+1, which is 
equal to 1/m of frame exposure time, where m – a number of not null matrix elements.  

 

 
 

Fig. 6. Drawn nearer separation of buffer 
areas of partial distortion by the motion from 
a previous image 

Fig. 7. Natural image, partially distorted by 
motion 

 
Appropriately, during uniform motion not null matrix elements will be almost 

equal, and during linear motion they will be built in a line. A row vector results from 
the strict horizontal motion, and a column vector – from the strict vertical motion. 

Hereby, it can be concluded that the buffer area under research repeats the PSF 
configuration: in case, if PSF is a vector-column of five elements, then the buffer area 
width will be 5 points of the moving object image. 
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Proper example that fully illustrates the idea of buffer zone can be taken from the 
following natural image (Fig. 6). Drawn nearer separation of both buffer areas is 
illustrated in Fig. 7. 

4 Conclusions 

Physical process of local blurring emergence and detailed mechanism of formation of 
distorted image by partial motion have been analyzed. Mechanism of buffer area 
formation between moving object of forefront and immovable background, i.e. transi-
tion area between an area of full blurring and non-distorted area, has been studied.  

It has been shown that the blur center or discrete PSF comprises information about 
trajectory and motion uniformity, which caused the image distortion. 

It has been found that the difference between the Fourier images distorted by the 
full image blur and not-distorted images is equal to the sum of exponential functions. 
Based on this formulated statement, the extreme values number of the averaged 
normalized values of the Fourier transform columns (in case an image is distorted by 
the artificial blur) correlates with the blur parameters.  

It has been proved that the extreme values number and frequency of averaged and 
normalized values of the Fourier transform of the image distorted by the artificial blur 
are invariant to the changes of the blur parameters. 

Proposed methodology of buffer area determination could be the base for 
development of effective deconvolution methods for elimination of global and local 
distortions, which emerge as a result of movement of an object or registration device.  
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Abstract. The data diodes are very often used to protect users’ networks and 
sensitive data and that is why additional assurance of those devices is de-
manded. This assurance can be obtained by applying the Common Criteria se-
curity development process. The process is very difficult and time-consuming 
specially for those not familiar with the standard. Although there are many 
guidelines and templates telling how to define the security problem still there is 
a lack of computer aiding tools. This paper describes the plug-in application 
which supports identification of protected assets, threats, security objectives and 
security functions – the main elements of security specification. The tool facili-
tates and speeds up the security development process of IT products. 

Keywords: Common Criteria, security development, a data diode. 

1 Introduction 

Security of networked systems has received much attention in recent years due to 
many cyber attacks and leaks of sensitive information. There are devices and systems 
on the market which can help to protect higher security classified networks. For in-
stance, it could be both software and hardware solutions such as firewalls or smart 
switches. Among them there is one very interesting and simple-structured hardware 
device that can prevent data leakage of confidential or classified data. This is the so 
called data diode which makes one-way link between a high security classified net-
work and a low security classified network [1-5]. 

The data diode is built of fiber optic transceivers which enable one way data 
transmission. Fiber optic technology is used to minimize the electromagnetic radiation 
of a device by which transmitted data could be eavesdropped. The data diode connec-
tion ensures that unwanted access to the protected network is not possible while there 
is still free access to data sources placed outside. For instance, in the protected zone, 
anti-virus applications, operating systems, emails can be updated freely by download-
ing necessary data from public networks (e.g. the Internet) but at the same time no 
information can be extracted from the protected network. These devices are often 
used in the defense and infrastructure environments where security is critical. Many 
of them are compliant with rigorous Critical Infrastructure Protection (CIP) standards 
or regulations established by such organizations as NRC (U.S. Nuclear Regulatory 
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Commission), NIST (National Institute of Standards and Technology) or NIAP (Na-
tional Information Assurance Partnership).  

The data diode, like other IT devices, can be additionally checked and evaluated by 
an independent body according to a stringent security standard – Common Criteria 
(CC) also known as ISO/IEC 15408 [6-8]. In the result of evaluation a certificate can 
be issued stating that the target of evaluation (TOE, i.e. a device) fulfilled all require-
ments congruent with the given Evaluation Assurance Level (EAL). This level tells a 
user how reliable the security measures built in the evaluated product are. On the EAL 
basis the user can decide whether to accept the risk of exposing the product to threats 
or not. According to the standard there are seven levels ranging from EAL1 to EAL7. 
Most of the certified IT products have middle-ranged levels (EAL3 – EAL4) due to 
the rising costs of evaluation and development processes at higher levels [9]. Howev-
er, data diodes have very often higher EALs (EAL4+ or EAL7+) because of their 
relatively simple hardware structure that does not significantly increase the costs of 
the evaluation process [10], [11]. 

The developers have to prepare not only a product itself for the evaluation process 
but also some special accompanying evidence documents. These documents are key 
factors of successful evaluation results. That is why preparing them in a proper man-
ner is a big challenge for developers not familiar with the rules of the Common Crite-
ria. So far relatively little attention has been paid by researchers to support and make 
this task easier. Later in this paper it will be demonstrated how to help developers in 
preparing a part of a Security Target (ST) document by using a software tool made by 
the Institute EMAG in one of R&D projects [12].  

The Security Target is the most important document which, in general, specifies 
“what is to be evaluated”. ST is a security specification on a relatively high level of 
abstraction which describes how security measures should work and how reliable they 
are. These measures are presented by SFRs (Security Functional Requirements) and 
SARs (Security Assurance Requirements) components which are a kind of semifor-
mal language of the Common Criteria standard. Thanks to the CC components all 
documents can be built in the same way by different developers for different types of 
products. The documents can be also verified according to one Common Evaluation 
Methodology (CEM) [13]. 

The CEM methodology defines evaluation activities and work units to be done by 
evaluators in order to issue verdicts about security measures implemented in a product 
and described in evidence documents. As a result, the evaluators can assess the docu-
ments in a relatively easy way because they have the ready-to-use evaluation metho-
dology. But what about the developers? In contrast to the evaluators, they have not 
got too many options for help. Even the standard itself, very extensive, with lots of 
details and hundreds of components, is very difficult to use by inexperienced users. 
Of course there are many consulting companies on the market but their services are 
very expensive. Some possibilities of additional costs mitigation were proposed and 
described in the previous papers [14], [15]. The design patterns of evidence docu-
ments and computer tools were presented there as the way to support developers in 
elaborating necessary TOE documentation. 
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The literature review and state of the art showed that there were very few solutions 
which could help developers to fulfill all the requirements of the standard. Until now 
achieving the CC requirements has been still a very difficult and time-consuming 
task. There were also many guidelines, supporting documents with hints and tips and 
even templates of ST and other evidence documents [16-20]. Although such an ap-
proach improves developers’ work, it results in an unacceptable number of analyses 
of hundreds of the CC components that have to be done by the developers on their 
own. That is why using only guidelines is still inconvenient as such. The situation has 
not changed too much for better. There were only a few software tools supporting 
elaboration of the CC documents as it was also mentioned in [21], [22]. That is why a 
few years ago the CCMODE (Common Criteria compliant, Modular, Open IT securi-
ty Development Environment) R&D project was launched by the Institute of Innova-
tive Technologies EMAG [23] to improve the developers’ position. 

The results of the project are methodology and software tools for developing and 
managing development environments of IT security-enhanced products for the pur-
poses of their future evaluation and certification according to CC requirements. The 
software tool – called CCMODE Tools – integrates design patterns with documents 
generator application, knowledge base, evaluation methodology, and external support-
ing software dedicated for testing, flaws management and security analyses. The 
whole system can be used for a wide range of IT software and hardware devices or 
systems. The tool, along with the design patterns, was validated in a few projects 
concerning intelligent sensors [24], motion sensors [25], intelligent gas sensors for 
coal mines [26], and biometric systems [27]. The main features of the tool were pre-
sented in paper [28] whose main conclusion was that the design patterns supported by 
the software tool really facilitate and speed up development process and improve the 
quality of evidence documents. 

Poland has not signed the Common Criteria Recognition Arrangement yet which 
allows to mutually recognize the CC certificates between the member states of this 
agreement. This is why the application of the CC standard is not obligatory in Poland. 
Yet there are some producers of special IT products (including data diodes) for mili-
tary purposes who want their devices to be additionally accredited according to the 
CC requirements. One of the Polish producers of data diodes has started cooperation 
with the EMAG Institute in order to prepare a data diode to the CC accreditation 
process. As a result, an excellent opportunity emerged to make validation of the 
CCMODE Tools and to elaborate the trial version of the CC evidence documents of 
the product for the accreditation process at the same time. This example of coopera-
tion shows that there could be a need for the future applications of the CC standard in 
Poland. The accreditation can be conducted by such Polish institutions as the Ministry 
of National Defense, the Internal Security Agency or Military Counterintelligence 
Service.  

The purpose of this paper is to describe and examine a special plug-in application 
(another module of the CCMODE Tools system) dedicated to support security analys-
es of a product. This plug-in helps developers in elaborating the main parts of the ST 
document: a security problem definition (SPD) section which describes threats to 
product assets; a security objectives section which consists of statements resolving the 
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given security problem; a security requirements section which is presented in the 
semiformal language of SFRs and SARs components; a product summary specifica-
tion containing security functions which should be implemented into the device in 
order to fulfill all security functional requirements. On the example of the data diode 
it will be demonstrated, in the results section of this paper, that the plug-in is an effi-
cient and easy to use graphical tool for analyzing the security needs of the device and 
for elaborating the chosen sections of the ST document. 

The paper is organized as follows. Section 1 presents the background of the Com-
mon Criteria standard and state of the art, and the main features of the data diode 
device. Section 2 describes three basic processes of the CC methodology and the gen-
eral structure and features of the plug-in application. Section 3 delivers the results of 
the plug-in validation on the example of the data diode and presents main objects used 
to elaborate the chosen units of the ST document. Section 4 contains the results dis-
cussion and conclusions and states possible future work. 

2 Methodology and Tools 

The first possible way to create a new ST document is using a Protection Profile (PP) 
for the given type of products. If there is no suitable PP then a developer can use a 
few guidelines and templates issued by German Federal Office of Information Securi-
ty (BSI) – the informal leader of researches in the field of the CC standard. This help 
documentation gives some advice on the structure and contents of evidence docu-
ments but developers have still many editorial activities left on their side.  

The next two subsections of the paper describe respectively basic processes of the 
CC standard and the development stages of the plug-in software tool. 

2.1 The Common Criteria Methodology for a Data Diode 

Data diodes are products which can gain additional security assurance by applying the 
CC methodology. The positive evaluation results and certificate can be achieved by 
carrying out three basic processes: IT security development, TOE development, and 
IT security evaluation. These processes and the ST structure were described in detail 
in previous papers, e.g. [27], [28]. In the current paper, which concerns the range of 
the plug-in software support, only the most important activities of the security devel-
opment process and the chosen sections of ST will be referred to and described. In the 
following paragraphs there were used some parts of the ST document for the CC cer-
tified data diode according to EAL4+ (called for short FFHDD – Fort Fox Hardware 
Data Diode) [10]. 

The IT security development process is based on security analyses whose purpose 
is to identify a product security problem and to resolve it by security objectives. That 
solution is described in the Security Target document in terms of security functional 
requirements (SFRs) which describe how security measures of the TOE should work 
to effectively counter the identified threats. In order to facilitate choosing the most 
suitable functional requirements for the given security objectives, the SFR  
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components are divided into 11 classes referring to such security issues as: security 
audit, communication, cryptographic support, user data protection, identification and 
authentication, security management, privacy, protection of the TSFs (TOE security 
functions), resource utilization, TOE access, trusted path/channels. These functional 
security requirements are next implemented into the device in the form of security 
functions during the TOE development process. These functions are also developed 
according to the security assurance requirements (SARs) of the claimed EAL.  

As a result of the IT security development process the ST document is worked out. 
The complete document consists of the following sections: an ST introduction, a con-
formance claim, security problem definition (SPD), security objectives, extended 
component definition (optional), security requirements (SFRs and SARs), TOE sum-
mary specification. The plug-in software tool supports developers in elaborating all 
sections of the ST apart from the first ones: introduction and conformance claim 
which can be written in a standard text application. At the beginning of the IT security 
development process the security problem should be defined. 

The SPD section defines the security problem that is to be addressed. It should be 
noted that usefulness of the ST document strongly depends on the quality of SPD and 
this is why it is worth to spend more time and resources to derive this section in a 
careful and reliable manner. What is more, the deriving process of SPD is outside the 
scope of the CC standard so developers can only follow the examples of the previous-
ly certified products to check how to make properly this section of the ST document. 
Here the plug-in software tool offers the developers very useful wizards and inferring 
mechanisms which make this process easier and quicker. The typical SPD consists of 
the following units: assets, threats, organizational security policies (OSPs), and as-
sumptions. 

The security problem is understood as the danger of assets loss. So it is important 
to precisely identify all assets that have to be protected by the TOE and to identify all 
entities which interact with the TOE. For the above mentioned example of the certi-
fied data diode – FFHDD the protected asset is the sensitive information on the High 
Security Level network. The entities which can use this information can be authorized 
or not, and can be users or processes e.g.: an administrator, a user, a hacker, an update 
service. The threat unit describes the threats that are to be countered by the TOE, its 
operational environment, or combination of the two. A threat definition consists of an 
adverse action performed by a threat agent on an asset. In the example of the FFHDD 
device the threat T.TRANSFER was defined as “A user or process on the High Secu-
rity Level network that accidentally or deliberately breaches the confidentiality of 
some High Security Level information by transmitting data through the TOE to the 
Low Security Level network”. The next unit of ST shows OSPs which are security 
rules, procedures, or guidelines imposed by an organization to the TOE or to the op-
erational environment of the TOE. No OSPs were defined for the FFHDD product but 
an example of OSP can be a statement “Only users with system administrator privi-
lege shall be allowed to set up and manage the data diode connection system”. The 
last unit of ST shows assumptions that are made on the operational environment in 
order to make it secure enough for the TOE. In such an environment the TOE is able 
to provide all its security functionalities without disruptions. Assumptions can be 
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made on physical, personnel and connectivity aspects of the operational environment. 
In the case of FFHDD the following assumptions were defined: A.PHYSICAL “The 
intended operation environment shall store and operate the TOE in accordance with 
the requirements of the High Security Level side”; A.NETWORK “The TOE is the 
only method of interconnecting the Low Security Level network and High Security 
Level network. This prevents a threat agent from circumventing the security being 
provided by the TOE through an untrustworthy product”. Once the complete SPD is 
defined the security objectives section of ST can next be elaborated. 

The security objectives are the concise statements of the intended solution to the 
given problem defined by SPD. The security problem can be solved by two sets of 
objectives for the TOE and for the operational environment of the TOE. The first set 
shows what the TOE should do in order to protect the assets, e.g. for FFHDD: 
O.CONFIDENTIALITY “The information on the High Security Level side destina-
tion is kept confidential from the Low Security Level source”. The second set shows 
the goals that the operational environment should achieve, e.g. for FFHDD: 
OE.PHYSICAL “The intended operation environment shall be capable of storing and 
operating the TOE in accordance with the requirements of the High Security Level 
side”; OE.NETWORK “The TOE is the only method of interconnecting the Low 
Security Level network and High Security Level network”. In the end a developer 
should provide a rationale that security objectives counter all threats, enforce OSPs 
and upheld all assumptions. The next step is to translate the security objectives into 
the CC language of SFRs components. 

The security requirements unit of ST consists of two groups of requirements: the 
security functional requirements (SFRs) – a translation of the security objectives for 
the TOE into a standardized, semiformal CC language; the security assurance re-
quirements (SARs) – a description of how assurance is to be gained that the TOE 
meets the SFRs. The first group is made up from functional components taken from 
Part 2 of the CC standard and the second group are assurance components taken from 
Part 3 of the CC standard according to the claimed EAL (here EAL4+ for FFHDD). 
The SARs determine the range and details of the TOE development and security eval-
uation processes which are not in the focus of this paper. The SFRs are next imple-
mented in the TOE security functions. In the example of FFHDD two functional 
components were selected which fulfill the TOE security objective for confidentiality: 
FDP_IFC.2 Complete Information Flow Control (FDP class – user data protection, 
IFC family – information flow control policy); FDP_IFF.1 Simple Security Attributes 
(IFF family – information flow control functions). Generally speaking these compo-
nents permit the TOE security function to transmit sensitive information only from 
input (Low Security Level network) to output (High Security Level network) and not 
vice versa. The choice of proper SFRs is very difficult and depends on the developer’s 
experience and knowledge of the CC standard. Therefore there could be a vast poten-
tial demand for supporting this part of ST elaboration. The security requirements  
elaboration is finalized by their rationale. Next these requirements should be imple-
mented in the TOE security functions which are described in the last section of ST – 
TOE summary specification (TSS). 
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The TSS section provides potential consumers of the TOE with a general technical 
description of how the product satisfies all the SFRs. In many cases the SFRs are 
gathered within one security issue, e.g. for FFHDD it is the user data protection class 
(FDP) described in the Part 2 of the CC standard. In the ST of this data diode is indi-
cated that confidentiality of information is provided by using two functional require-
ments responsible for information flow control. 

The IT security development process provides a set of security functions, which 
should be implemented into the TOE at the assurance of claimed EAL. The process of 
deriving security functions can be facilitated by the use of the plug-in software tool 
which was elaborated in the CCMODE R&D project. 

2.2 Building the Plug-in Module 

One of the CCMODE project results is the CCMODE Tools system. The system inte-
grates: modules of the development environment management, design patterns, know-
ledge base, evaluation methodology, and external supporting software. Among the 
external applications there is the Enterprise Architect (EA) of the Sparx platform 
which was used as a basis for modeling, development and security analyses made in 
UML (Unified Modeling Language). In the CCMODE project a special plug-in for 
EA was worked out. The plug-in uses basic features of EA system and UML in order 
to support users in defining the TOE security problem and next in solving that prob-
lem by selecting security objectives and functional security requirements (SFRs). 

At the beginning of the CCMODE project the survey of UML software develop-
ment environments was made. As a result, EA was chosen as the most convenient and 
easy platform for third-party software implementations. The EA system is a rather 
cheap solution, known by many IT developers, which enables implementation of ad-
ditional plug-ins in the form of DLL (Dynamic-Link Library) files. The EA system 
uses a database which is open and accessible to programmers so it is quite easy for 
them to build their own tables for the purposes of potential plug-ins. The EA producer 
also expressed preliminary agreement to offer the plug-in for their customers.  

Firstly, the model of the plug-in was made in UML on the basis of functional re-
quirements proposed by IT products developers. The database structure was modeled 
for the ST documents sections data. The toolbox of graphical objects for building 
elements of SPD and ST sections was worked out. The toolbox contains objects of 
assets, security objectives, assumptions, threats, security functions and requirements, 
and connectors for making relations between them. The objects have dialog windows 
which are connected to the knowledge base of the CCMODE Tools system. On that 
basis special wizards windows and inferring procedures were worked out. 

Next these procedures use predefined ST elements stored in the knowledge base, 
e.g. assets types and forms with corresponding threats, threats and corresponding 
objectives, and objectives connected to predefined SFRs. The procedures use many 
other parameters of the objects, for instance: the form and type of assets which influ-
ence the type of adverse actions and possible vulnerabilities, value of assets, possible 
loss or the likelihood of a dangerous security incident. The knowledge base comprises 
the guidelines that help to resolve typical security problems with the use of predefined 
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security objectives, threats, assumptions, and security policies. The predefined ele-
ments of SPD and its solutions are connected by relations through the database in 
order to make the lists of proposed security objectives and SFRs shorter. These rela-
tions are the result of analyses made in the CCMODE project concerning dozens of 
STs and PPs, templates and guidelines describing how to define and solve the security 
problem. The last steps of the plug-in development process were verification and 
validation of a prototype software tool in some ST projects of IT devices. 

The next section of the paper presents some final results of the plug-in application 
for elaborating the ST document of the chosen data diode (FFHDD). 

3 Results of Plug-in Application 

The plug-in tool was used for making the SPD section of ST for the chosen data di-
ode. As a result, the graphical form of SPD and its solution (described in section 2.1 
of this paper) were worked out (Fig. 1). 
 

 ST Security Target Model

«st_security_function»
TSF.CONFIDENTIALITY

«st_asset»
D.SensitveInformation
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S.Attacker

«st_threat»
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A.NETWORK
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OE.PHYSICAL

«st_security_objective_env»
OE.NETWORK

«st_sfr»
FDP_IFC.2

«st_sfr»
FDP_IFF.1«st_dependency»

«st_realization»

«st_covers»«st_covers»«st_counters»

«st_threatens»
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Fig. 1. The ST model of the data diode 

Figure 1 shows all major objects of the plug-in ST toolbox with their mutual rela-
tions: D – assets, S – entities using assets, T – threats, A – assumptions, O – security 
objectives for the TOE, OE – security objectives for the operational environment of the 
TOE, SFR – security functional requirement, and the blue line which groups the se-
lected SFRs into one security function. This graphical form of ST is next automatically 
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pasted to the final ST document in another module of the CCMODE Tools system. This 
module is called documents generator and it uses the design pattern of ST. 

4 Conclusions 

This paper presented the software tool to support developers in elaborating the securi-
ty problem definition – the most important part of the Security Target document. The 
plug-in tool was one of the results of the CCMODE R&D project. The tool is a part of 
the bigger CCMODE Tools system which fully supports security development and 
TOE development processes.  

The paper presents general guidelines for the data diodes developers in accordance 
with the Common Criteria standard. It was noticed that some Polish developers might 
need to accredit similar devices according to the CC standard, that is why the data 
diode was used as an example. The paper provides developers with basic information 
about the security development process which can be supported by the plug-in appli-
cation.  

Therefore the plug-in software tool as well as the whole CCMODE Tools system 
are promising means for supporting developers of IT security enhanced products. The 
plug-in facilitates and speeds up the IT security development process and improves 
the quality of the ST document in the sections concerning security problem to be 
solved by the TOE. The objects used in the plug-in for one device can be reused in 
other projects of similar products. The developer gets a graphical picture of the secu-
rity problem which is easy to analyze and to verify. The selection of security objec-
tives and SFRs is supported by inferring wizards based on the knowledge base. Each 
step of SPD development can be checked and verified by the reports module of the 
plug-in. The reports consist of set of tables which have a similar role to rationale 
tables used in standard evidence documents but this the topic for the next paper. 

Future work will be focused on building a standalone, independent plug-in applica-
tion with its own database in order to separate it from the CCMODE Tools system. As 
a result the mobility of the plug-in can be improved and the costs of deployment and 
implementation can be reduced.  
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Abstract. How do information systems influence and permeate the world and 
the society is the light motif of this paper. The SMS service is so simple yet so 
powerful what was illustrated in this paper as were example implementations. 
The importance of system efficiency was investigated. Laboratory experiments 
were performed to analyse how efficient are those systems. Relationships were 
derived and activity ratio determined that show how system performance could 
be improved through analysis and synthesis of an example information system 
using SMS service. 
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1 Introduction 

Modern world hinges on efficient circulation and processing of information as do 
modern information societies. Information has been commodified. It has been given 
value, is subject to exchange and is even being sold. Modern businesses from tech-
nology as well as other sectors rely on it to operate. A strong case in point is modern 
transport, where information about e.g. current location of means of transport is key 
to successfully run transport processes. In order to address demand for efficient and 
fast information exchange, two telecommunications services are provided: electronic 
mail enabling users to communicate using text and image as well as SMS (Short Mes-
sage Service) enabling sending text messages over digital GSM cellular networks.  

SMS services have been delivered for over 20 years now almost in identical for-
mat. It is a telecommunications phenomenon. Ian Pearson was the first to conceptual-
ise communication based on short text messages back in early 90's of the XX century. 
His vision materialised already on December 3rd 1992, when in Great Britain a Voda-
fone employer by the name of Neil Papworth sent Christmas greetings to work col-
leagues via SMS. Enthusiastic reception of new communication form encouraged the 
company to introduce a new service [1]. Originally, it was intended to serve as a noti-
fication tool, providing status updates about the network, downtimes etc. No one ex-
pected, that fairly straightforward service would revolutionise the telecommunications 
industry. The extraordinary success of SMS messaging is blatant. It was down to its 
simplicity, speed and reliability. Therefore it is hardly surprising it manages to rein-
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vent itself time and time again in new areas of technology, especially thanks to intro-
duction of the SMPP protocol (Short Message Per to Peer Protocol) [2]. Information 
systems are one of those areas, where many sectors (e.g. transport) benefit vastly from 
the speed and simplicity of obtaining information in that manner. 

2 SMS in Information Systems 

In order to become entirely (to the maximum possible extent) independent from ex-
ternal providers, new solutions have to be devised enabling easy SMS implementation 
and integration with information systems. Those solutions necessitate dedicated, 
highly customisable system software. The ActiveXperts SMS Messaging Server 
framework class software provides just that [3]. It is dedicated for sending, receiving 
and processing SMS and email messages as well as creating own applications using 
those functions and mechanisms. Combined with hardware (server, GSM modem) 
and database access that software enables creating information systems performing 
various informational functions e.g. query-response. Functional diagram of such sys-
tem was illustrated in figure 1. 

 

Fig. 1. Basic functional diagram of information system 

A real life example would be e.g. a system informing about border wait times at 
crossing points situated along Polish Eastern border. For logistics contractors as well 
as lorry drivers it is a very important parameter which directly influences transport 
and logistics processes. In order to meet expectations of all of those stakeholders, 
Customs Chamber in Bialystok publishes publicly that data via Web Service. It en-
ables to automatically download data from the server, without any input from the 
user. That data may be used to compute optimum route, analyse traffic passing 
through border checkpoints etc. Furthermore, the scope of data was expanded by pro-
viding information about traffic vehicle type: passenger cars, lorries and coaches [4]. 
The scope and easy access to the data means that implementation of such information 
system comes easily using the aforementioned hardware and system software Ac-
tiveXperts SMS Messaging Server. Neither an Internet access is required nor visiting 
any particular website. The system requires inputs via SMS in predetermined format 
and returns wait times in reply message. Fig. 2 shows an example query and its proc-
essing through the system. SMS message reading PL.UA queries about border wait 
times at Polish border to cross into Ukraine. The reverse UA.PL means the opposite 
crossing direction. 
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Fig. 2. Example SMS query submitted to the information system. 

There are far more examples including e.g. a system informing about petrol prices 
in given region of the country. They all could be described as simple, flexible and 
easy to access - key features in transport. Hence those solutions are so interesting and 
worthwhile. Their capability to process given number of queries (SMS messages) in a 
time period defined as system performance is a key metric as well as system utilisa-
tion. Of course, efficiency related issues are not the sole concern when designing 
information systems. Among the most important factors, especially in rail transport 
are influence of electromagnetic interference (mainly low frequencies) [5] and system 
reliability in relation to its structure [6]. 

3 SMS Query Processing Times 

Authors' previous body of work [7] presented detailed measurement results obtained 
when testing an SMS based information system. The purpose of those measurements 
was to determine turnaround for processing SMS queries using standard-issue GSM 
modems. Another condition, aimed at cost cutting and increasing flexibility, was us-
ing solely a Polish cellular service provider without any intermediary providers and 
not using the SMPP protocol. The test involved sending 10, 20, 50 and 100 SMS mes-
sages via different mobile operators (Orange, Plus, Play, Heyah), different GSM mo-
dems and at different times of day. Example and partial measurement results, here 
meaning SMS sending times, were collated in table 1. 

Test results did not prove turnaround times varied depending on amount of SMS 
messages per batch, neither they did across GSM networks. Sending time was no-
ticeably slower, depending on SMS batch size, only in case of Orange mobile opera-
tor. Message chronology was disrupted only on the Orange network as well (each 
SMS message was tagged with a unique ID). This issue was not observed for other 
cellular networks. Test results served to determine boundary values and expected 
turnaround times, which should be assured by the analysed SMS messaging system. 
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Table 1. Mean sending times of SMS queries via GSM network  

GSM network Orange Plus Play Heyah 

Signal strength 51% 55% 52% 53% 

SMS batch tmean tmean tmean tmean 

10 2.200 2.300 2.000 2.400 

20 2.175 2.200 2.125 2.100 

50 2.730 2.290 2.030 2.200 

100 2.770 2.150 2.065 2.185 

4 Information System Performance 

Note that the information system designed using the aforementioned guidelines re-
sembles in terms of operating principle a central server. It was well documented in 
papers [8, 9] and substantiated by many examples. The information system in ques-
tion consists of a SMS server, operating as a central unit S1 controlled by processor 
P1. The server is connected with GSM modems i.e. input/output units Si which are 
also controlled by built-in but less powerful processors Pi (i = 2, 3, ..., M). Modems 
are receiving requests (SMS messages) which are fed to the server for processing. The 
server receives SMS message, queries database, formats the response and feeds to a 
GSM modem. The server and processor P1 additionally run their operating systems 
and database, therefore they need to be equipped with sufficient computing power and 
have a necessary operating window. This approach allows to view the analysed in-
formation system as a generalised model of closed exponential network. Figure 3 
shows its diagram. 

 

Fig. 3. Diagram of the generalised information system model 
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It was assumed that a SMS message could not be lost due to busy GSM modem - 
GSM network would not release a message when busy and its memory buffer is, as 
far as information system is concerned, unlimited. SMS processing times obtained by 
processor Pi of each modem are statistically independent of each other and are de-
scribed by exponential distribution µi. The SMS queue is organised by the FIFO 
method. The server processes every SMS message for a given time after which it 
generates a response for the modem with probability pi and moves to processing an-
other SMS message. Mean processing times are denoted as follows  

  , where i = 1, ...., M (1) 

Activity ratio of i-th modem Ui (0 ≤ Ui ≤ 1) which determines in which part of 
time interval modem is busy processing incoming SMS message. As per Chang-
Lavenberg theorem [9] 

 =   , where i = 1, ...., M (1) 

and 

 =  =   =     , where i = 1, ...., M (3) 

Thus Ui/Uj is independent of streams xi and xj, therefore for a modem with one proc-
essing channel for any x 

   =  ( ,   )( ,   )  (4) 

Thus 

 ( ) =  
 , where i = 1, ...., M (5) 

and x = x1 

 ( ) =  , where i = 1, ...., M (6) 

Mean number of requests stacked in modem in steady state. 
 

 =  ∑  ( = ) =  ∑ (  ) (7) 

where 

 p(  ) = ( ) ( ,   )( ,   )  (8) 

and 

 G( , ) =  ∑ ∏ ( )( , )  (9) 

   =   (10) 

where Ui is the i-th modem's activity ratio 
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Because 

   = 1 − ( = 0) = (  1) (11) 

 
then for k = 1 the relationship (8) yields 

   = ( ) ( ,   )( ,   )  , where i = 1, ...., M (12) 

for Ui = ρi and 

 G( − 1, ) =  ( , ) (13) 

the following relationship is derived 

 g( , ) =  ( , − 1) +  ( ) ( − 1, ) , where m > 1 and n > 0 (14) 

and 

 ∑ = 1 −  (15) 

Table 2. Quantities g(n,m), [n ≥ 0, Ui(ni) < Ugr] were computed given i = 1, 2, 3, 4  

 γ1 =1.000 γ2 =1.000 γ3 =1.000 γ4 =1.400  

n/m 1 2 3 4 G(n,20) 

0 1.00 1 1 1 G(0,20) 

1 1 2 3 4.40 G(1,20) 

2 1 3 6 12.16 G(2,20) 

3 1 4 10 27.02 G(3,20) 

4 1 5 15 52.83 G(4,20) 

5 1 6 21 94.97 G(5,20) 

6 1 7 28 160.95 G(6,20) 

7 1 8 36 261.34 G(7,20) 

8 1 9 45 410.87 G(8,20) 

9 1 10 55 630.22 G(9,20) 

10 1 11 66 948.30 G(10,20) 

 
The following quantities were assumed for considering information system based 

on SMS server, three GSM servers (hence M = 4) and ActiveXperts SMS Messaging 
Server on the grounds of previous results [7]: µ1 = 20, µ2 = 2, µ3 = 2, µ4 = 5, p1 = 
0.45, p2 = 0.10, p3 = 0.10, p4 = 0.35. Using above values, maximum system process-
ing capability (number of SMS messages N1) was determined given the activity ratio 
Ui of each processor Pi was lower than boundary value Ugr. Obtained results were 
tested with the following condition (16) 

 ∑ =  (16) 

where  determines mean number of messages processed per unit of time. 
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From (15) we get 

 ∑ = 1 − = 0.55 (17) 

Given x = µ1 = 20 we get from relationship (5) γ1(20) = 1.00, γ2(20) = 1.00, γ3(20) = 
1.00, γ4(20) = 1.40. The quantities g(n,m) and activity ratio Ui(n) were computed us-
ing (12) and (15). Table 2 and 3 present obtained results. 

Table 3. The activity ratio was computed Ui(n), [n ≥ 0, Ui(ni) < Ugr] given i = 1, 2, 3, 4  

 γ1 =1.000 γ2 =1.000 γ3 =1.000 γ4 =1.400 

n/ Ui U1 U2 U3 U4 

0 --- --- --- --- 

1 0.227 0.227 0.227 318 

2 0.362 0.362 0.362 0.507 

3 0.450 0.450 0.450 0.630 

4 0.511 0.511 0.511 0.716 

5 0.556 0.556 0.556 0.779 

6 0.590 0.590 0.590 0.826 

7 0.616 0.616 0.616 0.862 

8 0.636 0.636 0.636 0.890 

9 0.652 0.652 0.652 0.913 

10 0.665 0.665 0.665 0.930 

 
Analysis of obtained results aims to find maximum N1, satisfying ∀i ∈ {1, 2, 3, 4}, 

Ui(N1) < Ugr. Given Ugr = 0.80 for obtained results the condition is satisfied for N1 = 
5. Then, using (12) and (10) Ui(n) were determined and = 1.026 , = 1.026 , = 1.026 , = 1.923 were computed. Note that (16) is satisfied proving ob-
tained results correct. It was assumed that to guarantee system stability all processors 
Pi were under uniform load. Table 3 shows that ratio U4 is significantly different from 
remaining activity ratios, U1 , U2 and U3. Probabilities pi are sought for to satisfy 

   = =  (18) 

thus 

    =   =    (19) 

and  

   1 − =  +  +   (20) 

 
and then 

 = 1 −  ∑  = 0.450 (21) 

 =   = 0.122 (22) 
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 =   = 0.122 (23) 

 =   = 0.306 (24) 

Again, given x = µ1 = 20 for p1 = 0.450, p2 = 0.122, p3 = 0.122 and p4 = 0.306 we 
get from (5) γ1(20) = 1.00, γ2(20) = 1.22, γ3(20) = 1.22, γ4(20) = 1.22. The quantities 
g(n,m) and activity ratio Ui(n) were computed again using (12) and (15). Table 4 and 
5 present obtained results. 

Table 4. Computing g(n,m), [n ≥ 0, Ui(ni) < Ugr, U2 = U3 = U4] for i = 1, 2, 3, 4  

 γ1 =1.000 γ2 =1.222 γ3 =1.222 γ4 =1.222  

n/m 1 2 3 4 G(n,20) 

0 1 1 1 1 G(0,20) 

1 1 2.22 3.44 4.67 G(1,20) 

2 1 3.72 7.93 13.63 G(2,20) 

3 1 5.54 15.23 31.89 G(3,20) 

4 1 7.77 26.39 65.36 G(4,20) 

5 1 10.50 42.75 122.64 G(5,20) 

6 1 13.83 66.09 215.97 G(6,20) 

7 1 17.91 98.68 362.65 G(7,20) 

8 1 22.89 143.50 586.73 G(8,20) 

9 1 28.97 204.36 921.47 G(9,20) 

10 1 36.41 286.18 1412.43 G(10,20) 

11 1 45.50 395.28 2121.59 G(11,20) 

 

Table 5. Determining activity ratio Ui(n), [n ≥ 0, Ui(ni) < Ugr] for i = 1, 2, 3, 4  

 γ1 =1.000 γ2 =1.222 γ3 =1.222 γ4 =1.222 

n/ Ui U1 U2 U3 U4 

0 --- --- --- --- 

1 0.214 0.262 0.262 0.262 

2 0.342 0.418 0.418 0.418 

3 0.427 0.522 0.522 0.522 

4 0.488 0.596 0.596 0.596 

5 0.533 0.651 0.651 0.651 

6 0.568 0.694 0.694 0.694 

7 0.596 0.728 0.728 0.728 

8 0.618 0.755 0.755 0.755 

9 0.637 0.778 0.778 0.778 

10 0.652 0.797 0.797 0.797 

11 0.666 0.814 0.814 0.814 
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Note that now the maximum system processing capability (number of SMS mes-
sages N2) determined given the activity ratio Ui of each processor Pi lower than 
boundary value Ugr = 0.8 was N2 = 10. Mean number of messages was = 0.950 , = 1.350 , = 1.350 , = 1.350 respectively. Note that (16) is satisfied in 
this case as well thus proving again obtained results correct. Uniform load applied to 
each GSM modem allows to double the number of processed SMS messages thus 
increases system performance twofold. 

5 Conclusions 

In the world where exchange and processing of information is critical, data communi-
cations information systems play a vital role. Their flexibility and versatility  
combined with easy implementation on system level creates practically unlimited 
opportunities for application. Further conducive to that is fairly straightforward hard-
ware and availability of system software with broad customisation capabilities. Com-
bined with classic SMS services, it becomes a complete solution facilitating data ex-
change in query-response format. A number of issues, however, would need to be 
resolved prior to practical implementations. Some of them are performance related i.e. 
the capability to process a predetermined batch of information and queries submitted 
over a given time period. The activity ratio may serve as a parameter describing that 
performance. In the analysed case, it was proven that the ratio depends not only on the 
number of queries (messages) to process, but also their even distribution and alloca-
tion across input/output devices. If successfully carried out, processing capabilities 
are doubled thus increasing twofold performance of the entire information system. 
The difference in performance is so significant it shall be subject to further research 
aimed at determining possible practical implementations into real life information 
systems. 
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Abstract. This paper describes a new approach to production data monitoring 
and reporting. The monitoring and reporting system called SMARP is com-
posed of a small transponder, located on the plant floor, and a server, which can 
be located anywhere in the Internet. The main goal of SMARP is to provide the 
manufacturing decision maker with aggregated on-line process data in order to 
describe the effects of the plant operation, the effectiveness of the plant equip-
ment and the causes of loses, such as accidents, damages and stoppages. The 
user of SMARP can also be the plant owner or any other authorized person, 
who can connect to the server through an arbitrary communication device, e.g. a 
laptop, a tablet or a mobile phone. 

Keywords: production monitoring, SCADA, Internet based SCADA, manufac-
turing execution system. 

1 Introduction 

A typical plant consists of machines and devices arranged into production lines, and 
operating under the control of local controllers, which acquire data from the sensors and 
convey commands to the actuators of those machines and devices. Local controllers 
communicate through a computer network (a field bus) with supervisory controllers, 
which monitor and coordinate the plant operation. The main tasks of a Supervisory 
Control and Data Acquisition (SCADA) system are: Acquiring process data from the 
plant sensors, detecting alarms and abnormal situations, presenting the data to human 
operators and executing the operator commands. The scope of data and the way of 
presentation match the needs of an operator who controls the plant operation.  

Control systems can be interfaced to an Enterprise Resource Planning (ERP) sys-
tem, which looks at production orders and aggregates the process data to describe 
economic effects of the plant operation. SCADA server can be used as a gateway 
between the company's control and enterprise networks. The scope of data acquired 
and reported by ERP system match the needs of the manufacturing decision maker. 

Typically, control systems reside on the plant floor and support on-line activities of 
the process operators, while the enterprise management systems reside on the main 
servers and support activities of the economic department of the company. The draw-
backs are: High cost of the control and management systems, a dependence on partic-
ular vendors and restricted access to the process data, which is locked in a control 
room and accessible only to engineers trained to operate the proprietary systems. 
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The rest of the paper is organized as follows. Section 2 introduces SMARP system. 
Related work is discussed in Section 3. The architecture of SMARP server is shown 
in Section 4. An XML-based method for specifying the server is described in Section 
5. A model of the server operation is introduced in Section 6. A discussion of the 
project status and the plans for future work are given in Conclusions. 

2 Overview of SMARP 

The described traditional SCADA-ERP architecture does not fit well the needs of the 
owners of small enterprises, who cannot afford such expensive systems, and who 
need a cheap solution with a possibility to monitor and control their businesses from a 
remote area. An alternative solution, much cheaper and more flexible than the tradi-
tional one, can be an Internet-based system for production monitoring, analysis and 
reporting (SMARP), which utilizes the public Internet infrastructure and offers a pos-
sibility to monitor and control the business aspects of the plant operation from any-
where in the world. The architecture of SMARP is shown in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The architecture of SMARP 

The system consists of two basic components:  

• SMARP transponder, which acquires the selected process data items; 
• SMARP server, which stores, processes and presents the data to the users. 

The transponder is a local device, which does not interfere with the plant operation. 
It acquires the process data from the controllers and additional sensors, and sends the 
data to the server through the Internet. The server is a computer which can be located 
anywhere in the network, e.g. on-site or in a cloud. The user of the server is the manu-
facturing decision maker, e.g., the plant owner, who can connect to the server through 
an arbitrary communication device, e.g. a laptop, a tablet or a mobile phone. 
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The advantages of SMARP architecture are the following: 

• Low cost and ease of the system deployment. 
• No need for individual programming of the server. 
• High flexibility and the ability work in a cloud environment. 
• Openness of the architecture and the communication standards. 

3 Related Work 

SCADA system provides the means to monitor and control plant devices from a cen-
tral location. A typical system is deployed with proprietary software and hardware 
and with dedicated communication infrastructure. The technology is old and a general 
description can be found in many places, e.g. [1,2]. 

OPC is a technology developed by OPC Foundation in order to interface industrial 
controllers with popular PC computers. The first version (1998) was tied to Microsoft 
OLE and DCOM technologies, however, the latest version OPC UA (2012) is tech-
nology independent. A suit of standard specifications can be found in [3]. 

Internet SCADA (iSCADA) is a newer approach, characterized by the use of the 
Internet infrastructure to combine traditional SCADA design with the open communi-
cation protocols, services and data formats in order to deliver cost-effective SCADA 
solutions. The approach is still subject to research effort. One example is the system 
architecture described in [4,5], which  consists of SCADA server and web server lo-
cated at intranet, a firewall that separates intranet from the Internet, and a set of web 
clients. SCADA server supervises PLC controllers working over a control network 
and communicates with web server over the intranet. The clients can be located both: 
In intranet or in the Internet. They are computers, mobile phones or tablets, which use 
a standard web browser to access the web server. iSCADA solutions are offered by 
several vendors [6,7]. 

Our work fits partially into iSCADA approach; however, our goals are different. 
We do not want to build another SCADA system, to support process operators and to 
replace the existing systems. Instead, we intend to develop a production monitoring 
and reporting tool, to support the manufacture decision maker in controlling the eco-
nomic effectiveness of the plant. Business scenarios can be the following. 

The owner of a small enterprise that maintains a production line and a few aux-
iliary machines controlled by local controllers, neither needs, nor can afford the ex-
pensive SCADA system. Instead, he or she can deploy a simple transponder with few 
sensors, like photocells to register the products, and send the process data to a server 
located in the Internet cloud. The plant owner can rent an access service on subscrip-
tion basis and pay small monthly installments, instead of paying for the entire invest-
ment. The service allows him to access the data by means of a web browser from an 
arbitrary place. 

A huge enterprise with several production lines and full-fledged control and ma-
nagements systems can maintain a proprietary SMARP server, installed on the plant 
floor. The system can serve management staff to analyze the overall equipment effec-
tiveness (OEE), track and trace the products, and monitor the alarm conditions. 
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4 Architecture of SMARP Server 

The conceptual architecture of SMARP server is shown in Fig. 2. The server receives 
a continuous stream of messages that convey process data sent by transponder (or 
transponders) attached to the plant installation. Messages can also be received from a 
touch panel, which can be attached to the transponder. An independent source of the 
server activity is a timer module, which counts time signals and triggers periodical 
computations within the server. All the input messages are temporarily stored in an 
input queue, from which they are fetched and processed in a sequential way. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The architecture of SMARP server 

A single server can receive process data from several transponders, attached to the 
same or to different plants. Data related to the same plant are stored and processed 
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• Presentation of the plant operation using measured as well as derived variables. 
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5 Specification of SMARP Server 

All types of the process data stored within the server and all types of data processing 
are defined in a system specification, which is written in the form of a set of XML 
documents. The specification is compiled by an automatic tool and deployed on the 
server. No custom programming is needed in order to put a server (a server instance) 
into the operation. This enables fast deployment and helps in keeping low design cost.  

SMARP specification consists of the following documents: 

• Types.xml – reusable library of types of measured and calculated variables; 
• Expressions.xml – reusable library of expressions to calculate derived variables; 
• Sensors.xml – definitions of measured variables; 
• Derived.xml – definitions of derived variables; 
• Constants.xml – definitions of constants, such as alarm thresholds; 
• Alarms.xml – definitions of alarms; 
• Factory.xml – description of the plant structure. 

Types give semantic context to variables. A type has a name and a description of 
the data format, the physical entity, and the unit of measure. For example: 

<types> 
   <type name = "Temp" type name 
         data = "float" data type, e.g. float, string etc. 
         kind = "temperature" physical entity  
         unit = "C" unit of measure, e.g. Celsius 
   /> 
   .......................  other type definitions 
</types> 

Sensors are process variables measured by sensors attached to the plant devices 
and transmitted by the transponder. A variable has a name, a set of attributes and a set 
of values. Names and attributes are specified in the following way: 

<sensors> 
   <item name  = "t1" variable name 
         type  = "Temp" type name 
         mode  = "0" processing mode 
         cycle = "10" measurement and reporting period 
   </item> 
   .......................  other variable definitions 

</sensors> 

Values of a measured as well as derived variables consist of the current value, time 
stamp and the current processing mode. Values are not specified in a file, however, 
they are stored and processed in memory during the server operation. The processing 
modes can be the following: 
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• 0 – variable is not processed; 
• 1 – the value is stored in memory; 
• 2 – the value is stored in memory and archived in the persistent history log. 

Constants are defined as measured variables with processing mode set to 0. 
Expressions define rules for calculating values of derived variables. An expression 

has a name, a list of formal parameters and a body written in XEXPR language devel-
oped by W3C [8]. Expressions can contain functions. For example: 

<expressions> 
   <expression name = "exp1" > expression name  
      <arguments> 
         <item name = "x"  the first formal parameter 
               type = "Temp" 
         /> 
         ..................  other formal parameters 
      </arguments> 
      <expr> 
         <add> <x/> <x/> </add> XEXPR body (here: 2x) 
      </expr> 
   </expression> 
   ..................... other expression definitions 
</expressions> 

Derived variables store the process data, which are not measurable directly, but 
which can be calculated from other variables (measurements) by means of expres-
sions. The specification of derived variables is compatible with the specification of 
measured variables, but it contains a few additional attributes. For example: 

<derived> 
   <item name   = "l1"  variable name 
         type   = "Unit_1" variable type 
         mode  = "0" initial processing mode 
         source = "exp2" expression name  
         order  = "120" >  sequence of computation 
      <arguments> 
         <item name = "t1" /> the first actual argument 
         <item name = "a"  />  the second actual argument 
         ..................  other actual arguments 
      </arguments> 
   </item> 
   .......................  other variable definitions 
</derived> 

Alarms are abnormal situations, which may require intervention. Each alarm is as-
sociated with a derived variable called alarm reporting variable. If an alarm is raised, 
the variable is set to a positive value. Thus, an alarm is detected in the body of an 
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expression used to calculate value of reporting variable. Alarm has a name, a report 
variable, and a list of panel, sms and e-mail addresses. For example: 

<alarms> 
   <alarm name   = "A_t1"  alarm name 
          report = "state" > name of the report variable 
      <phones> 
         <sms> 
            <to> 123456789 </to> telephone number 
            <note> text </note> sms contents 
         </sms> 
         ..................  other sms definitions 
      </phones> 
      <mails> 
         <mail> 
            <to> xx@ex.com </to>  e-mail address 
            <note> text </note> e-mail contents 
         </mail> 
         ..................  other e-mail definitions 
      </mails> 
   </alarm> 
   .......................  other alarm definitions 
</alarms> 

The structure of the plant equipment consists of machines, which are assembled in-
to production lines. The structure and interconnections of those lines form a graph, 
which nodes are machines and edges are machine connections. Therefore, the plant 
structure is specified as a graph of machines, described in GraphML language [9].  

6 A Model of the Server Operation 

SMARP server specification can automatically be compiled into tables stored in a 
relational database (Fig. 3).  

Attributes of all the measured and derived variables, as well as constants, are 
stored in a single table Variable. The values of those entities are stored in Data table. 
Whether Data is a relational table or a data structure residing in the operating memory 
of the server, depends on the implementation. Historical values of variables are stored 
in a separate History table. 

Three tables store lists of variables. ListS stores derived variables that should be 
calculated after receiving a new value of each measured variable. ListF stores formal 
arguments of each expression. ListA stores actual arguments of each derived variable. 

When the server is put into operation, its activities are triggered by arriving mes-
sages and by the flow of time. Each time a new transponder message arrives, the serv-
er calculates derived variables listed in table ListS. Panel messages are treated in the 
same way.  
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Fig. 3. Data model of SMARP server 
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web pages, which are generated automatically by the server using the specification of 
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7 Conclusions and Future Work 

The paper describes a new approach to production data monitoring and reporting. The 
monitoring and reporting system, called SMARP, is composed of a local plant trans-
ponder and a remote server located in the Internet. SMARP supports the manufactur-
ing decision makers and provides aggregated process data that describes the effects of 
the plant operation, the overall equipment efficiency (OEE) and the causes of loses, 
such as accidents, damages and stoppages. The user can connect to the server through 
an arbitrary communication device, e.g. a laptop, a tablet or a mobile phone and in-
spect a production line status. 

Currently, we are working on an application of SMARP system in an automated 
plant, which bottles and packs mineral water. 
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Abstract. Software systems are becoming essential parts in many products. 
These are most commonly home devices and other industrial and commercial 
products. Nowadays, with this increasing dependence on software systems, the 
size and the complexity of the software products has increased dramatically. 
The interest on software systems has led to the development of techniques on 
software reliability assessment such as the Non-Homogeneous Poisson Process 
Models, Goel-Okumoto and Yamada S-shaped models. This paper is an analy-
sis on the reliability of the software program of a large telecommunication 
company. An estimation of the Goel-Okumoto model parameters were given 
with the Matlab program, and the parameters of the Yamada’s S-shaped model 
were estimated with the SMERFS software reliability tool. Additionally, we as-
sume that new code is inserted into the software and we estimate the parameters 
of both models. A detailed examination of the results led us conclude that the 
Yamada’s S-shaped model is the most appropriate model. 

Keywords: NHPP models, SMERFS, software reliability measurement, Goel-
Okumoto model, Yamada S-shaped model, 2-stage models. 

1 Introduction 

For critical business applications, high availability is a major requirement as well as 
the reliability which is as well an important component. Customers expect continuous 
availability of new software systems, but very often the software defects, is perhaps 
the most difficult problem, the software industry is facing today. 

The pressure of the software schedule, the resource limitations and the unrealistic 
demands of the users can affect software reliability. The development of a reliable 
software system is pretty difficult when there is a dependence of the modules of the 
software system. It is also quite hard to know if the software that we delivered is reli-
able or not. After the software is marketed, its reliability is checked from the custom-
er’s feedback (problem reports, complaints or compliments etc). Suppliers of software 
systems need to know, if their products are reliable before they are delivered to cus-
tomers. The reliability models have appeared in literature, in an attempt to provide, 
such information to suppliers. 
                                                           
* Corresponding author. 
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In this paper, an analysis of a particular category of time domain models, the Non-
Homogeneous Poisson Process Models, was made. An analysis of the Goel-Okumoto 
and the Yamada S-shaped software reliability model was made and the parameters of 
both models had been estimated, using the failure data of a telecommunication’s 
company software system [4]. Finally, in the last part of this paper, a reliability analy-
sis was made [1], based on these two models, assuming that, a significant amount of 
code, is added on the software after a period of time. 

2 Non-Homogeneous Poisson Process Models (NHPP) 

A software error seems to happen when the output of the software is either different 
from the expected one or from the actual one. During the testing or the debugging 
process of the software, an error on the software is recognized after a failure and this 
error, that caused the failure, is removed [6]. Therefore, the same defect will not hap-
pen again. In this way, the frequency of the errors is decreasing and the software sys-
tem can be released to the markets. Usually, a software reliability growth model is 
characterized by the frequency of its mean value function in order to analyze all the 
failure data. To determine the mean value function of a model, a number of parame-
ters should be estimated from the failure data of course [4].  

The Maximum Likelihood method is the most commonly used technique for esti-
mating the parameters of a software reliability growth model. Usually, the Maximum 
Likelihood equations are somewhat complicated and usually solved by numerical 
solutions using computer programs and libraries [6]. This technique is widely used as 
a standard parametric technique. The NHPP models, can forecast the expected num-
ber of failures in a system of software, but also the future reliability (expressed as 
MTBF), using failure data from later testing phases. These models assume that, fail-
ure intensity decreases when failures and bugs in a software system are detected [4]. 

2.1 Goel-Okumoto Model 

The first NHPP model [4, 5, 9] we introduce was presented by Amrit Goel and Kazu 
Okumoto on 1979. This model has the following mean value function: 

 μ(t)= α(1-e-bt) ,               α>0, b>0 (1) 

The Goel–Okumoto model is probably the most widely used software reliability mod-
el, because of its simplicity and the easy interpretation of model parameters to soft-
ware-engineering-related measurements. This model, which is also a finite reliability 
model, assumes that there are a finite number of faults in the software and that the 
testing and debugging process does not introduce more faults in the software. The 
parameter α, stands for the cumulative number of faults eventually detected and b 
indicates the failure occurrence rate. 
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The failure intensity function of this model is the derivative of its mean value function 
and it is:  

 λ(t)= αbe-bt (2) 

2.2 Yamada S-shaped Software Reliability Model 

The Yamada S-shaped software reliability model was proposed by Yamada and Osa-
ki, at 1984. This model has the following mean value function [4, 7, 8]:  

 μ(t)= α(1-(1+bt) e-bt),         α>0, b>0             (3) 

The parameter α can also be interpreted as the expected total number of faults 
eventually to be detected, and the parameter b represents a steady-state fault detection 
rate per fault. This is a finite failure model with the mean value function μ(t) showing 
the characteristic of an S-shaped curve rather than the exponential growth curve of the 
Goel–Okumoto model.This model assumes that the software fault detection process 
has an initial learning curve, followed by growth when testers are more familiar with 
the software, and then leveling off as the residual faults become more and more diffi-
cult to detect. 

The failure intensity function of this model is [7]:       
 

 λ(t)=αb2 t e-bt                         (4) 

3 Implementation 

The choice of the appropriate model is a very important issue in modeling and analy-
sis of software reliability. 
 

 

Fig. 1. A figure of the cumulative failure data vs time weeks 

In Figure 1 [3], we see the shape of the cumulative failure data (Table 1) versus the 
time week. These data have not a concave behavior, which means that this software is 
not reliable, due to the fact that errors in concave models are instantly repaired [3]. So 
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it requires much more effort to detect the failures in the near future in this software. 
So probably, the Yamada’s model will perform better with these failure data. 

However, no single model of what we presented it has emerged as superior to the 
others [4]. In order to be able to successfully implement the technical reliability of 
software, one must choose the model that is the most suitable to all the failure data 
that will be analyzed. 

Our failure data came from a software of a large telecommunication company: 

Table 1. Data from a software of a telecommunications company ([4]) 

Week Failure 
/cumulative  

Week  Failure 
/cumulative 

Week Failure 
/cumulative 

Week Failure 
/cumulative 

1 3              3 8 32        146 15 7          208 22 3         225 

2 3              6    9 8          154 16 0          208 23 4         229 

3 38          44 10 8          162 17 2          210 24 1         230 

4 19          63 11 11        173 18 3          213 25 2         232 

5 12          75 12 14        187 19 2          215 26 1         233 

6 13          88 13 7          194 20 5          220 27 0         233 

7 26        114 14 7          201 21 2          222 28 1         234 

3.1 Goel-Okumoto Analysis 

In order to be able to find the functions of mean value and the failure intensity we will 
use these data for the calculation of the reliability of this system. We should first of all 
estimate all the parameters of the models. For the Goel–Okumoto model, the method 
of Maximum Likelihood Estimation is used [4]. A Matlab code was used in order to 
calculate the parameters of the Goel-Okumoto model. This code (available in 
http://fileadmin.cs.lth.se/cs/Education/ETS200/Labs/lab4_Reliability/Reliability_del/
go.m) calculates the parameters α, b of this model assuming that the distance between 
the upper and lower bound is 0.001, with b being their average. This code also calcu-
lates the sum of the maximized log-likelihood function (partial derivative with respect 
to b) for b and if this sum is lower than 0, then the upper bound is equal with b, oth-
erwise b is equal with the lower bound. The parameter α is calculated after having 
calculated b. The parameters of the Goel-Okumoto model are:  
 
 

α= 250.3691(total number of faults)    and     b=0.0974 (failure rate) 
 

 
The mean value function of Goel-Okumoto model is:                                              
 

 μ(t)= 250.3691(1-e-0.0974t)  
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The mean value function of the Goel-Okumoto model is shown in Figure 2:  

 

 

Fig. 2. Mean value function of the Goel-Okumoto model 

3.2 Yamada S-shaped Analysis 

For the Yamada’s S-shaped software reliability model, a reliability tool is used that 
was developed from Dr. William Farr [2], the SMERFS (Statistical Modeling and 
Estimation of Software Reliability Functions) tool. This a program for the estimation 
and predictions of the model parameters and the reliability of software systems during 
the testing phase. This tool allows the user to select a specific model but does not 
interpret the results which it exports. Analysts should understand the results. This tool 
calculates all the mathematics and statistics that are needed to interpret all the failure 
data. This reliability tool, also gives all the parametric values of the models but the 
analyst himself, is the one who should decide what results of them are meaningful. 

This tool [2] also produces diagrams for each model with the estimate of all total 
failures but also of the remaining faults. The user is asked to specify whether the data 
is time-between–failure or interval data. 

So we give the SMERFS tool the failure data of the software (Table 1) and we 
have the following estimations for the Yamada’s model:                                 

Table 2. Estimation of S-shaped model using the SMERFS reliability tool. 

Yamada’s S-shaped model  α= 236.62 (total faults by 
this model) 

b= 0.2326 (failure  

occurrence rate) 

 
 
The mean value function of the S-shaped reliability model is shown in the follow-

ing figure: 
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Fig. 3. Mean value function of the Yamada’s S-shaped model. 

The failure intensity of this model (SMERFS tool produces it) is shown in the fol-
lowing figure: 
 

 

Fig. 4. Failure intensity function of Yamada’s S-shaped model by SMERFS reliability tool 

3.3 Two-Stage Goel-Okumoto and Yamada S-shaped Models 

Finally, in our last part of this paper, the reliability analysis is presented, based on the 
failure data, assuming that a large amount of a new code is added in this software [1]. 
So it’s like having two software systems with the following, Goel-Okumoto, for ex-
ample, overall mean value function: 

 
Fig. 5. 2- staged Goel-Okumoto model ([1]) 

It should be noted, that this analysis is also carried out, with the model of Yamada and 
Osaki (S-shaped model). So here we have the failure data for the two software systems: 
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Table 3. Data from a software until the 14th week ([4]). 

Week Failure / Cumulative Week Failure / Cumulative 
1 3                          3 8 32                    146 
2 3                          6   9 8                      154     
3 38                       44  10 8                      162     
4 19                       63 11 11                    173     
5 12                       75 12 14                    187 
6 13                       88 13 7                      194 
7 26                     114 14 7                      201 

Table 4. Data from a software till 28th week 

Week Failure / Cumulative Week Failure / Cumulative 
15 10                       10 22 35                   170  
16 3                         13 23 12                   182    
17 40                       53 24 9                     191  
18 22                       75 25 13                   204  
19 14                       89 26 15                   219  
20 18                     107 27 7                     226  
21 28                     135 28 8                     234  
     

So the failure data are on the two above tables. Let’s assume that we have two Goel-
Okumoto models. It is also assumed [1], that the first mean value function is for the 
period from the 1st week to the 14th week and the second mean value function is for the 
period of the 15th week to the 28th week. For the first Goel-Okumoto model, the Maxi-
mum Likelihood techniques are used, as we have done on the previous part of this paper 
in order to estimate the parameter values of this model. Thus, we found that:  

α1= 563.7287       b=0.0315 

The mean value function of the first Goel-Okumoto model is shown in the follow-
ing figure: 

 

Fig. 6. Mean value function of the first Goel-Okumoto model 

And for the second Goel-Okumoto model the parameters and the mean value func-
tion are:  

α2= 542.8589   and   b= 0.0403 
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Fig. 7. Mean value function of the second Goel-Okumoto 

And for both Goel-Okumoto models, the overall mean value function is something 
like this: 

 

Fig. 8. Mean value function of the 2-staged Goel-Okumoto software reliability model 

For the Yamada’s S-shaped reliability model [1], we still have the same failure data. 
So, the SMERFS reliability tool is used to calculate the parameters of the S-shaped 
model. So, in the first case, for the first Yamada’s model, (1st week- 14th week) we have:  

    α1= 240.1280    and    b= 0.2331 

And for the second case (15th week – 28th week): 

α2=273.277      and     b= 0.2448 

So, the overall mean value function for both the Yamada’s S-shaped models is: 

 

Fig. 9. Mean value function of the 2-staged Yamada’s S-shaped reliability model 
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Fig. 10. Overall comparison figure of the two models (Goel-Okumoto and Yamada S-shaped) 

In this last figure, where the “thicker” (blue) curves are the curves of the Goel-
Okumoto model, a drop (fall) of the second Yamada’s model (red curve) is observed 
and greatly strengthens our view, that the model of Yamada is the best for these spe-
cific failure data. 

4 Conclusions 

In order to implement a model of software reliability we need to estimate the parame-
ters of this model. These estimates are based on the failure data that we have chosen. 
With the Maximum Likelihood Estimation method the parameters of Goel-Okumoto 
model are estimated for the failure data of a software system from a large telecommu-
nications company and the parameters of the Yamada’s S-shaped software reliability 
model are estimated with the SMERFS reliability tool. Based on these estimates for 
the two models, we see that we have fewer errors in Yamada’s S-shaped model 
(around 6%) than the Goel-Okumoto model. The cumulative (real) failures [3] in the 
table tend to create an ‘S’ (small values of failure data in the beginning of the test, 
then quite larger and very small values at the end). For this reason, it is not surprising 
that the model of Yamada (S-shaped) behaves better than the Goel-Okumoto model. 
Furthermore, the values of failure data in the failure intensity function of Yamada’s 
model “fit” the curve, so it is quite reasonable, the fact that Yamada’s S-shaped model 
behaves much better than the Goel-Okumoto model [3].  

In the last part of this paper, it is assumed that new code is inserted to the software 
[1]. So we keep the same failure data until the 14th week, while right after this time 
period, the failures of the 15th week onwards (Table 1), are added to the data of the 
previous period. It’s like having two different software systems, one buggy enough 
and one with much more errors. Having estimated the parameters of both models we 
found that once again, S-shaped model behaves better than the Goel-Okumoto model, 
as there seems to be a reduction of errors in both cases. In the case of this test, until 
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the 14th week we have a reduction of about 57%, while after the addition of the new 
code we have a decrease of 49.6% in the same model.  
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Abstract. In Poland, a problem of lack of radar coverage at certain flight levels 
over certain regions of the country is being observed. Therefore, the Polish Air 
Navigation Services Agency is looking for some better surveillance solutions 
for airspace and airport surface. Multilateration system (MLAT) are part of the 
technology used in aviation for many years. Originally developed for military 
purposes - to identify and determine the position of military airplanes in the air. 
In the system TDOA location method was used (Time Difference of Arrival) - 
the difference between flight time of the aircraft over the sensors.  

Economic analyzes have shown that the installation and maintenance of the 
MLAT, is cheaper and provide more benefits than installing an additional SSR 
radar. The MLAT can provide the desired coverage area, and most importantly 
- can more quickly increase the accuracy of navigation of the aircraft. In addi-
tion, it is worth noting that no moving part of MLAT system is its additional 
advantage. The paper presents an analysis of surveillance systems with particu-
lar emphasis on the of the possibility of replacing radar systems with multilate-
ration. Improving the reliability of the system utility can be done by reducing 
the recovery time of suitability. 

Keywords: surveillance, reliability, air traffic. 

1 Introduction 

One of the major problems of air traffic and transport in Poland is quantitative and 
qualitative development of technical communication, navigation and surveillance 
systems. The point is that the authorities providers of navigation and surveillance 
services ensured technical security of the movement. It is important to take into ac-
count the implementation of European air traffic management programs, including 
programs for implementing the Single European Sky (SES) - such as SESAR (Sin-
gleEuropeanSky ATM Research). [18] 

In Poland, a problem of lack of radar coverage at certain flight levels over certain 
regions of the country is being observed. Therefore, the Polish Air Navigation Servic-
es Agency is looking for some better surveillance solutions for airspace and airport 
surface.  
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Radar techniques were presented for the first time in the thirties of the twentieth 
century. The first radar equipment came from radio equipment HF and VHF range. 
Radiolocation, as the branch of radio, involves using electromagnetic waves to detect 
objects in space, as well as to determine the location and motion parameters. World 
War II was a period of unusually expansive development of radar, contributing to the 
success of many important military operations. After the war, this area was already 
fully educated sphere of technology. Another important stage in the development of 
radar breakthrough occurred in the fifties and sixties of the twentieth century. As an 
achievement of this period may be mentioned, among others, development of methods 
for coding and pulse compression, noise reduction, and electronic search of space. In 
aviation, the creation and development of radar is closely linked to the needs of 
ground traffic control, which with a picture of the situation in the air provide naviga-
tion guidance to the pilot by radio . There are two types of radar because of the way of 
action. There are active and passive radars. Active works by sending radio waves into 
the localized object, and then waiting for a response and received it in the form of, for 
example, the reflected echoes of the radio. Passive applies only to reception of elec-
tromagnetic waves caused by radiation own object detected. Distance from the radar 
equipment is determined by the measurement of time traveling away from the radar to 
the detected object and back.  

In the aviation technique pulse radars prevail. These radars works in a rhythm, 
which is responsible for the timing generator. A crucial element in the radar is anten-
na. It is often the most expensive element, and therefore it is important to pay a lot of 
attention to its parameters. [1,6] Nowadays, we have primary and secondary surveil-
lance radars. 

2 Secondary Surveillance Radars (SSR) 

Secondary radar sees only aircraft equipped with a transponder, which is a wireless 
communication device, allowing identifies the aircraft and determines its height. The 
principle of SSR radar is  sending a pulse train at a given frequency (1030 MHz) and 
waiting for a response. The transponder responds at 1090 MHz, if specifies the result-
ing pulse train as normal. This means that the transponder is a radio transmitter and 
receiver, which operates at a frequency of the radar. The diagram below illustrates the 
principle of SSR (fig. 1). 

Transmission between the transponder and the secondary radar is at one mode. The 
mode we call the interrogator pulse sequence which extractor uses to determine the 
parameters of the position of the aircraft. There are the following modes used nowa-
days: 

• Mode A - mode identifying civilian aircraft in the approach landing path, the cor-
relation of the data received from flight plans allows to label the landing aircraft; 
transmission in A, however, is often unreliable; 
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Fig. 1. Architecture of SSR radar 

• Mode 3 (3 / A) - used in military aviation, on request in this mode - the trans-
ponder corresponds to the four-digit code assigned by air traffic control; 

• Mode C - transponder replies stating the flight level encoding altimeter set to 
QNE pressure; 

• Mod S - gives you the ability to assign individual 24 -bit ICAO code for each air-
craft, for a total of 16 777 216 possible codes, may use bilateral data link (fig. 2). 
Similarly to the primary radar, secondary radar two -flying aircraft close to each other 
can imagine on the display as a single marker. With heavy traffic near airports, the 
phenomenon of garbling is very possible. The only solution to this is a selective num-
ber, so that only one answer is requested at a time. This allows the operation of the 
system using mode S (selective). In the case of S, each member of the ICAO had been 
assigned a block of codes that can be assigned to aircraft. The way to distinguish  
 

 
Fig. 2. SSR radar work with mode S 
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broadcast codes of civil aircraft depends solely on military encoding rules prevailing 
in the Member State of ICAO. If necessary, the codes can also be transmitted to other 
vehicles traveling on the airport surface. [11] 

Application of SSR radar enables the identification of aircraft using a variety of 
procedures, such as: 

• Recognition of the distinctive emblem of the aircraft on radar label; 
• Recognition of the radar label previously assigned a unique code; 
• Recognition of the radar label distinctive emblem of the aircraft equipped with 
Mode S; 
• Transfer of radar identification; 
• Observing the command to adjust specific code. 

3 Multilateration System (MLAT) 

Multilateration system (MLAT) are part of the technology used in aviation for many 
years. Originally developed for military purposes - to identify and determine the posi-
tion of military airplanes in the air. In the system TDOA location method was used 
(Time Difference of Arrival) - the difference between flight time of the aircraft over 
the sensors. Sensors are one of the basic components of the MLAT. Their strategic 
location should allow the greatest possible coverage of airspace. Its task is to listen for 
answers to questions typical for secondary surveillance radar. Each station receives 
the response of the aircraft at another time. With advanced computing techniques 
hyperboloids are determined for each sensor. The intersection of the hyperboloid is 
the identification of the position of the aircraft. To locate an object in 3D space re-
quires at least four antenna feeders, which results rule that the N antennas of the re-
ceiver allows you to specify N - 1 hyperboloid (fig. 3). 

 

 

Fig. 3. Multilateration system workout 



 Reliability Assessment of Cooperation and Replacement of Surveillance Systems 407 

Economic analyzes have shown that the installation and maintenance of the 
MLAT, is cheaper and provide more benefits than installing an additional SSR radar. 
The MLAT can provide the desired coverage area, and most importantly - can more 
quickly increase the accuracy of navigation of the aircraft. In addition, it is worth 
noting that no moving part of MLAT system is its additional advantage. The sensors 
used are small and easily accessible, i.e. the radar needs all infrastructure and massive 
current source and a sensor can be easily located on an existing structural member.  
Comparison of the two systems architecture is shown in Fig.4. 

 

Fig. 4. Comparison of the two systems architecture 

However, an important advantage of the hyperbolic system is the fact that the ex-
clusion of one sensor would not exclude from working the entire system. The required 
coverage area is achieved by other operating elements. Interruption in power supply 
to one of the radar causes no cover to a large part what may constitute a danger in 
performance of various air operations. [16] 

4 Analysis of the Possibility of Replacing Radar Systems  
with Multilateration in Terms of Reliability 

It is possible to create an advanced integrated system which consists of different 
sources of surveillance, for example multilateration and radar, where we would have 
basic system (multilateration) and reserve system(radar). 

Damage of one of the systems moves it from the state of full ability RO (t) to the 
state of the impendency over safety unreliability QZB (t) [12,13,14]. Figure 5 shows 
the relationships in the integrated surveillance system in terms of reliability [15]. 
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Fig. 5. Relations in the system 

Denotations in figures: 
RO(t) – the function of probability of system staying in state of full opera-

tional capability 
QZB(t) – the function of probability of system staying in state of the im-

pendency over safety, 
QB(t) –  the function of probability of system staying in state of unreliability 

of safety, 
λZB1, λZB2  – transition rate from the state of full ability into the state of the 

impendency over safety, 
μPZ1, μPZ2 – transition rate from the state of the impendency over safety into 

the state of full ability, 
λB1, λB2 – transition rate from the state of state of the impendency over 

safety into the state of unreliability of safety. 
 

The system illustrated in fig. 5 may be described by the following Chapman–
Kolmogorov equations: 
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Given the initial conditions: 
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The following system of linear equations we get after Laplace transform: 
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Modelling of Process of System Maintenance 
Computer simulation and computer-aided analysis facilitate to relatively quickly de-
termine the influence of change in reliability-exploitation  parameters of individual 
components on reliability of the entire system. Of course, the reliability structure of 
both the entire system and its components has to be known beforehand. 
Using computer aided allows to perform the calculation of the value of probability of 
system staying in state of full operational capability RO. That procedure is illustrated 
with below example. 
 
Example: 
The following quantities were defined for the system: 
 
-test duration - 1 year (values of this parameter is given in [h]): 

[ ]h8760t =  

 -transition rate from the state of full ability into the state of the impendency over 

safety λZB1 (failure of multilateration): 

000006,01 =ZBλ  

  
-transition rate from the state of full ability into the state of the impendency over safe-

ty λZB2 (failure of radar): 

000001,02 =ZBλ  

  
-transition rate from the state of state of the impendency over safety into the state of 

unreliability of safety λB1 (failure of multilateration): 

000001,01 =Bλ  
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-transition rate from the state of state of the impendency over safety into the state of 

unreliability of safety λB2 (failure of radar): 

000006,02 =Bλ  

  
- intensity transition rate from the state of the unreliability of safety into the state of 
the impendency over safety µB1: 
 

1,01 =Bμ  

We obtain: 
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Assuming 1,01 =PZμ  , 2,02 =PZμ  and using the Laplace’a transformation  we 

receive:  

999935,0=OR  

The data contained in the example are given for instance in order to verify the cor-
rectness of the methodology presented. In further consideration of the described sys-
tem the authors expect to carry out research in selected airports and obtain real data 
on the analyzed systems. 

5 Summary 

The presented process of surveillance systems analysis allows us to determine the 
level of reliability of the proposed integrated system. This is possible by using the 
different two systems which can work together and that can ensure an adequate level 
of reliability indicators. 

The paper presents an analysis of surveillance systems with particular emphasis on 
the of the possibility of replacing radar systems with multilateration. Improving the 
reliability of the system utility can be done by reducing the recovery time of suitability. 
In a further study of this issue should be sought to determine the relationship between 
financial inputs, sometimes associated with the restoration of full ability, and the 
probability of systems staying in the highlighted technical conditions. 
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Abstract .The monitoring of transformers ensures the continuity of their opera-
tion. The diagnosis of the insulating oil is an effective method of preventing 
malfunctions and avoids them. This work involves the adaptation of two swarm 
intelligence metaheuristics: ant colony optimization and bee colony optimiza-
tion in the diagnosis of transformer oil. A method of hybridization of the two 
approaches is proposed. The comparison of the three algorithms shows that the 
hybrid algorithm yields better results. 

1 Introduction 

Electrical transformers play a major role in the distribution and the transmission of 
electrical energy, and we need a reliable diagnosis to avoid accident and maintain the 
service [1]. Mineral oil used in power transformers reveals the state of the active part. 
[2] – [3]. The use of the methaheuriscs is a promoted technique in the domain of di-
agnosis [4].In this chapter we will elaborate the diagnosis of the transformer’s oil by 
the ant colony optimization, the bee colony optimization and we will propose a hybrid 
structure. [5] 

The ant colony optimization is designed to solve combinatorial problems, such as 
the problem of finding the shortest path (the salesman problem). [6] – [7] 

The bee colony optimization is also a multi-agent system that explores the space 
solution, and provides us with what we call feasible solutions. Both algorithms use 
different strategies of search, and have different features. 

2 A General Approach to Solve the Problem of Diagnosis 

Formally, a problem of combinatorial optimization is triple (S, f, Ω ), where S is the 
set of candidate solutions, f is the objective function that assigns a value to each  

solution « s » belonging to the set S, and Ω  is the set of constraints. The set of solu-

tions « SS ⊆
−

 » That satisfies the constraints « Ω  » is called the feasible solutions. 
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Our main work is to adapt the problem of transformer’s oil diagnosis to the ACO 
and the BCO algorithm.  

Considering the nature of problems solved by these two algorithms, the transfor-
mer's oil problem needs to be formulated in term of a combinatorial problem. 

We acquired a data base gathering the physico-chemical tests results for a large 
number of samples, which are regrouped into four categories (to keep, to filter, to 
regenerate, to discard). 

The main idea is to compare the tested sample with the samples of the data base. 
The decision attributed to the tested sample will be the same as the decision on the 
most similar sample of the data base.  

To get more reliable decision, the tested sample is compared with more than one 
sample and the decision will be represented as percentages of similarity. 

 Several functions of comparison can be considered. The simplest one is expressed 
as 

 
 (1) 

 
CE The six characteristics of the oil to test. 
CB The characteristic of the sample picked by the ants from the database. 
 
The function of comparison is used to calculate the heuristic information and the 

amount of pheromone. 

2.1 The Law of Movement  

During the construction of the tour, the ants move from one sample to another accord-
ing to a law of movement defined by a probability and obey to a predefined con-

straint. 
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iJ  : The set of the visited samples, and « t » is the iteration. 

The constraint imposes a zero probability for the visited samples. 

2.2 The Heuristic Information  

The heuristic information is the desire to move from sample ‘I’ to a sample ‘j’, it is 
defined using the function of comparison F. At first, the movement of ants starts from 
random samples, and then it converges eventually to a tour in which the components 
are of the same decision. The heuristic information optimizes the time of computation 
by guiding ants to start evaluating samples with similar decision first.  
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2.3 The Pheromone  

The pheromone is a principle parameter that determines the performance of our algo-
rithm. The amount of pheromone can be constant or variable. In order to reduce the 
time of computation, the amount of pheromone is variable as a function of the quality 
of the solution.[3.2] 

),(

1
)(

1 i
tr
i EEF

tour


=Δ
=

τ                     (3) 

 
)()()1( tourtt jj τττ Δ+=+                   (4) 

E: The tested sample. 
Ei: the sample « i » of the formed tour (the solution) 
tr: The number of samples that form the tour  

jτ
 : The pheromone of the sample « j ». 

τΔ : The amount of pheromone  
When an ant completes a tour, it starts the next from the sample at which it had 
stopped. 

2.4 The Evaporation  

The evaporation encourages the ants to explore new paths and allows them to forget 
the bad solutions, thus it limits the search in a sub-set of optimal solutions. 

)1()()1( ρττ −×=+ tt j  (5) 

jτ
: The pheromone of the sample « j ». 

Where ρ is a real number from [0, 1] defining the rate of evaporation. [8] 

According to the experts, the sample 1 is to keep, the sample 2 is to regenerate, the 
sample 3 to filter and the sample 4 is to throw. 

These graphs represent the decision, optimized by the ant colony in percentage, as 
a function of the number of iterations. 

We apply the ACO, but only the results on the sample two from Table 1 are plotted 
since it sheds light on all the problems we had so far. 

Table 1. The fours samples analyzed by the experts 

The samples 
The color 

index 

the viscosi-
ty at 40°C 

(Cts) 

 

The acidity 
(mgKOH/g)

Dielectric 
Strength 
(kV/cm) 

 

The Dissi-
pation 
factor 

The water 
content 
(p.p.m) 

1 0.7 10.23 0.012 57 0.072 16 

2 2.3 10.87 0.091 22 0.019 40 

3 4 10.23 0.06 32 0.063 26 

4 4.5 11.19 0.42 30 0.55 42 
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Fig. 1. The diagnosis of the sample E2 by the ACO 

The decision given by the ACO for samples « 1 », « 2 », « 3 » are fine, however 
the decision for sample « 2 » (which is to keep) does not agree with the one provided 
by the experts (to regenerate). We notice that the ants converge to the solution after 
only a few iterations, Fig. 1; this is due to the accumulation of pheromone by the first 
samples trapping the ants inside a loop. 

To eliminate this problem, we introduce the algorithm of the roulette wheel selection. 
The origin of the algorithm is a randomness game known in the casino. The algo-

rithm is designed such as the randomness is present; but the best elements have the 
highest chances to be chosen. [9] 

 

Fig. 2. The diagnosis of the sample E2 by the ACO+ RWS 
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Using the function of comparison we attribute weights to the samples upon their 
qualities defined by the pheromone and the heuristic information. The ants use the 
RWS on the sample’s weights to choose the next sample to visit.  

The application of the RWS algorithm helps the ants to avoid getting into a loop. 
We also note that all the decisions were up to the requirements of the experts ex-

cept for the sample « 2», which is “regenerate” and not “to keep” as yielded by the 
ACO fig. 2.  

In fact, the regeneration is a procedure that eliminates, by use of Chemicals and ad-
sorbents, contaminants and acid colloidal and degradation products of the oil, where-
by the property that has an influence on the decision regenerate is the acidity of the 
oil, otherwise the oil is likely to keep. We note that the function of comparison con-
siders the information given by the value of the acidity as one sixth of that provided 
by the other characteristics. This behavior neglects the information given by the acidi-
ty and lead to false results. 

To mend to this problem, the artificial ants must check the acidity when they start 
converging to the decision "to keep" and decide whether the sample is in fact "to 
keep" or "to regenerate". This way the decision does agree with that of experts Fig. 3.  

The decision "Filter" depends mainly on the values of the dielectric strength, the 
water content and the loss factor "tan δ", since the latter will be improved to the extent 
that it depends on the water content. 

The same procedure is applied to consider the information given by the values of 
these proprieties in the computation of the function of comparison. 

The ACO algorithm has proved its ability to find a solution; nevertheless, it is 
possible to improve its performance by studying the influences of its parameters on 
the convergence and the computing time.  

 

Fig. 3. The diagnosis of the sample E2 by the ACO after the improvement 
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Looking at the strategy used by the ACO we can say that it performs a search in 
the set of complete solution. This gives us an idea about the hybridization. 

3 The BCO Algorithm 

In order to understand the approach of the problem in the case of BCO, we propose to 
find the p-points centered on a predefined point, that have the smallest path. [10] – [11]. 

The points represent the samples of the data base, and the center point represents 
the tested sample. 

Technically it’s the same approach of the ACO but the strategy of search differs.  
At first, each bee generates a partial solution of « m » components. These compo-

nents are chosen according to the function of comparison between the tested sample 
(the center) and the samples of the data base (the other points), that we apply to RWS. 

After the construction of all the partial solutions, the bees return to the hive to eva-
luate and communicate information about its solutions, the function of evaluation will 
be the inverse of the sum of the values of the function of comparison of the « m » 
chosen samples. 

According to the quality of the solutions, the bees decide either to be loyal to their 
respective solutions or to abandon it, this choice is taken by the use of the RWS on 
the probability of whether a bee is loyal to it solution. 

The bees split into two groups: the free bees and the recruiters, then we apply the 
RWS to the probabilities that a recruiter can be chosen, each freebee follows a recrui-
ter and thus it will have the same partial solution, and the first step is done. 

In the next step, each bee chooses the next « m » point alone in order to form 
another partial solution. After the second step, the partial solution will have « 2*m » 
components and the algorithm continues « N » time until the number of components 
reach « p ». pmN =×  (2) 

 

Fig. 4. The diagnosis of the sample no 2 by the BCO 
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Each bee will have a complete solution; but according to the algorithm, all the bees 
converge to the same solution. 

In this algorithm, there is an evolution of the partial solution with the number of 
steps, which is not necessary to display since we only need the complete solutions. 

But considering the randomness of the RWS, there will be a variation of the per-
centage of the solution from a computation to another, so we run the algorithm several 
times and we observe the rate of variation. 

We apply the BCO on the sample 2 of the Table 1, and the results are represented 
in the Fig. 4. 
The results of the diagnosis of the four samples are shown in Table 2. 

Table 2. Diagnosis of the four Samples by the BCO 

keep regenerate filter discard 

E1 62.14% 10.61% 01.33% 25.92% 

E2 31.21% 56.90% 00.57% 11.32 

E3 15.32% 15.33% 39.93% 29.42% 

E4 09.86% 17.58% 32.49% 40.07% 

 
We applied the BCO to the same samples as in the ACO; we notice that the results 

agree with the decision of the experts. 
Comparing the results, the diagnosis by the ACO seemed more precise, but it 

doesn’t show the same complex behavior as the BCO, although it uses the accumula-
tion of pheromone during several iterations. The advantage of BCO is that it reaches 
the solution in a one iteration using a relatively complex communication behavior.  

The BCO uses different strategies of search in reference to the ACO, we can say 
that it performs a search in space of partial solutions but it is less precise than the 
ACO. 

4 The Hybrid Algorithm ACO/BCO 

We have developed two algorithms earlier, the ACO and the BCO, and we tried to use 
the same reformulation of the problem so that we can compare the results and even to 
hybrid them. [12] 

We note that the two algorithms use a different strategy of search, and the two me-
thods provide results to discuss. 

The hybrid algorithm benefits from the two algorithms and the artificial hybrid 
agent has the features of the artificial ants and the artificial bees.  

At each iteration, the hybrid algorithm performs a search in the space of partial so-
lutions and then in the set off complete solutions. Using this strategy it will eliminate 
the problem of the ACO which is the lack in formations during the formation of the 
complete solution, and we improve the search of the BCO by accumulating the phe-
romone during several iterations. 

The results of sample 2 of the Table 1, is shown in Fig. 5. 
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Fig. 5. The diagnosis of the sample 2 by the hybrid algorithm 

The hybrid algorithm gives results in agreement with those of the experts. Never-
theless, an objective comparison requires the computation of the exact solution to 
determine the incertitude. 

According to our formulation of the problem, the exact solution is the set of samples 
from the data base that have the highest value of the function of comparison, or, in other 
words, the samples that are the most similar to the tested one. We can find it by enumerat-
ing all combinations without repetition from the set of samples of the data base, and the 
exact solution is the one that have the highest value of the function of comparison. . [5]  

5 The Adjustment of Parameters of the Algorithms 

The exact solution is the set of samples from the data base that have the highest value 
of the function of comparison, the computation of this later takes excessive time com-
pared to our algorithms. 

We adjust the parameters of the algorithms so that the precision is the highest, but 
this requires another study; nevertheless we did run several tests, in which we change 
one parameter and fix the others, then take the value that gives the higher precision. 
The results are shown in Table 3.  

Table 3. The implementation parameters of the algorithms  
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We calculate the error of three algorithms towards the exact solution and the time 
of computation, for the same sample, the results are shown in this Table 4.  

Table 4. Comparison between the Three Algorithms 

Algorithm error 
The time of 
computation

(s) 

ACO 0.0840 11.0776 

BCO 0.2300 0.5689 

 
We notice that the ACO is more precise than the BCO, the time of computation of 

the BCO is less than the ACO and the hybrid algorithm is relatively fast and the most 
precise algorithm. 

The ACO is more precise than the BCO because the ants find the solution by ac-
cumulating the pheromone in several iterations; contrary to the bees that find the solu-
tion in one iteration using a complex communication behavior. This gain in precision 
has it repercussion on the time of computation, because in ACO, the pheromone can-
not be updated until all ants finish their tours. 

The hybrid algorithm combines the two strategies of search, so the evaluation is 
occurring during and after the formation of the tour, which allows to find more pre-
cise solutions in relatively smaller time of computation. 

6 Conclusion 

The reliable diagnosis of transformer’s oil is primordial to ensure the continuity of the 
service. In this chapter we have elaborated an adaptation of the ant colony optimiza-
tion and the bee colony optimization in the diagnosis of the transformer’s oil. The 
elaborated algorithm depends on several parameters, and a judicious choice assures a 
height precision and a small time of computation. 

The hybrid algorithm has better convergence than the ACO and the BCO. 
The difficulty of these algorithms lies in the initialization. 
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Abstract. The main aim of current study was to check performance of tenant-
based vs. tenant-unaware resource allocation model of SaaS application in a 
public Cloud. In order to do so, two SaaS systems were developed. First of 
them used traditional resource scaling based on number of users. It acted as a 
reference point for the second system. Previously conducted tests were primari-
ly focused on measuring over- and underutilization in order to compare cost-
effectiveness of the solutions. The tenant-based resource allocation model 
proved to decrease system's running costs. It also reduced the system's re-
sources underutilization. Similar research was done, but the model was tested in 
a private cloud. In this paper the systems were deployed into a commercial pub-
lic cloud and performance aspects were scrutinized. 

1 Introduction 

Software-as-a-Service is a software distribution paradigm in cloud computing and 
represents the highest, software layer in the cloud stack. Since most cloud services pro-
viders charge for the resource use it is important to create resource efficient applica-
tions. One of the way to achieve that is multi-tenant architecture of SaaS applications. It 
allows the application for efficient self-managing of the resources. In this paper the 
influence of tenant-based resource allocation model on performance of SaaS systems is 
investigated. The tenant-based resource allocation model is one of the methods to tackle 
under-optimal resource utilization. When compared to traditional resource scaling it can 
reduce the costs of running SaaS systems in cloud environments. The more tenant-
oriented the SaaS systems are the more benefits that model can provide. 

One of recent solutions for over- and underutilization problems may be a tenant-
based resource allocation model (TBRAM) for SaaS applications. That solution was 
introduced and tested with regard to CPU and memory utilization in a private [6] and 
a public cloud [10, 11, 12]. They proved the validity of TBRAM by reduction of used 
server-hours as well as improving the resources utilization. The main aim of the paper 
is further TBRAM approach validation (in terms of sheer technical performance), as a 
continuation of research part from [10, 11, 12].  

Despite that in the cloud one can automatically receive on-demand resources one 
can still encounter problems related to inappropriate resource pool at the time. These 
are over- an underutilization [10, 11] which exists because of not fully elastic pay-
per-use model used nowadays [9]. Over provisioning exhibits when, after receiving 
additional resources (in reply for peak loads), they are being kept even if they are no 
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longer needed. Thus we are affected from underutilization. Under provisioning (satu-
ration) exhibits when we cannot deliver required level of service because of insuffi-
cient performance. This is also known as an overutilization. It leads to the customers’ 
turnover and revenue losses [2]. For example Amazon Elastic Cloud Computing 
(EC2) service charge users for every partial hour they reserve each EC2 node. Paying 
for server-hours is common among cloud providers. That is why it is very important 
to utilize fully given resources in order to really pay just for what we use.  

2 Related Work 

Authors in [4] propose profiles approach to scaling in the cloud. They try to use best 
practices and their knowledge in order to create scalable profiles. The profile contains 
information that helps to characterize a server in terms of its capabilities. When the 
scaling activity is fired it takes the profile information into account. In [7] authors 
propose a toolkit using Java mechanism to support multi-tenancy. They use context 
elements to track applications running on Java Virtual Machine. That in turn allows 
distinguishing each tenant. That information can be later used in order to estimate 
given tenant's resource usage. The tenant context can also be used for billing each 
tenant's activities. In [5] authors consider an intelligent resource mapping as well as 
an efficient virtual machines (VM) management. It is a very important problem that 
greatly influences costs of running applications in a cloud. In [8] authors describe 
three major components which influence virtual machines performance. These are: 
measurement, modeling and resource management. They introduce a decomposition 
model for estimating potential performance loss while consolidating VMs. Amazon 
proposes its Auto Scaling tool [1] to manage VM instances using predefined or user-
defined triggers. It is the Amazon EC2 platform specific mechanism based on resource 
utilization. In [6] authors implements a tenant-based resource allocation model for 
their SaaS application deployed in private Eucalyptus cloud. The authors performed 
tests with incremental and peak workload simulation. In the research they achieved 
significant reduce of server-hours compared to traditional resource scaling model. The 
tenant-based model improved also utilization of cloud resources by their SaaS system. 
Moreover, they introduce formal measures for under and over provisioning of virtual 
resources. The measures are designed specifically for SaaS applications with respect 
to CPU and memory utilization. In this paper cost-effective tenant-based resource 
allocation model of SaaS system is presented. Their publication will be referred to as 
the base paper in the remaining parts of this paper. 

3 Systems 

3.1 Base System 

Through the publications [6, 10, 11] the base tenant-unaware resource allocation SaaS 
system (Base System) was described. It conforms to a traditional approach to scaling 
resources in a cloud and is based on number of users of the system. Load-balancing 
technique leverage a simple but fast and even round-robin algorithm offered by 
Apache HTTP. It is substituted by Amazon Elastic Load Balancer service. According 
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to [3] the Elastic Load Balancer (ELB) sends special requests to balancing domain's 
instances to check their statuses (health check). Then it round-robins among healthy 
instances with the less number of outstanding requests. In the process it does not take 
into consideration the instances resource usage of any kind. Although the name of this 
system suggest lack of awareness of tenants it concerns only resource allocation.  
 

SOA

SaaS
App 1

SaaS
App2

SaaS
App n

Auth, log, account

Tag libs, Java libs

XML config files

Core
Web 
App

 

Fig. 1. SaaS platform architecture 

The system was build according to Service Oriented Architecture (SOA) and na-
tive multi-tenancy pattern. First, it was implemented as a set of J2EE web applications 
using Spring and Struts frameworks. Several parts of the system were later trans-
formed to web services using WSO2 and Axis2. Deploying application as a web ser-
vice makes it independent from running platform. It also gives more flexibility with 
accessing the application. 

3.2 Tenant Aware System 

The base SaaS system was implemented as a reference tenant-unaware resource allo-
cation system. The main flaw of its design was rigid management of VM instances in 
the cloud. Thus, it could lead to serious over- and underutilization problems, that 
judgment will find justification in the chapter with test results. One of the ways to 
tackle these problems was proposed [6] a tenant-based resource allocation model 
(TBRAM) for scaling SaaS applications over cloud infrastructures. By minimizing 
utilization problems it should decrease also the final cost of running the system in the 
cloud. The TBRAM consists of three approaches that leverage multi-tenancy to 
achieve its goals. The first of them is tenant- based isolation [10, 12], which separates 
contexts for different tenants. 

It was implemented with tenant-based authentication and data persistence as a part 
of the SaaS platform (Tomcat instances). The second way is to use tenant-based VM 
allocation [10, 12]. With that approach authors was able to calculate the actual num-
ber of needed VMs by each tenant in given moment. The last but not least is the te-
nant-based load balancer [11] that allows to distribute virtual machines' load with 
respect to certain tenant. An overview of the architecture is presented in Fig. 1 below. 
We can notice that the SaaS Core Web App (SCWA) element in the Fig. 2 was the only 
change made to the original test bed [6]. That authorial element embraced proposed 
TBRAM approach [10]. 
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Fig. 2. TBRAM system architecture 

4 Performance Analysis 

Tests to compare authorial SaaS systems built in accordance to TBRAM (and without 
it) were designed and conducted. The results in terms of server-hours, over- / underu-
tilization and financial cost were presented already in [10, 11, 12].  

These results gave us the systems' behaviour comparison according to the base pa-
per [6] methodology. In this part of the paper we describe in more detail the systems 
performance recorded during the tests. To visualize the both systems behaviours 
graphical charts from the Amazon CloudWatch web application were used. Let us first 
take a look at the entry points to the systems which were the load balancers.  In the 
charts (Fig. 3, 4 ,5) we can see the Base System components performance during the 
incremental workload test. The components are showed in sequence they were trav-
ersed by simulated client requests. That is from the ELB to the group of SaaS platform 
instances and eventually to the database. In the Fig. 3 we can notice the moment when 
the ELB was scaled up. At about 08:00 August 26th the number of incoming requests 
to the ELB was still rising while the latency dramatically decreased because of the 
scaling activity. 
 

 

Fig. 3. ELB performance during Base System incremental test 
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Fig. 4. SaaS platform instances group performance during Base System incremental test 

 

Fig. 5. DB performance during Base System incremental test 

By looking at the sum of requests number we can distinguish three periods during 
which the VMs number was different (2, 4 and 8 VMs in this case). When the VMs num-
ber was increased we can notice rapid increase of requests handled by the ELB that 
appeared about 7am and 3pm on the chart. Fig. 4 presents an aggregated performance of 
the SaaS platform instances group. We can also notice 3 distinguishable parts of the test. 
Each time new instances were started we can observe decreased overall utilization by 
the instances. This is because newly started VMs handle some part of the workload 
therefore decreasing the overall group utilization. The third chart (Fig. 5) is just to show 
that the database (DB) was not a bottleneck during the test. We can see that the CPU 
utilization by the DB rarely exceeded 30%, even under the full system load at the end of 
the incremental test. Similarly the number of connections to the DB rarely exceeded 60 
out of max. 125. Due to the strict connection release policy of the persistence layer. 

 

 

Fig. 6. SCWA performance during TBRAM system incremental test 
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Let us take a look now at the TBRAM system's performance during the incremental 
workload test. The following charts (Fig. 6, 7, 8) presents the system's behaviour. The 
main difference between the charts is visible in the first chart (Fig. 6). Instead of la-
tency and request count statistics typical to ELB we see standard EC2 instance met-
rics. We can observe strong relation between the CPU utilization and the throughput. 
On the second chart (Fig. 7) we can see that periodical drops of the SaaS instances 
group resources utilization. They represent the moments where new instances were 
added to existing group. We do not see 3 distinguishable parts any more since the 
VMs were added dynamically when needed. 

 

 

Fig. 7. SaaS platform instances group performance during TBRAM system incremental test 

The last chart (Fig. 8) was presented just to be consistent with the Base System 
charts. We can see that the maximal number of concurrent connections increased to 
about 85 while the maximal CPU utilization remained at the same level. Once again 
we do not see any symptoms of the database saturation. Therefore, we can assume 
that the DB was not a bottleneck for the system and did not negatively influenced the 
results. We based our assumption also on other DB metrics like read/write latency, 
IOPS and throughput. Now it is time for the systems performance comparison during 
the peak-based workload test. The following two charts (Fig. 9, 10) visualize the Base 
System behaviour. Once again we can see three distinguishable parts of the test, only 
this time the parts duration period varies. The reason why is the test's constraint for 
the number of iterations rather than for the test duration. That was explained before in 
the test description part of this paper. 
 

 

Fig. 8. DB performance during the TBRAM system incremental test 
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By looking at the Fig. 9 we can notice the relation between the peek number of 
simulated users (in the middle of each the test's part) and the ELB latency. The second 
chart (Fig. 10) shows the SaaS platform instances group behaviour. We can observe 
the relation between the ELB's request count and the group's resources utilization. 
 

 

Fig. 9. ELB performance during the Base System peak-based test 

Finally, let us take a look at the TBRAM system. The following two charts visual-
ize the system performance similarly to the Base System (Fig. 10, 11) In the first chart 
(Fig. 10) we can clearly see the SCWA element utilization reflected peak-based work-
load. We can observe 3 distinct parts of the test. The last part is little longer than the 
first two. That is even despite this test's characteristic were set up to make each of the 
parts last the same time period. As mentioned before, the peak-based tests were con-
strained with the number of iterations. Because during the third part of the test the 
system did not behaved as it was expected (plateau instead of peak) the test duration 
was stretched out. We can see the plateau also on the second chart (Fig. 12) during the 
third test's part. We can observe that the SaaS group was not saturated by the look at 
the metrics, so the group's performance was not the reason of the plateau. 

The problem arose with finding the source of the plateau. Our first guess was the 
database saturation. After all, the number of concurrent users increased very rapidly 
to 400 during the third part of the test. It was possible though to exceed the maximal 
number of DB's concurrent connections. 
 

 

Fig. 10. SaaS platform instances group performance during the Base System peak-based test 
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Fig. 11. SCWA performance during the TBRAM system peak-based test 

Checking the DB's metrics however did not confirmed that theory. So the only part 
of the system that left was the JMeter cluster used to generate all the workload. The 
corresponding charts is shown below: 
 

 

Fig. 12. SaaS platform instances group performance during the TBRAM system peak-based 

Fig. 13 shows the average aggregated resource utilization by the JMeter auto-
scaling group of instances. We need to keep in mind that the metrics where aggre-
gated. It means that even the average metrics for the first two parts of the test looks 
similar, the throughput of the group was actually different. It depended mainly on the 
JMeter slave instances number in given test part, which was 1, 2 and 4 respectively. 
More to the point, we can clearly see that the utilization during the last test's part 
looks different. It does not, however, exhibits any saturation symptoms. Finally, let us 
examine the JMeter master instance performance. 

 

 

Fig. 13. JMeter slave instances group performance during the TBRAM peak-based test 
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In Fig. 14 we can see the resource usage by the JMeter cluster's master instance. On 
the chart we can see that during the second part of the test the JMeter instance was 
already close to saturation. During the last part it exhibits saturation symptoms be-
cause of the CPU overutilization. This kind of instance behaviour was not expected 
by me. The good part is that the very same instance was used in all other tests. Thus, 
the tests were conducted in the same conditions making the results valid. Note: Please 
ignore the network out peak at the beginning of the third part of the test. It was caused 
by the JMeter's test data upload to the Amazon Simple Storage Service (S3) server. It 
took just a minute and did not affected the test. 
 

 

Fig. 14. JMeter master instance performance during TBRAM system peak-based test 

5 Conclusions 

The TBRAM system introduced a twofold improvement: tenant-based load-balancing 
and tenant-based resource scaling. Dynamic resource scaling based on current tenants 
needs, can significantly reduce server-hours used by multi-tenant SaaS cloud systems. 
It achieves that by avoiding the resource over-provisioning typical to the traditional 
resource scaling (based on current users number). Therefore, it is being thought that 
most SaaS systems would benefit from the TBRAM in that matter, since it does not 
depend on the system's type. However, possible improvement of tenant-based load-
balancing compared to traditional load-balancing (for example based on round-robin 
algorithm) depends more on the type of the SaaS system. If the SaaS system's applica-
tions are using significant amount of tenant related data, then dispatching each tenants 
workload to the same VMs can take advantage of server's caching. That can increase 
the server's performance. On the other hand, if the SaaS applications does not use 
tenant related data so extensively, then simple, fast and even load-balancing could be 
sufficient. Of course the results also depend on the TBRAM implementation. 

This work was inspired and based on the base paper [6], in which the authors 
achieved 32% server-hours reduction compared to traditional resource scaling. In 
current research authors achieved about 20% and 30% reduction in case of incre-
mental and peak-based tests respectively. The better result for the peak-based test is 
caused mainly by the TBRAM underutilization improvement achieved for that  
type of workload. In the base work the model statistically improved also just the  
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underutilization, but for both types of workload. Thus, this work confirms the TBRAM 
benefits making it worth to consider even more.  
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Abstract. Cryptographic hash functions are important components in many ap-
plications of contemporary information systems like computation of digital sig-
natures, authentication codes or fingerprinting. The recent SHA-3 competition 
announced by NIST resulted in developments of new hash methods from which 
the Keccak algorithm has been selected as the winner after intensive public 
evaluation of the candidates. In this paper we are discussing various high-speed 
organizations of the Keccak-f[1600] permutation function – the core component 
of the Keccak SHA-3 algorithm – which can be created from the basic iterative 
architecture by round replication (loop unrolling) and pipelining. Different va-
riants of the proposed architectures are implemented in a popular Spartan-3 de-
vice form Xilinx and the presented results identify main problems which arise if 
a high speed architecture of the function is automatically implemented in an 
FPGA device. 

Keywords: configurable hardware, SHA algorithm, pipelining, iterative archi-
tecture. 

1 Introduction 

The SHA-3 competition, announced by the U.S. National Institute of Standard and 
Technology (NIST) in November 2007 ([10]), ignited a lot of new research on hash 
functions. From the 5 selected finalists, the Keccak algorithm proposed by Guido 
Bertoni, Joan Daemen, Michaël Peeters and Gilles Van Assche was eventually se-
lected as the winner and at the time of this writing is about to be announced as the 
official new SHA-3 standard. 

In this work we will discuss hardware implementations of the Keccak-f[1600] 
permutation function – the essential component of the algorithm used for hash calcu-
lation – in high speed organizations built around the concepts of loop unrolling and 
pipelining. The 6 proposed variants of the processing will be implemented in 
a popular Spartan-3 device from Xilinx, creating a consistent base for evaluation of 
both the hardware organization concepts and efficiency of automatic implementation 
on the FPGA platform. 

Organization of the text is as follows. In the next chapter we will relate to exten-
sive research on Keccak hardware implementations done during the SHA-3 competi-
tion and present motivation for the work in this paper. Then, in chapter 3, we will 
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introduce loop unrolled and pipelined architectures being under evaluation here and  
in chapter 4 we will discuss the results obtained after their implementation in the 
FPGA chip. 

2 Related Work 

2.1 Realization of Keccak in Hardware 

Efficiency in both software as well as hardware implementation was, next to crypto-
graphic strength, the key aspect taken into account by the Keccak’s authors during 
development of the method [5]. Regular, round-based structure of the processing and 
simplicity of the elementary transformations (which purposely do not include any 
substitution boxes neither multi-bit additions, unlike most of the state-of-the-art block 
ciphers of the AES class) were intentionally adopted in order to facilitate implementa-
tions in hardware. This was also in line with requirements put forward by NIST  
already in the initial SHA-3 competition call [10] which among requirements for can-
didate submissions listed “a statement of the algorithm’s estimated computational 
efficiency and memory requirements in hardware”. During extensive public examina-
tion of all SHA-3 candidates a lot of efforts were devoted to this aspect and there is 
abundant amount of information about efficiency of various Keccak[1600] architec-
tures in both mask-programmable (ASIC) and user-programmable (FPGA) digital 
electronic devices. 

The official author’s statement ([2]) about Keccak hardware implementations de-
scribes two reference VHDL designs with different speed vs. area trade-offs: the 
“high speed” stand-alone core and the “mid-range” coprocessor. The high speed core 
was built upon implementation of one complete round of the hash in hardware where 
the block of state bits was iterated in a series of clock cycles equal to the number of 
rounds, i.e. 24. This kind of organization will be denoted as x1 in this work.  The 
low-area coprocessor made use of external (system) memory for storage of the state 
bits and was suitable for embedded environments like smart cards or wireless sensor 
networks where area and power savings are particularly important. In [2] both of the 
designs were implemented as ASIC devices using STMicroelectronics 130 nm tech-
nology while results of their FPGA implementations were given in [11]. 

2.2 Different Architectural Options 

The most comprehensive database of various FPGA implementations of Keccak (and 
other cryptographic algorithms, including all other SHA-3 candidates) has been built 
around ATHENa project at George Mason University available at [1]. An “Automated 
Tool for Hardware EvaluatioN” was developed to create an open-source environment 
for fair, comprehensive, automated, and collaborative hardware benchmarking of algo-
rithms belonging to the same class ([8]). It was the platform used by a group of re-
searchers in comprehensive evaluation of all SHA-3 contenders with regard to their  
 



Low Cost FPGA Devices in High Speed Implementations of KECCAK-f Hash Algorithm 435 

 

FPGA effectiveness. The conclusions of their studies were published in [7] and were 
thoroughly discussed during the phase of public evaluation within the SHA-3 contest. 

In taxonomy of that work, taking as the starting point the plain iterative organiza-
tion (one round implemented in hardware and transformation of the state data con-
sisted in a loop of nr iterations) the two opposing techniques can be used to create 
various derivate architectures with different area vs. speed trade-offs: loop unrolling 
and round folding. In loop unrolling more than one round is instantiated in hardware 
so the number of loop iterations is reduced and thus the speed of data processing is 
increased, while in round folding either only part of the round in included in the 
hardware block (so called horizontal folding) or only part of the state is processed in 
the block (so called vertical folding). In both variants of folding the computation of 
one round takes multiple clock cycles (slower processing as a cost of reduced area) 
while in loop unrolling the extra hardware returns in increased throughput. Addition-
ally, each of these techniques can be enhanced with pipelining if there is a cascade of 
functional modules and multiple data blocks can be processed at the same time. Meet-
ing the latter condition depends on operational environment and is possible only if 
multiple messages from the input stream can be hashed simultaneously. 

Apart from these generic variations of the basic iterative architecture another in-
trinsic optimizations of the Keccak core processing steps can be proposed which 
would bring additional benefits especially in cases of low-throughput area-sensitive 
designs. For example, in [9] an original re-arrangement of round operation was pro-
posed with the intention to implement vertical round folding by a factor of 8:  the 
entire 24-round processing was re-partitioned into new 25 rounds so that the order of 
elementary transformations within each one could be modified. Then, with the 1600b 
of state stored in 25 8x8 distributed RAM modules and 1/8 of the state processed in 
each clock cycle, all the rounds could be computed in 200 clock cycles – with sub-
stantial savings in design size. 

2.3 Scope of This Work 

In this paper we will evaluate effectiveness of automatic implementation of the high- 
speed Keccak-f[1600] architectures built around the concepts of loop unrolling and 
pipelining in popular FPGA devices from Xilinx. We will present results obtained 
after implementation of the basic iterative architecture (x1) and compare it to the ef-
fects of loop-unrolled organizations with two (x2), three (x3) and four (x4) rounds 
implemented in hardware, with and without pipelining after each round. The unrolled 
pipelined organizations will be denoted as xk-PPLk, after [7]. 

The term “low-cost” that we refer to in the title and in this text is understood not 
only as using inexpensive devices as the target hardware, but also as trying to  
minimize the cost of the design and its automatic implementation. In contemporary 
systems the cryptographic unit often becomes just one of the elements of the entire 
system and it is not desirable, or even not possible, to make its optimization to be the 
dominant aspect of the whole FPGA project. The module must share both the re-
sources and the optimization effort appropriately with the rest of the system. In such a 
situation not only the performance of the unit (generally understood almost always as 
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maximum data throughput per occupied area) but its flexibility and fast, fully auto-
matic implementation become highly valued features that facilitates installation of the 
cipher in the whole design and, consequently, reduce time-to-market in device devel-
opment. On such ground, from the perspective of this work, it is interesting to eva-
luate effectiveness of the software tools in automatic implementation of the Keccak 
algorithm in the above mentioned architectures. 

3 High-Speed Implementations of the Keccak-f Function 

3.1 Specification of Keccak-f 

Keccak-f[b] is a family of seven permutation functions: for l = 0, 1, … 6 each func-
tion operates on a state of b = 25 × 2l bits (b = 25, 50, 100, 200, 400 800, and 1600) 
where a single word of w = 2l bits is called a lane. Every function computes its result 
processing the state in a series of nr rounds, nr = 12 +  2l (nr = 12, 14, 16, 18, 20, 22, 
and 24). The rounds are identical but they apply different w-bit constants in their final 
transformation. For the SHA-3 contest the strongest (and the largest) version of Kec-
cak[1600] was proposed where 1600 bits of state consisted in 25 64b lanes is trans-
formed in 24 rounds and this version is the subject of this work. 

With the use of the selected Keccak-f permutation, the final Keccak[c, r] hash 
function (c + r = b) is built on the fundamental concept of a sponge construction ([3]) 
which, with specific padding, can generate a hash digest of any size for an input 
stream of arbitrary length. Parameters c (capacity) and r (bitrate) can be adjusted to 
find the desired balance between speed vs. cryptographic strength of the generated 
hash.  

The reference in [5] describes one round of Keccak-f[b] as a sequence of opera-
tions on state A which is represented as a 3-dimensional array A[5][5][w]. The  
sequence consists of 5 transformations: 

 R = ι ○χ ○π ○ρ ○θ 

and each one is defined on individual bits of the state. Computing the permutation is 
equivalent just to applying the round function nr times to the input vector each time 
using a unique w-bit constant RC[ i ] in the last transformation ι. 

3.2 HDL Coding Style 

In the reference VHDL specification ([4]) transformations of the Keccak round are 
expressed as manipulations of the individual bits of the state. While such a description 
on the lowest level of detail does not enforce any constraints on interpretations made 
by the implementation tools and may help in efficient synthesis, the code itself is 
quite long and cumbersome in maintenance. 

For the needs of this work an original code was written and it was based on lane-
oriented operations as expressed in the specifications summary at [6]. This specifica-
tion was ported to VHDL language using strict RTL style: there was no instances of 
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any Xilinx library primitives, no sequential (procedural) descriptions were inserted 
and no references to any hardware attributes were made so that the code was ready to 
be synthesized for a different device from any manufacturer. Because the elementary 
operations include vector rotations in θ and ρ steps, it was decided to use VHDL rol 
operator from the standard NUMERIC_STD library and because of this all the internal 
vector signals were defined as unsigned type. The only other elementary operations 
are and, xor and not and these are built-in operators of the language. As a result, 
the code became much more compact and easier to interpret. The entire round was 
described in 40 lines instead of 190. 

Simplified and more concise description did not cause any significant changes in 
efficiency of the resultant hardware. As a test, the round module coded with the two 
styles was used in the basic iterative architecture (x1) implemented in the two families 
of FPGA devices – Spartan-3 and Spartan-6. The results turned out to be almost iden-
tical: the highest difference reached the level of 1% in implementation size expressed 
in number of occupied slices in the case of Spartan-3 device, but in the same design 
there was no difference in number of used LUTs so just packing of the LUTs in the 
slices was a little less effective. The throughputs of both implementations were also 
very close: the maximum operating frequency of the proposed coding was only by 
0.23% higher in Spartan-6 and by 0.55% lower in Spartan-3. 

3.3 Implementing Different Computation Schemes 

Regular structure of the Keccak-f processing with a series of 24 identical rounds 
makes implementation of the basic iterative architecture x1 straightforward. The 
hardware needs to include one instance of the round module, simple multiplexing 
logic at the input (loading either the input data or feeding back the round output) and 
a counter providing the iteration number. Although in the case of x1 organization it is 
possible to use an LFSR register for on-the-fly generation of the 64b round constants 
as it is defined in [5], similarly to [4] the constants were stored in a ROM which was 
addressed with the round counter. Each of these elements can be expressed in VHDL 
with a few lines of code. Latency of the complete computation (i.e. the time from 
loading the input data to reading the output) is 24 clock cycles. 

In the case of loop unrolling the only aspect that makes this simple scheme more 
complex is simultaneous application of multiple round constants. For a xk unrolling 
the latency of computation is 24/k and there is a cascade of k round blocks in hard-
ware: the first block uses constants RC[0], RC[k], RC[2k]… in the consecutive clock 
cycles, the second uses RC[1], RC[k + 1], RC[2k + 1]…, etc.. As a result, each round 
block operates with its own ROM module and uses its own counter for addressing. 
Because there are 24 rounds in total, the loop can be unrolled by the factors of 2, 3, 4, 
6, 8, and 12 – and the first three options from this list are tested in this work. 

Pipelining adds more complications to the unrolled architecture. In this paper we 
investigate cases when each unrolled round creates a separate pipeline stage, i.e. 
schemes xk-PPLk, and this returns the latency to the value of nr (24) clock cycles 
regardless of the unrolling factor k. Creating such organizations needs special atten-
tion not because of the presence of the pipeline registers (adding such registers is 
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trivial) but because of the new rules which need to be applied to addressing of the 
round constants. Still, the result is based on the configuration where each hardware 
round operates with its own ROM module and with its own addressing counter – al-
though the counting cycle needs specific redefinition. 

4 Implementation Results 

All seven architectures: the basic iterative x1 plus 3 unrolled and 3 unrolled and pipe-
lined variants were automatically synthesized and implemented in Xilinx ISE ver. 
14.6 software with XST synthesis tool, for a Spartan-3 XC3S2000-5FGG676 device. 
In all cases the unit computing the Keccak-f function was equipped with basic serial 
input/output shift registers for transferring the 1600b vectors in 64b chunks. 

The results are listed in Table 1. Performance parameters were calculated from the 
minimum clock period estimated by the tools in static timing analysis of the final 
routed design. Additionally, Table 2 compares essential size and performance para-
meters of the 6 variants to the parameters of the basic iterative architecture. 

4.1 Loop Unrolling 

Instantiating multiple rounds in hardware obviously increases resource utilization; 
scaling of the size in the x2, x3 and x4 architectures can be estimated from the num-
bers of used LUTs and occupied slices. Actually, the increase is slower than a simple 
scheme would expected: implementing two rounds takes ×1.57 more slices and 4 – 
×2.51. Somewhat higher numbers are recorded for LUTs but they are still not as high 
as ×2, ×3 and ×4. This only tells that packing the elements in the logic blocks of the 
FPGA matrix is less intensive for smaller designs, which is usually acceptable. 

Unfortunately, not so good conclusions can be drawn from the performance fig-
ures. The minimum clock period (or maximum clock frequency) deteriorates in a rate 
which is much faster than the expected scaling would suggest. Although propagation 
time of the signal through two rounds (x2 architecture) increases by an acceptable 
factor of ×2.25, in the x3 architecture the increase is ×4.08 and already ×6.50 in x4 
one – so the growth is not only faster than ×k, but also nonlinear. As a result the plain 
unrolling, even with decreased latency in TCLK, leads to lower overall throughput and 
also to worse throughput per slice values. 

This can be explained by looking at the logic vs. routing delay numbers: while the 
propagation delay generated by logic (LUTs) increases again slower than the scaling 
would imply, the increase in the routing is by far above the expectations: ×2.47, ×4.87 
and ×8.03 and this is the source of unacceptable increase in the minimum clock pe-
riod. At the same time the average fanout of non-clock nets remains at the equivalent 
level across all the designs so the nature of their internal combinational functions does 
not change. 

This well illustrates the conclusion that very dense, irregular combinational net-
works representing the transformations of the large 1600b state over multiple rounds 
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Table 1. Various architectures implemented in the Spartan-3 device 
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LUT  generators 7017 11868 15071 19399 10816 14607 18472 
% 17 29 37 47 26 36 45 

Slices 4443 6988 8665 11173 6409 8463 10226 
% 22 34 42 55 31 41 50 

Registers 4810 4810 4811 4809 6411 8016 9621 

Average non-clk. fanout 3.44 3.63 3.42 3.43 3.25 3.24 3.23 

Mbps/Slice 1.05 0.59 0.39 0.26 1.28 1.07 0.99 

Latency [TCLK] 24 12 8 6 24 24 24 

Parallel threads 1 1 1 1 2 3 4 

fmax [MHz] 102.6 45.6 25.2 15.8 90.8 66.8 55.8 

Throughput [Gbps] 4.65 4.13 3.42 2.86 8.23 9.09 10.11 

 Longest path [ns]:  
logic 2.763 4.729 6.316 8.132 2.663 2.763 2.763 

routing 6.861 16.918 33.395 55.098 8.356 12.206 15.174 

 
creates a very challenging task for automatic routing done by the implementation 
software, even if the overall utilization of the logic in the device remains at the level 
of 50% or well below. The fact that elementary operations in Keccak include only 
rudimentary bitwise operators and, xor and not cannot counterweight this fact in 
the LUT-based FPGA arrays. As a result, plain increase in data throughput of the 
cipher module cannot be achieved by simple round replication in the hardware like it 
was in the cases of other, smaller ciphers like AES, Serpent or Salsa20 ([12-14]). 

4.2 Effects of Pipelining 

Adding pipeline registers is usually well absorbed by the FPGA array and the Keccak 
case provides a good example: although the number of flip-flops in xk-PPLk designs 
are proportionally higher than in corresponding xk ones, there is no increase at all in 
the numbers of used logic blocks (slices) and, actually, additional registers spread 
uniformly over the networks improve the placement and produce a slight decrease in 
this parameter. 

From the performance point of view pipelining shortens combinational paths radical-
ly and, since the state bits are registered on the output of each round, the situation re-
mains comparable to the basic iterative architecture with just one round. Unfortunately 
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Table 2. Relative parameters of the tested architectures; value for the basic iterative x1 
organization = 1.00 
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x4
 –
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Slices 1.57 1.95 2.51 1.44 1.90 2.30 

LUT generators 1.69 2.15 2.76 1.54 2.08 2.63 

Minimum TCLK 2.25 4.08 6.50 1.13 1.54 1.84 

 Longest path:   logic 1.71 2.29 2.94 0.96 1.00 1.00 
route  2.47 4.87 8.03 1.22 1.78 2.21 

 
the increase of the routing delay with the  number of unrolled rounds is still visible, 
although it is not as strong as in the above case. Nevertheless, this time one could expect 
that such an increase should not happen: if the rounds are regularly replicated with the 
pipeline registers on their outputs, the in-round routing (so the longest combinational 
paths) should have the same complexity as in the basic iterative organization. Because 
this is not met, the minimum clock period is not constant and the maximum operating 
frequency decreases. Fortunately, increase in speed coming from the parallel processing 
of multiple pipelined data prevails significantly and the overall throughput numbers 
climb, making the pipelined architectures the best ones with regard to this parameter.  

5 Conclusions 

This work provides comparison of high speed architectures of the Keccak-f[1600] 
permutation function implemented in a low-cost Spartan-3 FPGA device. In order to 
achieve high data throughputs the two standard methods: loop unrolling and pipelin-
ing were applied in two series of architectures. Having three cases in each series it 
was possible to compare efficiency of the methods as compared to the basic iterative 
solution and to evaluate how they scale in both size and performance in the hardware. 

The results illustrate difficulties which Keccak creates in automatic implementa-
tion on the FPGA platform. The trend in development of the FPGA arrays is  
towards more complex logic blocks – nodes of the array – which are capable of 
implementation of more and more involved combinational functions, but the 
progress in the routing capabilities is not as strong. Very dense, irregular combina-
tional networks of Keccak elementary transformations, even built from simple bit-
wise operations, if mapped to FPGA LUT generators very quickly lead to routing 
congestion and low performance parameters when the number of implemented 
rounds increases. In such a situation pipelining – which splits long combinational 
paths with registers – does offer significant performance improvements with very 
little or even null cost in size. 
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Abstract. Keeping time synchronization between nodes in wireless sen-
sor networks (WSNs) is an important task allowing reduction of power
consumption and better bandwidth usage due to collision avoidance. In
this article we discuss requirements and practical limitations of time syn-
chronization and present evaluation of sample algorithm, that can main-
tain the common clock between nodes of the WSN network that persists
even in case of repeated node restarts, as long as network connectivity is
maintained. We also provide measurements and temperature-dependent
model of clock drift in popular WSN TelosB nodes.

1 Introduction

A common requirement for Wireless Sensor Network (WSN) nodes is the low
cost and ability to operate for a long time without external power source. This
allows setting up networks consisting of tens or hundreds of elements that can
operate unattended for extensive periods of time, thus reducing the mainte-
nance costs. For this reason WSN nodes are usually equipped with low-cost and
low-power components and do not have any modules that can be considered
superfluous, such as Real-Time Clocks (RTC) and high quality oscillators. This
makes synchronization and time keeping in WSN nodes a challenge.
Agreeing on some common time in WSN nodes is needed for synchronous data

transmission (TDMA modes), asynchronous sleep modes, collision avoidance,
and data time-stamping, just to name a few uses. There are two closely-related
topics: synchronization of the nodes and keeping real time. Most applications re-
quire only local time synchronization, i.e. between nodes in close vicinity of each
other. This allows improving power conservation and communication throughput
by synchronizing sleep/communication duty cycling and scheduling transmission
times. In most cases the time between taking the measurement by a node and
the time when the packet with measured quantity reaches the Base Station (BS)
is short enough to time-stamp the measurement at it’s destination. However,
time-stamping the data at it’s source may be necessary, for instance if some
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form of data aggregation is employed. This would allow for delayed transfer of
non-time-critical data to reduce the total number of transmissions.
Many characteristics of WSN networks affect time-keeping and synchroniza-

tion in the nodes. The most important ones are: clock frequency skews (be-
tween nodes), time drift (causing offsets), temperature-dependence of frequency
of oscillators, random communication latencies and network topology variations,
which may be caused by routing and network-management algorithms or by in-
trinsically low reliability of individual nodes causing failures and forcing changes
in data transmission paths. Also in many low-power or high-throughput appli-
cations the amount of communication overhead associated with synchronization
may be a problem.
Most nodes in a typical WSN for environment monitoring operate in similar

ambient conditions. This causes their clocks to drift with similar pace. However,
if some nodes’ temperature differs from the others by a significant margin, e.g.
due to heat build-up from direct sunlight, their clock drift may be much higher.
In such cases these nodes may have a negative impact on time synchronization of
the whole network. A time synchronization algorithm may use oscillator models
to adjust the level of confidence of a given node.
This paper presents evaluation of a simple yet communication-effective ap-

proach to time-keeping and node-synchronization targeted at WSNs for envi-
ronment monitoring. Such networks operate with long sleep periods to conserve
energy. The time synchronization is only one of the tasks that the WSN network
must perform – the main one (in our case) is performing periodical measure-
ments and sending the results to BS. We focus on both extending the network
lifetime and the reliability of data collection [1, 2].

Contributions of this paper are twofold: 1) evaluation of a simple world-time
synchronization algorithm for environment monitoring WSNs using a real-world
network deployed in a greenhouse, 2) measurement-based models of temperature-
related differences in time drift of popular WSN nodes.
Our approach is to focus on collective time keeping in WSNs in cases where

nodes may spontaneously reboot due to watchdog conditions caused by relia-
bility requirements and need new time synchronization without any external
time source. We show that even simple solutions to synchronization problems
are satisfactory in environment monitoring applications while preserving low
communications and energy overhead.

2 Related work

Most works focus on improving precision of time synchronisation. This usually
comes at cost of multiple messages that have to be sent. One option is to transmit
synchronization data by piggybacking with other types of packets, e.g. standard
measurement reports. In most synchronization schemes it is necessary to be able
to measure transmission delays between two points. The precision of message
delay measurement depends on 2-way communication which is influenced by
send, access, transmission, propagation, reception and receive times and is sub-
ject to high uncertainty. Even more so in WSNs with multi-hop communication
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and frequent transmission collisions. The other important factor is the drift of
nodes’ internal clock [3]. For reasons such as computational requirements, mem-
ory footprint and communication bandwidth requirements, traditional approach
to network synchronization known from TCP/IP networks, such as the Net-
work Time Protocol (NTP) or IEEE 1588 Precision Time Protocol (PTP), are
not suitable for use in low-communication-intensity, low-power sensor networks.
Elson and Römer [4] explain why NTP is ill-suited for sensor networks and
suggest various design principles for WSN time synchronization. They suggest
adapting methods specific to the application and exploiting domain knowledge.
The authors place a few known algorithms in the parameter space with energy,
precision, cost, synchronization scope and lifetime as dimensions, but do not
present any specific algorithm. In [5] Elson et al. presented Reference-Broadcast
Synchronization (RBS) in which nodes send reference broadcasts to their neigh-
bours to remove the sender’s nondeterminism from timestamp calculation. The
broadcasts are used as reference points for comparing clocks. The authors claim
that this method improves precision with respect to two-point sender-receiver
schemes. Cho at al. [6] consider using PTP for WSNs but their approach requires
redesigning the hardware of a basic WSN node to contain a WSN to ethernet
gateway and is not suitable for typical low-energy WSN networks.
Ganeriwal et al. proposed a two-phase hierarchical synchronization proto-

col called TPSN (Timing-Sync Protocol for Sensor Networks) [7]. In the first
phase (level discovery) each node obtains a level, with only one root node hav-
ing level 0. The root node is usually the BS (or packet sink) of the network. In
the synchronization phase each node synchronizes to a node with a lower level.
After the second phase of the protocol the network is globally synchronized to
the root node. TPSN was implemented and tested on Berkeley’s Mica nodes and
allowed to achieve average error of less than 20μs. Authors of [8] presented two
lightweight synchronization algorithms called tiny-sync andmini-sync. These are
based on the assumption that oscillators have fixed frequency and that two clocks
can be linearly related. Then, a two-way communication is sufficient to obtain
data points (3-tuples) that allow to bind the relative clock drifts and offsets of
any pair of neighbouring nodes. LTS proposed by Greunen and Rabaey [9] takes
a different approach aiming not at absolute accuracy but trying to minimise the
overhead associated with synchronizing the nodes with required precision. This
follows from the notion that the required accuracy in WSN networks is not very
high (on the order of fractions of a second). TSync [10] follows a bidirectional
approach where synchronization can be initiated by central time source (e.g.
a node equipped with GPS receiver) for lightweight global synchronization or
pulled on-demand by individual sensors.
In [11] a lightweight and energy efficient time synchronization scheme called

LEETS is proposed. It can be applied to all kinds of TDMA power saving MAC
schemes. The main objectives for LEETS design was to remove communication
overhead associated with other time-synchronisation schemes. LEETS operates
in two phases: initial time synchronisation and synchronisation maintaining, and
assumes a root node with a GPS receiver to be present that sends the original
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SYNC packet. Fontanelli and Macii [12] evaluate their master-less local synchro-
nization algorithm by means of simulation. They assume pessimistic clock rate
distribution over the total of 10−4 (100 ppm). These assumptions stand in con-
tradiction to our own experimental evaluation of clock drift in WSN nodes (cf.
Sec. 5).
A good introduction to clock synchronization can be found in a survey by

Sundararaman et al. [13] where challenges and design principles relating strictly
to WSN domain are presented and several algorithms are compared qualitatively
and quantitatively.

3 Time Synchronization Approach

There are two main goals to achieve by using time synchronization: local synchro-
nization within a group of nodes (which can span across the whole network) and
synchronization with real-world time. Local synchronization provides means of
scheduling sleep and alert modes at the same time at all nodes, so they may com-
municate efficiently and conserve power. Global network synchronization with
universal time is not needed to achieve these goals, but on the other hand – is
desirable for data timestamping. If nodes know the global time, they may locally
optimize scheduling of data transmissions by aggregating several measurements
over time and reducing the overall number of transmitted packets.
We have designed and implemented an algorithm (shown in Fig. 1.) which

maintains the global time throughout the network with low message overhead.
It combines reference broadcasts [5] with peer-to-peer node synchronization to
achieve self-correcting behaviour of the WSN. In real implementations time syn-
chronization is only one of the tasks that a WSN node must perform, so the
algorithm is shown as a packet handling routine for received packets.
Initially, all network nodes start in unsynchronized state. Each node sends

a time synchronization request just after booting, but these get unanswered as

Fig. 1. Message handling in the implemented synchronization method



Distributed Time Management in Wireless Sensor Networks 447

none of the network nodes running so far is able to answer that request. First
synchronization is initiated by a broadcast of a SETTIMEmessage from a network
node maintaining the universal time reference. This is usually a Base Station but
it may be also a wireless node with a Real Time Clock or GPS module attached.
Once the message containing the global time reference is propagated throughout
the whole network, all nodes change the state to synchronized.
From that point the whole network is synchronized and any new node appear-

ing on the network will get its global synchronization from any other node in
its vicinity. This will work properly if there is at least one synchronized node in
the running network. Sync requests are broadcasted and retransmitted through-
out the network. The distance from the time source measured in the number of
retransmissions of the sync packet is called stratum – when setting local time,
messages with lower stratum are preferred (stratum 0 meaning the clock source,
stratum 1: one hop from the source, and so on). Lets assume a sync request
message is sent at time t0 from node X and received at t1 at node Y . Before
retransmission, node Y checks its local time and if the node is in synchronized
state, then a response message is sent (at time t2) which will be eventually deliv-
ered to node X at time t3. Message processing time (t2− t1) is marginal (usually
constant). The accuracy of time extracted at X is influenced mostly by message
propagation delay (t3− t2), which increases with the number of retransmissions.
To compensate for that, time at X is set to t2 + t3−t0

2 .
Each node maintains its local time by examining a millisecond resolution

timer which is started at system bootup, thus reflecting the node uptime. Time
synchronization status is kept in 3 variables: time sync source, stratum which
refers to the clock source distance, and the millisecond accuracy time difference
between the real time and local uptime clock. Initially, stratum is set to 255,
which means that the real time is unknown.
Global time synchronization is acquired by propagating a time setup message

(SETTIME) throughout the network. Each node that receives such a message com-
pares message’s stratum and noOfHops data with the local stratum parameter
and if msg stratum+ noOfHops < local stratum, it stores the difference between
the received and local time. If the time setting message was a broadcast message,
it is resent to other nodes (and the noOfHops increases on each retransmission).
Base Station (or any node) may request other node’s time info by sending

SETTIME message with stratum parameter set to 255. The responding node
replies with a GETTIME message (using the same message layout) containing its
own source reference, stratum and freshly calculated real time. A GETTIME with
stratum equal to 255 heard at other nodes triggers sending a SETTIME with local
time info, which allows for automatic self-correction of “lost in time” nodes –
i.e. nodes that overhear “unsynchronized” response automatically respond with
their own sync data.
The algorithm has been implemented and tested in TinyOS running on TelosB

and XM1000 motes.
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4 Test Cases

The algorithm has been tested in real-life network setup in greenhouse envi-
ronment monitoring application. Our test network is based on popular TelosB
motes and programmed with TinyOS. For the sake of simplicity and reliability
a multi-layered protocol is used that can either build a routing tree between
WSN nodes or use message flooding with broadcasts. Each message is identified
by a source node and a sequence number, which are preserved if the message is
retransmitted. All nodes keep track of (source, seq) pairs of messages seen from
their neighbours, so that transmission loops and retransmissions of duplicates
are avoided. We use the standard Low Power Listening mechanism to prolong
nodes’ lifetime through radio duty-cycling. Eleven wireless nodes and two Base
Stations have been placed in total throughout 3 greenhouse buildings.
Both Base Stations were used for data gathering during the experiment and

only one initial synchronization message has been sent at the beginning. After
that, all nodes have been using only their own clocks to maintain the global
time reference. The data shown below describes the experiment that started
on November 13th 2013 and lasted until Nov 28th (over 2 weeks). As can be
seen in Fig. 2, during this test nodes steadily gained clock drift between 2 and
3 seconds from the universal time, which increased to 5-7 s in the last 2 days
when network connectivity detoriated rapidly. The relative difference between
all nodes was kept within fractions of a second. For the clarity of pictures not
all nodes are shown, but the omitted ones present the same data patterns.
Nodes were programmed with watchdog features that rebooted each node if

any malfunction was detected, such as a stalled timer, buffer overrun, etc. In
normal mode of operation such reboots would occur at a much lesser rate, but
for the sake of timekeeping experiments this was the desired situation, allowing

Fig. 2. Stratum and time drift experiment data
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1 2013 -11 -13 12:22:30.2638 , from=79, to=65535 , via=79, seq=1, hops=1,

msg t=GETTIME, stratum=255 , rtc=1970-01-01 01:00:00.331000 , rtc_s =0.331 ,

2 2013 -11 -13 12:22:30.2812 , from=32, to=65535 , via=32, seq=56, hops=1, msg_t=
SETTIME , stratum =6, rtc=2013-11-13 12:22:30.272 , rtc_s =1384341750.272 ,

3 2013 -11 -13 12:22:30.3425 , from=31, to=65535 , via=31, seq=29, hops=1, msg_t=
SETTIME , stratum =5, rtc=2013-11-13 12:22:31.466 , rtc_s =1384341751.466 ,

4 2013 -11 -13 12:22:30.3595 , from=31, to=65535 , via=82, seq=29, hops=2, msg_t=
SETTIME , stratum =5, rtc=2013-11-13 12:22:31.466 , rtc_s =1384341751.466 ,

5 2013 -11 -13 12:22:30.3932 , from=31, to=65535 , via=5, seq=29, hops=2, msg_t=
SETTIME , stratum =5, rtc=2013-11-13 12:22:31.466 , rtc_s =1384341751.466 ,

6 2013 -11 -13 12:22:30.3934 , from=31, to=65535 , via=49, seq=29, hops=2, msg_t=
SETTIME , stratum =5, rtc=2013-11-13 12:22:31.466 , rtc_s =1384341751.466 ,

7 2013 -11 -13 12:22:30.4192 , from=31, to=65535 , via=25, seq=29, hops=2, msg_t=
SETTIME , stratum =5, rtc=2013-11-13 12:22:31.466 , rtc_s =1384341751.466 ,

8 ...
9 2013 -11 -13 12:26:19.1149 , from=22, to=65535 , via=22, seq=1, hops=1, msg_t=

GETTIME , stratum =255, rtc=1970-01-01 01:00:00.337 , rtc_s =0.337 ,
10 2013 -11 -13 12:26:19.2269 , from=79, to=65535 , via=79, seq=6, hops=1, msg_t=

SETTIME , stratum =6, rtc=2013-11-13 12:26:19.144 , rtc_s =1384341979.144 ,

Fig. 3. Sample time sync exchange between nodes

us to test the algorithm performance in extreme conditions. The increasing value
of stratum in all nodes indicates repeating node reboots and slowly deteriorating
base time reference.
Fig. 3 shows a sample message exchange in timesync protocol. First, node 79

reboots and sends its time request message (noted by seq=1 – see line 1). Then
node 32 responds with its own stratum 6 data (line 2) and node 31 with stratum
5 (line 3) which is also received as a retransmitted packet later (lines 4, 5, 6 and
7). Later on, when node 22 reboots (line 9) node 79 is one of those responding
with its own time (line 10) referenced with stratum 6. This means that after
initial setup from node 32 to stratum 7 it readjusted its time info to stratum 6
after receiving the stratum 5 message shown in line 3. Further messages did not
improve the time sync data, as their stratum+hops values exceeded the already
set value.
Although the final results of 5 seconds timedrift in 2 weeks may not look as-

tonishing, it is actually a 3.9 · 10−6 precision for collective network timekeeping
without any external time reference (except the initial time setting). This has
to be compared to the quality of crystal oscillators available in WSN nodes. To
keep WSN node costs within reasonable bounds these are just popular electron-
ics quality parts. We have performed several tests to determine the clock drift
behaviour of these devices and the results are shown in Fig. 4. In these experi-
ments each node was running a simple program that periodically sent the value
of its free running uptime counter, thus informing of its local time. Packets from
all nodes were received directly by a Base Station located nearby (no retrans-
missions). Each logged packet contained three timestamps: the uptime counter
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Fig. 4. Clock drift comparison of TelosB nodes in 2 experiments

of the originating node, Base Station’s timestamp added as soon as the packet
has been received over the radio and queued over the serial interface to the Net-
Serv [2] program running on a Raspberry Pi computer, and finally – a Netserv’s
timestamp of a packet received over the serial line. The first two are relative to
when a particular WSN node was booted, while the last one is a NTP-based
accurate global time. Thus, an increasing or decreasing difference in node’s and
NetServ’s timestamps measures the clock drift of a particular WSN node.
Nodes 16 and 47 in first experiment (Fig. 4 left) showing a negative clock drift

were placed in a cooled environment (around 5◦C), while all others were placed
in room temperature of 22◦C. The second experiment (Fig. 4 right) started with
nodes 19 and 42 placed in the cooled environment, but these have been replaced
with nodes 9 and 20 at the 15.01@16:00 mark on the timescale. The effect of this
replacement can be easily seen on the corresponding timedrift measurements.
Momentary negative drifts that can be seen on Fig. 4 (right) until 17.01 03:00
are the effect of the slightly overloaded BS system (Raspbian Linux on Raspberry
Pi) which ended when system was rebooted due to the mains power failure.
As can be seen, the drift ratio of all nodes falls around 1s/day (i.e. 10−5 clock

precision), but is also node-specific and depends heavily on ambient tempera-
ture [14]. In order to achieve a better timekeeping precision of WSN nodes two
factors would have to be considered: an individual node clock calibration data
and temperature compensation. The first one has to be determined individually
for each node before the network deployment while the second requires constant
temperature monitoring of the node and applying appropriate corrections. One
of the options would be to use TCXOs (Temperature Compensation Crystal Os-
cillators) instead of SPXOs (Simple Packaged Crystal Oscillators) in node design
but that would increase the node cost while improving the oscillator accuracy
from 10−5 to 10−6 ppm. If frequent temperature measurements are the core func-
tionality of the WSN network, these can be used for time corrections at each
node (i.e. microcontroller-driven time compensation), but if the measurements
are rare and the nodes spend most of the time in sleep modes to conserve the
batteries, these extra wakeup states would not be justified.
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5 Clock Drift Measurements

To find out how the clock drift changes with temperature we performed mea-
surements of both quantities in outdoor conditions, during a week when outside
temperatures steadily dropped over 15 degrees from 6 to −9 ◦C and in indoor/
lab controlled conditions of temperatures reaching 60◦C. For this experiment we
used three TelosB nodes (10, 15 and 45) and two XM1000 nodes (52, 53). We av-
eraged temperature every dt = 900 s and plotted time drift for each time period
as a function of temperature (see Fig. 5). We then fitted parameters of polyno-
mial functions to all the data sets. According to [14] the crystal oscillator’s drift
can be fitted by a cubic function. Our measurements show that for a microcon-
troller clock drift a square function is enough. Using higher-order polynomials
did not improve the fit quality by a substantial value (measured by the norm of
residuals). For example, for node 52 (XM1000 architecture) the fitted functions
are −0.036x2+1.7x+16 and −0.000034x3−0.033x2+1.7x+16 respectively, and
for node 45 (TelosB): −0.037x2+1.7x−11 and −0.000011x3−0.036x2+1.7x−11.
The drift data shown in Fig. 5 is subject to noise. This is mainly caused

by random noise originating from delays in interrupt handling in the nodes and
transmission delays caused by collisions (10ms drift measurement error over 900s
measurement period results in a 11 ppm error). However, removing the noise by
applying median filtering did not change the relation between operating tem-
perature and average time drift of the oscillator. For all the nodes the maximal
drift change is close to 1.8 ppm per K. TelosB nodes have the drift close to 0 at
around 6 ◦C and 40 ◦C while the XM1000 nodes have minimal clock drift around
−3 ◦C and 57 ◦C.
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Fig. 5. Clock drift of nodes as a function of temperature
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6 Conclusions

Time synchronization is an important issue in WSNs as it allows to reduce energy
consumption by scheduling transmissions and sleep/awake duty cycling. Practi-
cal experiments show that using even simple synchronization methods without
the external time source allows to maintain the global network time drift be-
low 5 · 10−6 which is comparable to the accuracy of the precision quartz crystal
oscillators. For synchronous sleep modes this is acceptable, as the algorithms
provide self-adjustment to minor discrepancies. This level of precision is also
sufficient in data gathering applications for environment monitoring. We have
also measured the characteristics of clock drift in function of temperature for
TelosB and XM1000 nodes. These can be described by simple quadratic func-
tions, so if periodic temperature measurements are taken by WSN nodes in their
typical mode of operation, they can be used to calculate appropriate clock drift
compensations.
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Abstract. The paper is devoted to comparing the results of an independent job 
batch scheduling in terms of a virtual organization policy and available 
resources usage efficiency in large distributed environments like utility Grid. A 
hybrid approach is proposed on the basis of a cyclic scheduling scheme and 
backfilling combination. Additionally the paper offers a heuristic shifting 
procedure which improves jobs execution alternatives selected in the cyclic 
scheme. The simulation results show that depending on the scheduling 
efficiency indicator and the level of resource availability each of the approaches 
is able to provide the best results. Moreover the obtained results are valid under 
conditions of dynamically varying state of resources and inaccurate user job 
runtime estimations. 

Keywords: Distributed computing, economic scheduling, slot, job, backfilling. 

1 Introduction 

Some of the most important quality of service (QoS) indicators of a distributed 
computational environment is a utilization level of the available resources and job 
start (“response”) time. In distributed environments with non-dedicated resources the 
computational nodes are usually partly utilized by local priority jobs. Thus, the 
resources available for use can be represented as a set of slots – time intervals during 
which the individual computational nodes are vacant to execute parts of 
multiprocessor parallel jobs. Presence of this set of slots (which generally have 
different start and finish times   and difference in performance depending on the node, 
where the slot is allocated) impedes the problem of a coordinated selection of the 
resources required to execute the job flow from the computational environment users. 



456 V. Toporkov et al. 

Resource fragmentation also results in a steady decrease of the total computing 
environment utilization level. Resource management and job scheduling economic 
models proved to be efficient in such conditions [1-8]. Application-level scheduling, 
as a rule, does not imply any global resource sharing or allocation policy. Resource 
brokers [9-15] are usually considered as mediators between users and resource 
owners. Scheduling and resource management systems in this approach are well-
scalable and application-oriented. However, simultaneous application-level 
scheduling with diverse optimization criteria set by independent users, especially 
upon possible competition between applications, may deteriorate such QoS 
characteristics of a distributed environment as total job batch execution time or 
overall resource utilization. The regulations of a virtual organization (VO) in Grid 
[16] usually suppose a job flow scheduling. A meta-scheduler or a meta-broker are 
considered as intermediate chains between the users and a local resource management 
and job batch processing systems [1, 17-20]. VOs, on one hand, naturally restrict the 
scalability of resource management systems (though, it is worth remarking here, that 
there is a good experience [19] of enabling interoperability among meta-schedulers 
belonging to different VOs). On the other hand, uniform rules of a resource sharing 
and consumption, in particular based on economic models [1-8], make it possible to 
improve the job-flow level scheduling and resource distribution efficiency. In some 
well-known models of a distributed computing environments with non-dedicated 
resources, only the first fit set of resources is chosen depending on the environment 
state [18, 21-23], while job scheduling optimization mechanisms are usually not 
supported. In other models [2, 3, 17] the aspects related to the specifics of the 
environments with non-dedicated resources (particularly dynamic resource loading, 
the competition between independent users, users’ global and owners’ local job 
flows) are not presented. 

In this paper, we propose a combined approach to meta-scheduling in VOs. First of 
all, we address a problem of an early resources release and “on the fly” rescheduling 
by combining our original cyclic scheduling scheme (CSS) [24] with backfilling [25]. 
For overall job-flow execution optimization and a resource occupation time prediction 
existing schedulers rely on the time specified in the job request, e.g. using Job 
Submission Description Language (JSDL). However, the reservation time is usually 
based on the user inaccurate runtime estimates [26]. In case, when the application is 
completed before the term specified in the resource request, the allocated resources 
remain underutilized. Second, we introduce a schedule shifting heuristic in CSS. 
Thus, we outline two main job-flow optimization directions. First, optimal or a 
suboptimal (under a given VO criteria) scheduling is performed on the basis of a 
priori information about the computational nodes local schedules and the resource 
reservation time for each job execution. CSS belongs to this type of systems. Another 
approach represents scheduling “on the fly” which depends on dynamically updated 
information about resource utilization. In this case, schedulers are focused on overall 
resources load maximization and a job start time minimizing. Backfilling may be 
related to this scheduling model. 
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The rest of the paper is organized as follows. Section 2 is devoted to analysis of the 
related works. In Section 3, there is a concept of CSS and backfilling combination as 
well as of the shifting procedure. Section 4 contains simulation results of the 
considered scheduling approaches comparison. Finally, section 5 summarizes the 
paper and describes further research topics. 

2 Related Works 

Many resource selection and scheduling algorithms, and heuristic-based solutions 
have been proposed for parallel jobs and tasks with dependencies in distributed 
environments [3, 18, 19, 21-23, 27-33].  

In [3], heuristic algorithms for slot selection, based on user-defined utility 
functions, are introduced. Slot window allocation is based on the user defined 
efficiency criterion under the maximum total execution cost constraint. However, the 
optimization occurs only on the stage of the best found offer selection. The paper [28] 
presents architecture and an algorithm for performing Grid resources co-allocation 
without the need for advance reservations based on synchronous subtasks queuing. 
However, advance reservation is efficient to improve the co-allocation QoS. Advance 
reservation-based co-allocation algorithms are proposed in [21-23, 29, 30].  

First fit resource selection algorithms [21-23] assign any job to the first set of slots 
matching the resource request conditions without any optimization. Preference-based 
matchmaking [18] is not focused on the scheduling process. The job is scheduled on 
the first available resource according to user preferences. In [19], an approach to 
resource matchmaking among VOs combining hierarchical and peer-to-peer meta-
schedulers models is proposed.  

The co-allocation algorithms described in [29-31] suppose an exhaustive search 
and some of them are based on a linear integer programming (IP) [7, 30] or a mixed-
integer programming (MIP) model [31]. The co-allocation algorithm presented in [30] 
uses the 0-1 IP model with the goal of creating reservation plans satisfying user 
resource requirements. Users can specify a time frame for each resource: the earliest 
start time, the latest start time and the job duration, where user wants to reserve a time 
slot. This condition imposes restrictions for slots search only within this time frame. 
A linear IP-driven algorithm is proposed in [7]. It combines the capabilities of an IP 
and a genetic algorithm and allows obtaining the best meta-schedule that minimizes 
the combined cost of all independent users in a coordinated manner. In [31], the 
authors propose a MIP model which determines the best scheduling for all the jobs in 
the queue in environments composed of multiple clusters that act collaboratively. The 
scheduling techniques proposed in [7, 29-33] are efficient compared with other 
scheduling techniques under given criteria: the minimum processing cost, the overall 
makespan, resources utilization, load balancing for related tasks [32, 33], etc. 
However, complexity of the scheduling process is extremely increased by the 
resources heterogeneity and the co-allocation process, which distributes the tasks of 
parallel jobs across resource domain boundaries.  
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In this work, we use algorithms for efficient slot selection based on criteria defined 
by users, resource owners and VO administrators. The algorithms have linear 
complexity against the number of all available time-slots and operate on a scheduling 
interval denoting how far in the future the system may schedule resources [24, 27].  

3 A Concept of Combined Cycle-Based Scheduling  

CSS was proposed for a model based on a hierarchical job-flow management [24]. 
Job-flow scheduling is performed in cycles with separate job batches on the basis of 
dynamically updated computational nodes’ local schedules.  

Among the major CSS restrictions in terms of an efficient scheduling and resource 
allocation one may outline the following. First of all, it is not possible to affect 
execution parameters of an individual job: the search for particular alternatives is 
performed on the First Fit principle, while choice of the optimal alternatives 
combination represents only the VO interests. Second, the job batch scheduling is 
based on an often inaccurate user estimation of a particular job runtime [26]. Third, 
the job batch scheduling requires allocation of a multiple “nonintersecting” in terms 
of slots alternatives, and only one alternative is chosen for each job execution. 
 

 

Fig. 1. Cyclic scheduling with batch-slicing 

We introduce a modified CSS model: Batch-slicer (Fig. 1). In order to satisfy the 
user preferences a desirable optimization criterion is introduced into the job request. 
In Fig. 1: Cj-1, Cj, Cj+1 are slot costs determined by resource owners. We propose 
initial job batch separation into a set of sub-batches and each sub-batch scheduling at 
the same given scheduling interval. According to the alternatives search algorithm 
adopted in CSS [24], at a high resource utilization level the number of the batch jobs’ 
execution alternatives may be relatively small up to just a single alternative for every 
job. Such a small number of alternatives found may affect the optimal slot  
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combination selection, and therefore, may reduce overall scheduling efficiency. The 
job batch “slicing” increases the number of alternatives found for high-priority jobs 
and diversifies the choice on the slots combination selection stage, and thereby 
increases the resource sharing efficiency according to VO policy.  

Backfilling [25] responds to early resources releases and performs “on the fly” 
rescheduling which is very important when a user job runtime estimation is 
significantly different from the actual job execution time. However backfilling has 
some limitations for distributed computing. The first one is inefficient resource usage 
by criteria different from average job start time (especially at a relatively low resource 
load level). The second one is a principal inability to affect the resource sharing 
quality by defining policies and criteria in VO.  

We introduce a combined approach. During every scheduling cycle a set of high 
priority jobs is allocated from the initial job batch. These jobs are grouped into a 
separate sub-batch and should be scheduled before other jobs, probably, without 
compliance with the queue discipline. The scheduling of this sub-batch is further 
performed by Batch-slicer based on the preliminary known resources utilization 
schedule. The scheduling of the rest batch jobs is performed by backfilling with the 
dynamically updated information about the actual computational nodes utilization. 
The cyclic scheduling method combined with backfilling (Batch-slice-Filling - BSF) 
combines the main advantages of both Batch-slicer and backfilling, namely the 
optimization of the most time-consuming jobs execution as well as the efficient 
resource usage, preferential job execution queue order compliance and a relatively 
low response time.  

A heuristic shifting procedure is proposed for the job execution alternatives 
selected for advanced reservation. The procedure shifts the alternatives in time 
towards the beginning of the scheduling interval retaining resource instances in which 
they are allocated. The shifting procedure is done iteratively for each job of the batch 
being scheduled. The job selection order is determined according to the start time of 
the chosen alternatives: first, an attempt to shift the alternatives with the minimal start 
time is performed. Such order guarantees that when shifting a job all other jobs with 
an earlier start time are already shifted and hence do not occupy the corresponding 
nodes. Otherwise, a task with an earlier start time and a lower priority may block the 
shift of a task with a higher priority and then, in its turn, may be shifted releasing 
extra slots.  

4 Simulation Studies  

The experiments are devoted to study scheduling efficiency using the proposed 
approaches: CSS, BSF, Shifted CSS (CSS with the use of a shifting procedure), and 
also backfilling (BF). The goal is to compare the scheduling efficiency depending on 
the number of computational nodes in the domain as well as to investigate schedules  
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consistency under conditions of inaccurate user job execution time estimations.  
A series of studies were carried out with the simulation environment [24]. Each 
experiment includes an input batch of 15 jobs generation as well as the resources 
structure and local schedules of the computational environment. To analyze the 
approaches under different conditions the simulation is conducted individually for 
different numbers of the nodes available {6, 10, 20, 30, 50, 75, 100, 150}. Thus the 
investigation consists in comparing the scheduling results obtained with the same 
input data by means of different algorithms. 

Scheduling efficiency is considered from the viewpoint of a job batch total slot 
utilization time procT  minimization, start startt  and finish finisht  job batch execution 

times minimization, and minimization of a combined criterion procstart TtF += . For 

a batch consisting of multiple jobs we consider average parameter values. 

 

 

Fig. 2. Average job batch start time  

Figure 2 shows average scheduled job start times obtained independently with all 
considered scheduling approaches depending on the computational environment 
nodes number. As can be seen from Fig. 2, with increasing amount of available 
computational nodes backfilling is able to reduce the average job batch start time 
down to zero (i.e. all batch jobs can start at the very beginning of the scheduling 
interval). At the same time average job start time obtained with CSS is almost 
independent of the available nodes number. BSF provides the average job batch start 
time close to backfilling’s by filling unused by CSS time slots near beginning of the 
scheduling interval with relatively low priority jobs. With a relatively large resource 
level an average job batch start time obtained with Shifted CSS tends to a non-zero 
value since the most profitable in terms of the optimization criterion resources are 
generally allocated for more than one job. Thus in case of heterogeneous resource 
environment it is virtually impossible to start all the batch jobs at the beginning of the 
scheduling interval using CSS (even with shifted variation).  
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Fig. 3. Average batch jobs processor time usage  

Figure 3 shows the advantage of CSS, Shifted CSS, and BSF over backfilling by 
the VO target optimization criterion procT . It should be noted that with increasing 

number of available resources the advantage of CSS and BSF over backfilling also 
increases. The use of additional heuristics, such as job batch slicing, can provide even 
greater CSS advantage on the target criterion. 

 

Fig. 4. Average batch jobs F  value 

Figure 4 shows the value of the combined resource usage efficiency index 

procstart TtF += . It is important to note that the intersection between the Shifted 

CSS, BSF and backfilling graphs implies that in case of a relatively low level of 
available resources backfilling or BSF (they provide almost the same criterion F  
value) are better as compared with Shifted CSS. With increasing computational 
environment size Shifted CSS becomes more advantageous in terms of resource usage 
efficiency.  
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Fig. 5. Average batch jobs finish time 

The same conclusion can be drawn if we evaluate the resource usage efficiency by 
the average batch job finish time (Fig. 5): Shifted CSS provides the best results when 
computational nodes with a sufficiently large number are available. Thus the use of 
BSF is justified in virtually any conditions: this combined approach provides 
competitive to backfilling values of all considered resource usage efficiency indexes, 
and at the same time optimizes execution performance of the high-priority jobs. 

Another experiment studies the scheduling efficiency and consistency when based 
on user estimated job runtimes in case when these estimations are inaccurate. During 
the computational environment simulation batch jobs’ actual execution time was set 
as a random variable with uniform distribution, which allows actual job execution 
time and a user estimation vary by 5 times. Uniform distribution is chosen as it is 
almost impossible to predict real job execution time on the specified resources. Table 
1 contains the simulation results. Results show, that even if the difference between the 
resource reservation time and the real job execution time is significant the advantage 
of CSS over backfilling against the VO target optimization criterion not only remains 
but increases. That is because backfilling does not optimize against criteria different 
from the start time and implied more compact job packing uses almost all the 
available resources including those less advantageous against the target criterion.  

Table 1. Average batch jobs processor time usage 

Approach 
Processor time usage

Reserved Real

Backfilling 208 140

CSS 168 112

CSS advantage 19% 20%
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5 Conclusions and Future Work 

In this work, we compare the scheduling results of a batch of independent jobs in 
terms of a virtual organization policy and the available resources usage efficiency. 
Based on a cyclic scheduling scheme and backfilling combination a hybrid approach 
BSF is proposed. Additionally the shifting procedure is proposed for the alternatives 
chosen in CSS. The simulation results show that depending on the considered 
scheduling efficiency index, and depending on the level of the resources available, 
each of the considered approaches may provide the best results. Backfilling, as a rule, 
minimizes job start and finish times, while CSS is able, for example, to minimize the 
job processor time usage (when given the appropriate optimization criterion). In order 
to ensure compromise scheduling results it is justified to use BSF: scheduling of high 
priority jobs with CSS and further filling the remaining unassigned resources with 
backfilling. The results obtained remain valid in a dynamically changing 
computational environment condition and composition, and in case when user jobs 
runtime estimations are significantly inaccurate.  

Further research will be related to a more precise investigation of dividing the job 
flow into sub-batches depending on the jobs characteristics and computational 
environment parameters as well as to studying of rescheduling based on the 
information about computational nodes current state and performance. 
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Abstract. The paper presents an approach to modelling performance and avail-
ability of web systems. Based on the set of tests focused on the overutilization 
of real systems, a three queue model of web server was developed. The model 
explains the phenomena observed during stress tests. It could be used for simu-
lation based analysis of web systems dependability as well as play a fundamen-
tal role in designing an analytical model of web systems under heavy load. The 
analysis of the developed model resulted in a set of recommendations for stress 
tests. 

Keywords: web server model, performance, availability, stress test. 

1 Introduction 

Websites become nowadays a part of professional and private lives of almost every-
body. As modern websites are complex systems with a wide range of features and 
access to many external services, meeting expectations of nowadays user is a chal-
lenging task for websites providers. One of the most significant problems that web-
sites providers have to face is how they can provide the QoS (quality-of-service)  
required by their clients, having in mind that the web traffic is highly dynamic and 
volatile [6]. A given web server configuration may meet requirements under some 
traffic load while under other workload its performance may not be satisfying. Many 
aspects like hardware features, software characteristic, and multilayer architecture and 
network aspects make the problem of analyzing, projecting and reconfiguration of the 
web systems not a trivial one. Web applications developers to provide users all re-
quired functionality are typically using multi-tier architecture, consisting of a web 
server (Apache, Microsoft IIS, Nginx), an application server (Apache Tomcat, Sun 
Java System Application Server, IBM WebSphere, JBOSS) and a database server 
(Oracle, Microsoft SQL Server, IBM DB2, MySQL, PostgreSQL).  

Therefore, it is important to model the behavior of web servers since they play the 
role of the entry point to web applications, especially to model web server perfor-
mance and its availability. This is the aim of this paper. This problem is studied for 
many years [7, 10, 11]. Hover proposed solutions agree with real web system beha-
vior for small or medium input load [12]. Within this paper we want to focus on the 
system behavior under stress tests, i.e. in the range when a system starts to be unsta-
ble, dropping requests. 
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The paper is organized as follows. We start with an overview of modelling input 
load of web systems. Then a set of tests of a real web server and noticed unexpected 
behaviors are presented. It is followed by a three queue model of a web server that 
explains the observed behavior in the area of server overutilization. Next, the versions 
of the model for the most common web servers (Apache, IIS and Nginx) are given. 
Finally, the short summary and recommendations for stress tests are presented. 

2 Client Models for Performance Analysis of Web Systems 

Within the paper we focus on performance of web systems seen from the user's pers-
pective. It has been proven [9] that if a user will not receive an answer from  the 
website in less than 10 seconds he/she will probably resign from active interaction 
with the site and will be distracted by other ones. Therefore, a user is not properly 
serviced if there are too long responses of the web server. This may be caused by a 
wide range of software bugs, hardware problems, malicious user activities or overload 
of a website [13].  

In this work, performance will be considered in relation to a given load. The ques-
tion is if the server can handle all incoming requests and, if the response delay is ac-
ceptable for the user. The main goal is creation of the model which will allow us to 
predict the response time of the web service on given load as well as its availability. 
Availability is understood as the number of properly handled requests (nOK) over all 
the requests (n) [2]: 

 
n

n
A OK= . (1) 

The concept of load tests is generally well known and also implemented in many 
commercial and open source software tools. One should mention such tools as: Mer-
cury Interactive  Load Runner, nowadays called HP LaodRunner, Funkload, Apache 
JMeter, Rational Performance Tester and Developer Tools  from Microsoft.  

It is important to remember that a client-server interaction depends a lot on how the 
traffic is generated by the client. The simplest approach is adopted by the software 
used for server/website benchmarking. In this case, the server is bombarded with a 
stream of requests, reflecting the statistics of the software usage. It corresponds to 
open queuing networks in queue models [5]. Therefore, in most cases the interarrival 
time is model by the exponential distribution. 

Also other types of clients are used in stress tests that correspond to close queuing 
networks in queue models [5]. In that case the workload is characterized by the num-
ber of concurrent clients, sending requests to the server. Each client sends a requests 
to the server, then it waits for the server to respond (waits for a correct or reject re-
sponse) and after sends a new request again. The number of clients is kept constants. 

The third the most realistic approach is based on modelling of real user behavior 
and a use of the model within tests. There are a large number of such approaches like 
User Community Modeling Language [1], Stochastic Formcharts [3] or Realistic 
Usage Model [14]. But they are out of scope of this paper since we want to describe 
(model) how the web server behaves in case of stress tests and complex model of 
clients would add additional phenomena to tests results. 



 Behavior of Web Servers in Stress Tests 469 

 

Fig. 1. The performance (the response time and the availability of example web site) under 
varying intensities of user requests  

 

Fig. 2. The performance of an apache server under varying number of concurrent requests 
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3 Behaviour of Web Servers 

3.1 Stress Tests  

To model the web server behavior we have considered a simple interaction in a real 
system. For this purpose, we have set up a simple testbed, consisting of a virtual ma-
chine running an Apache server. The server hosts a PHP script application, on which 
we can accurately regulate the processing time needed to produce a result. This appli-
cation is exposed to a stream of requests, generated by a client applications (a Python 
script written by the authors). Full control is maintained of the available processor 
resources (via the virtualization hypervisor).  

At first, test with constant request intensity were performed. The important factor 
in this approach is the lack of any feedback between the intensity of requests and the 
server response times. In other words, the client does not wait for the server response, 
but proceeds to send further requests even if a response is delayed or missing. Fig. 1 
shows the results of stress tests. It should be noted that the system is characterized by 
three distinct ranges. Within the first range, marked as A in Fig. 1, the response time 
very slowly increases with the intensity of requests. This is the range, where the serv-
er processing is not fully utilized: the processor is mainly idle and handles requests 
immediately on arrival. There is a gradual increase in the response time due to the 
increased probability of requests overlapping (due to randomness of interarrival time).  

In the second range, marked as B, the processing power is fully used up (it could 
be noticed by monitoring tools), the requests are queued and processed concurrently. 
The increase in the response time is very fast. It is caused by approaching the 
processing limit of the system and overloading of web server queues. This is a narrow 
area, until the server reaches the third phase: overutilization. Within this range 
(marked as C in Fig. 1) the server is no longer capable of handling all incoming re-
quests. In consequence, some requests are timed-out and some are rejected. Further 
increase in the request rate does not increase the number of concurrently handled 
ones. And the response time remains almost constant. On the other hand, the percen-
tage of requests handled incorrectly increases proportionally to the request intensity as 
it is illustrated in Fig. 1 on the availability plot. 

The second type of tests with varying number of concurrent clients (waiting for 
service response before issuing another request) where performed. Within the tests the 
server script answers with a time of processing on the server side (time of a PHP 
script execution). It allows understanding how long a request waits in a queue before 
it is processed. And how long it is executed on a processor. Results are presented in 
Fig 2. The upper plot shows the response time, where the solid line shows the total 
response and the dashed line the server script execution time. The lower plot shows 
the availability. We could distinguish four ranges in the plot. In the range I, till the 
moment when the dashed line, i.e. the PHP script processing time, approaches its limit 
(equal to MaxClients parameter of the Apache server), requests are executed in sepa-
rate threads. Next, in the range II, the processing time increases in a linear way and 
the availability is equal to one. The end of this range is equal to MaxClients parameter 
plus 125. Next, in the range marked by III, the processing time increases, but the  
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increase slope is not always the same as for range I and II (in could be noticed in Fig. 
4). Moreover, within the range III small part of input requests are rejected due to 
time-out errors. The error response takes usually 189 s or 21 s depending on the ver-
sion of operating system of the client (regardless the operating system of the server). 
To understand the origin of such behavior one has to analyze Fig 3. It shows the raw 
results of tests for 500 concurrent clients. Each point in the plot represents one re-
quest. The x-value is equal to a request start time. The whole test duration was set 600 
seconds (that’s why it is a maximum value on the x axe). The y-value is equal to the 
response time of this request. It could be noticed that response timea are grouped 
within a discrete time ranges that differ: 3, 9, 21,… seconds. It is an effect of estab-
lishing a TCP/IP connection. It is known as the TCP exponential back-off mechanism, 
introduced by Jacobson 25 years ago [4] and analyzed in details in many papers, for 
example in [8].   

The IV range presented in Fig. 2 is characterized by almost no further increase in 
the response time. However, as it could be noticed in Fig 2, the availability drops 
suddenly to zero. It is caused by the fact that all requests above 1000 are dropped by 
the server. Moreover, the response time of error requests is very short (several milli-
seconds) compared to correctly answered requests (several seconds). The used client 
model results in a fast increase of requests since the client keeps constant number of 
concurrent requests. So the numerator of (1) is constant whereas denominator grows 
very fast. To overcome this problem we propose a slight redefinition of  definition 
(1) as: 

 
Fig. 3. The response time for an apache server with PHP for 500 concurrent clients (the lower 
plot is a magnitude of upper plot for the response time in the range to 15 s) 
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 dt
tn

tn

C
A

C
OK=

0 )(

)(1
        (2) 

whereas n(t) – is a number of requests in the system at time t, and nOK(t) – number 
of requests in the system that will be correctly responded, C – the length of analysis 
period. For constant request intensity the definition (2) gives the same results as (1). 

3.2 Relation of Performance Results for Different Client Models  

The performance analysis for constant request intensities (Fig. 1) and for constant 
number of concurrent requests (Fig. 2)  was done for the same web system. So there 
is a relation between ranges defined in Fig. 1 and Fig. 2. The range A from Fig. 1 is 
almost unnoticeable in case of constant number of concurrent requests since in the 
most part of range A the average number of concurrent requests is less than one. At 
the end of the range A, the randomness of interarrival time causes that the number of 
concurrent requests from time to time is more than 1. So the range A is approaching 
the beginning of the range I in Fig. 2. The range B in Fig. 1 corresponds to ranges I, II 
and III of Fig. 2. In the range B a web server archives its maximum capability of per-
formance, the whole processor is used. The range C corresponds to range IV from 
Fig. 2. The differences in the availability plot between ranges C and IV were ex-
plained in the previous section as a result of availability definition. 

 

Fig. 4. The performance of an apache server with PHP script under varying task computational 
complexity 
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The similarities of response times and availabilities and the simplicity of achieved 
curves raise the question how to model the performance results. Let’s describe the 
complexity of task performed on a server as a result of the request by the time re-
quired to process a single request. Let’s mark it by x. To avoid problems with scripts 
caching it is estimated by calculating the average response time for 10 concurrent 
requests and divided by 10. The results for different computational complexities of a 
task are presented in Fig 4. It could be noticed that the overutilization threshold, i.e. 
the value of intensity when the overutilization starts, is equal to 1/x (the upper plot of 
Fig. 4). Moreover, the slope of the response time in ranges I and II depends propor-
tionally on x (the lower plot of Fig. 4). However, it is hard to estimate the response 
time in ranges IV and C. Its value depends on x, but the effect of TCP exponential 
back-off in also noticeable, and especially the timeout limit on the client side (the 
maximal value of possible timeouts: 21 or 189 s). 

Moreover, additional influence of the TCP exponential back-off mechanism could 
be noticed for relatively small values of x. The phenomena is illustrated in Fig. 5. One 
can notice that the response time in the range C is dropping down to the value equal to 
that from the range IV. It is caused by changing proportion of properly answered and 
rejected requests and delays due to the exponential back-off mechanism. Therefore, 
there is a need to model the exponential back-off mechanism in details. 

 

Fig. 5. The performance of an apache server with PHP script under varying number of concur-
rent clients (the same plot as solid line in Fig. 4) 
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3.3 Basic Model of the Server Behavior 

The analysis of the behavior of an Apache server presented in the previous section led 
to the formulation of a server behavior model that consists of four elements: the re-
transmission buffer, the waiting queue, the circular buffer and processor/processors. 

The retransmission buffer models the process of establishing TCP connection by a 
client if a server is not responding. The retransmission buffer works as follows: 

1. If the number of processed requests on a server is larger than a given threshold

maxN  the request is rejected within a few milliseconds (model by a random 

value). 
2. Client for a given time period ( tΔ ) checks if the waiting queue is able to ac-

cept a request, if not then goes to step 3, if yes the request goes to the waiting 
queue. 

3. The timeouts parameters are updated: 

 
stt

tt

dd 32

3

+⋅=
Δ⋅=Δ

. 
(3)

 

4. The client is paused for  dt  seconds. 

5. If the time elapsed from the beginning of the request processing is longer than 
the client timeout the request is rejected, if not the processing goes to step 2. 

The initial values of timeouts are as follows: tΔ =0.0125s, dt =0s.  

The waiting queue models requests waiting for an execution inside server, it works 
according to FIFO method and has only one parameter, its length.  

Handling of request is done by executing a given task or tasks defined by a request. 
It is done in time sharing manner and modelled by the circular buffer. In reality con-
current execution is achieved by switching the processors between different tasks. In 
general it works as follows: 

1. If the circular buffer is not full the request is removed from the end of the 
waiting queue and moved to the circular buffer and execution of a task de-
fined by a request starts. 

2. Each task from the circular buffer has an access to a processor (from the set 
of available one) for a quant of time. 

3. The task is finished (therefore removed from the time sharing buffer) when 
the sum of time quants is larger than the execution time parameter of a given 
request. 

3.4 Modifications of the Basic Model 

The above model was based on the most popular web sever: Apache. We have also 
analyzed other two popular web servers: Microsoft IIS and Nginx. Their behavior 
could be described by a simplified version of the Apache server model. In case of IIS  
the response time for constant numbers of concurrent requests enlarges in a linear way 
till some threshold and all requests above this threshold are rejected immediately [13]. 
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Therefore, there are no retransmission buffer and no circular buffer. In case of 
Nginx, there is no circular buffer since only one request is executed in parallel, but the 
retransmission buffer and the waiting queue exists. 

3.5 Interaction with Other Services 

The operation of all the web based applications is based on the interaction between 
services. Therefore, it is important to model as well process requests that require calls 
to other web system components (other web servers of databases). In case of servers 
that follow the basic model (for example Apache, Tomcat), external calls have an 
influence on the circular buffer. When a task is waiting for an answer from another 
server (the request thread is in wait state), the place in the circular buffer is used, but 
the processor is not. Such behavior results in a situation that the whole circular buffer 
is used, so new requests are waiting in waiting queue whereas the server is consuming 
almost no processor power. In case of the modified model (without circular buffer) 
like IIS or Nginx, the requests waiting for a response from some external server are 
not using the processor. Therefore, new requests from the waiting queue can be 
processed. When the response from the external server arrives, the task is placed in an 
additional FIFO queue. Therefore, the model for web server without circular buffer 
requires two FIFO queues. It seems that requests are processed from the two queues 
alternately, but this fact requires further investigation. 

4 Conclusions 

We have proposed a model of a web server. It describes three most popular nowadays 
web servers: Apache, IIS and Nginx and explains the servers behavior phenomena 
noticed during stress tests. The proposed model could be solved by computer simula-
tion using the Monte-Carlo approach and be used to predict the results of any changes 
in the system configuration [2] on its performance and availability. After including 
more realistic user model ([1], [3], [14]), it should allow to predict the system perfor-
mance in a function of session intensities.  Moreover, it could play an important role 
for creation an analytical model (like for example described in [12]) of web systems 
that will model the web system under a heavy load.  

Based on the analysis of the described model we could propose following recom-
mendation for stress tests: 

• The client operation system type must be taken into consideration, since it in-
fluences the limit of TCP timeouts (21 or 189 s), therefore influences the 
achieved response time, 

• The test for a given number of concurrent clients or a given intensity of re-
quests should last for several minutes to include long timeouts,    

• The test results calculation should not include the start and end part of results; 
it is noticeable in Fig. 3, where the start and end results randomness differ 
from that in the middle range, 

• For concurrent clients the availability should be calculated according to (2), 
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• For constant intensity of requests tests in the range B should be repeated sever-
al times and carefully analyzed, since the server behaves in a chaotic way; the 
randomness of interarrival times could result in the overloading of the waiting 
queue so the server starts to use the retransmission buffer (causing long re-
sponse times) and gets stuck it the overutilization range (range C). 

  
The presented work was funded by the Polish National Science Centre under grant no. 
N N516 475940. 
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Abstract. Web based systems are exposed to various dependability threats that 
affect their availability. The dependability of the systems can be improved by 
using reconfiguration. We address the problem, how to predict the impact of the 
reconfiguration time on the availability. For this purpose, semi-Markov 
processes are utilized. It is demonstrated in a realistic case study that the impact 
of reconfiguration delays is significant. It has to be considered as a factor when 
choosing the reconfiguration policy. 

Keywords: dependability, web system, reconfiguration. 

1 Introduction 

Web based systems are quickly becoming critical for the success of all business activ-
ities. For this reason, their dependability is crucial. This dependability is severely 
limited by the occurrence of security incidents, which degrade or compromise the 
systems operation. There are numerous techniques used to eliminate or reduce the 
security threats, yet they provide only a limited assurance of faultless access to web 
services. 

Policy-driven reconfiguration is proposed as a technique of extending the system 
operation time when a security incident occurs [1,3]. This is a well-documented con-
cept, proposed in the NIST Computer security incident handling guide [8] – to “iso-
late the affected system or network” and to “relocate the target”. A practical approach 
to this technique, utilizing reconfiguration graphs, is analyzed by us in some other 
publications [2,3]. 

In this presentation, the impact of the reconfiguration time is considered. Relocat-
ing of services is always connected with some period when they are not available to 
the end-users. This period reduces the overall availability of the services. This can 
never affect the decision if the system should be reconfigured on failure. It is a factor 
to consider when determining a reconfiguration strategy.  

Due to the random nature of security incidents occurring in web systems stochastic 
processes are used for mathematical modelling of the system reliability. The most 
often used stochastic processes in technical system reliability analysis are both Mar-
kov and semi-Markov processes [4,5,6]. Markov processes are limited to exponential 
distributions of all state transitions. This is a reasonable simplification in case of fault 
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occurrences, it is questionable in case of the repair processes, and it is unacceptable in 
case of the service relocations. To overcome these limitations, the presented analysis 
is performed using semi-Markov approach.  

2 Reconfiguration of Complex Web Based Systems 

2.1 Reconfiguration 

System configuration is determined by: the hardware (network interconnected hosts 
that process the software responsible for processing the service components), the 
communicating service components that are responsible for providing the responses 
to queries from the end-users and from other service components, and the deployment 
of the components onto specific hosts. System configuration can be changed by alter-
ing the deployment of the service components. A configuration is considered permiss-
ible, if the deployment ensures that all the services are performing satisfactorily, i.e. 
all the requests are handled within their time limits.  

Reconfiguration is realized by changing the system from one permissible configu-
ration to another. In normal circumstances reconfiguration is not necessary. On the 
other hand, it may improve dependability if performed after a fault occurs in the sys-
tem. In this case, the system is switched to a configuration, in which the fault does not 
affect its operability.  

The faults occurring in the web based systems can have multiple causes. Hardware 
faults, most commonly considered in dependability analysis, occur relatively rarely 
due to the advances in manufacturing technology. However, they require long time to 
repair. The redeployment of services onto computers that are still operational is the 
temporary remedy to ensure continuity of services. 

Most failures in computer systems are caused by exploitation of software faults, 
which can have consequences ranging from decreased availability to complete block-
age of services. Intentional attempts at exploitation of software vulnerabilities consti-
tute the most widespread type of threats to the services[8]. Human mistakes can have 
effects similar to vulnerability exploitation, even if they are less likely than the inten-
tional attacks.  

The normal reaction to all these events is either to restart the affected services or to 
isolate the affected hosts from the network. The first, if successful, fully recovers the 
system. The second is in effect equivalent to shutting down all the affected nodes until 
a remedy can be deployed.  

Another serious threat to the system are undirected attacks such as virus or worms 
proliferation. This type of attack can seriously and unpredictably impact system per-
formance. There are also attacks on services, usually based on draining their limited 
resources and thus making them unavailable to other users (Denial-of-service attacks 
[7]). In terms of consequence these attacks are either handled by filtering out the mi-
screant traffic or are successful, leading to service unavailability.  

Effectively, in all these faults the change of configuration may restore the system 
functionality ensuring service continuity. Notably, this is achieved prior to the  
recovery from the incident. Of cause, there is a short delay caused by configuration 
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switching (changing the deployment of services and reconfiguring the system re-
sources to handle the changed service locations). This delay is normally neglected 
since it is insignificant as compared to the time needed to restore normal system oper-
ation. Yet, it may be important when choosing the proper reconfiguration strategy. 

2.2 Test Case 

Let’s consider a fairly simple system to illustrate the proposed approach to dependa-
bility analysis. Fig. 1 presents a typical web services system based on four hosts. On 
top of this hardware infrastructure, there are deployed the various communicating 
services. Host A is normally running the front-end web service. This service makes 
use of some web applications located on hosts B and C. The database service, used by 
the web services, is deployed on host D. 

If any of the hosts becomes inoperational (when it is isolated after a security issue), 
then the affected services are relocated. There are restrictions on this relocation, re-
sulting from the computing and communication resources of the hosts. The front-end 
service can only be deployed to host A, B or C. Web applications can be relocated 
between hosts B and C only. The database service can only be relocated to host B. 
Host B is the only one capable of running all the four services at the same time. 

On the basis of the above limitations to permissible reconfigurations, the reconfi-
guration graph in Fig. 2 is constructed. State C0 corresponds to all the hosts being 
operational. States C1 – C4 correspond to single hosts being unavailable: A, B, C and 
D respectively. State C5 indicates unavailable hosts A and B, state C6 – unavailable 
hosts A and C, state C7 – unavailable hosts C and D, state C8 – unavailable hosts A 
and D. State C9 corresponds to only host B being up. 

 

Fig. 1. Test case infrastructure  
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Fig. 2. Reconfiguration graph for the analysed example 

3 Dependability Model of Reconfiguration Process 

Let’s assume the following model of the system behavior: Faults occur in the system 
randomly, usually with a predictable distribution. Then the system becomes inopera-
tional for some time until reconfiguration procedures restore it to a degraded state. 
The system is in degraded state until maintenance procedures restore it to full opera-
bility. If meanwhile a second fault occurs, then the system again becomes inopera-
tional for some time until the next reconfiguration procedure restores it to another 
degraded state or the system fails if reconfiguration is not possible. The system is 
restored from a failure state to full operability after a global repair procedure.  

3.1 State Transition Model 

The changes occurring in the system can be represented in the form of a state-
transition graph. There are 3 categories of system states: operational states corres-
ponding to the various levels of degradation (denoted as S0 – S9 in Fig. 3), a single 
failure state denoted as S10, and the states when the system is temporarily unavailable 
during reconfiguration (S11 – S19).  
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The transitions between the states of the model correspond to the various changes 
occurring in the system: faults of the hosts, hosts renewal, global renewal after failure, 
and completion of reconfiguration. Fig. 3 presents an example of a state-transition 
graph corresponding to the system discussed in 2.2. It should be noted that the graph 
can easily be derived from the reconfiguration graph. Each transition in the reconfigu-
ration graph has to be split into two transitions with a switching state in between. 
Then, additional transitions have to be added, corresponding to hosts repair and the 
global repair. Each transition has to be further described by the distribution of the 
time of occurrence of the corresponding events (intensity in case of exponential dis-
tributions, constant time in case of deterministic transitions). 

 

 

Fig. 3. State transition graph for the analyzed example 
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3.2 Semi-Markov Analysis 

Under the assumptions presented in the previous section a stochastic model describing 
the process operation of the web system is determined. In case all the transition times 
either have exponential distributions or they are constant, then the system is described 
by a semi-Markov process { }0:)( ≥ttX  with a state space }19,..,2,1,0{=S . From [5] 

it follows that in instants of the state changes, the sequence { },...2,1,0:)( =nX nτ  is a 

Markov chain with the transition probabilities matrix: 

  
],:[ Sjipij ∈=P  , { }iXjXPp nnij === + )(|)( 1 ττ .  (1) 

If ijT  represents a duration of state i under the condition that the next state will be 

j, the transitional probabilities can be calculated as:  
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where E is a set of ordered pairs of states which represent directed edges of graph in 
Fig. 3. 

According to [6] the limit probabilities for positive recurrent, irreducible, and ape-
riodic semi-Markov process are given by formula: 
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and iT  is a random variable representing duration of state i. So, 
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The above equation defines the method to calculate the limit probabilities of semi-

Markov process states. First of all, the vector of average duration of states T ={ ( )iTE

} and transition probabilities matrix P has to be calculated according to (2) and (5). 
Next, the set of linear equations defined by (3) and (4) has to be solved. 
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4 Test Case Analysis 

4.1 Exponential Renewals after Reconfiguration 

At first, let us analyse a case when the renewal process is described by the exponen-
tial distributions. According to the discussion presented in the previous section, the 
semi-Markov analysis requires the definition of transfer conditional probabilities and 
expected values of state durations. The calculation of the transfer conditional proba-
bilities has to take into account the structure of the transition graph (Fig. 3). One can 
notice three different cases in transfers: 

i. if there is no transfer from state i to j then 0=ijp ; 

ii. if there is only one edge starting from state i (ending in state j) then 1=ijp ; 

iii. if there are more than one edge starting from state i then:  
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The formula (6) is based on two facts: (a) the minimum of independent exponentials 
is exponential and (b) the probability that one exponential (lets marked its intensity by 

1λ ) is smaller than the other (with intensity 2λ ) is equal to )/( 211 λλλ + . 

To simplify the algebraic solution, the intensities of the faults occurrence are as-
sumed equal to λ for faults. Applying these rules to the analyzed test case we achieve: 
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where: = , = , = . 

The ¼ values in the first row of (7) are caused by applying rule (6) to all four edges 
starting in state S0 (see Fig. 3) with the same values of intensities. 

In case of expected values of the i-th state duration we have two cases to consider: 
i. if there is only one arc from state i and it ends in j then ( ) ( )iji TETE = ; 

ii. if there is more than one edge starting from state i and these transfers are go-
verned by exponential distributions with intensities equal to jλ then  
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since minimum of independent exponentials is exponential with the intensity 
equal to the sum of intensities.  
 

Therefore, the vector of expected values of state durations for the system described 
by transition graph presented in Fig. 3 is: 
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Solving (3) and (4), we get the limit probabilities which allow us to calculate avail-
ability as: 

 = 1 − ∑ ∗ (10) 

 =  
 (11) 

 
Fig. 4 presents the results of availability analysis computed from (9) for various 

values of the mean times of local renewals (1/μ) and reconfigurations (d), where the 
global renewal time (M) is set to 2/μ. It should be noted that the time needed to recon-
figure the system has a much greater impact on availability than the renewal times. 
This shows that it is very important to prepare the reconfiguration strategy as part of 
the contingency planning in case a security breach occurs in the system. Furthermore, 
it indicates that the reconfiguration time might be an important factor to be considered 
when optimizing this strategy. 



 Reconfiguration Time on the Dependability of Complex Web Based Systems 485 

 
Fig. 4. System availability in the function of the mean renewal (1/μ ) and reconfiguration (d) 
times 

4.2 Constant Renewal Times after Reconfiguration 

The presented analysis makes it possible to solve a problem with relaxed assumptions 
regarding the transition distributions. then Markov process assumptions (e.g. the re-
newal times from state 10 to 1 and the all reconfiguration times might be constant). 
To show semi-Markov approach capabilities we will change the previous test case by 
replacing assumption of exponential distribution of reconfiguration renewals (dashed 
edges in Fig. 3 marked with µ) by a constant value (equal to m).  

The calculation of the transfer conditional probabilities requires to add a new case 
to the analysis presented in the previous chapter: the case when we have constant and 
exponential transitions (like for state 9 in Fig. 3). Is such cases, the probability that 
the exponential random value ( Λ ) is smaller than the constant value is: 

 m
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whereas the transition probability to a state described by the constant value is: 

  m
m epp λ

λ
−=−= 1 . (13) 



486 T. Walkowiak and D. Caban 

Taking into consideration the fact that the minimum of independent exponentials is 
exponential, the transition probabilities, in case of more than one exponential distribu-
tions (as for state 1 in Fig. 3) with intensities marked as jλ , are as follows: 
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The matrix of the transfer conditional probabilities is the same as in the previous 
considerations (Equation 4), whereas α, β and γ are:  

 = , = , = 1 −  . (16) 

The average state durations for transitions described by the exponential distribution 
and constant value can be calculated as: 
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In case of several exponentials we have: 
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Therefore, the parameters α , β  and γ  of the expected values of state durations 

(9) are:  
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Solving (3) and (2), we get the limit probabilities which allow us to calculate the 
availability of the system with reconfiguration. The result is demonstrated, as com-
pared to the values obtained in 4.1, by the graph in Fig. 5. As it can be noticed the 
difference in system availability calculated for exponential renewals after reconfigura-
tion and constant ones is very small (less than 9*10-5) for the realistic values of recon-
figuration and renewal times. 
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Fig. 5. Comparison of system availability for exponential and constant renewals after reconfi-
guration, for various mean renewal (m) and reconfiguration (d) times 

5 Conclusions 

We have proposed a technique for determining the impact of reconfiguration time on 
availability of web based systems, exposed to breaches of security, especially when 
those breaches lead to cicatrisation of hosts. The technique is based on semi-Markov 
process analysis, which allows non-exponential reconfiguration time distributions. 

It is demonstrated that the reconfiguration time significantly impacts the overall 
availability. Fairly short reconfiguration times decrease the availability noticeably, 
though never to the extent that reconfiguration does not improve dependability. 

The introduction of semi-Markov approach was justified by the fact that reconfigu-
ration time is never exponentially distributed. The conducted numerical experiments 
show, though, that the assumed distributions lead to assessments that differ at the 
level of measurement accuracy. 
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Abstract. In the article a modified UTD method for determining propagation 
losses in the big-city area has been presented. Modification of this method con-
sists in using a model of physical geometry of wave propagation and using pat-
terns occurring in the UTD method for reflection coefficients and diffraction of 
waves at corners. Calculation of resultant field takes place with the use of the 
superposition method. On the basis of the conducted analysis calculation algo-
rithm has been suggested and sample calculations have been presented. 

Keywords: UTD model, propagation. 

1 Introduction 

In the first decade of the 21st century one can observe a sudden development of per-
sonal cordless communication systems. It causes the increase of demands concerning 
supply of high quality signals with as little power output as possible. These demands 
are satisfied with the use of long-time well-known cordless telephony. Development 
of cordless telephony systems is also directed at increase of possibilities and service 
improvement. Because of that network operators are more and more interested in 
solutions concerning wave propagation in a built-up area. There is a large number of 
models allowing to determine propagation losses, however each of them has its ad-
vantages and disadvantages. On the basis of the conducted comparative analysis it 
was found that the most optimal model for determining propagation losses in urban 
area can be the UTD (Uniform Theory of Diffraction) model described by Pathak [2] 
and Crane [1] allowing to take into account all phenomena occurring during propaga-
tion of electromagnetic wave in cities. 

2 Phenomena Accompanying Propagation 

Propagation models are necessary while analyzing propagation conditions in radio 
communication networks. Therefore those models should reflect significant and cha-
racteristic features of propagation conditions in an examined system.   

Based on the model one can forecast distribution of electric field in an area of sys-
tem operation. To forecast distribution of field in urban area one should take into 
account a large number of extra factors which have a significant influence on propa-
gation of radio waves in this area (Fig. 1). These are the following factors: 
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− Reflection or dispersion of radio waves incident on boundary surfaces of two me-
dia and waves propagating in multilayer medium, 

− Infiltration (penetration) of waves deep inside an adjacent medium which is ac-
companied by refraction and attenuation of waves while passing of wave through 
boundaries of media with various electric parameters, 

− Diffraction causing deviation of the course of wave at edges of narrow gaps, 
shields or on surfaces of solids with curvatures compared to wave length, 

− Interferences of two or more waves with identical frequency resulting from occur-
rence of the above mentioned phenomena. 

While analyzing propagation conditions, apart from the above mentioned pheno-
mena, one should also take into account a kind of urban environment which is strong-
ly differential. Generally four categories of urban building development can be distin-
guished: 
− Dense and high development of big city downtowns, 
− Relatively low development of medium and little cities as well as suburban devel-

opment, 
− Housing estates with low houses around areas with compact development,  
− Area of rural character surrounding built-up areas. 

The listed environment categories significantly differ in conditions of radio-wave 
propagation. Those conditions depend on position of base station antenna and mobile 
station towards each other and development surrounding them. Wave propagation can 
take place above roofs of buildings in case of highly lifted base station antenna. If that 
antenna does not tower over development, radio-waves propagate below roofs among 
streets.   

Analytical methods appropriate in studies of wave propagation, particularly distri-
bution of field radiated by transmitters, can be divided in two basic groups: determi-
nistic methods and empirical methods. The first group includes modern methods of 
“ray tracing”. They are based on approximation of geometrical optics and uniform 
theory of diffraction (UTD). Obtaining solutions on the basis of analytical depen-
dences used in those theories requires knowledge of: geometry of surroundings and 
obstacles (buildings and their components, structural components) occurring in the 
area of wave propagation and values of their electrical parameters in an analyzed 
frequency band. 

3 Modified UDT Propagation Model in Urban Environment 

UDT propagation model is a three-dimensional propagation model for microcellular 
radio communication in urban environment. This model takes into account multiple 
reflections of the type: wall-wall, wall-ground, ground-wall and diffraction at building 
corners as well as multiple reflections of diffracted signals. It is based on uniform 
theory of diffraction. Ray geometry is quite complex due to occurrence of reflections 
from ground surface and a number of reflections and diffractions on walls, building 
edges and ground surface. A basic difficulty in forming this three-dimensional model 
is determining an accurate point of reflection on surface and an accurate point of  
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diffraction on edge and appropriate incidence surfaces. It is necessary to calculate 
polarization components of reflected and diffracted rays and their further trajectories. 
In each point of reflection or diffraction a system of coordinates with “determined 
ray” or “determined edge” has been used as well as double matrices of reflection or 
diffraction coefficients. Good conformity of theoretical results with practical mea-
surements indicate correctness of the UTD method in modelling propagation in urban 
radio communication. The UTD model is often used in practical applications. For 
example it was used in applications described by  Bajda [3], Byłak [4], Laskowski [5] 
and Byłak [6].  

A sample geometry of propagation model has been shown in Fig. 1 where Tx 
means location of transmitter on the main street of width W1, and side street with 
width W2 is located within the distance  d1 from point Tx. 

 

ht 

h1

h2

h3
G

h4

hr

Rx

Tx 

 

Fig. 1. Geometry of wave propagation 

By the streets there are high buildings which walls, as it was assumed, are smooth 
surfaces with mean permittivity ε and conductivity σ. Transmitter is placed at height 
ht over the street and within the distance xo from the right wall.   

Vertically polarized receiving antenna Rx is placed at height hr over the street sur-
face and its position is displaced along the main street (visibility area LOS) to the side 
street (optical invisibility area OOS). In Fig. 1 three typical ray paths for wave reach-
ing Rx in invisibility area are shown.  

We assume that in an accepted coordinate system the center of system overlaps with 
the place of transmitter position Tr, a x, y & z are described in the following way: 
− x determines boundary points localized at street edge, 
− y determines direction along which propagation takes place. 
Proceeding to mathematical recording, wave equation describing propagation of elec-
tromagnetic wave in such a street canyon can be written in the following form: 
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where domains of particular coordinates are described in the following way: 

( )( )pp x,xwx −−∈  

 ( )+∞∞−∈ ,y  (2) 
( )hz,z −∈ 0  

Whereas function is defined in the following form: 

 ( ) ( ) ( ) ( ) ( )hztyxt,y,xf −δφδδ=  (3) 

We set up the following initial and boundary conditions: 

0=∂= tEE  
      ( ) 0=t,xE p  (4) 

( )( ) 0=−− t,xwE p
 

Using properties of entire function, definition of Laplace transform and Fourier trans-
form the above wave equation can be written in the following form:  
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We receive solution of this system of equations with the use of Kramer formulas and 
after change of variables: 
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In order to calculate the above mentioned integrals, we use Cauchy-Goursate theo-
rem, Jordan’s lemma and then we carry out integration along real axis ω on contour Γ, 
which is chosen in such a way to fulfil the following equality: 

 τ=ω−γ srixnk       for     0τ , (7) 

where γ - means poles of integrands included within contour Γ. 
It results from the above that the searched solution of wave equation is the below 
formula: 
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4 Solution for the Case of Propagation of Streets Crossing at an 
Angle Different from Right Angle 

An interesting for analysis scenario seems to be propagation of electromagnetic wave 
in street canyon, where receiver is situated in the street diverging at some angle  
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(different from 90o) from the place of transmission Tx. The above scenario is shown in 
Fig. 2. In the Figure the following markings have been used: 

− Pd – diffraction lower point, 
− Pg – diffraction upper point, 
− Φp – incidence angle of wave ray formed as a result of diffraction in point Pd, 
− Φp’ – reflection angle of wave ray formed as a result of diffraction in point Pd, 
− Φl – incidence angle of wave ray formed as a result of diffraction in point Pg, 
− Φl’ – reflection angle of wave ray formed as a result of diffraction in point Pg, 
− γl – azimuth angle, 
− α0 – corner angle. 

Tx

X
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Y

Pd

Y'

Rx

α 0
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γ1

Φ1

Φp'

Φ1
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Fig. 2. Wave propagation along street canyon 

Solution of wave equation in real coordinates is the function:  
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where: 
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Indices p mean reflections of waves from the right wall, whereas l mean reflections of 
waves from the left wall. Amplitudes of waves reflected in the street of width W1 take 
values: 
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Analogically for diffraction waves in the street of width W2 we receive: 
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On the basis of geometric dependences binding geometric dimensions of streets and 
height of antenna installations and their mutual location we can determine radius-

vectors .n31 ρρ    

Amplitudes of diffraction waves in the street of width W2 take values:  
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For the above dependences coefficient of expansion for reflection from surface 

)s(Ai  can be calculated from the below dependence. 

 )s(
)s(Ai ρ+

ρ=
 (14) 

Coefficient of expansion for diffraction from surface )s(Ai  can be calculated from 

the below dependence.  

 )s(
)s(Ai ρ+
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 (15) 

In order to determine angles lp ,ϕϕ , lp , ∗∗ ϕϕ  of reflected waves and angles 

∗∗
ϕϕϕϕ lplp ,,,  for diffraction waves we use equations describing fronts of par-

ticular incident waves and reflected from the street walls. 
In case of waves propagating with the street of width W1 general equation of wave 

front takes the form: 
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where: 
− c velocity of electromagnetic wave. 
Vector normal for wave front is described by dependence: 
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In overt form the above dependence is determined by formulas: 
− for the right wall (indices p) 
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− for the left wall (indices l) 
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As it can be easily noticed, both vectors p,nN  and l,nN  are unit vectors i.e. 

1=p,nN  and  1=l,nN , so their coordinates (projection on axes OX, OY, OZ) 

express direction cosines of angles which are formed by those vectors with appropri-
ate axes. This fact can be written with the use of dependence: 

 [ ]γβα= cos,cos,cosN l,p,n  (21) 

where: 

− α  angle which is formed by vector l,p,nN  with axis OX, 

− β  angle which is formed by vector l,p,nN  with axis OY, 

− γ  angle which is formed by vector l,p,nN with axis OZ. 
 

In plane Z = hTx it can be presented as in Fig. 3. 
 

 

Fig. 3. Wave propagation along street canyon 

The above figure shows that vector normal to wall is parallel to axis OX, whereas 
proper ray corresponds with direction of normal vector. 

The method of determining angles of wave propagating within the street of width 
W1 completely moves to determining reflection geometry of waves propagating in the 

street of width W2, while coordinates X, Y, Z should be replaced by Z,Y,X  ex-
pressed with the use of matrices: 
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The result obtained below is an initial basis for considering the phenomenon of dif-

fraction occurring on an object of any shape. A shape of an object closest to the shape 
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of building (rectangle or square) was taken for analysis. Electrical distribution is de-
termined by the below dependence. 
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5 Study and Analysis of Algorithm for Determining the Signal 
Level Value  

Below an algorithm for determining signal values in the place of reception has been 
presented. Its action bases on a modified UTD method. An application determining 
signal values was implemented in MATLAB environment. The application was writ-
ten for propagation environment presented in the mentioned below figure. 

 

Fig. 4. Geometry of propagation environment used in the program 

Fig. 4 presents an intersection of two streets forming canyon in which signal 
propagates while reflecting from its walls and bending at its edges. In the street of 
width W1 transmitter Tx is located and receiver Rx in the street of width W2. Signal 
path has been marked in red colour (reflections from buildings in the street are not 
marked). In the Fig. 4 also some parameters are visible which can be changed for 
appropriate matching of environment to real conditions.   

6 Presentation of Computer Simulation and Measurement 
Results 

Diagrams showing the results of program operation are presented below. It is a set of 
diagrams illustrating basic rules of signal propagation and signal values in reception 
points for each from the mentioned above environment. Moreover diagrams compar-
ing results obtained with the use of computer simulation and measured in real  
environment are shown.  
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Fig. 5. Dependence of signal value on height of transmitter (simulation results) 

The above diagram presents dependence of signal value on distance between 
transmitter and receiver for intersection of streets, for two values of transmitter 
height. As it can be seen for the same distances Tx-Rx signal for htx=20m is weaker. It 
is caused by the fact that in an established environment between Tx and Rx there are 
no obstacles. Therefore transmitter placed higher does not “facilitate” signal to reach 
the point of reception. However at the same time the higher placed transmitter causes 
extension of propagation path and thus decrease of signal value.  

In order to obtain a more reliable analysis of program operations, comparisons of 
theoretical results returned by the program with real measurements have been made. 
Those measurements were made in the centre of  the big city by one of cellular network 
operators. Propagation environment in which comparison of results was made is similar 
to surroundings presented in Fig. 4. Analysing the obtained diagrams it is clear that 
theoretical calculations show lower values of signal power in comparison with actual 
data. It might be caused by several conditionings such as: influence of nearby transmit-
ters (working in the same/different system), accuracy of environment mapping.  

 

Fig. 6. Comparison of actual losses and theoretical calculations 
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7 Conclusions 

Modelling propagation losses in urban areas is difficult and requires a suitable factual 
preparation.  In those areas the most visible is influence of many propagation pheno-
mena, which can significantly change a broadcast signal. Therefore their appropriate 
categorization and taking them into account during studies is very important.  

Radio signals propagate in accordance with four mechanisms: reflection, disper-
sion, refraction and diffraction. The result of the above mentioned phenomena is pos-
sibility of description of radio communication system with the use of three, almost 
independent of each other, phenomena: changes of losses of signal power in the func-
tion of distance, slow masking and quick fading connected with propagation multi-
path.  

In this study emphasis has been put on the UTD method. It is widely used in mi-
crocells, in which knowledge of environment geometry allows to increase efficiency 
of this method significantly.  Moreover it is simple in implementation into a computer 
program. In that way a tool can be created due to which obtaining results which make 
designing cellular systems easier will be very simple and quick. 
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Abstract. Data extraction methods are relevant because of the development of 
network technologies, particularly the Internet. From the viewpoint of data 
transmission and processing, these processes generated difficulties during de-
signing subsystems interactions due to the difference in the representation of the 
original data format. The paper is devoted to improve the data extraction and 
classification of semi-structured data presented in spreadsheet form. The main 
problem of that process is that in public sources that kind of data is often pre-
sented in a human-readable form, which is completely different from a classical 
normal table forms. The paper explores the problem of capturing semi-
structured data in Information System SSSR-Ed in the setting of education on 
the example of processing schedules in a spreadsheet. Algorithms and system 
solutions to this problem are proposed. 

1 Introduction 

At the present time the problem of data extraction from semi-structured data sources 
becomes much more significant. Internet has become easiest and often the only source 
of information for ordinary people. At the same time an abundance of information is 
accompanied by its quite chaotic representation. Usually web-developers don’t care 
about possibility of centralized provision of information to user, as a result, user have 
to view many sites to get the right information.  

Semi-structured data is a form of structured data that does not conform to the for-
mal structure of data models associated with relational databases or other forms 
of data tables, but nonetheless contains tags or other markers to separate semantic 
elements and enforce hierarchies of records and fields within the data[1].  

The paper is devoted to improvement of the data extraction and classification of 
semi-structured data presented in spreadsheet form. The main problem of this process 
is that in public sources that kind of data is often presented in a human-readable form, 
which is completely different from a classical normal table forms. Data extraction is 
the act or process of retrieving data out of unstructured or semi-structured data 
sources. It is important to understand the difference between the concepts of data 
extraction and data mining.  The purpose of data extraction is the collecting and sys-
tematization of data, while data mining is the extracting knowledge from data.  
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Therefore, data extraction sometimes reduced to converting human readable data in 
machine readable. 

The project REC "Theoretical Problems of intellectual systems creation for moni-
toring and control of distributed processes"[7] under the leadership of Buslaev AP 
client-server system SSSR was developed. 

System SSSR (Smartphone, Server, Student, Distribution) is a technology for au-
tomated collection of information through mobile devices, smartphones and tablets, 
sending multimedia information to the server in a structured form. Theoretical 
framework and client-server systems for distributed monitoring was developed, and 
later SSSR-Education system for monitoring learning processes in higher education 
were developed as a result of work. 

 

Fig. 1. SSSR-Ed Operator and students 

The main objectives of SSSR-Ed are to monitor the learning process in real time, its 
synchronization with the schedule, the introduction of statistics for visits and student 
performance.  Smartphone communicating with the server gets online mode, informa-
tion on employment in accordance with the actual time. Therefore, you cannot enter 
the relevant data, either before or after class. 

The main advantage is the lack of binding to a specific operator's working envi-
ronment for the implementation of employee engagement and base. As yet it was 
decided to use a variety of mobile devices running operating systems Android and 
iOs. Thus, multimedia data can be transferred from any student, even if universities 
are territorially remote. Requirements for client devices are modest, enabling even 
low cost smartphones and tablets. Android devices require an operating system 2.1 
and above. iOs devices require version 4 and above. The system suffers from the need 
for a permanent connection to the Internet. 

SSSR-Ed system provides support of the educational process. Teachers use a client 
application on a smartphone, which is connected to the server. 

Application represents the following information: 

• The name of the class; 
• Duration of the class;  
• Group’s students;  
• Theme of the class.  
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Fig. 2. User Interface 

The advantage is in that server communicates with the participants during the pro-
duction process, creates a new process with the occurrence of certain events (teacher’s 
disease, schedule’s changing, decline in academic performance/student attendance, 
etc.). Teacher may also request additional information on teaching materials, tasks, 
etc. If a teacher is sick, replacing it has full access to stories and lessons and plans. 
This organization provides increased reliability of the educational process. 

All these processes require periodic updates at the beginning of the semester or 
day. We were faced with the task of organizing the automatic data refresh schedule. 
In the process of solving this problem we had to solve the following problems: 

• A table is not in any of the normal forms. 
• The problem of the presence of additional information. The presence of additional 

commentary and information that does not requiring treatment. 
• The problem of coherence cells in meaning. The presence of associations between 

cells in explicit and implicit form, i.e. violation of the relational model. 
• The problem of determining the content type. The lack of strict format of the text 

inside the cell. 
• The problem of determining the relationship between logical entities. 
• The problem of interoperability between systems. Need for automated import. 
• The problem of data updating. Because data source may change required to conti-

nuously monitor sources. 
• Conversion Issue "human-readable data" in machine-readable. 
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Our solution can be represented as follows: 

 

Fig. 3. Schedule updating UML sequence diagram 

Actions sequence: 

1. Application server periodically takes the schedule data from the server of the Uni-
versity; 

2. Checksum is compared with the data obtained previously. 
3. If the data matches, the process is completed, if not, the data is parsed with visual, 

text and semantic analysis. More about these operations is see in section 4 of this 
article. 

4. The result is compatible with the XML, provides the schedule object model. 
5. This structure is loaded into the database to the relevant tables. 

In this article we faced the problem of analyzing the data matrix (schedule spread-
sheet) provided by the dean's office as XLS-file for automatically import into SSSR-
Ed system. The main difficulty was that, the schedule was presented and readable to 
humans, but the automatic insertion is not possible for a number of problems:  

In [8], [9] presented systems for road services. In this paper we considering the 
questions of information systems in the field of education, and algorithms for extract-
ing useful information from semi-structured source, for example, automatic extraction 
of schedule of  classes from a spreadsheet into our system of support of the educa-
tional process “SSSR-Ed” [10],[11]. 

 



 Web Service for Data Extraction  from Semi-Structured Data Sources 503 

2 Data Extraction Model 

2.1 Data Extraction Problems 

Retrieving related data is consistent solution of four problems: 

• Data extraction problem 
• Structure synthesis problem  
• Data mapping problem 
• Data integration problem 

Despite the fact that in this article we consider the extraction of data from a spread-
sheet document, these four steps are applicable to data mining in general. For exam-
ple, when solving the problem of extracting data from web sites have to alternately 
pass the same four points. 

If you open any page of schedule, you see something like the following picture: 
  

 

Fig. 4. Schedule source data 

To a user is not difficult to understand relevant data for extraction, but you need to 
teach this machine. So, in the case of data extraction, recognition problem can lead to 
the problem of finding duplicate data structures. If we teach the algorithm to find any 
repetitive data structure, then probably it would be that the person considers "relevant 
data". Implementation of the algorithm determining repetitive data structures - is an 
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additional topic for discussion and all existing (published) algorithms, even in rela-
tively simple have a lot if mistakes. 

There are several conceptually different approaches to the implementation of the 
algorithm for determining the repetitive data structures: 

• Based on the text content 
• Based on the semantically markup 
• Based on the construction of a hash for each of the elements and groups of ele-

ments with similar hashes 
• Based on the visual image 

Clearly, these approaches are rarely used, often used the combined solution. In our 
work we combine all these methods except hashing algorithms.  

For our system, we have developed a system integrating data from third-party 
sources or provided by the university founded in social networks. 

2.2 Algorithm for Finding Related Data 

Our main goal is to integrate various types of information provided in the form of 
spreadsheets, in our system. We have decided to use the so-called "decision trees" for 
the definition and separation of the objects according to their degree of connectivity. 
Particular, to convert human-friendly tables to machine - readable does not require 
any very sophisticated algorithms. The algorithm can be described as consistent ex-
ecution of four steps: 

1. Determination of the source data. Due to additional explanatory data, it is neces-
sary to separate the useful information from the comments. 

2. Separation of the individual objects. To a user is not difficult to understand whe the 
information ends up one object and starts on another spreadsheet using the appro-
priate styles. This may be the selection of borders, text style, merging cells. 

3. Data classification. Once we got a set of individual objects, you must determine 
whether they are connected to the properly class. 

4. Formation of a hierarchical tree. After classification of objects it is possible to form 
a tree of subordination among themselves. Subsequently, the same data are con-
verted to XML. 

2.3 String Matching Algorithms 

String-matching is a very important subject in the wider domain of text processing. 
String-matching algorithms are basic components used in implementations of practic-
al software aggregating under most operating systems. Moreover, they are emphasize 
programming methods that serve as paradigms in other fields of computer science 
(system or software design). Finally, they also play an important role in theoretical 
computer science by providing challenging problems. 
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Approximate String Matching. In computer science, approximate string match-
ing (often colloquially referred to as fuzzy string searching) is the technique of find-
ing strings that match a pattern approximately (rather than exactly). The problem of 
approximate string matching is typically divided into two sub-problems: finding ap-
proximate substring matches inside a given string and finding dictionary strings that 
match the pattern approximately.  

By directly searching requires no specific occurrences, and one-pattern string 
matching algorithms and dictionary searching are not suitable, so we needed to use 
regular expressions. 

2.4 Regular Expressions 

Once we got the hierarchical tree, we propose to use “regular expressions” recognizers for 
further useful information. “Regular expressions” - formal language for search and mani-
pulation of the substring in the text, based on the use of metacharacters. In fact, this line-
sample consisting of characters and metacharacters and set the rules for your search. 

This approach requires prior specific user patterns and pattern recognizers for the 
data, but can significantly increase the accuracy of the final data. 

3 Data Extraction System for SSSR-Ed 

3.1 Problem Formulation 

The project REC "Theoretical Problems of intellectual systems creation for monitor-
ing and control of distributed processes" under the leadership of Buslaev AP client-
server system SSSR was developed. 

  

Fig. 5. SSSR-Ed System 
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System SSSR (Smartphone, Server, Student, Distribution) is a technology for au-
tomated collection of information through mobile devices, smartphones and tablets, 
sending multimedia information to the server in a structured form. Theoretical 
framework and client-server systems for distributed monitoring were developed, and 
later SSSR-Education system for monitoring learning processes in higher education 
was developed as a result of work. 

3.2 Search Method in a Spreadsheet Using SSSR-Ed 

The source Data. Initially, we had data in a spreadsheet, below. We have separate the 
process of solving these problems to the following steps. 

Step 1. Unnecessary data problem.  The first step occurs trimming table. We 
solved this problem by finding repeating patterns of data (periodic structures) in the 
limit of a row or column. Based on analysis of multiple tables, you can say with cer-
tainty that the first row and first column, as a rule, are headers for the rest of the table. 
At this stage it is sufficient to find one repeating row and one duplicate column to get 
the range of cells containing useful information. 

 

Fig. 6. The data set after the first step 

Step 2. Cell coherence problem. Display style object definition. In this step, a de-
termination by the logical coherence cells sense. The main idea is that for a person 
clear separation bins in style (text style, edge detection, etc.) unlike machines. The 
table has been observed that essentially all the individual lines are allocated in thick-
ness, so the cell was removed style to style an attribute that is responsible for the 
presence / line width. Thus, it was possible to get proper cell arrays belonging to the 
same entity. 
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Fig. 7. Definition of a connection between the cells 

As we can see, for a given data element uses the relationship between the horizon-
tal-governmental means spreadsheet cells, but there is no connection between the 
vertical, it can be determined only by the characteristic separation. 

Step 3. Problem of finding relationships between data. At this stage, as well as 
on the first, we are looking for duplicate data structures, but in order to find the basic 
data, which later become column names and key relationships. 

 

Fig. 8. Interconnected data 

Step 4. The problem of determining the content type. At this stage, were active-
ly used the so-called regular expressions. For example, a teacher can be easily  
removed from any line following regular expression. [A-Z]{0,1}[a-z]{0,}[ ]{0,1}[A-
Z]{0,1}[.]{0,1}[A-Z]{0,1} [.]{0,1}.  

For the rest: the type of lessons are always the first word (if there begins with a lo-
wercase letter), if the first word starts with a capital is the subject and the type of lec-
ture classes. Subject of the first word if the lecture begins with a capital letter, or 
second. Clasroom can be found as A *, cr. *. 
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For the example shown above data will be decoded as:  
Instructor: Manenkov S.A.  
Subject: AaG  
Groups: Group1301, Group 1302, Group 1303  
Class room: 301 

 

Fig. 9. The data obtained in the form of XML 

Step 5. The problem of determining the connection between logical entities. After 
determining the types of cells, we can construct a connectivity graph. 

 

Fig. 10. Connectivity graph 

Constructing the adjacency matrix, we can easily determine the entities and relation-
ships between objects. 

Step 6. The problem of interaction between systems. After all the steps we ob-
tain a data structure of the following form: 
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Fig. 11. The resulting data set 

Such a structure is easily processed and exported to external information systems. 

Source code. In general, the code can be represented as follows:. 

HSSFWorkbook workbook = new HSSFWorkbook(file); 

HSSFSheet sheet = workbook.getSheetAt(0); 

List<List<Cell>> parsedDataTable = parseDataTables(sheet); 

List<List<Object>> parsedObjects = new ArrayList<List<Object>>(); 

        for(List<Cell> cellist : parsedDataTable) 

        { 

            List<Object> objectsList = new ArrayList<Object>(); 

            for(Cell cell : cellList) 

            {                

                objectsList.add(analyzeCell(cell)); 

            } 

            parsedObjects.add(objectsList); 

        } 

List<List<Object>> linkedObjects = findDependence(parsedObjects); 

Schedule schedule = formSchedule(linkedObjects); 

Dictionaries.addSchedule(schedule); 

4 Conclusion and Future Work 

In this paper, we investigate the problem of capturing semi-structured data in SSSR-
Ed on the example of processing schedules in an spreadsheet. Algorithms and system 
solutions to this problem are proposed. In that work we combine full and semi-
automatic methods for data extraction to ensure greater relevance of the information 
retrieved. According to test results we obtained the results: 

• Definition of objects and their connections in spreadsheets makes sense to relying 
on the understanding that human-understandable data are not shared by the cells, 
but their styles.  



510 M.V. Yashina and I.I. Nakonechnyy 

• Regular expressions are a powerful tool for data retrieval, which does not allow 
determining the relatedness of objects, but provides its classification. 

• To determine the entities and relationships between them is the most convenient 
tool for matrix connection. 

Currently the system is being tested at the Department MKiIT Moscow Technical 
University of Communication and Informatics and the Department of VM Moscow 
Automobile and Road Institute. We create a request for a registration of patent of 
utility model by category: "Method of automated support of the educational process." 

Future work. We plan to continue to expand and improve our experience of inte-
raction with external systems that do not have standard interfaces for data exchange. 
We plan to connect social networking to get more information about the participants 
in the educational process. We also consider the possibility of connecting digital libra-
ries combined with advanced annotation system by participants of educational 
process, it will optimize the process of learning the material through search process 
optimization of related materials from different sources. 
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Abstract. The system reliability depending on some system components states 
changes is investigated in this paper. This investigation assumes the representa-
tion of the initial system by the structure function. This function definition 
agrees to the Boolean function. Therefore the mathematical approach of Logical 
Differential Calculus is used in the analysis of the system reliability change  
depending on the changes of components states. Based on this mathematical 
approach, calculation of two measures is considered – Dynamic Reliability In-
dices and Birbaum’s Importance Measure. These measures are indices of im-
portance analysis, that allow estimating the system reliability depending on 
components states changes. 

Keywords: Reliability, binary-state system, logical differential calculus. 

1 Introduction 

Reliability evaluation methods exploit a variety of tools for system modeling and 
reliability indices calculation. A discrete model has been used in reliability analysis 
frequently. There are two mathematical types of this model: a Binary-State System 
(BSS) and a Multi-State System (MSS). The system and its components are allowed 
having only two possible states (completely failed and perfect functioning) in a BSS. 
This approach is well known in reliability analysis, but can prevent the examination 
of many situations where the system can have more than two distinct states [1-3]. 
MSS reliability analysis is a more flexible approach for evaluation of system reliabili-
ty. A MSS and its components are allowed having more than two levels of working 
efficiency. These levels are interpreted as states of reliability of the system and its 
components. However, when only consequences of the failure have to be identified, 
then BSSs are more suitable for this task. In what follows, we assume that the system 
is presented as a BSS. 

Principal measures of BSSs are reliability function that defines probability that sys-
tem is functional. There are other measures in reliability analysis. Importance meas-
ures are one of groups of these measures [4]. Principal goal of the importance analysis 
is the investigation of influence of different components states changes on the system 



512 E. Zaitseva, V. Levashenko, and M. Kvassay 

reliability. Researchers have developed various methods to calculate importance in-
dices. For example, Markov processes are used to analyze the system state transition 
process [5] or the structure function approach is used to investigate the system topol-
ogy [6].  We propose another method that is based on system description by the struc-
ture function. This function defines the correlation between system reliability and its 
components states. The mathematical background of this method is Logical Differential 
Calculus. This mathematical approach investigates the influence of the variables values 
on the function value [7]. 

Two importance measures are considered in this paper. Component Dynamic Re-
liability Indices (CDRIs) allow measuring an influence of each individual component 
or a fixed group of components on the system reliability. Another importance measure 
that is very often used in reliability analysis is the Birnbaum’s Importance Measure 
(BIM), which defines the probability that given component is critical for system oper-
ation [4]. The calculation of these measures for one system component using Logical 
Differential Calculus has been considered in [8, 9].  

In this paper, we develop the investigation of the influence of state changes of 
more than one component on the system reliability by Direct Partial Logic Deriva-
tives (as the part of Logical Differential Calculus). System failure and its repair 
caused by changes of some components states are defined in Direct Partial Logic 
Derivative terminology for two variants of components states changes: for simultane-
ous and successive changes in the states of components group. 

2 Direct Partial Logic Derivatives in Reliability Analysis 

2.1 Direct Partial Logic Derivatives 

Mathematical approach of Logical Differential Calculus has been introduce for the 
investigation of the Boolean function value changes depending on the changes of the 
variables of this function [7]. Therefore, Logical Differential Calculus can be used in 
applications, where an investigated object is defined and presented by the Boolean 
function. One of such application problems is reliability analysis. As a rule in reliabil-
ity analysis, the investigated object is defined as a system with two states that allows 
analyzing the condition of the system failure and functioning [6, 10]. Such system is 
named as a Binary-State System (BSS). 

Consider the system of n components with states xi (i = 1,2,..., n). A system in sta-
tionary state will be considered in this paper. At that, the value xi = 1 corresponds to 
the operable state of the i-th component and xi = 0 to its failure. The correlation of the 
system state in the fixed time (system availability) and components states is defined 
by the structure function φ(x): 

 ( , , … , ) = ( ):   0,1 0,1 , (1) 

where x = (x1, x2,…, xn) is a state vector. 
Every system component is characterized by probabilities of its working and failed 

state: 
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 = Pr = 1 ,   = Pr = 0 ,   + = 1. (2) 

The system availability A and unavailability U are defined based on the structure 
function in the following way: 

 = Pr ( ) = 1 , = Pr ( ) = 0 ,   + = 1. (3) 

In reliability analysis, the following assumptions are used for the system that is co-
herent [4]: 

(a) The structure function can be interpreted as Boolean function, 
(b) The structure function is monotone, 
(c) All components are s-independent and are relevant to the system. 

The assumption (a) is very important because it allows using the mathematical ap-
proaches of Boolean algebra for the investigation of the system availability. One of 
such approaches is Logical Differential Calculus [7]. 

The structure function (1) is a Boolean function; therefore, the mathematical ap-
proach of Logical Differential Calculus can be used for the analysis of the influence 
of component state changes on the system availability. Direct Partial Logic Deriva-
tives are part of Logic Differential Calculus. These derivatives reflect the change in 
the value of the underlying function when the values of variables change and can be 
applied for analysis of dynamic behavior of a system that is declared by the structure 
function (1) according to the assumption (a).  

A Direct Partial Logic Derivative with respect to variables vector for the structure 
function allows estimating the change of system reliability caused by state changes of 
some system components. These components are interpreted as the vector of compo-
nents. A Direct Partial Logic Derivative with respect to variables vector for the struc-
ture function permits to analyze the system availability change when values of every 
variable of this vector changes from ( ) to ( ). The Direct Partial Logic Deriva-
tive of the structure function φ(x) of n variables with respect to vector of components ( ) = ( , , … , ) is defined as follows [10]: 

 ( ) ( ) ( ) ( )⁄ = 1,   if ( ), =  AND ( ), =0,   otherwise , (4) 

where ( ), = , , … , ,  is the value of the structure function, 

when = , = ,…, =  and ( ), = , , … , ,  is 
the value of the structure function, when = , = ,…, = . 

Equation (4) for m = 1 is Direct Partial Logic Derivative ( ) ( )⁄  
of the structure function φ(x) with respect to variable xi. This derivative reflects the 
fact of changing of function from j to  when the value of the variable xi is changing 
from a to : 

 ( ) ( )⁄ = 1,   if ( , ) =  AND ( , ) =0,   in other cases , (5) 

where φ(ai, x) = φ(x1,…, xi-1, a, xi+1,…, xn) and φ( , x) = φ(x1,…, xi-1, , xi+1,…, xn). 
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Direct Partial Logic Derivative (4) is a mathematical description of the system re-
liability change depending on state changes of the fixed system components. This 
derivative is used to investigate system reliability change when states of the fixed 
system components change. 

2.2 System Failure 

Consider the system failure and repair depending on some system components states 
changes in terms of Direct Partial Logic Derivatives. There are two types of changes 
of components states for fixed system components: simultaneous states changes and 
state changes one by one. 

The first variant, the simultaneous state changes, is represented using Direct Partial 
Logic Derivative terminology as follows [11, 12]: 

 (1 0) ( ) ( ) ( )⁄ , (6) 

where ( ) = 1 , 1 , … , 1  and ( ) = 0 , 0 , … , 0 . 
The assumption (b) that the structure function is monotone is used in (6). There-

fore, the system failure is declared by change of function φ(x) from state 1 to state 0 
and only decreases of every of m system components from state 1 to state 0 is taken 
into account. This assumption is also used in the second variant of mathematical de-
scription of the system failure. 

The second variant of the system failure (system components fail one by one, if 
they can) is represented as m-times Direct Partial Logic Derivative: 

 (1 0) (1 0) (1 0) … (1 0)⁄ . (7) 

The m-times derivative (7) is calculated by successive computation of Direct Par-
tial Logic Derivatives with respect to variable xis, for s = 1,2,…, m: 

 (1 0) (1 0)⁄ ,  

where the initial function for s-step is defined as ( ) = 0 , 0 , … , 0 ,  and ( ) = ( ). 
For example, consider the failure of system that is presented in Fig. 1. This system 

consists of three components (n = 3) and its structure function is defined as 
φ(x) = OR(AND(x1, x2), x3). The two aforementioned variants of the failure of this 
system when component 1 or 2 failed are presented in Table 1, where symbol ‘-’ 
means that the Direct Partial Logic Derivative does not exist. 

 x1 

x3 

x2 

 

Fig. 1. Series-parallel system 
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In Table 1, Direct Partial Logic Derivative (1 0) ( ) (1 , 1 ) (0 , 0 )⁄  
models situations, in which the simultaneous breakdown of the 1-st and the 3-rd com-
ponent causes the system failure. In this case, the system has two boundary states for 
components x1x2x3: {101, 111}. The second Direct Partial Logic Derivative 
∂2φ(1→0)/∂x3(1→0)∂x1(1→0) describes system failure when the 3-rd component 
breaks firstly and then the 1-st component (if can, i.e. if the first component is not 
failed). The system for this variant of the failure has the following boundary states 
x1x2x3: {001, 011, 101, 111}. The last Direct Partial Logic Derivative 
∂2φ(1→0)/∂x1(1→0)∂x3(1→0) describes system failure when component 1 breaks as 
first and component 3 as the next one. There are three situations x1x2x3: {110, 101, 
111} in which successive failures of the first and the third components cause the sys-
tem breakdown (if the third component can fail). 

Table 1. The structure function of the system in Fig. 1 and two variants of its failure 

x1 x2 x3 φ(x)
(1 0)( ) (1 , 1 ) (0 , 0 ) (1 0)(1 0) (1 0) (1 0)(1 0) (1 0) 

0 0 0 0 - - - 

0 0 1 1 - 1 - 

0 1 0 0 - - - 

0 1 1 1 - 1 - 

1 0 0 0 - - 0 

1 0 1 1 1 1 1 

1 1 0 1 - - 1 

1 1 1 1 1 1 1 

2.3 System Repair 

The system repair, using Direct Partial Logic Derivatives, has been defined for state 
change of one system component in [10] and for state changes of fixed system com-
ponents in [11]: 

 (0 1) ( ) ( ) ( )⁄ , (8) 

where ( ) = 0 , 0 , … , 0  and ( ) =  1 , 1 , … , 1 . 
The system repair in Direct Partial Logic Derivative terminology (8) is declared as 

the structure function change from value 0 into 1, when states of m failed system 
components change from 0 into 1. 

Here, we present state changes of fixed system components one by one for system 
repair in Direct Partial Logic Derivative terminology as m-times Direct Partial Logic 
Derivative: 

 (0 1) (0 1) (0 1) … (0 1)⁄ . (9) 

The computation of derivative (9) is similar to calculation of derivative (7). 
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3 Importance Measures 

Importance measures are very often used in reliability analysis. They estimate coinci-
dence between component failure (repair) and system failure (repair). In this section, 
we generalize some of them for the simultaneous or successive failure (repair) of 
components group. 

3.1 Component Dynamic Reliability Indices 

In this paper, the concept of the CDRIs is generalized for the reliability changes that 
are caused by state changes (simultaneous or successive) of a group of system com-
ponents. The basic mathematic model for these indices is based on (6) – (9). 

Definition 1. The CDRI of the first type of a group of m components for the system 
failure is probability of the system failure caused by simultaneous failure of given 
system components: 

 ( ) = ∏ , (10) 

where  is a number of situations when the breakdown of m system components 
results the failure of the system;  is a number of operational system states when 1 , 1 , … , 1 , = 1 (it is computed by the structure function); and  is the 

failed state of component ij (2). 
Number  is calculated as a number of nonzero elements of Direct Partial Logic 

Derivative (6): 

 (1 0) ( ) ( ) ( )⁄ ≠ 0. (11) 

Definition 2. The CDRI of the second type of a group of m components for the sys-
tem failure is probability of the system failure caused by successive failure of given 
system components: 

 ( ) = ,, ∏ , (12) 

where ,  is a number of system states when = = ⋯ = = 1 and φ(x) = 
1;  is the ij-th component unreliability and  is the is-th component reliability 

according to (2); ,  is a number of system states for which breakdown of s compo-
nents, from the i1-th to the is-th, cause system failure and it is calculated by the struc-
ture function as a number of nonzero elements of Direct Partial Logic Derivative (7). 

Definition 3. The CDRI of the first type of a group of m components for the system 
repair is probability of the system repair caused by simultaneous replacements of m 
failed system components: 
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 ( ) = ∏ , (13) 

where  is a number of system states when the simultaneous replacements of m 
failed system components causes the system repair and it is calculated by Direct Par-
tial Logic Derivative (8): 

 (0 1) ( ) ( ) ( )⁄ ≠ 0, (14) 

and  is a number of zero system states for which 0 , 0 , … , 0 , = 0 and 
 is the probability that component ij is failed (2). 

Definition 4. The CDRI of the second type of a group of m components for the sys-
tem repair is probability of system repair caused by successive replacements of m 
failed system components: 

 ( ) = ,, ∏ , (15) 

where  ,  is a number of situations when = = ⋯ = = 0 and φ(x) = 0; 
 is the ij-th component reliability and  is the is-th component unreliability ac-

cording to (2); ,  is a number of system states for which replacements of system 
components, from the i1-th to the is-th, cause the system repair and ,  is calculated 
by the system structure function and Direct Partial Logic Derivative (9) as a number 
of its nonzero elements. 

3.2 The Birnbaum’s Importance Measure 

The Birnbaum’s Importance Measure (BIM) defines probability that given compo-
nent is critical for system operation, i.e. its failure causes the system failure [4]. In 
papers [8, 11], there has been proposed the definition of the BIM for component i as 
the probability that Direct Partial Logic Derivative (1 0) (1 0)⁄  contains 
nonzero values: 

 ( ) = Pr (1 0) (1 0)⁄ = 1 . (16) 

Generalizations of the BIM for two system components have been considered in 
paper [13]. Those generalizations are known as Joint Reliability (Failure) Importance 
Measures and they represent the degree of interactions between two system compo-
nents. However, they do not estimate the probability that simultaneous or successive 
failures of some components cause the system failure. Therefore, in this paper, the 
definition of the BIM is generalized for these cases. We denote these generalizations 
as the Modified BIM (MBIM). 

Definition 5. The MBIM of the first type of a group of m components for the system 
failure is probability that the simultaneous failure of the fixed group of system com-
ponents results the failure of the system: 
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 ( ) = Pr (1 0) ( ) ( ) ( )⁄ = 1 . (17) 

Definition 6. The MBIM of the second type of a group of m components for the sys-
tem failure is probability that the successive failures of the fixed system components 
cause the system failure:  

 ( ) = Pr ( )( ) = 1 ∏ Pr ( )( ) = 0 , (18) 

where ( ) = 0 , 0 , … , 0 ,  and ( ) = ( ). The assumption (c) for the 
structure function, i.e. all components are independent and relevant to the system, 
must hold for the definition (18) of the MBIM of the second type. 

3.3 Examples for Calculation of the CDRIs and the BIM 

Consider the example in Fig. 1 and calculation of the CDRIs and the MBIM for it. Let 
the probabilities of the states of components be the ones in Table 2. The structure 
function of this system is: 

 ( ) = OR(AND( , ), ). (19) 

Let us calculate the probabilities of this system failure if two components of it fail. 
The CDRIs for this system failure are determined according to (10) and (12). 

Table 2. State probabilities of components of the system in Fig. 1 

 
Components 

x1 x2 x3 

qi 0.03 0.12 0.03 

pi 0.97 0.88 0.97 

 
The CDRIs of the first type P1f(x

(2)) (for two simultaneous components breakdown) 
for this system are: P1f(x1, x2) = 0.4268, P1f(x1, x3) = 0.9409 and P1f(x2, x3) = 0.8536. 

Numbers  for different changes of system components (11) are determined by 

derivatives (1 0) ( ) 1 , 1 0 , 0  and number  is computed by 

the structure function of this system. 
The CDRIs of the second type for the system in Fig. 1 are calculated for successive 

components breakdowns by (12) and this equation in this case is: 

 ( ) = ,, + ,, , (20) 

where ,  is a number of system states where xi1 = 1 and φ(x) = 1; ,  is a number 

of system states where xi1 = xi2 = 1 and φ(x) = 1; ,  is a number of state vectors for 

which the i1-th component breakdown causes system failure and ,  is a number of 
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state vectors for which the i1-th and the i2-th components breakdowns cause system 
failure; pi1 (qi1) and pi2 are the i1-th and the i2-th components reliabilities (unreliabili-

ty) according to (2). 
Numbers ,  and ,  in (20) are computed by structure function (19) of the sys-

tem. Numbers ,  and ,  are determined by Direct Partial Logic Derivative (7) as 
a number of its nonzero elements. 

The CDRIs of the second type P2f (x
(2)) for this system are calculated for successive 

components breakdowns by (20) as follows: P2f (x1, x2) = 0.3233, P2f (x2, x1) = 0.2933, 
P2f (x1, x3) = 0.3524, P2f (x3, x1) = 0.7421, P2f (x2, x3) = 0.4097 and P2f (x3, x2) = 0.7407. 
These numbers show that the most probable scenarios which lead into the failure of 
the system are successive failures of the 3-rd and the 1-st component or successive 
failures of components 3 and 2. 

The MBIM of the first type (for two simultaneous components breakdown) for this 
system are: MBIM1(x1, x2) = 0.03, MBIM1(x1, x3) = 1 and MBIM1(x2, x3) = 1. These 
numbers mean that the simultaneous failure of component 1 and 3 or 2 and 3 causes 
the failure of the system regardless to state of another component. 

The MBIM of the second type are computed for this system according to (18) as 
follows: 

 ( ) = Pr ( )( ) = 1 + Pr ( )( ) = 0 Pr ( )( ) = 1 , (21) 

where ( ) = 0 , . 
Using (21), we get the next values of the MBIM of the second type for the system 

in Fig. 1: MBIM2(x1, x2) = 0.0264, MBIM2(x1, x3) = 1 and MBIM2(x2, x3) = 1. These 
numbers mean that the successive failure of component 1 and 3 or 2 and 3 causes the 
failure of the system every time, i.e. regardless to state of another component. 

4 Conclusion 

Two new importance measures are proposed in this paper: extension of the CDRI and 
the BIM. The CDRI is used to investigate the system availability depending on the 
components states changes. New type of the BIM has been denoted as the Modified 
BIM, because it does not estimate the overall criticality of given group of components 
for the system activity but only the influence of their simultaneous or successive fail-
ures. 

The novelty of the proposed measures consists of two aspects. One of them is in-
vestigation of influence of some fixed components states changes on the system 
availability. As a rule, importance measures are defined for only one system compo-
nent. In this work, the simultaneous or successive components states changes are 
considered. 

Another aspect of the novelty is using of the Direct Partial Logic Derivatives with 
respect to the vector of variables for calculation of these measures. The advantages of 
this mathematical approach are: (a) the application for analysis of system with any 
complexity and (b) the simplicity of the calculation. The computational complexity of 
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the Direct Partial Logic Derivatives calculation depends on the number of system 
components only and is not influenced by other topological complexity of the system. 
The Direct Partial Logic Derivatives are calculated based on the comparison of the 
values of the structure function only, and therefore, their calculation is very simple. 

Logical Differential Calculus is very perspective for analysis of dynamic properties 
of the investigated system. Its potential in reliability analysis can increase in combina-
tion with Logical Integral Calculus [14] that allows revealing the structure function 
when it is not completely defined. However, this idea needs another research. 
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Abstract. Similarly as in earlier work on component compatibility, the
behavior of components is specified by component interface languages,
defined by labeled Petri nets. In the case of composition of concurrent
components, the requests from different components can be interleaved,
and - as shown earlier - such interleaving can result in deadlocks in the
composed system even if each pair of interacting components is deadlock–
free. Therefore the elements of a component–based system are considered
compatible only if the composition is deadlock–free. This paper formally
defines model fusion, which is a composition of net models of individual
components that represents the interleaving of interface languages of
interacting components. It also shows that the verification of component
compatibility can avoid the exhaustive analysis of the composed state
space.

Keywords: software components, component-based systems, compo-
nent composition, component compatibility, compatibility verification,
model fusion, labelled Petri nets.

1 Introduction

In component-based software development the functionality of a software ssys-
tem is decomposed among loosely coupled independent software components.
Such a reuse-oriented approach to defining and implementing software systems
has recently been extensively studied as it is believed to be a starting platform
for service orientation [4], [10].

In component-based systems [10], two interacting components, one requesting
services and the other providing them, are considered compatible if all possible
sequences of services needed by the requesting component can be provided by
the other one. This concept of component compatibility can be extended to
sets of interacting components, however, in the case of several concurrent re-
quester components, as is typically the case for client–server applications, the
requests from different components can be interleaved and then verifying compo-
nent compatibility must take into account all possible interleavings of requests.
Such interleaving of requests can lead to unexpected behavior of the composed
system, i.e. a deadlock can occur indicating component incompatibility [21], [22].
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The behavior of components is usually described at component interfaces [17]
and the components are characterized as requester (active) and provider (reac-
tive) components. Although several approaches to checking component compos-
ability have been proposed [1], [2], [4], [11], [13], [18], further research is needed
to make these ideas practical [9].

The paper is an extension of previous work on component compatibility and
substitutability [8], [20], [21], [22]. Using the same formal specification of compo-
nent behavior in the form of interface languages, the paper addresses the verifi-
cation of component compatibility. Since interface languages are usually infinite,
their compact finite specification is needed for effective processing. Labeled Petri
nets [20], [21] are used as such specification.

Petri nets [14], [15] are formal models of systems which exhibit concurrent
activities with constraints on frequency or orderings of these activities. In labeled
Petri nets, labels, which represent services, are associated with elements of nets
in order to control component interactions. Well-developed mathematical theory
of Petri nets provides a convenient formal foundation for analysis of systems
modeled by Petri nets.

Model fusion is proposed to represent the interactios of components. The fu-
sion operation is performed by merging Petri net transitions that request and
provide the same service. Interleavings of requests from concurrent components
result in different execution paths in the combined model. The components are
compatible, if the combined model is deadlock–free. Deadlock–freeness can be
verified by structural methods, avoiding the exhaustive state space analysis be-
cause model fusion preserves structural (some) properties of the fused elements.
If the interacting components are not compatible, some correcting steps are re-
quired (in the form of redesign of some components or additional constraints
which prevent some interleavings to occur).

Section 2 recalls the concept of interface languages as the description of com-
ponent’s behavior and Section 3 presents a linguistic version of component com-
patibility. Section 4 illustrates the proposed concepts by a simple example and
shows that compatibility verification for some classes of systems can be per-
formed using structural analysis of the fused model. Section 5 concludes the
paper.

2 Component Behavior

The behavior of a component, at its interface, can be represented by a cyclic
labeled Petri net [7], [8], [21]:

Mi = (Pi, Ti, Ai, Si,mi, �i, Fi),

where Pi and Ti are disjoint sets of places and transitions, respectively, Ai is
the set of directed arcs, Ai ⊆ Pi × Ti ∪ Ti × Pi, Si is an alphabet representing
the set of services that are associated with transitions by the labeling function
�i : Ti → Si ∪ {ε} (ε is the “empty” service; it labels transitions which do not
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represent services), mi is the initial marking function mi : Pi → {0, 1, ...}, and
Fi is the set of final markings (which are used to capture the cyclic nature of
sequences of firings).

Sometimes it is convenient to separate net structure N = (P, T,A) from the
initial marking function m.

In order to represent component interactions, the interfaces are divided into
provider interfaces (or p-interfaces) and requester interfaces (or r-interfaces). In
the context of a provider interface, a labeled transition can be thought of as a
service provided by that component; in the context of a requester interface, a
labeled transition is a request for a corresponding service. For example, the label
can represent a conventional procedure or method invocation. It is assumed that
if the p-interface requires parameters from the r-interface, then the appropriate
number and types of parameters are delivered by the r-interface. Similarly, it is
assumed that the p-interface provides an appropriate return value, if such a value
is required. The equality of symbols representing component services (provided
and requested) implies that all such requirements are satisfied.

For unambiguous interactions of requester and provider interfaces, it is re-
quired that in each p-interface there is exactly one labeled transition for each
provided service:

∀ti, tj ∈ T : �(ti) = �(tj) �= ε ⇒ ti = tj .

Moreover, to express the reactive nature of provider components, all provider
models are required to be ε–conflict–free, i.e.:

∀t ∈ T ∀p ∈ Inp(t) : Out(p) �= {t} ⇒ �(t) �= ε

where Out(p) = {t ∈ T | (p, t) ∈ A}; the condition for ε–conflict–freeness could
be used in a more relaxed form but this is not discussed here for simplicity of
presentation.

Component behavior is determined by the set of all possible sequences of
services (required or provided by a component) at a particular interface. Such a
set of sequences is called the interface language.

Let F(M) denote the set of firing sequences in M such that the marking
created by each firing sequence belongs to the set of final markings F of M. The
interface language L(M), of a component represented by a labeled Petri net M,
is the set of all labeled firing sequences of M:

L(M) = {�(σ) | σ ∈ F(M)},
where �(ti1ti2 ...tik) = �(ti1)�(ti2)...�(tik).

By using the concept of final markings, interface languages can easily capture
the cyclic behavior of (requester as well as provider) components.

Interface languages defined by Petri nets include regular languages, some
context–free and even context–sensitive languages [12]. Therefore, they are sig-
nificantly more general than languages defined by finite automata [5], but their
compatibility verification is also more difficult than in the case of regular lan-
guages.
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3 Component Compatibility

Interface languages of interacting components are used to define the compati-
bility of components. A pair of interacting components, a requester component
“r” and a provider component “p”, are compatible if and only if all sequences
of services requested by “r” can be provided by “p”, i.e., if and only if:

Lr ⊆ Lp.

In the case of several requester components, “ri”, i ∈ I, interacting with a
single provider component “p”, the component compatibility requires that all
sequences of (interleaved) requests be satisfied by the provider, so:

LI ⊆ Lp

where LI is the language of interleavings of requester languages Li, i ∈ I. It
should be observed that LI does not necessarily contain all possible interleavings
of requests because some requests cannot be satisfied immediatedy upon request
and are delayed until some other operations and/or their sequences are performed
by the provider component. All such restrictions are represented by the fused
component models.

4 Model Fusion

Model fusion is used to combine separate models of interacting components into
one model which represents the possible behaviors of the interacting components.
The general idea is sketched in Fig.1 where a single transition representing ser-
vice “a” in the provider component is combined with requests of this service in
two requester components - the provider transition is conceptually “fused” (or
merged) with corresponding transitions of the requester components.

Requester−1 Requester−2Provider

p11

p12

p21

p22

p01

p02

a a a

Before fusion

Requester−1 Requester−2Provider

p11

p12

p21

p22

p01

p02

a a

After fusion

Fig. 1. Model fusion for service ”a”
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More formally, if the provider component is modeled by

Mp = (Pp, Tp, Ap, S,mp, �p, Fp),

and the requester components are modeled by

Mi = (Pi, Ti, Ai, S,mi, �i, Fi), i ∈ I,

where S is a common set of services and all other sets (of places, transitions,
etc.) are disjoint, then the combined (or “fused”) model is

Mc = (Pc, Tc, Ac, S,mc, �c, Fc),

where:

Pc = Pp ∪ PI , PI =
⋃

i∈I Pi;

Tc = Tp − T0 ∪ TI . T0 = {t ∈ Tp | �p(t) ∈ S}, TI =
⋃

i∈I Ti;

Ac = Ap −A0 ∪ AI ∪ Apr, A0 = Pc × T0 ∪ T0 × Pc, AI =
⋃

i∈I Ai,

Apr = {(px, tik) | px ∈ Pp ∧ (px, t) ∈ A0 ∧ �i(tik) = �p(t)} ∪
{(tik, py) | py ∈ Pp ∧ (t, py) ∈ A0 ∧ �i(tik) = �p(t)};

∀p ∈ Pc : m(p) =

⎧⎪⎨
⎪⎩

mp(p), if p ∈ Pp,

mi(p), if p ∈ Pi, i ∈ I;

∀t ∈ Tc : �(t) =

⎧⎪⎨
⎪⎩

�p(t), if t ∈ Tp.

�i(t), if t ∈ Ti, i ∈ I;

Fc = Fp ∪ FI , FI =
⋃

i∈I Fi;

and Inp(t) and Out(t) are, respectively, the input and the output sets places of
transition t. The composed model is obtained by deleting all labeled transitions
in the provider model (the set T0) with all arcs connected to these transitions
(the set A0), and adding arcs similar to the deleted ones but connecting places
of the provider model with labeled transitions of all requester models (the set
Apr).

The composed net can be analyzed by typical methods used for analysis of
Petri net models. In particular, for some classes of models, structural analysis
can be used for verification of deadlock freeness [19], [16] avoding the exhaustive
state–based model analysis.

It can be observed that the fusion operation preserves the place invariants
[15] of the model, as well as their siphons. More specifically, if a collection of
component models is covered by a set of place invariants, than the same set of
invariants covers the fused model. Moreover, if all place invariants are marked,
than no deadlock can occur in the fused model, so the components are compat-
ible. The following example illustrates this property in greater detail.
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5 Example

A simple system of two requesters and a single provider is shown in Fig.2. The
interface language of Requester-1 is simply (ab)*, the language of Provider
describes the behavior of (unbounded) stack with services “a” and “b” corre-
sponding to operations “push” and “pull’, and the languge of Requester-2 is that
of boumded stack of capacity 2. Both stacks (i.e., Provider and Requester-2) in
Fig.2 are empty. Obviously, the languages of Requester-1 and Requester-2 are
(proper) subsets of the language of Provider.

Requester−1 Requester−2Provider

b

a a

b

a

b

p22 p21 p23p11 p12 p01p02

Fig. 2. Net models of two requesters and a single provider

Fig.3 shows the combined (or fused) model of the system from Fig.2. Struc-
tural analysis can be used to check its deadlock freeness (i.e., compatibility of
components).

It is known that a deadlock in a Petri net corresponds to an unmarked siphon
[6] (a siphon is a subset of places for which the set of output transitions is
a superset of the set of input transitions). Consequently, a deadlock freeness
can be verified by checking that the siphons cannot become unmarked (linear
programming can be used to for such checking [19]). Moreover, since all siphons
are composed of a rather small number of basis siphons [3], verification can be
restricted to basis siphons only.

The net shown in Fig.3 has three such siphons with the following subsets of
places:

siphon places
1 p11, p12
2 p11, p01, p21
3 p22.p23

Since all these siphons are actually marked place invariants, they cannot
become unmarked (place invariants preserve the markings). Consequently, the
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Requester−1 Requester−2

Provider

b

a a

b

p11 p12 p01p02 p22 p23p21

Fig. 3. A combined model of two requesters and a single provider

deadlock cannot occur in the net shown in Fig.3, so the interacting components
are compatible.

It can be observed that the original models of components are covered by
place invariants (in the example shown in Fig.2, the model of Requester-1 is a
single place invariant, the model of Provider is covered by two place invariants,
and the model of Requester-2 is also covered by two place invariants). The com-
bined model is covered by the same place invariants because the fusion process
preserves the place invariants. Efficient methods of compatibility verification can
use such properties for simplifying the verification process.

Morel general structural approach to deadlock analysis is discussed in [19].

6 Concluding Remarks

The paper shows that the verification of component compatibility based on the
exhaustive analysis of the “state space”, as discussed in [20] and [21], can be
replaced by structural analysis of the model obtained by “fusion” of models of
interacting components.

It is expected that the proposed verification of component compatibility can
be quite efficient although this aspect needs to be studied in greater detail.

It should be noticed that the discussion of component compatibility was re-
stricted to a single provider component. In the case of several providers, each
provider can be considered independently of other, so a single provider case is
not really a restriction.

Similarly, the requester and provider components can use other components
in a sort of hierarchical structure. Since model fusion combines all component
models into a single net model, there are no restrictions on such structures.

Also, an important aspect of component compatibility is its incremental ver-
ification. The approach described in this paper is not incremental (with the
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exception of some cases, for example, when all models of all components are
covered by place invariants), but may provide a foundation for an incremental
approach.

The paper did not address the question of deriving behavioral models of com-
ponents (which is common to all component-based studies). Such models, at
least theoretically, could be derived from formal component specifications, or
perhaps could be obtained through analyzing component implementations. Since
the component compatibility verification proposed in this paper does not require
the use of the underlying component models (they are used only to define the
interface languages), these interface languages could also be determined experi-
mentally, by executing the components and collecting the information about the
sequences of service requests.

Acknowledgement. The Natural Sciences and Engineering Research Council
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We would like to kindly inform all readers of the paper that it was inspired by 
Professor Jan Bazan, who had initially drawn our attention to the JDM standard. He, 
his team, and cooperating researchers are currently working on a data mining library 
employing JDM interfaces called CommoDM, that is a continuation of previous 
systems RSES [1] and RoughICE [2, 5], created by the group of Professor Andrzej 
Skowron from the Warsaw University. Results of experiments performed using a 
preliminary version of CommoDM library were presented in [3] and [4]. The 
implementation presented in the paper confirms possible usefulness of JDM as a 
supporting technology for CommoDM, in the field of data clustering methods. 
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