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Preface

Fracture, Fatigue, Failure and Damage Evolution, Volume 5: Proceedings of the 2014 Annual Conference on Experimental
and Applied Mechanics represents one of eight volumes of technical papers presented at the 2014 SEM Annual Conference
& Exposition on Experimental and Applied Mechanics organized by the Society for Experimental Mechanics and held in
Greenville, SC, June 2–5, 2014. The complete Proceedings also includes volumes on: Dynamic Behavior of Materials;
Challenges in Mechanics of Time-Dependent Materials; Advancement of Optical Methods in Experimental Mechanics;
Mechanics of Biological Systems and Materials; MEMS and Nanotechnology; Experimental Mechanics of Composite,
Hybrid, and Multifunctional Materials; Experimental and Applied Mechanics.

Each collection presents early findings from experimental and computational investigations on an important area within
Experimental Mechanics, Fracture and Fatigue being one of these areas.

Fatigue and fracture are two of the most critical considerations in engineering design. Understanding and characterizing
fatigue and fracture has remained as one of the primary focus areas of experimental mechanics for several decades. Advances
in experimental techniques, such as digital image correlation, acoustic emissions, and electron microscopy, have allowed for
deeper study of phenomena related to fatigue and fracture. This volume contains the results of investigations of several
aspects of fatigue and fracture such as microstructural effects, the behavior of interfaces, the behavior of different and/or
complex materials such as composites, and environmental and loading effects. The collection of experimental mechanics
research included here represents another step toward solving the long-term challenges associated with fatigue and fracture.

Albuquerque, NM, USA Jay D. Carroll
Ann Arbor, MI, USA Samantha H. Daly

v





Contents

1 Simulation of Arbitrary Mixed-Mode Crack Growth Using an Energy-Based Approach . . . . . . . . . . . . . . . . . . . . . . 1
B.R. Davis, P.A. Wawrzynek, and A.R. Ingraffea

2 Experimental and Predicted Crack Paths for Al-2024-T351 Under Mixed-Mode I/II Fatigue . . . . . . . . . . . . . . . . . 11
E.E. Miller, M.A. Sutton, X. Deng, H. Watts, A.P. Reynolds, X. Ke, and H.W. Schreier

3 On Numerical Evaluation of Mixed Mode Crack Propagation Coupling Mechanical and Thermal
Loads in Wood Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Hassen Riahi, Rostand Moutou Pitti, Frédéric Dubois, and Eric Fournely

4 Curvilinear Fatigue Crack Growth Under Out-of-Phase Loading Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Xiaomin Deng, Xiaodan Ke, Michael A. Sutton, Haywood S. Watts, and Hubert W. Schreier

5 Fracture Surface Transition for Notched Bars in Torsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Alan T. Zehnder and Natasha Zella

6 Mixed Mode Evaluation of Different Grinding Depths in FRPC Repairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
T.S. Chawla and M.N. Cavalli

7 Through Thickness Fracture Behavior of Transversely Graded Ti/TiB Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Behrad Koohbor, Silas Mallon, and Addis Kidane

8 Coalescence and Growth of Two Semi-Elliptical Coplanar Cracks in API-5L Grade B Steel . . . . . . . . . . . . . . . . . . 57
Abdallah Al Tamimi and Mohammad Modarres

9 Measurement of Crack Tip Displacement Field in Desiccating Paste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Tatsuya Arai and Kenichi Sakaue

10 Characterization of Fracture Behavior of Multi-Walled Carbon Nanotube Reinforced Cement
Paste Using Digital Image Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Nima Zohhadi, Behrad Koohbor, Fabio Matta, and Addis Kidane

11 Characterization of Structural Scale Ductile Fracture of Aluminum Panels Using Digital Image
Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
K. Nahshon, W.A. Hoffman, and C.B. Ullagaddi

12 Creep Damage Quantification and Post-fire Residual Strength of 5083 Aluminum Alloy . . . . . . . . . . . . . . . . . . . . . . 89
Y. Chen, S.W. Case, and B.Y. Lattimer

13 Nanoindentation Measurements on Rocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Priyavrat Shukla, Shantanu Taneja, Carl Sondergeld, and Chandra Rai

14 Anelasticity in Al-Alloy Thin Films: A Micro-mechanical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
J.P.M. Hoefnagels, L.I.J.C. Bergers, and M.G.D. Geers

15 Oxide Driven Strength Degradation on (111) Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Scott J. Grutzik and Alan T. Zehnder

vii



viii Contents

16 Impact of Speckle Pattern Parameters on DIC Strain Resolution Calculated from In-situ SEM
Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Jennifer L.W. Carter, Michael D. Uchic, and Michael J. Mills

17 Very High-Cycle Fatigue Resistance of Shot Peened High-Strength Aluminium Alloys:
Role of Surface Morphology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
M. Benedetti, V. Fontanari, and M. Bandini

18 Experimental Characterization of Semi-Rigidity of Standardized Lattice Beam Using the Grid Method . . . . 139
Eric Fournely, Rostand Moutou Pitti, Evelyne Toussaint, and Michel Grediac

19 Characterization of Martensitic Transformation Morphology in Wide Hysteresis Shape Memory Alloys . . . 145
Reginald F. Hamilton, Asheesh Lanba, and Osman Ozbulut

20 Study of Phase Transformation Intermittency in S.M.A. Using the Grid Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Noemi Barrera, Xavier Balandraud, Michel Grédiac, Paolo Biscari, and Giovanni Zanzotto

21 In-Situ X-Rays Diffraction and Multiscale Modeling of Shape Memory Alloys. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
M.D. Fall, O. Hubert, K. Lavernhe-Taillard, and A. Maynadier

22 Failure Mode Transition in Fiber Composite Fatigue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Mohammad Rasheduzzaman and M.N. Cavalli

23 Fracture Toughness and Impact Damage Resistance of Nanoreinforced Carbon/Epoxy Composites . . . . . . . . . 173
Joel S. Fenner and Isaac M. Daniel

24 Fatigue Behavior of Glass-Bubbles Modified Adhesively Bonded Composite Joints . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
Ermias G. Koricho, Anton Khomenko, and Mahmoodul Haq

25 Experimental Observations of Dynamic Delamination in Curved [0] and [0/90] Composite Laminates . . . . . . 189
I. Uyar, M.A. Arca, B. Gozluklu, and D. Coker

26 Fatigue Failure of Polyethylene Electrofusion Joints Subject to Contamination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Pedrom Tayefi, Stephen. B.M. Beck, and Rachel A. Tomlinson

27 Creep Crack Growth in High-Temperature Impure Helium Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
D. Grierson, G. Cao, A. Glaudell, D. Kuettel, G. Fisher, P. Pezzi, P. Brooks, T. Allen, K. Sridharan,
and W.C. Crone

28 High-Frequency Resonance Phenomena in Materials Subjected to Mechanical Stress . . . . . . . . . . . . . . . . . . . . . . . . . 211
G. Lacidogna, B. Montrucchio, O. Borla, and A. Carpinteri

29 Electromagnetic Emission as Failure Precursor Phenomenon for Seismic Activity Monitoring . . . . . . . . . . . . . . . 221
O. Borla, G. Lacidogna, E. Di Battista, G. Niccolini, and A. Carpinteri

30 Wireless Acoustic Emission Monitoring of Structural Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
A. Manuello, G. Lacidogna, G. Niccolini, and A. Carpinteri

31 Acoustic Emission Monitoring of Rock Specimens During Fatigue Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
L. Zhou, A. Manuello, G. Lacidogna, R. Sesana, and A. Carpinteri

32 Hybrid thermography and acoustic emission testing of fatigue crack propagation in Aluminum Samples . . . 247
C. Barile, C. Casavola, G. Pappalettera, and C. Pappalettere



Chapter 1
Simulation of Arbitrary Mixed-Mode Crack Growth Using
an Energy-Based Approach

B.R. Davis, P.A. Wawrzynek, and A.R. Ingraffea

Abstract A finite-element-based simulation technique is being developed to predict 3-D, arbitrary, non-planar evolution
of mixed-mode crack growth. The approach combines a geometrically explicit crack front re-meshing scheme, and an
energy-based growth formulation to predict extension magnitudes along the crack front. The technique also leverages a
new 3-D mixed-mode energy release rate decomposition using the virtual crack extension (VCE) method. The energy-based
crack growth formulation, previously implemented for planar crack growth, is extended to non-planar growth situations by
employing a basis-function approach to describe crack front extensions. Rather than determining point-by-point extensions,
calculating a governing function alleviates numerical influences on the crack growth predictions. The simulation technique
seeks to mitigate computationally biased crack growth, as found in prescribed and mesh dependent methods, for example.

Keywords Crack growth • Energy release rate • Mixed-mode • Virtual crack extension • Finite-element analysis

1.1 Introduction

Many finite-element-based techniques have been developed to simulate 3-D arbitrary crack growth in structural compo-
nents. Crack growth problems become inherently more difficult when complex loadings induce mixed-mode behavior.
The resulting crack front evolution could become curved and tortuous. Utilizing a fracture mechanics approach to predict
such complicated crack shape advances requires three main components: (1) crack representation, (2) fracture parameter
calculations, and (3) crack extension application.

Currently, the prominent techniques for simulating 3-D, mixed-mode, arbitrary crack growth include the extended finite
element method (XFEM) [1–3], cohesive zone elements [4, 5], and explicit crack front re-meshing schemes [6–9]. Each
approach has been well developed throughout the literature, but as articulated in [10], suffer from some form of computational
bias or require input on the expected crack evolution. For example, cohesive zone element approaches predict crack paths
that are governed by the element locations, shapes, sizes and orientations. In some cases, finite element meshes are designed
to adhere to the expected growth pattern, contradicting the notion of arbitrary crack evolution by linking a numerical artifact
(the finite element mesh) with a physical phenomenon (crack growth). Alternatively, XFEM and re-meshing schemes often
rely on user-prescribed growth increments to advance the front.

The unique crack growth simulation technique developed in [10] utilizes a new energy-based formulation that allows for
the direct calculation of point-by-point crack front extensions. The formulation is derived from an energy expansion that
depends on the first order variation of the energy release rate. The variation of energy release rate, made readily available
via the virtual crack extension (VCE) method, acts as an influence function relating changes in energy from load increments
to changes in geometry along the crack front. This term provides a mechanics-based approach to extract explicit crack
extensions, avoiding the need to supply user-prescribed magnitudes of advance. The technique also employs a geometrically
explicit crack representation that is continually updated through re-meshing schemes. As a result, mesh biased growth

B.R. Davis (�) • P.A. Wawrzynek • A.R. Ingraffea
School of Civil and Environmental Engineering, Cornell University, 638 Rhodes Hall, Ithaca, NY 14853, USA
e-mail: brd46@cornell.edu

J. Carroll and S. Daly (eds.), Fracture, Fatigue, Failure, and Damage Evolution, Volume 5: Proceedings of the 2014 Annual
Conference on Experimental and Applied Mechanics, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-06977-7__1, © The Society for Experimental Mechanics, Inc. 2015
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2 B.R. Davis et al.

is reduced, allowing for the crack front to evolve arbitrarily. This form of crack representation is not a limitation of the
technique, but deemed more practical for development purposes. The energy-based formulation can certainly be used with
XFEM crack representations, for example.

The implementation of the simulation technique described in [10] is limited to mode I, planar crack growth conditions. It is
the objective of the current work to extend the technique to simulate mixed-mode and non-planar, 3-D crack front evolution.
To generalize the approach, an updated toolset is required. The commercial FRANC3D fracture analysis software [11] is used
to represent and re-mesh the evolving non-planar crack front geometries. A new 3-D, mixed-mode VCE implementation
(submitted and under review for publication) is developed to calculate the necessary energy release rates along the crack
front. Finally, in conjunction with a trajectory criterion, a new basis-function approach to calculate extensions along an
arbitrary front is constructed. The basis-function approach seeks to address sensitivity challenges associated with using a
local, point-by-point approach for non-planar growth predictions. The focus of this proceeding will demonstrate the current
status of the toolset development.

The next section will provide background and a description of the new 3-D, mixed-mode VCE implementation. Note
that the full formulation and derivation of the mixed-mode VCE method will be available in an upcoming publication. Two
examples are presented to verify the VCE mixed-mode energy release rate calculations. The following section will introduce
the crack growth formulation, and its augmentation with the new basis-function methodology.

1.2 The Mixed-Mode Virtual Crack Extension Method

The VCE method for calculating energy release rates (also known as the stiffness derivative method) was first introduced
by Dixon and Pook [12], and Watwood [13], and further developed by Hellen [14] and Parks [15]. Early VCE calculations
utilized finite perturbations of meshes to approximate the required stiffness derivatives. This finite difference approach often
introduced geometric approximation and numerical truncation errors. Using variational principle theories, a direct integral
approach simplified the VCE method and improved accuracy and efficiency by eliminating the need for finite perturbations
[16, 17]. The advent of the variational approach also allowed for the calculation of higher-order derivatives of energy release
rate, the salient feature of the current method. Hwang et al. [18] generalized the variational formulations for planar 3-
D cracks. A symmetric/anti-symmetric approach to decompose energy release rates, first demonstrated for a 2-D VCE
method by Ishikawa [19] and later extended to 3-D equivalent domain J-integrals by [20–22], is used in the new 3-D VCE
implementation.

1.2.1 Virtual Crack Extension Formulation

Following the formulation from [18], the VCE method is derived from the expression for the potential energy,˘ , of a finite
element system:

… D 1

2
uTKu� uT f; (1.1)

where u, K, and f are the displacement vector, the stiffness matrix, and the applied force vector, respectively.
The energy release rate, G, at crack-front position i is defined as the negative variation of the potential energy with respect

to a virtual, incremental, crack-front extension, ıa, in the normal direction of the front at that position:

Gi � � ı…
ıAi
D � ı…

ıai `i
: (1.2)

In the 3-D sense, the virtual extension has an associated area, ıAi, comprised of a virtual extension, ıai, and an effective
width, `i. Applying the variation to the finite element expression for potential energy leads to the following form of the
energy release rate:

Gi D � 1
`i

�
1

2
uT
ıK

ıai
u � uT

ıf

ıai

�
: (1.3)
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For simplicity in the current implementation, it is assumed that applied forces, f, are not influenced by the virtual
incremental extension, and therefore the variational force term, ıf

ıai
, is zero. The simplification reduces Eq. 1.3 to:

Gi D � 1
`i

�
1

2
uT
ıK

ıai
u

�
: (1.4)

Note, if the virtual extensions alter the nature of the applied load (e.g. with crack-face pressures, thermal, and body-
force loadings), the effect must be accounted for with the variational force term, ıf

ıai
, and included throughout the

formulation.
The expression for the first-order variation of the energy release rate with respect to incremental crack extension, ıaj,

follows from Eq. 1.4:

ıGi

ıaj
D � 1

`i

�
uT
ıK

ıai

ıu

ıaj
C 1

2
uT

ı2K

ıai ıaj
u

�
: (1.5)

Note that Eqs. 1.4 and 1.5 represent the total global formulations of the VCE expressions for the energy release rate and
rate of energy release rate. The integration and calculations are performed in a global coordinate system.

1.2.2 3-D Mixed-Mode Virtual Crack Extension Formulation

From Eq. 1.4, the energy release rate is composed of the stiffness derivative and nodal displacements. The stiffness derivative
is fracture-mode invariant, leaving the displacements near the crack front to be decomposed into mode I, II, and III
components. Using a local crack front coordinate system for each position along the front and the symmetric/anti-symmetric
field decomposition found in [20], the local displacement modal contributions are determined such that:

u D uI C uII C uIII: (1.6)

The decomposed displacements from Eq. 1.6 are substituted into Eq. 1.4, yielding the following expression for total
energy release rate at position i:

Gi D � 1
`i

�
1

2
.uI C uII C uIII/

T ıK

ıai L
.uI C uII C uIII/

�
: (1.7)

Note that the stiffness derivative is also calculated in the local crack-front coordinate system to maintain consistency, and
is denoted by subscript L. Expanding Eq. 1.7 leads to the separation of the decomposed energy release rate modes:

Gi D � 1
`i

2
64
�
1
2
uI T

ıK
ıai L

uI
�
C
�
1
2
uII

T ıK
ıai L

uII

�
C
�
1
2
uIII

T ıK
ıai L

uIII

�

C
�

uI T ıKıai LuII

�
C
�

uII
T ıK
ıai L

uIII

�
C
�
1
2
uIII

T ıK
ıai L

uI
�
3
75 : (1.8)

Extending from Ishikawa’s 2-D VCE mode decomposition [19], the mode I and II energy release rates are as follows:

GI i D � 1
`i

�
1

2
uI
T ıK

ıai L
uI

�
; (1.9)

GII i D � 1
`i

�
1

2
uII

T ıK

ıai L
uII

�
: (1.10)
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The unique contribution of the current implementation is the inclusion of the mode III energy release rate distribution
along the crack front. The remaining terms in Eq. 1.8, excluding Eqs. 1.9 and 1.10, comprise a pure mode III component,
1
2
uIII

T ıK
ıai L

uIII , and three modal-interaction coupling terms. Understanding the influence of the coupling-mode terms is critical
in determining their respective contributions to the 3-D mixed-mode energy release rates. Consider the following coupling
mode terms from Eq. 1.8:

GI=II i D �
1

`i

�
uI
T ıK

ıai L
uII

�
; (1.11)

GII=III i D �
1

`i

�
uII

T ıK

ıai L
uIII

�
; (1.12)

GIII=I i D �
1

`i

�
uIII

T ıK

ıai L
uI

�
: (1.13)

Using symmetric and anti-symmetric arguments, it can be shown and verified numerically that calculating the coupling
terms in Eqs. 1.11 and 1.13 about a symmetric domain lead to a cancellation effect. The result is GI/IIiDGIII/IiD 0. However,
Eq. 1.12 has an additive effect that results in GII/IIIi¤ 0. The only contributing non-zero components to GII/IIIi are out-of-
plane shear. Therefore, any addition to the total energy release rate from GII/IIIi must be a factor of the out-of-plane mode III
energy release rate:

GIII i D � 1
`i

�
1

2
uIII

T ıK

ıai L
uIII

�
CGII=III i : (1.14)

With the individual mixed-mode terms determined and the modal-interaction coupling terms accounted for, the VCE total
energy release is successfully decomposed, satisfying the following summation:

Gi D GI i CGII i CGIII i : (1.15)

1.2.3 Numerical Examples

In this section two verification analyses are presented to demonstrate the accuracy of the new, 3-D, mixed-mode energy
release rate implementation using the VCE method. The mixed-mode VCE results are compared with analytical and M-
integral methods. Each model and crack front geometry is meshed using the FRANC3D software.

The first problem considered a 45ı-inclined circular crack centrally embedded within a rectangular isotropic body, as
shown in Fig. 1.1. The model geometry was appropriately sized to approximate crack behavior within an infinite body.
Analytical expressions for the mixed-mode I/II/III stress intensity factors for an inclined penny crack under remote tension
[23] are used as a reference solution.

The second numerical example is a half-penny-shaped surface crack in an isotropic cylindrical specimen [24, 25].
Figure 1.2 shows the global geometry and loading conditions that induce mode II/III behavior along the crack front. The
local, in-plane geometry of the crack front is depicted in Fig. 1.2. The VCE energy release rate results are compared with
M-integral calculations using the FRANC3D software.

Figures 1.3 and 1.4 display the mixed-mode and total energy release rate distributions calculated by the VCE
implementation for each example. The results compare extremely well with the reference solutions. The average percent
differences between the VCE and reference results are 0.11 % and 0.23 % for the inclined circular crack and the surface-
cracked cylinder, respectively.
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H = 5 cm

H = 5 cm

W = 5 cm

L = 5 cm

s

s = 1.0 N/cm2

γ = 45°

a = 0.125 cm

θ

a

b

Fig. 1.1 Embedded inclined penny crack: (a) global geometry and loading conditions and (b) local crack-front geometry

ux = uy = uz = 0

H = 100 mm

H = 100 mm

R = 10 mm
T = 5.0 x 105N +mm

R = 10 mm

a = 4 mm

a

b

Fig. 1.2 Geometry and loading conditions for the penny-shaped surface crack in a cylindrical specimen: (a) global geometry and (b) local crack-
plane geometry
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Fig. 1.3 Mixed-mode and total energy release rate distributions calculated by the VCE method for the inclined penny-crack specimen
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Fig. 1.4 Mixed-mode and total
energy release rate distributions
calculated by the VCE method
for the surface-cracked
cylindrical specimen

1.3 Crack Growth Formulation

The prediction of mixed-mode, non-planar crack front extensions requires two features. The first is a crack trajectory or
kinking approach to determine the angle of advance for a position along the front. The second is a crack growth formulation
to calculate the magnitudes of advances.

1.3.1 Crack Trajectory Criterion

For this work, a maximum critical energy release rate criterion is employed to obtain the extension angles [26]. For each
position on the front, a series of virtual extensions that sweep radially along the local crack front normal are applied and
energy release rates calculated. From this distribution the angle associated with the maximum energy release rate is chosen
as the local position’s extension angle. Certainly, other mixed-mode trajectory and kinking criteria can be used, such as
maximum tensile stress and maximum shear stress.
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Discretized Crack Fronts

a b

Fig. 1.5 Comparison between (a) local, point-by-point virtual crack extensions at position i, and (b) global basis-function virtual extensions along
crack front length s

1.3.2 Basis-Function Growth Approach

The salient feature of this work is the modification of the crack growth formulation introduced in [10] to handle mixed-
mode, non-planar growth situations. The planar growth formulation utilizes a balance equation extended from the first-order
expansion of the energy release rate:

Gic D G0
i C

ıGi

ıP
ˇ�Pi C ıGi

ıaj
�aj ; (1.16)

where Gic is a critical energy release rate characterizing the material’s resistance to crack growth; G0
i is the initial energy

release rate prior to load increment �Pi;
ıGi
ıP
ˇ �Pi represents the energy contribution due to the applied load increment;

ıGi
ıaj
�aj represents the energy contribution due to crack shape change. The ıGi

ıaj
term is the aforementioned rate of energy

release rate parameter obtained through the VCE method that acts as an influence function relating energy changes to crack
shape changes. By comparing energy contributions at an initial load level and after an applied load increment, Eq. 1.16 can
be rearranged to directly obtain�aj, the point-by-point crack front extensions. Note that the critical energy release rate used
for material toughness can be substituted with a mixed-mode fracture criterion or effective critical value and is not limited to
a single toughness parameter.

Two major issues were encountered when attempting to apply the formulation for planar cracks described in [10]
to non-planar growth situations. First, numerical sensitivities associated with the VCE calculations and the complicated
front geometries were observed. These nominally insignificant undulations in energy release rate distributions along the
front transpire through the growth formulation to create inconsistencies in the calculated crack front extension. These
inconsistencies can accumulate and render the crack growth predictions nonsensical. Another concern is the accuracy of
the VCE rate of energy release rate calculation. The suspect term within Eq. 1.5 is the variation of nodal displacements, ıu

ıaj
.

The term, essentially, is obtained by applying a local virtual point perturbation at each position along the crack front and
then obtaining a finite element solution. Similar to applying a nodal force in a standard finite element model, the local virtual
point perturbation creates a region of high distortion near the perturbation.

To assuage both sources of error a new approach is applied to the VCE method. Rather than using local, point-by-
point virtual extensions, ıaj, to calculate the rate of energy release rate, a basis-function approach is used. A set of linearly
independent functions distributed along the crack front, ıbj, is used as virtual extensions. The expression for the rate of
energy release rate now becomes:

ıGi

ıbj
D � 1

`i

�
uT
ıK

ıai

ıu

ıbj
C 1

2
uT

ı2K

ıai ıbj
u

�
: (1.17)

The necessary calculations for each term are executed in a similar fashion to the standard local VCE approach.
However, the second order virtual extensions are now globally applied across the crack front. Figure 1.5 shows a schematic
demonstrating the difference between the local, point-by-point approach, and an example global, basis-function approach
comprised of uniform, linear, and quadratic functions.

The augmented rate of energy release rate expression alters Eq. 1.16 so that the formulation calculates the coefficients of
the basis functions that, when combined, represent a function for the predicted extensions along the crack front. The predicted
extensions are then applied at the determined angle in the same manner described in the planar crack growth scheme.
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The basis-function technique provides insulation against numerical noise by restricting the extension along the front to be
smooth and continuous. The function characterizing the predicted growth mitigates the influence of the minor fluctuations
in the energy release rate distributions on the individual front extensions. Additionally, by distributing the virtual extensions
along the entire front, the point perturbation issue in the variation of nodal displacements is alleviated. This is analogous to
applying a distributed force, i.e. a pressure, instead of nodal forces to avoid distortion in finite element results.

At this point no non-planar crack front evolution has been predicted using the basis-function approach. However,
preliminary simulations have used the basis-function methodology to predict planar crack growth in a double cantilever beam
specimen with applied displacement increments. The simulated uniform growth of the straight crack front compares well with
analytical calculations and the local approach results from [10]. The predicted crack lengths have a relative difference of less
than 1 %.

1.4 Conclusions

The presented work develops the toolset required for a new simulation technique to predict arbitrary mixed-mode crack
growth. The technique relies on an explicit geometric representation of the crack through the meshing tools of FRANC3D.
Fracture mechanics parameters of interest are calculated by a new 3-D mixed-mode VCE method. Finally, the energy-based
crack growth formulation of [10] is modified through a novel basis-function approach to determine non-planar crack front
extensions.

The development and implementation of the toolset is ongoing. Preliminary results show promise for mixed-mode and
non-planar growth simulations. The VCE implementation is being extended to calculate energy release rates for anisotropic
material systems, such as delaminations in composite laminates. The basis-function approach continues to be tested, and is
being integrated within an incremental iterative crack growth simulation scheme for non-planar growth simulations.

Acknowledgements This work was funded by the NASA University Institutes Project under Grant NCC3-989, and the Cornell University Ross-
Tetelman Fellowship in Civil and Environmental Engineering.
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Chapter 2
Experimental and Predicted Crack Paths for Al-2024-T351
Under Mixed-Mode I/II Fatigue

E.E. Miller, M.A. Sutton, X. Deng, H. Watts, A.P. Reynolds, X. Ke, and H.W. Schreier

Abstract The aerospace industry has experience with a range of structural failures, oftentimes due to fatigue cracks in
aircraft fuselage components that are exposed to relatively high stress levels during cyclic loading effects that lead to fatigue
crack initiation at material defects and near stress concentrations. These aircraft components are under complex stress states.
In this study, mixed mode I/II fatigue experiments and simulations are performed for an Arcan fixture and a 6.35 mm thick
Al-2024-T351 specimen, a popular aerospace alloy. Experiments were performed for Arcan loading angles that gave rise to a
range of Mode I/II crack tip conditions from 0��KII/�KI�1. Measurements include the crack paths, loading cycles, and
maximum and minimum loads for each loading angle. Simulations were performed using three-dimensional finite element
analysis (3D-FEA) with 10-noded tetrahedral elements via the custom in-house FEA code, CRACK3D. While modeling the
entire fixture-specimen geometry, a modified version of the virtual crack closure technique (VCCT) with automatic crack tip
re-meshing and a maximum circumferential stress criterion was used to predict the direction of crack growth. Results indicate
excellent agreement between experiments and simulations for the measured crack paths during the first several millimeters
of crack extension.

Keywords Mixed mode • Fatigue • Arcan • Crack path • Modeling

2.1 Introduction

The aerospace industry has experience with a range of structural failures, oftentimes due to fatigue cracks in aircraft fuselage
components that are exposed to relatively high stress levels during cyclic loading effects incurred during repeated take-off
and landing events that lead to fatigue crack initiation at material defects and near stress concentrations. Numerous event
over the last 30 years have been recorded where fatigue cracks in the fuselage have propagated to critical areas resulting the
cabin opening up mid-flight and causing cabin depressurization along with numerous injuries and, in one case, death [1–3].

In fact, fatigue cracks are expected to form in the fuselage of modern airplanes due to repeated (a) pressurization and
decompression of the cabin during every flight and (b) loading effects during take-off and landing. Thus, the propagation of
cracks into critical joints continues to be an area of concern, especially since such propagation under complex stress states
is not completely understood. Although procedures are currently in place to inspect and repair fatigue cracks, the ability
to better predict how far a crack will propagate and in which direction it would grow when subjected to various loading
conditions could save millions of dollars in premature inspection and repair, while also identifying the severity of an existing
flaw in an aero-structure.

E.E. Miller (�) • M.A. Sutton • X. Deng • H. Watts • A.P. Reynolds
Department of Mechanical Engineering, University of South Carolina, 300 Main St., Columbia, SC 29208, USA
e-mail: eileen.e.miller@boeing.com

X. Ke • H.W. Schreier
Correlated Solutions, Inc., 121 Dutchman Blvd, Columbia, SC 29063, USA

J. Carroll and S. Daly (eds.), Fracture, Fatigue, Failure, and Damage Evolution, Volume 5: Proceedings of the 2014 Annual
Conference on Experimental and Applied Mechanics, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-06977-7__2, © The Society for Experimental Mechanics, Inc. 2015

11

mailto:eileen.e.miller@boeing.com


12 E.E. Miller et al.

Crack propagation under Mode I loading is reasonably well understood [4]. Using a maximum circumferential stress
(MCS) criterion, the predicted and actual crack trajectories during fatigue loading are perpendicular to the local ��� max

direction where ��� max is the maximum circumferential stress ahead of the crack tip [5]. This direction nominally coincides
with the loading direction when local conditions are not influenced by stress concentrations, material defections/inclusions,
or other factors.

Now consider the case where a crack is under mixed-mode loading, that is, under any combination of two or more loading
types. For the combination of Mode I and Mode II loading conditions, methods for obtaining a mixed-mode I/II stress state
experimentally when applying uniaxial tensile loading include (a) use of kinked cracks, (b) use of cracks propagating away
from a hole, and (c) use of an Arcan fixture [6–15]. Independent mixed mode loading studies by both Zhang et al. [21] and
Lopez-Crespo et al. [22] have used an Arcan fixture to statically load an existing crack for conditions in which an empirical
solution for the stress intensity factor (SIF) exits [23]. While their experimental results were consistent with the empirical
solution, the empirical solution has limitations, mainly being that the model can only be used for determining the kinking
angle for the initial crack propagation event.

Gaylon et al. [6] performed fatigue tests using the Arcan fixture. In this study, the authors determined the crack growth
trajectory for various degrees of mixed-mode I/II loading. The measured crack trajectories suggest that for all combinations
of Mode I/II loading, the fatigue cracks propagate in a manner that was locally dominated by KI, while no crack propagation
occurred for the pure Mode II loading case. However, there was such large scatter in the experimental data that it is difficult
to definitively identify the trends. One cause of the inconsistency in the results was determined to be the three pin loading
configuration used by the authors. It was suggested that future studies use only one pin for fixing the Arcan fixture to the
test stand [7]; the use of a single pin is consistent with the work of Amstutz, Boone and others at the University of South
Carolina [8, 9, 10].

Chao et al. [8] used the Arcan fixture with the one-pin configuration to study fatigue crack propagation under various
mixed-mode loading conditions. Crack trajectories were compared to stable tearing results obtained under mixed-mode
monotonic loading conditions. It was observed that cracks under fatigue loading propagate in a local Mode I direction for all
loading cases including pure Mode II, unlike Gaylon’s results. In Chao’s studies, the amount of crack growth in fatigue for
ˆD 75ı and 90ı was quite small, indicating that the crack surfaces interfered after a small amount of crack extension and
impeded further crack growth. For stable tearing, after Mode II loading becomes dominant, cracks in aluminum alloys tended
to propagate in the local shear direction; that is, approximately parallel to the direction of the pre-crack. This transition from
Mode I dominated crack growth to Mode II dominated crack growth under stable tearing conditions is consistent with results
obtained by Amstutz et al. [9, 10]. In Amstutz’s work, the authors used the Arcan fixture to study mixed Mode I/II stable
tearing crack growth. The results show that for most loading cases, where KII /KI, < 1, the crack propagates under local Mode
I conditions. However, as KI approaches zero and KII/KI reaches a critical value (ˆD 75ı and 90ı for Al 2024-T351), the
crack begins to grow in Mode II. While this study included crack propagation, stable tearing occurs outside of the linear
elastic range, and results suggest that the Mode II component has different effects in the linear elastic range than it does
under elastic-plastic conditions.

Boljanovic [11] performed finite element analysis to model the results of Gaylon et al. The crack trajectories were
simulated using MSC [12] a step-by-step method while applying the maximum circumferential stress (MCS) criterion to
predict crack trajectory. Results of Boljanovic’s work agree with Gaylon’s experimental crack paths. However, the SIFs
were not obtained at each step using the local crack tip field data, but were determined analytically after the simulation was
performed since the step-by-step method of crack path prediction is quite time consuming. It is unclear if the analytical
solution for the SIFs accounted for curvilinear crack paths.

The objective of the current study is to (a) perform experiments and measure the crack path and (b) perform simulations
and predict the fatigue crack path in an aerospace aluminum alloy undergoing applied, far-field mixed-mode I/II conditions.
The Arcan fixture will be utilized to achieve far-field mixed-mode I/II conditions in 6.35 mm thick Al-2024-T351 specimens.
Crack paths, cycle count, and maximum and minimum loads will be measured during experiments, with loading ranging from
0�KII /KI �1. Simulations will then be performed using 3D-FEA. Crack trajectories will be predicted using virtual crack
closure techniques (VCCT) and a MCS criterion. Local re-meshing will be used to extend the crack. The whole fixture
and specimen will be modeled using 10-noded tetrahedral elements. Predicted crack paths will be compared to the results
obtained experimentally, and the results will be discussed.
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2.2 Experimental Work

2.2.1 Fixture and Specimen

The Arcan was used to achieve mixed-mode I/II loading for discrete values of KII/KI in the range 0�KII /KI �1. With
loading angle ˆ defined as shown in Fig. 2.1, the ˆD 0ı pin holes correspond to nominally Mode I crack conditions and
the ˆD 90ı pin holes represent nominally Mode II crack loading conditions. As shown in Fig. 2.1, each butterfly-shaped
specimen is 224.28 mm tall, 275.30 mm wide at the top and bottom of the specimen and 6.35 mm thick. Each specimen is
manufactured from Al-2024-T351 to form an LT orientation crack configuration (crack is along the transverse direction (T)
and perpendicular to the rolling direction (L) in the aluminum specimen) [13] with Young’s modulusD 7.11� 1010 Pa and
Poisson’s ratioD 0.33. A jeweler’s saw blade, size 0/6, was used to create an initial through-thickness edge notch 6.35 mm
long in the width direction on the left side of the specimen in the vertical center. The front and back surfaces of the specimens
were sanded with 600 grit sand paper before final sanding with 800 grit sandpaper to remove small surface defects. Metal
polish was used to create a mirror finish on the surfaces for visually tracking crack tip progression during the experiment.

2.2.2 Set Up

A 50 kip (227 kN) servo-hydraulic Material Test System (MTS) controlled by TestStar II software was used to apply tensile
loads to the Arcan fixture and specimen. Figure 2.2 shows the set up without the microscope objectives. The backing plate
(not visible in Fig. 2.2) is attached to the top and bottom pieces of the Arcan fixture and is oriented at 45ı.

During testing, the crack tip was tracked using the microscope objective and the slide apparatus. The objective is attached
to the dual slide apparatus shown in Fig. 2.3. The apparatus consists of (a) a single, horizontally mounted manual screw driven
slide manufactured by Velmex with a digital caliper to provide a metric positional measurement, (b) a second vertically-
oriented Velmex slide with digital caliper that was mounted to the horizontal slide. The microscope objective was then
connected to the vertical slide. Both vertical and horizontal slides operate independently, allowing for horizontal and vertical
measurements of the crack tip position during the fatigue process.

150 mm

a
b

Mode II
6.35 mm
notch

6.35 mm
precrack

Mode I

P

P

Φ

Φ

Mode II

Mode I
Center-line

Fig. 2.1 (a) Mixed mode I/II Arcan test fixture and butterfly shaped test specimen. Angle ˆD 0ı corresponds to far-field tension and ˆD 90ı is
far-field shear (b) diagram of notch and pre-crack
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Fig. 2.2 Image of experimental
set up

Fig. 2.3 Two degree-of-freedom
slide apparatus

2.2.3 Load Prediction

Load shedding was performed to avoid the risk of initiating stable tearing or formation of a large plastic zone at the crack tip.
Given that the empirical solution for the stress intensity factor was only valid for static loading and the traditional method of
load prediction was going to be quite crude, a modified approach was taken. The goal of the modified approach was to keep
�K constant in order to avoid excessive plasticity in the crack tip region, crack slanting, or crack tearing. Since the method
for estimating the SIF was quite crude, and did not account for the various loading angles and resulting KI and KII values,
it was determined that following Paris’ Law for the material was a more accurate method of crack growth control for �Keq

which is defined as follows [14];

�Keq D ��KI C .1 � �/
q
.�KI/

2 C �1.�KII/
2 C �2.�KIII/

2 (2.1)

where � , �1, and �2 are parameters to be defined. Using �Keq and assuming that there is no crack closure effect, the crack
growth rate can be determined using Paris’ Law. That is, the authors opted to maintain the same crack growth rate throughout
the experiment.

From the previous test data, it was determined that a crack growth rate of �6� 10�5 mm/cycle was a safe rate to run the
experiments and maintain nominally linear elastic conditions. A loading ratio RD 0.4 was chosen for the experiment. This
crack growth rate was maintained by allowing the crack to grow until the rate increased to �8� 10�5 mm/cycle. The load
was then dropped by approximately 5 %, resulting in a crack growth rate of�4� 10�5 mm/cycle. This process was repeated
to maintain an average crack growth rate of�6� 10�5 mm/cycle and therefore maintain a constant average�Keq during the
experiment.
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2.2.4 Procedure

Initially, the specimen is oriented to be in the Mode I configuration. The specimens were fatigue pre-cracked an additional
6.35 mm for a total crack length of 12.7 mm. Fatigue loading was applied in force control at 10 Hz. Then the fixture was
rotated in the test stand to the appropriate loading angle. A total of six experiments were performed at loading anglesˆD 15ı,
30ı, 45ı, 60ı, 75ı, and 90ı, with ˆD 90ı degrees being nominally Mode II crack loading. For the loading cases ˆD 15ı,
30ı, and 45ı, the one degree of freedom slide apparatus was used for tracking the crack tip. The two degree of freedom slide
apparatus was built and used to track the crack tip for ˆD 60ı, 75ı, and 90ı. Again, fatigue loading at 10 Hz was applied in
force control. The crack tip position was measured approximately every 5,000–20,000 cycles.

2.3 Theoretical Work

2.3.1 Approach

CRACK3D is a three-dimensional finite element code first developed by the University of South Carolina and later jointly
by the University of South Carolina and Correlated Solutions, Inc. It is capable of simulating elastic-plastic stable tearing
crack extension and linear-elastic fatigue crack propagation, both with curved crack fronts and curvilinear crack paths for
mixed-mode conditions. Two methods of crack growth simulations are available: nodal release and local re-meshing. In the
case that the crack path is to be predicted, local re-meshing is used to extend the crack [15, 19, 20]. For the case of fatigue
crack propagation, there are three steps to crack growth predictions: (1) will the crack grow? (2) in what direction will it
grow? (3) how far will it extend for a certain number of loading cycles or how many loading cycles will be required to extend
the crack by a certain amount?

For determining if the crack will propagate, �K>�KTH must be true. CRACK3D can be used to evaluate �K, which
can be used to check if �K>�KTH is satisfied. Once this crack growth criterion is met, CRACK3D can be used to simulate
the crack growth process and predict (a) the direction of crack growth and (b) the variations of stress intensity factors with
the amount of crack growth, which can be used to predict the number of loading cycles as a function of the amount of crack
growth. In CRACK3D the determination of stress intensity factors is done using the method of three-dimensional virtual
crack closure technique (3D-VCCT) [5, 15, 16, 19, 20], which is based on the approach of the strain energy release rate [17].
Once the SIFs for the maximum applied load are predicted using the VCCT, the direction in which the crack will propagate
is predicted using Maximum Circumferential Stress Criterion [5]. A fatigue crack growth rate model, such as the Paris’ Law,
is used to determine how many cycles it will take for the crack to grow the amount of crack extension chosen by the user
[18].

To apply the VCCT in crack growth simulations using the local re-meshing option (instead of the nodal release option),
the local mesh immediately ahead and behind the crack front must be properly structured, so that the local mesh immediately
behind the crack front can be viewed as being shifted by one element size from the local mesh immediately ahead of the
crack front. Therefore, once crack growth is determined to occur along a certain direction with a certain increment, the new
mesh around the new crack front is generated such that there is a structured mesh (within a local re-meshing zone around the
new crack front) with equal number of elements behind the crack front and ahead of the crack front [15, 19, 20].

2.3.2 Geometry, Mesh Generation and Boundary Conditions

The Arcan fixture and specimen were modeled as shown in Fig. 2.4. For simplicity, this fixture-specimen connection is
approximated by a continuous bond at the fixture-specimen boundary. To this end, the bolts are not modeled and the fixture
and specimen are treated as three solid regions with different thicknesses. An idealized through-thickness edge notch and
pre-crack exactly 12.7 mm long was modeled as the initial crack in the exact geometric vertical center of the specimen and
is perfectly horizontal into the width of the specimen. The volumes were then meshed with 10 noded tetrahedral elements.

For each loading angle, ˆ, a set of lines (one on the top fixture and the other on the bottom fixture) corresponding to
the center of the pins were created on the surface of the fixture model in the through-thickness direction. The boundary
conditions were such that the displacement of the bottom line was set to zero in the x and y directions (ux, and uyD 0) and
only the z displacement specified was of the center point on the bottom line (uzD 0). The displacement of the corresponding
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Fig. 2.4 Diagram of a picture of
actual Arcan fixture and
specimen (left) and image of
finite element model geometry
(right)

Fig. 2.5 Boundary conditions at ˆD 30ı

top line had a magnitude of 1� 10�3 mm along the direction of loading, ˆ, as shown in Fig. 3.7, which was decomposed
into x and y components (Fig. 2.5).

2.4 Results

For loading cases 15ı, 30ı, 45ı, and 60ı, fatigue crack propagation occurred, and for loading cases 75ı and 90ı, no crack
propagation occurred. The experimental and predicted crack paths are plotted in Fig. 2.6.

The�KI and�KII for each loading casesˆD 15ı, 30ı, 45ı, and 60ı are plotted along the crack length a in Figs. 2.7–2.10
respectively.

2.5 Discussion

Prior to discussing the results for the Arcan fatigue studies, it is important to note that benchmark studies have been
performed, and it has been verified that CRACK3D is able to accurately predict the crack path for elastic plastic stable
tearing using the Arcan fixture to achieve mixed-mode loading conditions using local re-meshing [9, 10, 15, 19, 20]. The
direction of crack extension for stable tearing is predicted with a different criteria, crack opening displacement [9, 10, 15,
19, 20], while as discussed here, VCCT and MCS criterion are used in predicting the direction of fatigue crack propagation.

http://dx.doi.org/10.1007/978-3-319-06977-7_3#Fig7_3
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Fig. 2.6 Experimental and
predicted crack paths

Fig. 2.7 Plot of �KI and �KII
along the crack path for the 15ı

Fig. 2.8 Plot of �KI and �KII
along the crack path for the 30ı
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Fig. 2.9 Plot of �KI and �KII
along the crack path for the 45ı

Fig. 2.10 Plot of �KI and �KII
along the crack path for the 60ı

First, as shown in Fig. 2.6, there is excellent agreement between the measured and predicted crack growth paths. It is
worth noting that, for each simulation, at a certain point CRACK3D was unable to re-mesh the volume according to the
re-meshing criteria provided in the code. Thus, the program was terminated at this point. Though the precise reason for the
inability to continue propagating the fatigue crack is not fully understood, it must be stated that there is no theoretical reason
why there should be an issue in the ability to predict the direction of crack propagation for longer amounts of crack extension
using MCS criterion. Since other fatigue studies were performed with CRACK3D where the crack grew all the way across a
different specimen geometry, the most likely reason for the limited amount of crack extension is that CRACK3D could not
arrange elements in an acceptable manner inside the size of the re-meshing region for this specimen geometry to “match”
the surrounding, un-meshed region.

Secondly, as shown in Figs. 2.7–2.10, the simulation data shows that the crack growth process is occurring under
nominally Mode I conditions, with �KIID 0, confirming that the fatigue crack tended to propagate under locally tensile
conditions. For small loading angles, the crack growth direction is approximately perpendicular to the loading direction.
However, as loading angle increases, the crack deviates from the perpendicular direction, implying that the local Mode I
direction is no longer perpendicular to the loading angle. In fact, the curvilinear trend of the crack path which begins around
xD 0.03 m is the result of the influence of the loading process via the Arcan fixture on the stress field in the specimen.
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Fig. 2.11 Plot of �Keq and da/dN along crack length for 30ı loading case

Thirdly, we were unable to observe crack growth forˆD 75ı andˆD 90ı. There are two plausible reasons why the crack
did not grow in these cases. Firstly, other studies have shown that the stress distribution for the Arcan fixture is not uniform,
with the largest gradients occurring in the 75ı orientation [6]. The relatively short initial notch and initial pre-crack used
in the experiment may have positioned the crack tip in an area of negative or low stress. This may have put the crack into
compression or kept �Keq below �KTH , the threshold value required to initiate crack growth in the material. Preliminary
FEA by the author was consistent with this observation. Another possibility for both ˆD 75ı and 90ı is that the Mode II
component of the far field loading is larger than the Mode I component. In such cases, there may not be sufficient Mode I
loading to open the crack tip and overcome friction and local plastic deformation along the contacting crack surfaces to allow
the fatigue crack to propagate.

Fourthly, in regards to the efficiency and effectiveness of this modified method for controlling the change in SIF during the
experiment, this modified method is based on the premise that, according to Paris’ Law, da/dN and �Keq are proportional.
Thus, trends in the measured crack growth rate and the computed �Keq at the crack tip should be consistent throughout the
crack growth process. Figure 2.11 shows a direct comparison of the scaled �Keq and the discrete crack growth rate recorded
during the experiment,�a/�N, as a function of crack length, a.

2.6 Conclusions

Fatigue crack growth experiments have been performed successfully on an edge-cracked Arcan specimen manufactured from
2024-T351 aluminum and subjected to far-field mixed mode I/II loading with loading angles ˆD 15ı, 30ı, 45ı, and 60ı.
Results show that (a) crack extension occurs along different curvilinear paths for each loading angle, extending from the
original crack tip towards the upper Arcan grip, (b) initial kinking angle of the fatigue crack indicates that the local Mode
I direction deviates the direction perpendicular to the loading angle as the Mode II component of loading increases, (d) the
load shedding process used to maintain crack growth rates in a specific range that was used for ˆD 30ı, 45ı, and 60ı is
consistent with controlling �Keq, as shown through direct comparison of experimental crack growth rates and predicted
�Keq values at points along the measured crack paths, and (d) further study is required for loading angles ˆD 75ı and 90ı
where fatigue crack growth was not observed experimentally.

Simulations of the fatigue crack growth process for the Arcan fixture-specimen combination have been performed using a
custom-finite element code for fracture analysis, CRACK3D. In this code, VCCT is used to quantify the local stress intensity
factors and the MCSC is used to determine the direction of current crack extension. Results from the simulations show that
(a) CRACK3D is an effective simulation platform for fatigue crack growth in many cases, (b) the re-meshing algorithms
in CRACK3D are not readily adaptable for crack growth near material junctures where there are significant differences in
element size; the ability to handle such cases is currently being developed, but not yet available, (c) direct comparison of the
experimental results and predictions indicate that the measured and CRACK3D predicted crack paths using local re-meshing
to maintain accuracy in the local fields are in excellent agreement over the range of crack growth where the simulations were
convergent, (d) predictions using an idealized notch and pre-crack yield little error between the predicted and experimental
crack paths, and (e) indicate that the direction of crack propagation corresponds to the direction which maximizes Mode I
and minimized Mode II, which is consistent with results from previous studies [6, 8].
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Chapter 3
On Numerical Evaluation of Mixed Mode Crack Propagation
Coupling Mechanical and Thermal Loads in Wood Material

Hassen Riahi, Rostand Moutou Pitti, Frédéric Dubois, and Eric Fournely

Abstract The mixed-mode crack growth coupling mechanical and thermal loads in wood material is investigated in this
numerical work. The analytical formulation the crack driving force, namely the energy release rate, is introduced by T-integral
that takes into account mixed mode fracture, thermal process in orthotropic material and pressure applied on the crack lips.
This new formulation is based on Nother’s theorem and the definition of the strain energy density according to Lagrangian’s
and Eulerian’s configurations. Moreover, this analytical formulation is implemented in finite element software Cast3m. First
of all, several numerical examples, dealing with isotropic material, are provided to illustrate the accuracy of the FEM model.
Then, the crack resistance of a timber CTS (Compact Tension Specimen) is investigated to show the efficiency of the proposed
approach in the case of orthotropic material.

Keywords Wood fracture • Mixed mode • Thermal fields • Path independent integral • Finite element method

3.1 Introduction

Due to the advantages provided by its mechanical behaviour particularly under extreme loading conditions such as fire and
seismic events, in addition to its aesthetic and environmental effects, timber is commonly employed in building and civil
engineering structures. Hence, the accurate knowledge of its mechanical properties seems to be essential. Although the
considerable efforts devoted in this field of scientific research, the physics related to the real behaviour of timber material
is still misunderstood. Timber is considered as orthotropic material having three planes of symmetry, which usually results
in complex forms of the governing equation (e.g. stress-strain relationship). Moreover, due to its natural origin, timber
contains an array of defects such as knots which locally modify its mechanical properties, and hence, timber is rather a
heterogeneous material. As well known, timber elements exhibit micro-cracks which can propagate due to fatigue, overload
or creep loading and cause failure of the structure. In addition, timber is a hygroscopic material whose mechanical behaviour
is very sensitive to climatic changes such as temperature and moisture variations which contribute to a redistribution of
stresses in the material that can be followed by degradation. For example, drying process accelerate the crack growth, while
wetting process induce the delay of the crack propagation. To predict the crack growth process many numerical methods
were developed to characterize the mechanical fields in the neighbourhood of the crack. Among them, the background of
energy methods come from invariant integrals which enables to evaluate the crack driving forces such as the crack growth
rate and the stress intensity factors. The most popular is the J-integral proposed by Rice [1] based on the assessment of the
strain energy density and Noether’s theorem [2]. This method is inefficient when dealing with mixed mode crack growth
problems because it is necessary to separate the displacement field into a symmetric and antisymetric parts. To circumvent
this difficulty, Chen and Shield [3] have developed the M-integral which enables us to get separated fracture modes based
on a bilinear form of the strain energy density introducing virtual mechanical fields. Unfortunately, these tools are still
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mathematically limited to simple loading and boundaries conditions. In this work a new formulation of the A-integral is
propose based on the analytical work developed by Moutou Pitti et al. [4]. This formulation takes into account the effects
of thermal load, induced by temperature variation, and complexes boundaries conditions, such as contact between crack lips
during crack growth process.

This paper is organized into three sections. In the first one, the mathematical formulation of the invariant integrals T and
A is presented, completed by the derivation of the mixed mode stress intensity factors. In the second section, the accuracy
of the numerical model is assessed based on examples dealing with elastic isotropic material. The third section is dedicated
to study the efficiency of the proposed approach in the case of anisotropic material, where crack growth analysis on wood
Compact Tension Specimen is performed.

3.2 Analytical Formulation of the Invariant Integrals T and A

First of all, let us recall the mathematical formulation of T-integral. Let � be a cracked body and � a path which surrounds
the crack tip oriented by the normal �!n of component nj, as shown in Fig. 3.1a.

The T-integral is given by:
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Œp v1;1 � q v2;1	dx1

(3.1)

The first integral is the classical term of the T-integral which represent the effect of mechanical loads applied far from the
crack, where �u

ij and �v
ij are stress tensor components deduced from the real displacement field u and the virtual displacement

field v, respectively. The second integral represents the effect of thermal load induced by temperature variation �T, with  
is a virtual displacement field as defined by Bui et al. [5] and � is a real coefficient function of material parameters. The
third integral represents the effect of pressures p and q applied perpendicularly to the crack lips, where LDOA1COB1 is the
integration path.

Experience have shown that integration through curvilinear path induce some inaccuracy on numerical results. To

overcome this problem, the curvilinear path is transformed into surface domain by introducing a vector field
�!
� [6] as shown

in Fig. 3.1b. This mapping function is continuously differentiable and takes these values:
�!
� D .1; 0/ inside the ring V, and:�!

� D .0; 0/ outside it. Hence, the use of the Gauss-Ostrogradsky’s theorem enables us to obtain the A-integral given by:
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where F1D p and F2D q on the upper lip and F1D� p and F2D� q on the lower lip.

Fig. 3.1 (a) Curvilinear domain
integral, (b) surface domain
integral
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Note that, Eq. 3.2 represent the energy release rate. The mixed mode separation can be obtained by performing two distinct
computations of the real stress intensity factors Ku

I and Ku
II for particular values of virtual stress intensity factors Kv

I and Kv
II ,

such as:

Ku
I D 8

A
	
Kv
I D 1;Kv

II D 0



C1
I Ku

II D 8
A
	
Kv
I D 0;Kv

II D 1



C2
(3.3)

where C1 and C2 denote the elastic compliances in opening and shear modes, respectively.

3.3 Numerical Implementation

The analytical formulation of A-integral was implemented in the finite elements software Cast3m [7]. In order to illustrate
the accuracy of the numerical results it has been decided to deal at first with isotropic material having a Young’s Modulus
ED 20000 daN/mm2, Poisson’s coefficient 
D 0.3 and linear expansion coefficient’s ˛D 5 10� 6 ıC� 1. The first problem
deal with rectangular plate (2bD 400 mm, 2hD 1200 mm) with a central crack (2aD 200 mm) under tension � D 1daN/mm2

applied on the lips (see Fig. 3.2a). The aim of this problem is to validate the third integral in Eq. 3.2 representing the effect
mechanical loads applied on the crack lips. Due to the symmetry only a half of the plate is modeled. Figure 3.2b, c illustrate
the finite element mesh and the deformation of the plate due to the applied load, respectively. Moreover, in order to have
good accuracy on the computation of the mechanical fields, a refined mesh is adopted in the neighborhood of the crack tip.

Due to these loading and boundaries conditions, only opening fracture mode predominates, as confirmed by the
deformation of the plate depicted in Fig. 3.2c. In this context, Fig. 3.2d illustrates the evolution of the stress intensity
factor KI versus the integration crown. Note that, the crown number 1 is the nearest one to the crack tip. As can be seen, the
convergence of the quantity KI is well achieved, since its value is stabilized from the third integration crown. Moreover, the
finite element estimate of KI (blue line) is in good agreement with the reference solution (red dashed line [8]) since the error
does not exceed 1 %. Note that, the numerical computation is performed under plan strain assumption.

The second problem deal with rectangular plate (2LD 800 mm, 2WD 200 mm) with edge crack (aD 100 mm) subjected
to linear temperature field �T D 2T0

x
W

, where x 2 ��W
2
; W
2

�
and T0D 100 ıC. The geometry of the plate is depicted in

Fig. 3.1a. The main objective now is to validate the formulation of the second integral in Eq. 3.2 which represents the effect of
thermal load. Figure 3.3b, c illustrate the finite element mesh and the deformation of the plate due to the applied temperature
field. The finite element analysis performed under the assumption of plane strain condition and the plate movement in
vertical direction at the bottom and top edges is restricted. We are interested to the estimate of the opening mode stress
intensity factor KI . Figure 3.3d illustrates the evolution of the stress intensity factor KI against the integration crown. As can
be seen, the convergence is well achieved from the second integration crown. Moreover, the figure shows good agreement

Fig. 3.2 (a) Geometry of a rectangular plate with central crack, (b) FE mesh, (c) deformation shape, (d) path independence of the opening mode
stress intensity factor
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Fig. 3.3 (a) Geometry of a rectangular plate with edge crack, (b) FE mesh, (c) deformation shape, (d) path independence of the opening mode
stress intensity factor

between the finite element results and the reference solution taken from the literature [9], since the error does not exceed
3.4 %. Again, the accuracy and the efficiency of the numerical implementation of the A-integral are approved.

3.4 Application to Wood Material

Now we are interested to orthotropic material. Thus, we employ a timber CTS (Compact Tension Specimen) of side of
50 mm. The crack length is 25 mm. The external load is an unitary loading applied to a steel contour as depicted in Fig. 3.4a.
The points Ai and Bi, iDf1, : : : , 7g represent the location of holes where unspecified forces can be applied with angle ˇ
directed according to the crack in trigonometrical direction. For example, the pure opening mode (mode I) is obtained by
applying opposite forces in A1 and B1 with ˇD 0ı, while a loading with ˇD 90ı applied in A7 and B7 correspond to the case
of pure shear mode (mode II). Intermediary positions represent different mixed mode configurations.

In order to study the fracture strength of wood material, a finite element model is developed in the software Cast3m.
Unfortunately, it is difficult to found analytic solution for this problem. Thus, the accuracy of the finite elements
implementation is evaluated through the study of the convergence of the numerical results with respect to the number of
crowns around the crack tip taken in the calculation of the crack driving forces. The number of crowns represent the surface
of the integration ring V used in the definition of the A-integral (see Fig. 3.1b). We note that, the numerical analysis is
performed under plan stress conditions and based on the finite element mesh depicted in Fig. 3.1b. The timber CTS specimen
is made on pine spruce having the following elastic mechanical properties: longitudinal modulus E1D 1500 MPa, transverse
modulus E2D 600 MPa, shear modulus G12D 700 MPa, and Poisson’s coefficient 
12D 0.5.

Figure 3.5a, b illustrate the evolution of stress intensity factors KI and KII with respect to the number of crowns and for
different loading orientations ˇ, respectively. As can be seen the convergence of the quantities KI and KII is well achieved
with increasing the crown sizes. Good accuracy is observed for all loading orientations when the integration path is greater
than the third crown size. Hence, the independence of the A-integral to the integration path is verified. We have also shown
that the singularity of the mechanical fields induce inaccuracy on the numerical results. This disturbance is clearly observed
when the integration process is based on the first crown, the nearest one to the crack tip.

3.5 Conclusion

The Knowledge of crack driving forces such as energy release rate and stress intensity factors is very important in the
assessment of the reliability of flawed structures. A new formulation of the A-integral is proposed, which allow to take into
account the effect of thermal load induced by temperature variation, in addition to mechanical load applied on crack lips.
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Fig. 3.4 (a) Geometry of a CT specimen, (b) FE mesh

Fig. 3.5 Path independence verification of the stress intensity factors (a) KI , (b) KII

The efficiency of the numerical implementation, in finite element software, is assessed through many problems dealing with
isotropic and orthotropic materials. A good accuracy is observed on the estimates of the stress intensity factor since the
relative error does not exceed 3.4 %. Moreover, the convergence is well achieved since the values of the stress intensity
factors are stabilized when the surface of the ring used in the integration is greater than the third crown of elements around
the crack tip.

In this paper, the analysis is achieved under the assumption of elastic material. However, timber material has a viscoelastic
behavior which can be easily implemented in finite element software using spectral decomposition method of the creep
tensor. This will be the subject of undergoing researches, in addition to the development of the A-integral in order to take
into account the effect of moisture variation. Also, we hope to investigate the effect of uncertainties in the material and load
parameters on the reliability of wood structure subjected to crack growth, by using stochastic computation methods.

Acknowledgments The authors wish to strongly acknowledge the National Agency of Research (ANR) for its financial support of this work
through the project CLIMBOIS Nı ANR-13-JS09-0003-01 labeled by ViaMeca.
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Chapter 4
Curvilinear Fatigue Crack Growth Under Out-of-Phase
Loading Conditions

Xiaomin Deng, Xiaodan Ke, Michael A. Sutton, Haywood S. Watts, and Hubert W. Schreier

Abstract Methods for predictive modeling and simulation of crack branching and curvilinear crack paths under cyclic
out-of-phase loading conditions have been developed and implemented in a custom finite element code CRACK3D. 3D
mixed-mode stress intensity factors (SIFs) for fatigue crack growth simulations with curved crack paths and curved crack
fronts are determined using the 3D virtual crack closure technique (3D VCCT) and a locally structured re-meshing approach
in which the local region immediately surrounding a moving crack front is automatically re-meshed with a structured mesh
pattern to facilitate the 3D VCCT and maintain its accuracy. The prediction of the crack growth direction is achieved
using the maximum circumferential stress criterion. Fatigue crack growth events under out-of-phase loading conditions
in cruciform aluminum specimens with a central hole and an edge crack at the hole are simulated. Simulation predictions of
crack branching angles and the curvilinear paths of the branched cracks agree well with experimental measurements.

Keywords Fatigue crack growth • Out-of-phase • Mixed mode • Curved crack path • Local remeshing

4.1 Introduction

Fatigue crack growth in metals has been studied mostly under in-phase loading conditions, in which all loadings have
the same cyclic time dependence. However, fatigue crack growth in critical structures often occur under out-of-phase
loading conditions, such as under biaxial loading conditions in which two sets of biaxial cyclic loads have the same
frequency but with a phase difference. Studies of fatigue crack growth under out-of-phase loading conditions have been
limited in the literature. Most available studies have been focused on experimental investigations under biaxial loading
conditions.

As shown in Fig. 4.1, there are two common specimens for fatigue crack growth tests under multi-axial and out-of-phase
loading conditions (e.g. [1]): (a) cruciform specimen with biaxial normal loading, and (b) thin-walled tube specimen with
axial tension and torsion loading. In particular, the cruciform specimen has been the most common specimen in the literature
[2–8].

For the cruciform specimen, as shown in Fig. 4.1, the cyclic biaxial loading can be expressed in terms of the applied
nominal stresses in the vertical direction (along y) and horizontal direction (along x), respectively:

Sx D �xm C �xa sin!t

Sy D �ym C �ya sin .!t C �/ (4.1)

where �xm and �ym are the mean values, �xa and �ya are the amplitudes, ¨ is the frequency, t is time and ¥ is the phase angle
(phase difference). When ¥D 0 the loading is in-phase and when ¥¤ 0 the loading is out-of-phase. Often ¥D D 180ı is
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Fig. 4.1 Two common specimens [1] for fatigue crack growth tests under multi-axial and out-of-phase loading conditions: (a) cruciform specimen
and (b) thin-walled tube specimen

used for out-of-phase loading. In general, two stress ratios (which are the R ratio if they are the same) can be defined for the
cyclic loads:

Rx D Sxmin=Sxmax D .�xm � �xa/ = .�xm C �xa/
Ry D Symin=Symax D

	
�ym � �ya



=
	
�ym C �ya



(4.2)

The ratio (the load biaxiality) between the two amplitudes of biaxial loading is often defined as:


 D Symax=Sxmax D
	
�ym C �ya



= .�xm C �xa/ (4.3)

Under linearly elastic conditions, the effects of biaxial and out-of-phase loading on fatigue crack growth has been
investigated in the literature in terms of the effects of œ and ¥ on (a) the crack path and (b) the fatigue crack growth rate.
However, there is little theoretical development for crack path and life predictions under out-of-phase loading conditions and
the findings from experimental studies are sometimes inconsistent and contradictory.

Beaver [1] provided a review of the literature up to early 1980s, with focus on the effect of biaxial loading under in-
phase and out-of-phase loading conditions, which concluded that nearly all fatigue and fracture properties of metals are
significantly affected by biaxial loading and that out-of phase loading decreases the fatigue strength.

Kitagawa et al. [2] studied fatigue crack growth under biaxial tensile load conditions for a structural sheet steel. They
found that crack growth rate is affected by a cyclic tensile load applied in the direction of crack growth which decreases as
the said load increases; that the rate increases if the biaxial loads are increasingly out of phase; and that the threshold stress
intensity range is a function of load biaxiality, phase difference and stress ratio.

Qian et al. [3] carried out mixed-mode fatigue crack growth tests in stainless-steel cruciform specimens in which a center
initial crack oriented at 45ı was loaded biaxially. When the loadings were in-phase, the crack was deflected with the initial
crack growth angles less than 50ı and when they were out-of-phase, it was branched with the initial crack growth angles
larger than 50ı. In all cases, the deflected or branched cracks propagated in Mode I.

Shaniavski et al. [4] studied fractographic peculiarities of fatigue crack growth in cruciform specimens of D16T aluminum
alloy under out-of-phase biaxial tension and tension-compression. In the range of biaxial load ratios œ from �0.5 to C0.5
and an R-ratio of 0.3, fatigue striation formation took place in which the striation spacing and the crack growth rate increase
as the phase difference ¥ increases from 0 to 180ı.

Rozumek et al. [5] conducted fatigue crack growth experiments under out-of-phase cyclic loading in cruciform specimens
made of 18G2A steel with and without a stress concentrator in the form of a central hole. The authors analyzed these tests
numerically and evaluated the crack growth rate behavior.

Sunder and Ilchenko [6] developed an easy to use digitally controlled biaxial test system for cruciform specimens under
in-phase and out-of-phase loading conditions. They studied fatigue crack growth in cruciform specimens under constant
amplitude and a load spectrum superposed with biaxial quasi-static load simulating internal cabin pressure. It is observed
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that fatigue crack growth rates are noticeably sensitive to load biaxiality under both constant amplitude and spectrum
loading. Characteristic stress intensity for constant amplitude in-phase and out-of-phase loading was computed accounting
for instantaneous biaxiality at the peak and valley of axial loading component. The authors found that the effect of biaxiality
at intermediate axial load levels may be negligible.

Shanyavskiy [7] carried out fatigue crack growth experiments on cruciform specimens in the range of thickness 1.2–
10 mm of Al-based alloys, loaded under constant and variable amplitudes of uniaxial and biaxial loads, including sequences
of various overloads, for various phase angles. To represent the effects of œ and ¥ as well as the effects of R and ¨ on the
crack growth rate, an equivalent stress intensity factor KeDKIF(œ, R, ¥,¨) was proposed and determined by the investigator.

Lee and Taylor [8] performed fatigue crack growth tests on cruciform specimens of aluminum alloy 1100-H14 and 7075-
T651 under in-phase (IP) and 180ı out-of-phase (OP) loading of stress ratio 0.1. The specimens contain a horizontal (0ı) or
an inclined (45ı) center notch crack. The authors studied the effects of œ and ¥ on crack path, crack growth rate and fatigue
life. Among other things, the authors found that (a) at a given K, a lower �ya induced a longer fatigue life under IP and OP
loading, and the fatigue life was longer under IP loading, (b) the fatigue crack path profile was influenced by K, phase angle
(0ı or 180ı), and initial center notch (0ı or 45ı); and (c) the fatigue crack growth rate was lower and the fatigue life longer
for a greater K under IP loading, whereas it changed little with change in K under OP loading.

Of the studies cited above, only references [3] and [8] presented results on the effects of œ and ¥ on crack growth path.
In particular, the cruciform specimens considered in reference [3] have an initial crack with a 45ı orientation. Under out-
of-phase loading, the authors of reference [3] found that two branch cracks were created at the two tips of the initial crack,
which were not observed in corresponding experiments with in-phase loading.

In the current study, fatigue crack growth under out-of-phase loading conditions has been investigated by considering
two sets of stress intensity factors resulting from two sets of sinusoidal cyclic loads with a phase angle difference. A crack
path and life prediction theory has been developed for fatigue crack growth under out-of-phase loading conditions using
an equivalent stress intensity factor range �Keq. For the case with a phase angle difference of 180ı, this theory has been
implemented in a custom finite element code CRACK3D and validated experimentally. In this theory, a criterion for crack
branching and crack path prediction has been developed based on the well-known maximum circumferential stress criterion
[9], and life prediction in the form of a (crack length) vs. N (number of loading cycles) is performed by using the Mode I
baseline fatigue crack growth rate data in the form of da/dN vs. �Keq. Due to the lack of experimental data, the crack path
and life prediction theory for out-of-phase loading cases when the phase angle difference is not 180ı has not been validated.

4.2 Theoretical Development

As noted earlier, there has been very little theoretical development reported in the literature that provides theories for crack
path prediction (including possible crack branching at an existing crack tip due to out-of-phase loading) and for life prediction
(in the form of a vs. N curves) for fatigue crack growth under out-of-phase loading conditions. To provide a consistent basis
for crack path and life predictions under out-of-phase loading conditions, an attempt has been made to develop a set of
theoretical hypotheses based on principles from mechanics and mathematics and to validate these hypotheses experimentally.

Consider the general case of fatigue crack growth under out-of-phase cyclic loading conditions, with loading component
set #1 (the in-phase loading component) and loading component set #2 (the out-of-phase loading component). The two
loading sets can be expressed by Eq. 4.1 but with x changed to 1 and y changed to 2. In general, the two sets of loading
do not need to be along two orthogonal directions, say x and y. That is, they do not necessarily create a biaxial loading
situation (although they do in fatigue crack growth tests on cruciform specimens loaded biaxially). Similarly, two cyclic
stress ratios (which are the R ratio if they are equal) can be defined for the cyclic loads and expressed by Eq. 4.2, and the
loading ratio (which is the loading biaxiality in the case of biaxial loading) between the amplitudes of the two loading sets
can be expressed by Eq. 4.3, both with x changed to 1 and y changed to 2.

Under linearly elastic conditions, it can be shown that the Mode I and Mode II stress intensity factors (SIF) due to the two
sets of loading can be expressed as:

KI1 D 0:5KI1max Œ.1CR1/C .1 �R1/ sin!t	 ;

KII1 D 0:5KII1max Œ.1CR1/C .1 � R1/ sin!t	 ;

KI2 D 0:5KI2max Œ.1CR2/C .1� R2/ sin .!t C �/	 ;
KII2 D 0:5KII2max Œ.1CR2/C .1 � R2/ sin .!t C �/	 : (4.4)
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In the above, KI1max and KII1max are the maximum values of KI and KII, respectively, due to set #1 loading, and KI2max and
KII2max are the maximum values of KI and KII, respectively, due to set #2 loading. If needed, similar expressions for Mode
III SIFs can also be written, which are omitted here for the sake of brevity.

In the theory presented below, consistent with the Paris Law for the rate of fatigue crack growth, the amount of SIF values
exceeding their minimums will be used as the driving forces. That is, we take the view that fatigue damage is caused by the
oscillatory range between the minimum and maximum SIF values. As such, we deduct the minimum values of the SIFs from
the expressions in Eq. 4.4 and define the following SIF range variations with time:

�KI1 D 0:5 .1 � R1/KI1max Œ1C sin!t	 ;

�KII1 D 0:5 .1 � R1/KII1max Œ1C sin!t	 ;

�KI2 D 0:5 .1 � R2/KI2max Œ1C sin .!t C �/	 ;
�KII2 D 0:5 .1 � R2/KII2max Œ1C sin .!t C �/	 : (4.5)

If needed, similar expressions for Mode III can also be written. The individual Mode I and Mode II SIF ranges in Eq. 4.8
due to the two sets of loading can be added to obtain the total Mode I and Mode II SIF ranges:

�KI D �KI1 C�KI2; �KII D �KII1 C�KII2 (4.6)

A certain equivalent stress intensity factor range�Keq can now be defined. For example, based on the relationship between
the strain energy release rate and SIFs, �Keq can be defined as follows through its squared value:

�K2
eq D �K2

I C�K2
II C .1C �/�K2

III (4.7)

where ¤ is the Poisson’s ratio. In many out-of-phase loading situations (e.g. cruciform specimens under biaxial out-of-phase
loads), KIII is zero and can be omitted from Eq. 4.7. It is noted that �Keq

2 is a function of ¨t.
To develop a theory for the prediction of the in-plane crack growth direction under out-of-phase loading conditions, we

propose three hypotheses based on observations of experimental results in the literature. These hypotheses can be further
refined as more experimental data become available and new analytical studies are carried out.

Hypothesis 1 The initial crack growth direction is controlled by the maximum values of�Keq
2 reached as a function of !t

during a complete loading cycle. In general, there may be several maximum values. If there is one dominant maximum value
and others are relatively small, then there will be one crack growth direction (i.e., there is no branching at the initial crack
tips). If there are several dominant maximum values, then there will be several crack growth directions (i.e., there will be
branching at the initial crack tips). The branch with the most dominant maximum value will grow faster than those with the
less dominant maximum values.

Hypothesis 2 Each initial crack growth direction is determined by the ratio of�KI and�KII at the value of !t when�Keq
2

becomes a maximum, in the form of the Maximum Circumferential Stress Criterion [9], given by

tan

�
�c

2

�
D ˙1

4

0
@ �KI

j�KII j �
s�

�KI

�KII

�2
C 8

1
A (4.8)

where ™c is the crack growth direction angle, “C” is for �KII> 0 and “�” is for �KII< 0. it is noted that the kinking angle
is relative to the local tangential direction of the crack path at the current crack tip in a counterclockwise manner.

Hypothesis 3 After crack growth from the initial crack tips, the direction of crack growth at each crack tip will be controlled
by one dominant maximum value of �Keq

2 reached as a function of !t during a complete loading cycle. This direction is
determined by the ratio of�KI and�KII at the value of !t when�Keq

2 reaches the maximum, in the form of the Maximum
Circumferential Stress Criterion [9], as given in Eq. 4.8.

To develop a theory for life prediction under out-of-phase loading conditions, we propose a fourth hypothesis. This
hypothesis can be further refined as more experimental data become available and new analytical studies are carried out.

Hypothesis 4 The a (crack length) vs. N (number of loading cycles) curve for each crack (or a branch crack in the case of
crack branching) under out-of-phase loading conditions is controlled by the maximum value of �Keq reached as a function
of !t during a complete loading cycle and by the baseline fatigue crack growth rate data da/dN as a function of �Keq under
Mode I and in-phase loading conditions.
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4.3 Validation Experiments

Experimental data in the literature for fatigue crack growth under out-of-phase loading conditions are unfortunately not
complete to the extent that they can enable comparisons of predicted and measured crack path and fatigue life. As such,
new validation experiments have been performed by AFRL with the participation of a master’s degree graduate student,
Haywood S. Watts, from the University of South Carolina (USC). These joint AFRL-USC fatigue crack growth experiments
under out-of-phase loading conditions were conducted on a special type of cruciform specimens under biaxial out-of-phase
loading conditions. Due to space limitation, the description below is very brief but details of the experiments can be found
in [10].

The overall shape of the cruciform specimen is similar to the one shown in Fig. 4.1 but it contains a central hole. A
horizontal or inclined notch is cut on the left side of the hole. Then a fatigue pre-crack is made at the tip of the notch with
the same orientation. Figure 4.2 shows the hole with an inclined notch as well as the fatigue pre-crack (the inclination or
notch angle with respect to the left-ward x-axis is denoted by ¥, which is nominally 45ı but the actual value is different
in the specimens). Fatigue crack growth experiments were performed on specimens made of aluminum alloy 7075-T6 or
2024-T351. Specimens made of 2024-T351 have a horizontal notch while those made of 7075-T6 have an inclined notch.

4.4 Finite Element Model and Results of Validation Simulation

A finite element model has been developed for one of the experiments performed jointly by AFRL and USC. This case
involves fatigue crack growth in a specimen made of aluminum alloy 7075-T6 loaded biaxially with a 180ı phase angle, a
biaxiality loading ratio of 1 and R ratios of R1DR2D 0.5. The specimen has an initial notch length of 1.10 mm, a fatigue
pre-crack length of 2.14 mm, and a notch angle of 43.5ı.

Two finite element meshes have been created for the model with the initial crack. The two meshes are similar except in
the crack region. In the coarse mesh, there are two elements both along the length of the crack and along the crack front
(i.e. through the specimen thickness), and in the fine mesh, there are four elements both along the length of the crack and
along the crack front. Away from the crack region, only one element is used through the specimen thickness in both meshes.
Figure 4.3 shows a global 3D view of the fine mesh, and Fig. 4.4 shows a local 3D view of the fine mesh in the crack region.

Finite element simulations of the fatigue behavior of the specimen under biaxial out-of-phase loading conditions have been
carried out using the in-house finite element code CRACK3D. During simulation, when crack growth is predicted along a
certain direction, a local region around the crack front is automatically selected based on user input in which automatic local
re-meshing will be performed by the code. Immediately around the predicted new crack front, a structured mesh will be
created to enable the use of the 3D Virtual Crack Closure Technique (3D VCCT) for efficient and accurate determination of
energy release rates and stress intensity factors along the crack front. In the rest of the local region, unstructured re-meshing
will be performed with graded element sizes to bridge between the small elements immediately around the new crack front
and usually larger elements in rest of the specimen surrounding the local region.

Fig. 4.2 A schematic of the hole
in the cruciform specimen,
showing the notch, the fatigue
pre-crack and the notch angle
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Fig. 4.3 A global 3D view of a
finite element model of the
cruciform specimen with a fine
mesh

Fig. 4.4 A local frontal view of
the finer mesh in the crack region

For the case of fatigue crack growth in the specimen made of aluminum alloy 7075-T6 loaded biaxially with a 180ı phase
angle, a biaxiality loading ratio of 1 and R ratios of R1DR2D 0.5, two branch cracks are predicted at the initial crack tip
according to Hypotheses 1 and 2 using SIF values from CRACK3D solutions. The predicted branch crack directions agree
very well with experimental measurements (see reference [11] for details). Then, after two short branch cracks are inserted
at the initial crack tip, then CRACK3D simulates the growth of the two branch cracks under biaxial out-of-phase loading
conditions according to Hypothesis 3. The predicted crack paths for the two branch cracks are compared with the measured
crack paths in Fig. 4.5, which shows good agreement. Life predictions in the form of a (crack length) vs. N (loading cycle)
for both of the branch cracks are also made according to Hypothesis 4 and are compared with experimental measurements
with reasonably good agreement (details can be found in reference [11]).
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Fig. 4.5 Predicted branch crack
paths and comparison with
measured crack paths

4.5 Conclusions

Methods for predictive modeling and simulation of crack branching and curvilinear crack paths under cyclic out-of-phase
loading conditions have been developed and implemented in a custom finite element code CRACK3D. In the theoretical
development of this study, four hypotheses have been made for the predictions of branch cracks, their orientation angles,
their growth paths, and their lives in the form of a (crack length) vs. N (loading cycle) curves. Fatigue crack growth events
under out-of-phase loading conditions in cruciform aluminum specimens with a central hole and an edge crack at the hole are
simulated. Simulation predictions of crack branching angles and the curvilinear paths of the branched cracks agree well with
experimental measurements. Simulation predictions of a vs. N curves also compare reasonably well with measurements.
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Chapter 5
Fracture Surface Transition for Notched Bars in Torsion

Alan T. Zehnder and Natasha Zella

Abstract Under torsional loading a circular rod of a brittle material fails along a spiral fracture surface. By notching the rod
deeply enough the fracture will be constrained to a nominally flat, but localy faceted fracture surface. This faceted surface
consists of a sequence of 45 degree surfaces linked to each other. Using notched PMMA rods under torsional loading, the
notch depth at which the surface transitions from spiral to nominally flat is mapped out experimentally. The results show that
for a notch depth/radius >20 % the surface is nominally flat. For notch depths/radius <10 % the surface is spiral.

Keywords Mode III • Torsion • Mixed-mode • PMMA • Crack path

5.1 Introduction

The ability to predict fracture surface evolution and stability in three dimensions and under mixed-mode loading remains a
challenging and compelling problem in mechanics. Some of the challenges come from the mechanics of the problem, e.g. the
choice of local and/or global criteria for extent and direction of crack growth, linking up of microcracks growing on different
surfaces, and friction across the surfaces. Other challenges arise from the complexity of implementing computational
procedures for fracture surface evolution, such as remeshing of complex and evolving fracture surfaces [1], phase field
methods [2], cohesive zone methods [3], atomistic [4], peridynamics [5] and other particle-like approaches.

The present work focuses on the fracture of circumferentially notched, circular PMMA rods loaded in torsion. Our
working hypothesis is that although the fracture is nominally brittle, ultimately resulting in local Mode-I fracture surfaces,
as the notch depth is increased, the fracture surface will transition from being a spiral to a macroscopically flat surface. The
goal of this work is to experimentally map out that transition and to provide detailed information about the fracture surfaces
and internal cracks that develop during failure. These results provide a challenging problem to models and approaches to
simulation of mixed-mode fracture surface evolution.

The extension of cracks under monotonic and cyclic Mode-III and Mode I/Mode III loading has a long history of study
beginning with Sommer [6] who performed an experiment in which flat, circular, internal cracks in a glass were loaded with
internal pressure and an externally applied torsional load producing a mixed Mode I/Mode III load. As the cracks extended
the torsional stresses and hence KIII increased. This causes the fracture surface to break up into what Sommer called
“lances”, which are narrow fingers where the crack twists as it grows. These twisted regions link up to produce a non-planar
fracture surface with a “sawtooth” or “factory roof” profile as the surface is traversed in the circumferential direction.

Knauss [7] loaded a straight crack in a sheet of Solithane 113 in anti-plane shear to produce almost pure Mode-III loading
along the crack front. It was observed that spiral shaped microcracks, oriented at 45ı to the main crack front initiated. In this
orientation, the microcracks are under tensile, or Mode I loading, consistent with the theory that in the absence of material
or fracture toughness anisotropy, elastic cracks will grow in a local Mode I manner.
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Similar behavior was found by Tschegg [8] in a study of mixed Mode I/Mode III fatigue crack growth in 4,340 steel. At
the lowest cyclic stress intensity factors, where the fracture behavior is nominally brittle, it was observed that the crack grew
along a series of planes oriented at 45ı to the initial crack front. These planes link up to form a macroscopically flat fracture
surface containing numerous facets running radially and oriented at 45ı to the overall fracture plane producing the factory
roof fracture profile. Similar fracture patterns are observed in ceramics [9] and [10]. At higher loads, where greater levels of
crack tip plasticity occur Tschegg [8] observes that the fracture transitions to a surface that is macroscopically flat and no
longer has the factory roof profile. These cracks grew in a self-similar manner with the local failure plane coinciding with the
plane of maximum shear stress rather than the planes of maximum normal stress seen in brittle fracture. The transition from
tensile to shear fracture has also been observed under monotonic loading. Working with circumferentially cracked rods of
PMMA and 7,075 Al samples Liu et al. [11] observed that the PMMA rods always exhibited brittle failure with the factory
roof type surface. The 7,075 rods transitioned from brittle to ductile fracture as the ratio ofKI to KIII decreased.

Post-fracture images of Liu et al.’s PMMA samples demonstrate another transition. Although fracture remains brittle
the overall fracture surface is spiral (similar to that of a stick of chalk broken by twisting) for KI=KIII < 1:6 and is
macroscopically flat (although with the factory roof profile) for KI=KIII > 2:6. These observations were for a notch depth
to diameter of .b � a/=b D 0:08. The exact transition point is not determined nor is the impact of different notch depths
explored. In studies of failure criteria under tension and shear Berto et al. [12, 13] tested PMMA rods with U and V shaped
notches and varying notch root radii. They observe that at a fixed notch depth the fracture surface transitions from spiral
to flat as the notch root radius decreases. Note that Hull [14] provides a thorough review of crack surface evolution in the
presence of Mode-III. For a thorough review of Mode I/Mode III fracture see [11].

Taking the results of refs [13] and [12] together it is observed that the overall fracture surface in cracked or notched rids
that fail in a brittle manner can transition from a spiral to a flat but faceted surface as the level of tension to torsion increases
and as the notch becomes sharper, concentrating load at the notch root. In the present work we further explore this transition
by mapping out the spiral and flat fracture regimes for circumferentially notched PMMA rods with varying notch depth. The
notches are approximately square with corner radii of less than 0.1 mm, sharp enough that, the fracture load is insensitive to
notch radius [12]. Future work will explore the effects of varying tension/torsion ratio as well as notch depth ratio.

5.2 Experimental Method

5.2.1 Samples and Loading

The test samples, see Fig. 5.1, are 203 mm long circumferentially notched, circular, PMMA rods, with diameter 2b D
25:4mm and notch depths, b � a, ranging from 1.27 to 5.08 mm. Circumferential notches were cut in the samples using a
steel cutting tool ground to a width of approximately 1 mm. The cutting speed was kept low to prevent melting of the PMMA
during cutting.

Tests were performed by monotonically loading the samples to failure in pure torsion in a servo-hydraulic axial-torsional
testing system. The axial load was controlled at zero while the samples were twisted in rotation control. Hydraulic collet grips
hold the samples in the axial-torsional servo-hydraulic testing machine. The distance between the grips is approximately
152 mm.

2b

2a

Fig. 5.1 Test specimens are
circular rods with diameter,
2b D 25:4mm, length of
203 mm and varying notch depth.
The samples are loaded with
torque, T
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5.2.2 Nominal Stress Intensity Factors

Although the sample contains a square notch, not a sharp crack, results will be presented in terms of the nominal stress
intensity factors, KIII computed assuming a sharp crack of the same depth as the notch [15],

KIII D 2T
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(5.1)

where T is the torque, b the radius, and a is the radius of the uncracked region.

5.3 Results

Torsional fracture experiments were performed on samples with notch depths systematically varied from 0 to 0.4 of the
radius and the fracture. As the notch depth was increased it is observed that the fracture transitions from an overall spiral
surface to a mixed spiral and flat surface to a nominally flat surface. Examples of each of the three types of surfaces are given
in Fig. 5.2. The spiral surface is the surface you would obtain by twisting a piece of chalk to failure. The spiral-flat surfaces
are a mix of the spiral surface with a region of nominally flat fracture. The flat fracture surface is anything but flat at the
small scale. As in other studies of Mode-III fracture the surface consists of a sawtooth surface consisting of linked facets at
approximately 45ı to the axis of the rod. Multiple microfractures emanate from the main fracture surface into the interior of
the rod as can be seen in Fig. 5.2.

Figure 5.3 plots the fracture surface type versus the normalized notch depth. For the shallowest notches, .b � a/=a � 0:1
the fracture surfaces are always spiral or spiral/flat. For deep notches, .b � a/=b � 0:3 the surface is always nominally flat.
In the transition zone 0:1 < .b � a/=a < 0:3 the surfaces are a mix of spiral/flat and flat with predominantly flat surfaces for
notches with .b � a/=a > 0:2. Computing the nominal stress intensity factor for all experiments, see Fig. 5.4, it is seen that
the nominal fracture toughnessKIII is 3.5–4.5 MPa

p
m and does not vary with notch depth.

To develop a better understanding of the fracture surfaces as well as of the structure of the interior cracks micro-CT scans
were performed on several samples. And example, showing mating fracture surfaces for a nominally flat surface sample is
shown in Fig. 5.5. The figure shows that multiple facets develop from the initial crack front. These facets are spaced 2–4 mm
apart. As the crack grows towards the center of the sample, the facets merge and coarsen.

5.4 Summary and Future Work

Notched rods of PMMA were tested in torsion to fracture. As the notch depth increases, the overall fracture surface transitions
from a spiral fracture to a nominally flat, but locally faceted surface. The transition occurs between 0.1 to 0.3 notch depth to
radius fraction. Future work will map out the fracture surfaces for varying notch ratios of tension to torsion as well as varying
notch depth, resulting in an experimentally obtained phase map in the space of notch depth and KI W KIII . Results of the
work will be presented as a challenge for testing the ability of computational models to predict these complex and evolving
fracture surfaces.

Acknowledgements This work was supported by a grant from Cornell’s Engineering Learning Initiatives. This work was enabled by use of the
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Fig. 5.2 Examples of spiral,
spiral/flat and nominally flat
fracture surfaces

Fig. 5.3 Transition of fracture
surface from spiral to flat as
notch depth increases. Each
experiment is coded as having
either a spiral, spiral/flat or flat
surface. The vertical scale is
arbitrary and serves simply to
separate the data points
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Fig. 5.4 Nominal KIII values at
fracture. Fracture surface is
coded as in Fig. 5.3

Fig. 5.5 Mating fracture surfaces
for a sample with nominally flat
fracture. Fracture surfaces are
imaged using computed
tomography (GE eXplore
CT-120) at 25�m voxel size
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Chapter 6
Mixed Mode Evaluation of Different Grinding Depths in FRPC Repairs

T.S. Chawla and M.N. Cavalli

Abstract Variations in repair parameters and techniques have a significant influence on the mechanical properties of repaired
fiberglass reinforced composite materials. A common method to repair damaged fiberglass wind turbine blades is to conduct
hand layup repairs after grinding out the damaged portion. In one sided repair, the ply to which the damage extends depth
wise is usually ground off completely and repairs are conducted on the top surface of the next ply. The scope of this work was
to observe the effect on repair fracture toughness values when repairs are conducted with this top ply ground off partially.
Mixed mode I–mode II testing was carried out on repaired fiberglass composite materials to determine the crack initiation
fracture toughness values of two kinds of repairs; one with the top ply intact and other with the top ply partially ground off.
The results from this testing were compared to those obtained from mode I testing conducted on similar repairs.

Keywords Glass-fiber composites • Composite repairs • Mixed-mode testing • Fracture toughness • Out-of-autoclave

6.1 Introduction

Continuous efforts are being made to improve the quality of repairs conducted on both engineering and advanced fiber
reinforced composite parts and structures. The target is to restore the composite part to its initial structural integrity with
minimal degradation in mechanical and cosmetic properties. Since fiber reinforced composites are subjected to different
modes of loading while in service, it is pertinent that they be tested under various loading conditions. Delamination of repairs
may be caused by a combination of loading modes. One such commonly tested mixed mode loading comprises examining
effects of combined mode I and mode II loads. Initially, the Standard Test Method for Mixed Mode I–Mode II Interlaminar
Fracture Toughness of Unidirectional Fiber Reinforced Polymer Matrix Composites (ASTM D 6671/D 6671M – 06) [1] was
developed for evaluating the interlaminar fracture toughness of unidirectional fiber reinforced polymer matrix composites
under mixed mode I–mode II loading. Though this method describes in details the mixed-mode bending (MMB) test as
applicable to use with unidirectional carbon fiber tape laminates [2–5] with brittle and tough single-phase polymer matrices,
it has also been extensively used to test the toughness of both glass fiber reinforced composites and materials bonded with
adhesive joints [6–12].

For the presented work, mixed mode I–mode II testing was carried out to investigate fracture toughness of glass fiber
reinforced polymer composite repairs conducted with variation in repair methods. This was in continuation of earlier
work [13] involving mechanical characterization of vinyl ester resins with varying compositions. The previous work was
carried out to improve the strength of repairs conducted on glass fiber reinforced polyester wind turbine blades. During
characterization with mode I loading it was found that the fracture toughness of the repairs increased significantly when the
top ply of the repair surface was ground off partially. This led to further investigation to see if similar effects due to variation
in grinding depths could be seen under mixed mode loading.
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6.2 Specimen Preparation

The specimens for mixed mode testing (Fig. 6.1) were made in accordance with ASTM D 6671/D 6671M – 06. The lower
adherend (parent laminate) represented a fiber glass reinforced polyester composite and the upper adherend (repair laminate)
simulated the flat part of a one-sided scarf repair. The lay-up and materials used for the upper and lower adherends are given
in Table 6.1. Commercially available resins were used for parent laminate resin infusion as well as for hand layup repairs.
The listed number of plies was chosen in order to have specimens with h 5 mm (Fig. 6.1). The lower adherends (parent
laminates) were manufactured using vacuum assisted resin transfer/infusion molding (VARTM/VARIM) (Fig. 6.2.) and were
cured at room temperature for 24 h. They were further post-cured in an oven at 60 ıC for 24 h and then at 95 ıC for 3 h to
ensure that they had the same degree of cure. In order to study the effect of variation in grinding depth on the mixed-mode
fracture toughness of the repairs, complete top plies in one set of four parent laminates and partial top plies in the other set
of four parent laminates were ground off. The variation in top ply grinding depths is shown in Fig. 6.3. Then the simulated

2h

2L

a

b

L L Delamination

Hinge

Fig. 6.1 Mixed mode
specimen [1]

Table 6.1 Specimen Lay-up and post curing details

Lay-up Part Details

5 � Unidirectional plies (0ı, glass fiber) Repaired Laminate: Curing:
1 � Chopped strand mat Hand Lay-up 24 h at room temperature

Polyester and Vinyl Ester repair resins Post curing:
(Upper adherend) 16 h at 40 ıC

Insert (Crack Initiator) Polymer film Thickness � 13 �m
5 � Unidirectional plies (0ı, glass fiber) Parent Laminate: Curing:

VARTM 24 h at room temperature
Polyester infusion resin Post curing:
(Lower adherend) 24 h at 60 ıC

3 h at 95 ıC

Fig. 6.2 VARTM set-up (during
infusion)

Fig. 6.3 Repair surface top ply grinding depth variation. (a) Complete top ply ground off. (b) Partial top ply ground off
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repairs were carried out on these ground parent laminates to create the upper adherends by using the hand layup technique.
Two laminates in each set were repaired using a polyester repair resin. The remaining four laminates (two from each set)
were repaired using a vinyl ester repair resin. Polymer inserts (thickness< 13 �m) were used to create pre-cracks of 25 mm
in each specimen at the resin inlet during repair. The repairs were allowed to cure at room temperature for 24 h. Then,
post-curing was carried out on them along with the parent adherends for 16 h in the oven at 40 ıC.

The repaired plates were sectioned into 25 mm wide and 250 mm long specimens with premium grade carbide toothed
saw. Plexus MA300 (methacrylate adhesive) was used to bond piano hinges to the specimens after light sanding at the region
of application of adhesive. The delaminated section of the specimen was 75 mm in length and the hinges were applied so as to
have the load line at a distance of 25 mm from the pre-crack tip. The edges of the specimens were coated with a water-based
white typewriter fluid and thin lines were marked every 1 mm for a distance of 30 mm from the end point of the pre-crack.
Along the load line a speckled pattern was created on the specimen. The mm markings were done in order to make it easier
to monitor crack propagation. The speckled pattern was created on each specimen in order for Vic-2D Correlation Software
to be able to correlate the pictures obtained to calculate the stroke displacement that occurred during each test.

6.3 Testing and Calculations

Specimens consisting of parent plates manufactured with an infusion grade polyester resin and glass fibers and repaired with
polyester and vinyl ester repair resins were tested under mixed-mode mode I–mode II loading. The length of the lever arm,
c (Fig. 6.4), of the mixed mode I–mode II testing apparatus was varied for each of the mode mixtures (GII/GD 0.2, 0.5 and
0.8) before testing. The length L (Fig. 6.1) was kept constant at 50 mm.

Two levels of grinding of the top ply of the parent plate were evaluated. Three specimens were tested at each mixed mode
ratio for all cases. Specimens were mounted on the mixed mode I–mode II (ASTM D 6671/D 6671M – 06) test fixture and
testing was carried out on the Shimadzu AG-IS Universal Testing Machine under displacement control at a crosshead rate of
0.5 mm/min. Loads were recorded using TRAPEZIUM 2 control software linked to the universal testing machine and images
of the loaded samples were captured with a Retiga 1300 camera using the Vic-Snap software. These images were analyzed
for stroke displacements using Vic-2D Digital Image Correlation Software. Figure 6.5 shows the experimental set-up for the
testing carried out.

c
cg

Pg

P

Optional
LVDT

Lever

Test Specimen

Loading Height

Base

Fig. 6.4 Test fixture and
parameters of mixed-mode
test [1]

Fig. 6.5 Experimental set-up for
mixed mode testing
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On conclusion of all testing, calculations were carried out using the equations given in ASTM D 6671/D 6671M – 06 [1]
and values of flexural modulus, mode I and mode II components of strain energy release rate and the combined mixed mode
strain energy release rate were obtained.

6.4 Results and Discussion

In mode I testing of double cantilever beam (DCB) specimens [13] it was seen that difference in grinding depth of the top
surface of the parent plate while preparing it for repairs does affect the fracture toughness values of the repairs. As in the
case of mixed mode specimens, the lower adherends of the DCB specimens depicted parent fiber glass reinforced polyester
(infusion grade) composites whereas the upper adherends represented hand layup repairs carried out with vinyl ester repair
resins on them. In all of the specimens with the top plies partially ground off, the fracture toughness values calculated at
a crack length of about 105 mm were much higher than those obtained from specimens made with same repair resins but
with their top plies ground off completely. When the top plies are ground off completely, the resulting exposed surface on
which the repairs are carried out comprises mainly infusion resin. Whereas, when the top plies are ground off partially, the
resulting surface has a mixture of exposed fibers and the infusion resin. These exposed fibers bond with the repair resin and
this results in pronounced fiber bridging while the specimens are being tested, thus leading to high fracture toughness values.
Figure 6.6 depicts a comparison of the normalized mode I fracture toughness values obtained from DCB specimens repaired
with top parent plies completely ground off (Plot (i), Fig. 6.6) to those with the top parent plies partially ground off (Plot (ii),
Fig. 6.6). Similar results were obtained from DCB specimens prepared with two other vinyl ester repair resins with different
additives. One resin had core shell rubber particles in it whereas the other had a lesser amount of styrene than that in the
repair resin of which the results are shown below. The exact compositions are not known due to proprietary reasons.

For the mixed mode testing also, one set of plates was repaired with the top unidirectional glass-fiber ply completely
ground off, thus exposing a surface comprising mainly of cured resin. The top unidirectional glass-fiber ply of the other set
was partially ground off to expose a surface comprising of a mixture of glass fibers and cured resin. Delamination fracture
toughness values, calculated from the critical loads obtained from testing, were plotted as a function of mode mixtures for
the different resins and grinding levels. It was not possible to plot the delamination propagation fracture toughness values as
the crack growth was very fast in mixed-mode testing.

A typical mixed mode I–mode II delamination fracture toughness contour is shown in Fig. 6.7 for the repair carried
out using the polyester repair resin after grinding off the top ply of the parent plate completely. The delamination fracture
toughness values increase with an increase in the percentage of mode II loading from 20 to 80 % as expected. The scatter in
the toughness values does not bear a linear relation with the increase in mode II percentage. As shown in the plot, the mixed
mode fracture toughness values obtained at different mode II ratios can be generally fitted by an exponential curve. Similar
trend was found by Benzeggagh and Kenane [6] and further corroborated by other researchers like Dharamawan et al. [10].

Similar fracture toughness contours are shown in Figs. 6.8–6.10 for the polyester repair resin with partial top ply ground
off, the vinyl ester repair resin with complete top ply ground off and vinyl ester repair resin with partial top ply ground off,
respectively.

Fig. 6.6 Comparison of mode I
fracture toughness values of DCB
specimens with (i) whole top ply
ground off and (ii) partial top ply
ground off
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Fig. 6.7 Delamination mixed
mode I-mode II fracture
toughness values for repairs with
whole top ply ground off

Fig. 6.8 Delamination fracture
toughness values for polyester
repair resin with partial top ply of
parent plate ground off

Fig. 6.9 Delamination fracture
toughness values for vinyl ester
repair resin with whole top ply of
parent plate ground off

Fig. 6.10 Delamination fracture
toughness values for vinyl ester
repair resin with partial top ply of
parent plate ground off

In all of these three cases (Figs. 6.8, 6.9, and 6.10) the methacrylate adhesive used to bond the hinges to the composite
specimens was not able to bear the high shear loads at mode mixity ratio GII/GD 0.8 and the hinges came off the specimens
before crack initiation. The values of delamination fracture toughness for the mode mixity ratio GII/GD 0.8 for these
specimens were not recorded. The loads at which the hinges came off were of the order of 1.55˙ 0.15 kN. A smaller
thickness of each adherend approximately 2–3 mm may be required for the hinges to be able to bear the high mode II loads.
The length L can also be increased in future tests.

Results from the mixed mode GII/Gc ratios of 0.2 and 0.5 (Figs. 6.11 and 6.12) show that specimens repaired with the
vinyl ester repair resin exhibit higher delamination fracture toughness values in mixed mode I–mode II testing as compared
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Fig. 6.11 Fracture toughness
values for polyester repair resin
(R1) and vinyl ester repair resin
(R2) at different grinding levels
under mode II 20 % loads
(1 Ply—Complete top ply ground
off, Part Ply—Partial top ply
ground off)

Fig. 6.12 Fracture toughness
values for polyester repair resin
(R1) and vinyl ester repair resin
(R2) at different grinding levels
under mode II 50 % loads
(1 Ply—Complete top ply ground
off, Part Ply—Partial top ply
ground off)

to those repaired with the polyester repair resin. In case of both repair resins, specimens repaired with partial top plies of the
parent plates ground off have better fracture toughness values than the repairs with the complete top plies of the parent plates
ground off.

Images of the fractured surfaces of specimens tested under various mixed mode ratios are shown in Fig. 6.13. The
specimens that were repaired with polyester resin and tested with mixed mode ratio GII/GD 0.2, do not show significant
signs of fiber bridging or effects of mode II loading (Fig. 6.13). In the case of specimens repaired with polyester repair resin
and tested with mixed mode ratio GII/GD 0.5, there are some signs of plastic deformation of the repair resin (depicted by
white regions) under shear loads (Fig. 6.13). For mode II 80 % loads the specimens repaired with polyester repair resin have
more pronounced signs of fiber bridging as well as deformation of the repair resin due to shear loads.

The fractured surfaces of all specimens repaired with vinyl ester repair resin show marked regions of fiber bridging and
shear deformation (Fig. 6.13, f, h) of the repair resin under mode II loads. This is reflected in the higher fracture toughness
values obtained for the vinyl ester repair resin. In mode I testing the fibers in the bridging zone are mainly acted upon by
tensile forces and they slow down crack growth. But in the case of high shear loads they break easily, thus letting cracks
propagate fast at the bonded interface. Thus even though fiber bridging was present in some cases, propagation fracture
toughness values could not be attained for mixed mode I–mode II testing.

6.5 Conclusions

Fracture toughness values of vinyl ester repair resin were evaluated against those for polyester repair resin and it was found
that repairs carried out with the former are better than those conducted with the latter repair resin. Furthermore, repairs done
after grinding off the top ply of the parent composite part partially provide higher mixed mode I–mode II fracture toughness
values as compared to those conducted after grinding off one complete top ply.
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Fig. 6.13 Images of surfaces fractured under different mixed mode I–mode II loads. (a) 1 ply R1 GII/G D 0.2. (b) 1 ply R2 GII/G D 0.2. (c) 1 ply
R1 GII/G D 0.5. (d) 1 ply R2 GII/G D 0.5. (e) Partial ply R1 GII/G D 0.2. (f) Partial ply R2 GII/G D 0.2. (g) Partial ply R1 GII/G D 0.5. (h) Partial
ply R2 GII/G D 0.5. (i) 1 ply R1 GII/G D 0.8
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Fig. 6.13 (continued)

Since repairs on wind turbine blades damaged while in service are carried out in the field with the blades still attached to
the wind turbine main support, it is difficult to maintain a constant grinding depth. Visual signs, such as reaching the backing
of a ply or encountering cross weave while grinding are recorded as markers for gaging the depth ground. Future work is
proposed that can involve finding a suitable grinding depth of the top parent ply to achieve optimum fracture toughness and
some means to have the top ply ground to that depth consistently every time before repairs are carried out.

Acknowledgements The authors acknowledge financial support of this work by LM Wind Power and the Department of Mechanical Engineering,
University of North Dakota.
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Chapter 7
Through Thickness Fracture Behavior of Transversely
Graded Ti/TiB Material

Behrad Koohbor, Silas Mallon, and Addis Kidane

Abstract Fracture behavior of a Ti/TiB graded material with a crack perpendicular to the gradient direction was investigated.
Three-point bending experiment was conducted and full-field displacement fields were measured on both faces of the
specimen, metallic and ceramic-rich surfaces, using 2D digital image correlation technique. Stress intensity factors were
calculated using the displacement fields obtained on both faces of the specimen, and were compared to the effective fracture
toughness determined from fracture load data. The overall fracture toughness was found to be very close to the stress intensity
factor determined using the displacement field on ceramic-rich side. However, the stress intensity factors calculated on both
surfaces using the displacement fields, showed different values. In addition, scanning electron microscope observations were
performed to examine the fracture surface of the material. It was observed that the crack front is inclined, indicating that the
fracture may have initiated in the ceramic side and followed by a very fast propagation to the metallic side.

Keywords Functionally graded materials • Stress intensity factor • Digital image correlation • Transversely graded
• Three-point bend

7.1 Introduction

Owing to their unique properties, functionally graded materials (FGMs) have recently been utilized in a wide range of
applications. Among all FGMs, special attention has been drawn towards the study of ceramic/metal FGMs due to their
potential application in extreme environments. Their quasi-static and dynamic constitutive behavior at different temperature
has been studied [1]. One of the limiting factors towards the use of this class of materials is their relatively low fracture
resistance [2]. This has triggered extensive research works with the purpose of developing more profound knowledge and
understanding about the fracture response of such materials [3–7]. However, the majority of the research performed in this
field has been devoted to the study of fracture response of cracked bodies with cracks initiating from one side and propagating
trough the gradient direction. Recently, there have been very few studies, investigating the fracture response of transversely
graded FGMs, numerically and using model FGM materials [3, 4].

The purpose of the present work is to study the fracture behavior of a Ti/TiB graded material system, more importantly the
variation of the stress intensity factor (SIF) across the specimen thickness, i.e. the gradient direction. The DIC technique in
conjunction with a crack tip opening displacement (CTOD) analysis were utilized to find the stress intensity factor present at
each side of the specimen at the moment of fracture. The results found in this stage were compared to the fracture toughness
of the material determined using the far-field load. In addition, fracture surface of the broken specimen was also examined
to give a better understanding of the fracture response of the utilized material system.
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Table 7.1 Composition and
material properties of the Ti/TiB
material system [2]

Layer no. Ti vol% (TiB vol%) Layer thickness (mm) E (GPa) 


1 100 (0) 0.2032 106 0.340
2 85 (15) 0.3810 170 0.278
3 70 (30) 0.3810 227 0.238
4 55 (45) 0.3810 262 0.205a

5 40 (60) 0.3810 289 0.177a

6 25 (75) 0.3810 303 0.152
7 15 (85) 1.0668 316 0.140
aInterpolated using chemical composition and the rule of mixture

L = 50.8

W= 10.16

B = 3.175

S = 40.64

a = 4.06

Ti side

x, u

y, v

+_

Fig. 7.1 Three-point bend test
specimen used in this work.
Dimensions are in mm

7.2 Materials and Specimen Geometry

A 3.175 mm thick seven-layered Ti/TiB FGM specimen fabricated by BAE systems was examined in this work. The seven
layers ranged from pure titanium on one side to 85 % TiB/15 % Ti on the other, with no distinct interface layers. The
properties of the examined material are listed in Table 7.1. Three-point bend test specimens were extracted from the stock
using EDM. An initial notch was also cut on the middle section of the specimen using EDM wire of 0.0508 mm diameter
making the initial crack front parallel to the gradient direction. An schematic view of the test specimen is shown in Fig. 7.1.

7.3 Experimental Procedure

To study the fracture response of the material, quasi-static three-point bend experiments were performed in room temperature
and under displacement control condition at a constant load tip velocity of 0.25 mm/min. The full-field displacement
distribution on each side of the specimen was obtained using 2D DIC technique during the loading stage. The cameras
located at each side of the specimen (see Fig. 7.2) were synchronized prior to the onset of the experiments, to make it
possible to study the deformation history at each side simultaneously. The load cell was also synchronized with the cameras.
Images of 1,024� 1,024 pixel resolution were captured during the loading stage, and were then exported to the software
Vic-2D

®
for further analysis. In this software, a 19� 19 pixel correlation window with 3-pixel step size was used to analyze

the data.

7.4 Stress Intensity Factor

In the present work, the stress intensity factor (SIF) present at the moment of crack initiation was calculated using two
different approaches. The far-field load along with the specimen geometry was first utilized to determine the stress intensity
factor based on the linear elastic fracture mechanics formulation proposed for the case of three-point bend test as [1]:

SIF D P

B
p
W
f.a=W / (7.1)
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Fig. 7.2 Experimental setup
showing the camera configuration

Where, P is the critical load at fracture. B and W are specimen thickness and width, respectively. a denotes the initial
crack length and f (a/W) is the geometric factor defined in [1].

The other approach to calculate the SIF utilizes the opening displacement component obtained from DIC, to calculate the
stress intensity factor based on a crack tip opening displacement (CTOD) criterion. The CTOD approach is utilized on each
side of the specimen to find the corresponding SIF, and to compare these local SIF’s with that obtained from the far-field
load measurement.

Horizontal and vertical displacement components in a general cracked body under mixed mode fracture (Mode-I and II)
conditions can be expressed as [8]:
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Where � is the material’s shear modulus, and r and � and are radial and angular coordinates of an arbitrary point in the
vicinity of the crack tip. � is a parameter dependent on the material’s Poisson’s ratio written as:
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The CTOD of the crack in Mode-I can be expressed as [8]:
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Here, superscripts “C” and “�” denote the displacement component at right and left crack surfaces, respectively (see
Fig. 7.1). rc is also the radial distance behind the crack tip.

7.5 Results and Discussion

Horizontal and vertical components of the displacement on metal and ceramic-rich sides were obtained from DIC. The
opening displacement components on ceramic and metal sides as a function of the far-field load are shown in Fig. 7.3. The
crack tip opening displacement components at either side increase almost identically up to a load magnitude of about 200 N,
and diverge from that point on. A similar observation was made in the far-field load curve, where a gradual change in the
slope of then load curve takes place at about 200 N load, as shown in Fig. 7.4. This could be attributed to the formation of
microcracks within the more brittle layers during the loading stage.
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To determine the value of SIF, the approach explained earlier was utilized. In order to avoid any effects of near crack
tip non-linearity, a point 1 mm behind the original crack tip was taken and the SIF values at each side were evaluated
accordingly. The evolution of the SIF values at each side as a function of far-field load has been depicted in Fig. 7.5. The
stress intensity factors at the moment of fracture calculated from the displacement fields on the ceramic and metal side are
7.04 and 2:92 MPa

p
m, respectively. It should be emphasized that the values reported here do not represent the fracture

toughness of either metal or ceramic, rather these are merely the stress intensity factors present at the moment of crack
propagation at each side of the examined FGM.
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Fig. 7.6 Propagated crack on (a)
ceramic-rich and (b) metallic
sides of the examined material, at
the time of fracture (maximum
load). The crack tip has been
marked

Fig. 7.7 Fracture surface image taken from the graded specimen, showing the quasi-cleavage fracture surface on the Ti side

The effective fracture toughness of the specimen was also determined using the recorded far-field load in conjunction with
the mathematical formulation mentioned earlier, and a value of 6:82 MPa

p
m was obtained. This value lies between the SIF

values determined on the specimen sides.
An interesting point in this regard is that the magnitude of the material’s fracture toughness is very close to the stress

intensity factor obtained on the ceramic side. It should be noted that in the case of transversely graded materials, although
the material is toughened by its metallic component, the overall fracture toughness will still be governed by the brittle nature
of the ceramic components. This can be observed by tracking the crack propagation at two sides of the specimen. As shown
in Fig. 7.6, the crack first initiates on the ceramics side leaving a very thin ligaments in the metallic side, which eventually
leads to a complete fracture.

The fracture surface of the graded specimen exhibits completely different fracture morphology across the thickness of the
specimen, as shown in Fig. 7.7. The SEM images illustrate a quasi-cleavage fracture surface on the metal side, indicating
that a slight plastic deformation might have taken place on this side [9]. The observed surface behavior remarkably changes
to a brittle fracture surface in the ceramic-rich layers.

Acknowledgement The authors would like to thank Dr. Sandeep Abotula for his help during the experiments.
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Chapter 8
Coalescence and Growth of Two Semi-Elliptical Coplanar
Cracks in API-5L Grade B Steel

Abdallah Al Tamimi and Mohammad Modarres

Abstract The purpose of this research is to investigate the interaction of two adjacent cracks under cyclic loading. A series
of tests at different loads and frequencies were conducted under uniaxial constant amplitude fatigue loads on API-5L grade
B steel samples. Crack growth rate of two initial semi-elliptical cracks was investigated. Marker band testing technique was
employed to study the crack growth rate before and after interaction. Real time optical microscopy was used to observe crack
coalescence on the specimens’ surface. Moreover, SEM analysis of the fracture surface was performed for comprehensive
understanding of cracks behavior.

Keywords Multi-site damage • Cracks coalescence • Cracks interaction • Marker bands • Carbon steel

8.1 Introduction

Oil and gas transport through piping systems is a vital cog in the oil and gas industry. It is considered as an essential subsystem
in the overall oil and gas transport system. Based on the nature of its functions, a combination of straight pipes, pipe-bends,
dissimilar welded joints and many other parts are all attached to each other. This system operates under severe conditions:
Internal pressure, cyclic load, internal and external harsh environments. The combination of these different parameters can
lead to a potential increase in the risk of damage and unexpected fractures. In fact pressure cycling has contributed to fatigue
failures in crude oil transmission pipelines. For example, the July 2002 rupture of a 34-in. pipeline near Cohasset, MN was
due to fatigue cracking [1].

However, the cost of pipeline replacement, maintenance and inspection has meant that there are now aging systems whose
continued operation requires special analysis and improved crack detection techniques. This demands continuous safety and
performance improvement toward increasing service life of pipeline networks, maintenance and cost control. Additionally,
this necessitates stronger prevention and control measures to avoid the likelihood of structural failures linked to fatigue
especially multi-site damage (MSD) which is caused by multiple cracks interacting and forming a bigger crack. Such cracks
originate from multiple sources of damage including preexisting flaws and dents, surface deformities caused by mechanical
forces, pitting,

The service life of a transport pipeline in the oil and gas industry can potentially introduce MSD which may jeopardize
the structural integrity of the transport system. A safety assessment of a structure that contains neighboring cracks in close
proximity must take crack interaction into consideration. Inspection intervals are usually directed at the presence of a single
crack, but may be inadequate in the presence of MSD. In reality, during routine inspections, different types of defects
are found in oil and gas transport pipelines varying between irregularly shaped defects and adjacent defects. But these
irregularities in shape make it hard to assess and model these defects.
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In this research, we investigate the coalescence of two co-planar semi-elliptical cracks in specimens subjected to fatigue
loading. It is intended to develop a more realistic probabilistic life prediction model that accounts for cracks interaction and
more accurately assesses crack growth.

8.2 Background Information

According to Bayley [2], the process of the two independent cracks growing together and joining to form one crack is known
as crack interaction and coalescence. The interaction between adjacent cracks is evidence that adjacent cracks can impact
the growth rate of each other.

Numerous researchers have studied cracks interaction, including: Harrington [3], Leek and Howard [4–6], Soboyejo [7],
Kishimoto [8], Twaddle [9], and O’Donoghue [10]. Most of their research was directed toward understanding the cracks
coalescence mechanism of two coplanar surface cracks. When two coplanar and adjacent surface cracks grow by fatigue
there are four stages to their interaction as illustrated by Leek and Howard [4] and DeBartolo and Hillberry [11]:

1. The separate phase, when the separating distance (S in Fig. 8.1), between the cracks is large enough for interaction to be
completely negligible

2. Interaction, pre-coalescence phase: neighboring cracks are independent and behave as an isolated crack. The interaction
between the two cracks increases when the crack tips approach each other.

3. Re-characterization, the coalescence phase: the inner tips of the neighboring cracks come into contact forming a single
concave crack. The crack grows more at the concave position, leading to the disappearance of the concave front. This
occurs when the two cracks are close enough to be considered a single crack, and they are re-characterized as one. At the
end of this stage, there is one crack present.

4. The post-coalescence phase: begins immediately after the two cracks are re-characterized as one and ends when the crack
has resumed a uniform shape and continues to propagate as it did before interaction began.

Figure 8.1 shows two neighboring cracks and illustrates their dimensions where, a, is crack depth, c is the crack radius,
twall is the thickness and S and L are the separation distance between two cracks.

8.3 Experimental Procedure and Material

The material used in this study is API-5L Grade B, a material widely used in oil and gas transport pipelines. This grade of
carbon steel is used by some oil transport companies because of its high corrosion resistance.

8.3.1 Material Properties

An EDX analysis was done to determine the elemental composition of the test coupons. Results are illustrated in Fig. 8.2.
Moreover, a tensile test on an un-notched specimen was performed to determine the mechanical properties of the material.
Figure 8.3 presents the stress-strain curve obtained from the tensile test. The yield and the ultimate strength of the material
are listed in Table 8.1.

Fig. 8.1 Stages of crack growth:
1: cracks interaction 2: cracks
re-characterization 3: cracks
coalescence [11]
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Fig. 8.2 Elemental composition of the material

Fig. 8.3 Stress-Strain curve for
API-5L grade B

Table 8.1 Mechanical properties
of API-5L grade B

Yield strength (MPa) 329
Ultimate strength (MPa) 541
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Fig. 8.5 Experimental setup

8.3.2 Specimen Preparation and Geometry

Specimens were manufactured from an actual pipeline that was previously used in the oil and gas industry. Specimens are
dog bone shaped following the ASTM E466-07, Standard Practice for Conducting Force Controlled Constant Amplitude
Axial Fatigue Tests of Metallic Materials. Figure 8.2a shows the geometry and dimensions of the specimen. Two initial
cracks were machined on the sample using the electric discharge machining (EDM) technique. The two cracks are identical,
semi-elliptical and co-planar. The notches have a thickness of 0.1 mm, to assure a co-planar growth of the cracks which leads
to an idealized interaction between the two cracks. Figure 8.4 illustrates the initial cracks, notches, geometry and dimensions
considered for the fatigue experiments.

8.3.3 Test Procedure

Experiments were carried out at room temperature in air. An MTS fatigue-testing machine with capacity of 100 kN in tension
and compression and frequency range up to 30 Hz was used. Figure 8.5 shows the testing setup. An optical microscope was
also used to monitor the crack coalescence on the surface. The microscope is equipped with a camera to capture and save
images of the specimen surface as the crack grows. Experiments are performed at constant amplitude, stress controlled cyclic
loading. Frequencies of 0.2 and 2 Hz were chosen for the loadingcyclics. Table 8.2 shows the fatigue testing conditions:

The cycles consist of fatigue loading blocks and marker blocks. The marker blocks are primarily used to investigate the
crack growth rate. This will shed light on the mechanism of interaction between the two cracks. The marker block consists of
load cycles with the same maximum stress applied as in fatigue block; however, the minimum stress was increased to 80 %
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Table 8.2 Testing conditions

Loading cycles Marker band cycles

Stress (MPa) Stress (MPa)

Max Min Loading ratio # of cycles Max Min Loading ratio # of cycles Frequency (Hz)

270 27 0.1 13,000 270 215 0.8 2,000 2
280 28 280 220 0.2
280 28 280 220 2
290 29 290 230 0.2
290 29 290 230 2

s min

s max

C cycles

Loading
cycles
0.1

Marker
Band
cycles
R=0.8Load (s )

M cycles Time (t)

Fig. 8.6 Loading pattern with
the marker band loads [12]

of the maximum stress. According to [12], it was observed that marking block with high stress ratio yields a better marking
impression which is of better visibility. A typical loading ratio used in marker blocks varies from 0.5 to 0.8 (Fig. 8.6).

According to [13], one of the methods to determine the crack length at different numbers of cycles along with monitoring
the fatigue crack front history after testing is to use the marker bands technique. A selective marking of the fatigue surface
could do this with a coded marker bands generated by applying a series of fatigue under-loads predetermined intervals.

Also, as stated by [13], the marker bands are groups of microscopic striations that when generated in the proper fashions
are readily identifiable by optical and scanning electron microscopy.

8.4 Results and Discussion

There are many factors affecting crack growth including the type of stresses affecting the structure, microstructure and the
environment. Figure 8.7 illustrates different factors that affect fatigue crack growth in different fatigue stages.

When neighboring surface cracks are in close proximity, they can interact and grow, achieving what is called cracks
coalescence. This phenomenon adds significant complications to the crack growth analysis. Neighboring cracks interaction
and coalescence lower the fatigue life of structures and components. Life decrease with increasing cracks density which
results in interactions among different cracks (Fig. 8.8).

8.4.1 Surface Crack Monitoring

Measurements of the surface crack growth around the two cracks during the tests were recorded. A real-time microscopy
method was employed during the fatigue tests to keep a record of the surface crack growth both between the two cracks
and near the sample edge. Figure 8.9 shows the gradual interaction between the two cracks until they achieve coalescence.
However, Fig. 8.10 shows the crack on the right growing towards the sample edge.
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Fig. 8.8 SEM image of the fracture surface under an axial stress of 280 MPa, (a) 0.2 Hz (b) 2 Hz

One main conclusion drawn was that the surface crack growth rate between the two cracks keeps increasing as result of
the cracks interaction effect on the stress intensity factor along the crack tips. As the two surface cracks approaches each
other, the stress intensity factor at the inner crack tips increases leading to an increasing crack growth rate. On the other
hand, Fig. 8.10 shows the surface crack growth rate after coalescence and until failure. A sudden change in the surface crack
behavior was noticed after cracks coalescence. The surface crack growth increases rapidly until it gets closer to the sample
edge where the sample corner edge effect on stress intensity factor becomes effective. This effect leads to an increasing
crack growth rate as the crack propagates toward the sample edge. The surface crack growth was plotted versus the number
of cycles for different stresses and frequencies as illustrated below (Table 8.3):
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Fig. 8.9 Surface crack growth before coalescence, ¢ D 270 MPa, f D 2 Hz

The red data points, illustrated in Fig. 8.11, show the surface crack measurements before coalescence. Contrariwise, the
green data points show the surface crack growth measurements after coalescence. The graph shows that higher stresses
shorten the fatigue life dramatically. Moreover, it shows a slight effect of frequency. Further investigations are required to
understand the effect of frequency on the fatigue life of steel materials.

8.4.2 Crack Depth Monitoring

In order to find the depth crack growth rate, the marker bands technique was used. SEM fractography was performed for a
closer look at the marker bands as illustrated in Fig. 8.12:

Moreover, Fig. 8.13 shows the fracture surface of two fatigued samples. Different contours could be seen on the surface
as a result of the continuously changing loading ratio during the fatigue process. Different materials could behave differently
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Fig. 8.10 Surface crack growth after coalescence, ¢D 270 MPa, f D 2 Hz

Table 8.3 Cycles to failure vs.
frequency

Frequency (Hz) Cycles to failure

0.2 117,140
2 107,980

Fig. 8.11 Surface crack length
vs. number of cycles,
S D ¢(MPa), F(Hz)

in this kind of tests. API-5L grade B showed high ductility making it harder to see the marker band contours on the fracture
surface. For that reason, image processing was required to analyze the fracture surface and observe the marker bands. Image
processing software, Image J, was used to analyze the pictures taken for the failed samples cross sections.

This kind of fracture surface analysis allowed finding the crack depth at different numbers of cycles and at different stages
of the coalescence process. This led to constructing a da/dN vs. �K curve as illustrated in Fig. 8.14.

Figure 8.15 shows the crack depth growth behavior during the fatigue processes. A mild increase in crack depth was
observed before the two cracks coalesced. During the cracks interaction processes, a continuously increasing growth rate
could be noticed leading to a sudden failure after the complete coalescence of the two cracks.

Performing the same experiment at different stresses, frequencies and crack geometries would allow collecting enough
information that could be used to model the phenomena probabilistically. This would be the next step of this research.
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Fig. 8.12 Marker bands SEM illustration

Fig. 8.13 A cross section of a
failed testing sample that shows
different marker bands

Fig. 8.14 Crack growth rate vs.
SIF, S D 290 MPa, F D 2 Hz

8.5 Conclusions

The purpose of this research is to investigate the interaction of two identical adjacent cracks under cyclic loading. A series of
tests at different loads and frequencies were conducted under uniaxial constant amplitude fatigue loads on API-5L grade B.
The crack growth rate was investigated using the marker band testing technique before and after cracks coalescence. Real
time optical microscopy was used to observe crack coalescence on the fracture surface.

The experimental method used combines the use of microscopic fractorgraphy analysis of both surface crack and crack
depth to find information about the crack growth rate in the depth directions. This method is a practical method that could
be used to understand cracks coalescence and interactions in different types of materials. Moreover, the image processing
technique used allows better analysis of the fracture surface in ductile materials. Locating the marker bands on the fracture
surface could be challenging, but it could be overcome by using proper image processing techniques.
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Fig. 8.15 Crack depth at
different number of cycles,
S D 290 MPa, F D 2 Hz

Future work will address various geometrical combinations of cracks under the effect of fatigue. The end result of this
experimental work is to develop a probabilistic life prediction model that describes the process of cracks interaction and
coalescence.
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Chapter 9
Measurement of Crack Tip Displacement Field in Desiccating Paste

Tatsuya Arai and Kenichi Sakaue

Abstract Desiccation cracking is a phenomenon in which cracks are caused by shrinkage of drying paste material. In
the present study, digital image correlation, DIC, is applied to measure the displacement field at the crack tip in a drying
paste. In order to obtain magnified images around the crack tip, the control method for crack nucleation position and crack
propagation direction is newly developed. Furthermore, stress intensity factors are evaluated by iterative procedure from the
measured displacement field. The results show that the stress intensity factors are varied during crack propagation because of
kinked crack path ant the fracture toughness depends on the paste thickness even the paste is composed of the same powder.
In addition, it is found that the fracture toughness is independent of the crack propagation speed. The dependence of the
fracture toughness on the paste thickness is noticeable results to analyze the fracture of desiccation cracking.

Keywords Fracture mechanics • Digital image correlation • Stress intensity factor • Paste material • Desiccation
cracking

9.1 Introduction

Desiccation cracking is a phenomenon in which cracks are caused by shrinkage of drying paste material. The desiccation
cracking is observed in natural world as cracks in dried mud and columnar joint. The regular crack pattern of the desiccation
cracking is an interesting phenomenon from the viewpoint of statistical physics. On the other hand, from the engineering
viewpoint, it is important to prevent the initiation of the desiccation cracking in concrete structures. Thus, the mechanism of
the desiccation cracking should be clarified.

The desiccation cracking have been studied by many researchers. In experimental studies, the crack pattern is mainly
examined. Groisman and Kaplan [1] presented the relation between the cell size and the paste thickness. They showed that
the crack pattern varies by the paste thickness, and the cell size is proportional to the paste thickness. Through these and
other experiments [2–7], statistical characteristics such as the cell size, crack patterns etc. have been studied.

Theoretical studies revealed stress distribution in the desiccating paste. Kitsunezaki [8–10] analyzed stress evolution and
the cracking process by using a spring-mass system. Otsuki [11] also solved the stress in the paste by the approach of
continuum mechanics in order to make clear Nakahara effect [12]. These theoretical analyses assumed that the paste is an
elastic material. These studies concluded that the stress in the paste increases as desiccation progress, and the stress becomes
larger with increasing the spatial size and with decreasing the paste thickness. Furthermore, assuming the fracture stress and
the mechanical properties of the paste, fragmentation of the paste is simulated. The results of these simulations showed the
relation between the final cell size and the paste thickness. These studies give the basic understandings of the desiccation
cracking.

Further studies need the characteristics of mechanical properties and strength of the paste in order to simulate the
desiccation cracking precisely. However, the characteristics of pastes are not well known due to the difficulties on
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experiments. Especially, the measurement of fracture stress or fracture toughness is extremely difficult because pastes are
soft at the instant of cracking. Moreover, it is difficult to predict the crack nucleation position because the cracks appear
randomly.

In the present study, a new experimental method to control the crack nucleation position and propagation direction in the
desiccating paste is developed. This method makes it possible to provide careful observation of crack propagation behavior
and to take magnified images around the crack tip. Furthermore, the present method enables digital image correlation [13],
DIC, to apply the magnified images before and after cracking in order to measure the crack tip displacement. Through the
measurement of displacement field by DIC, stress intensity factors representing crack tip stress field are evaluated by iterative
procedure [14, 15]. Moreover, the dependence of the stress intensity factor on the paste thickness is revealed. The present
study is the first result evaluating the crack tip stress field of the desiccation cracking.

9.2 Experimental Methods

In the present study, the paste for the experiment of desiccation cracking is composed of magnesium carbonate (MgCO3)
and water. The size of particle of MgCO3 is less than 75 �m. The mass of paste m is changed from 80 to 190 g for a powder
mass ratio �p of 30 %. Also the paste of mD 60 g and �pD 25 % is used. Firstly, the paste is poured into a petri dish with a
diameter of 120 mm and the surface of the paste is smoothen by tapping.

Then, in order to control the crack nucleation position, two T-shaped glass plates are inserted at the center of the petri
dish as shown in Fig. 9.1. The paste between the glass plate is constrained the shrinkage direction perpendicular to the glass
plates. One of the glass plates has a glass chip to provide stress concentration in the paste. The present method using the glass
plates can control the crack nucleation position and propagation direction. The petri dish is put on the heater at a temperature
Th of 70 or 90 ıC to facilitate desiccation and crack nucleation.

The image of the surface of the paste is continuously taken by a CCD camera from above of the paste to measure the
displacement field by digital image correlation, DIC. The DIC is performed between the reference image taken before
desiccation and the deformed pattern image taken during crack propagation. DIC requires a random pattern for image
matching. In the present study, the surface of the paste is patterned by iron powder.

9.3 Evaluation Method of Stress Intensity Factors

From the measured displacement field around a crack by DIC, stress intensity factors are evaluated by approximating
measured displacement field by theoretical one. Kitsunezaki [8–10] and Otsuki [11] supposed that the paste is an elastic
material. In the present study, the paste is also supposed to be an elastic material. For the plane problem of mode-I and
mode-II cracks, the displacement field around a crack tip is given by infinite series expansion and the displacement field is
expressed as

u D
1X
nD1

AIn fIn .r; �/ �
1X
nD1

AIIn fIIn .r; �/C Tx �Ryk;

v D
1X
nD1

AIn gIn .r; �/�
1X
nD1

AIIn gIIn .r; �/C Ty CRxk;
(9.1)

30mm

5mm

Petri dish
120mm diameter

Insert plates
1.3mm thickness

Paste76
m

m

Fig. 9.1 Container in order to
control the nucleation position of
desiccation crack
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(9.2)

In Eqs. 9.1 and 9.2, u and v are the displacement component in x-direction and y-direction, respectively; Tx and Ty

represent the rigid body translations along the x-direction and y-direction, respectively; R is rigid body rotation; r and � are
polar coordinate at a crack tip. The unknown coordinate of the crack tip is represented by the polar coordinates as follows:

r D
q
.x � x0/2 C .y � y0/2;

� D tan�1
�
y � y0
x � x0

�
;

(9.3)

where x0 and y0 represent the position of a crack tip with respect to the arbitrary Cartesian coordinate system in the image.
� is substituted with (3� 
)/(1C 
) for plane stress and 3� 
 for plane strain where 
 is Poison’s ratio. The coefficients of
the first terms, AI1 and AII1 relate to stress intensity factors, KI and KII, through the relations of

AI1 D KI=
p
2�;

AII1 D �KII=
p
2�:

(9.4)

AIn, AIIn, Tx, Ty, R, x0 and y0 are unknown parameters and are determined by an iterative procedure based on the Newton-
Raphson method [14, 15]. Therefore, the stress intensity factors can be evaluated if the measured crack tip displacement field
can be approximated by Eqs. 9.1 and 9.2. Furthermore, the crack tip position (x0, y0) is also determined exactly. Equation 9.2
is the theoretical solution for a semi-infinite crack in elastic material. The boundary effects of finite-size specimen and the
interaction between cracks appear in higher-order terms [14, 15].

9.4 Experimental Result

A whole image example of a completely desiccated paste is shown in Fig. 9.2a. It is found that a crack nucleates from the
stress concentration point and propagates straightly between the glass plates because of restricting the shrinkage direction
of the paste with the glass plates. This fact means that the present method can control the crack nucleation position.

Fig. 9.2 An example of the
desiccation crack that is
controlled the nucleation position
between the glass plates.
(a) Whole image taken after
desiccation and (b) magnified
image during crack propagation
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Fig. 9.3 Contour maps of displacement field (a) measured displacement field by DIC and (b) reconstructed displacement field

Therefore, magnified crack images can be obtained easily. Figure 9.2b shows an example of the magnified image during crack
propagation in the observation area of Fig. 9.2a. The crack is clearly observed in the magnified image, thus the displacement
field at the crack tip can be measured by DIC with a high spatial resolution.

Figure 9.3a shows the crack tip displacement field measured by DIC that is evaluated between the reference image before
desiccation and the deformed pattern image as shown in Fig. 9.2b. The size of analysis area of DIC is 3.5 mm square,
and the area is centered on the crack tip. As shown in Fig. 9.3a, the magnitude of the displacement in y-direction of the
upper crack surface is quite lager than that of the lower surface. Therefore, the crack is mainly subjected to the load of
opening mode, mode-I. Figure 9.3a indicates that the displacements near the crack surfaces cannot be obtained by DIC due
to the discontinuity of the displacement across the crack surface. By excluding the invalid data near the crack surfaces, the
fracture parameters, AI and AII, related to stress intensity factors are determined. Figure 9.3b shows the displacement field
reconstructed by using the determined fracture parameters, AIn and AIIn. Ten terms in the series expansion are used for the
reconstruction of the displacement field shown in Fig. 9.3b. In addition, the paste is supposed to be an elastic material whose
Poison’s ratio 
 is 0.3. Figure 9.3b indicates that the present method can reconstruct the measured displacement fields.

Figure 9.4a shows the time variation of the stress intensity factors of the crack shown in Fig. 9.2. The stress intensity
factors are evaluated during the crack propagation within 10 mm at the center region between the glass plates. The vertical
axis indicates the ratio of stress intensity factors and Young’s modulus, KI/E and KII/E, because Young’s modulus E of the
paste is unknown. The mode-I stress intensity factor KI is varied as shown in Fig. 9.4a. This fact is affected by kinked crack
path. Therefore, the shear mode stress intensity factor KII appears. The fraction of stress intensity factor KII/KI is varied from
1/10 to 1/4. Therefore, the effect of mode-II cannot be neglected.

In the case of the mixed mode crack, fracture toughness KIC is evaluated by maximum tangential stress criterion [16].
Crack propagation direction � I and fracture toughness KIC in the direction of � I are expressed by the maximum tangential
stress criterion as follows:

�I D 2tan�1
��
KI �

q
KI

2 C 8KII
2

�
=4KII



;

KIC D KIcos3 .�I=2/� 3KII sin .�I=2/ cos2 .�I=2/ : (9.5)

Figure 9.4b shows the time variation of the fracture toughness KIC/E evaluated by Eq. 9.5. Figure 9.4b also indicates
the average value of the fracture toughness during the crack propagation. By using similar method of Fig. 9.4b, fracture
toughness is evaluated for different experimental conditions of m, �p and Th. Figure 9.5 shows that the relation between the
paste thickness T after desiccation and the fracture toughness KIC/E. The fracture toughness has time variation as shown
in Fig. 9.4b. Thus, the average value and the dispersion of KIC/E are shown as a circle and bar, respectively. And, the
measurement results of KIC/E at Th of 70 and 90 ıC are indicated as solid circle and open circle, respectively. As shown
in Fig. 9.5, with increasing the paste thickness the fracture toughness becomes larger even in considering the dispersion.
Figure 9.5 means that the fracture toughness depends on the paste thickness T.
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9.5 Discussion

From the viewpoint of material strength, the dependence of KIC/E on the paste thickness is interesting even if the paste
is composed of the same powder. In general, smaller on thinner materials have relativity high strength compared to balk
materials, it is so called “size effect”. However, Fig. 9.5 shows the inverse size effect. Here, the causes of the inverse size
effect are discussed.

In Fig. 9.5, fracture toughness is presented by the value of KIC/E because evaluation of Young’s modulus is difficult. It is
known that the paste desiccates from the surface [2], and it is thought that the distribution of Young’s modulus exists in the
direction of thickness. If the powder mass ratio �p of the whole paste is the same in the pastes with different thickness, it is
considered that the Young’s modulus on the surface of a thick paste is higher than that of a thin paste. If the distribution of E
exists in the direction of thickness and KIC is assumed to be a constant for various thickness T, KIC/E is inversely proportional
to T. Figure 9.5 shows that KIC/E is proportional to T. Therefore, the dependence of KIC/E on T in Fig. 9.5 is not caused by
the distribution of E in the direction of the paste thickness.

Because the paste is a porous material, the mechanical property depends on the apparent density of paste. Therefore, in
order to clarify the relation between KIC/E and T, it should be revealed the dependence of the density and the paste thickness.
The measurement of the paste thickness after desiccation indicates that the paste thickness is linearly proportional to net
powder mass in the paste. This fact means that the density does not depend on the paste thickness. Therefore, the density is
not thought to be a cause of the dependency of KIC/E on the thickness. Therefore, it is still an unsolved problem as to why
the fracture toughness depends on the paste thickness.
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9.6 Conclusions

In the present study, the new experimental method is developed to control the crack nucleation position and propagation
direction in the desiccation paste. By using this method, digital image correlation is used to measure the crack tip
displacement field and the stress intensity factor and the fracture toughness are evaluated. The results show that the
dependence of the fracture toughness on the paste thickness is revealed. It is usually thought that mechanical properties are
independent of the paste thickness. In fact, this postulate is used in theoretical studies to simulate fragmentation phenomenon
of paste. Therefore, the revealed relation between the fracture toughness and the paste thickness is important for precise
prediction of desiccation cracking.
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Chapter 10
Characterization of Fracture Behavior of Multi-Walled Carbon
Nanotube Reinforced Cement Paste Using Digital Image Correlation

Nima Zohhadi, Behrad Koohbor, Fabio Matta, and Addis Kidane

Abstract This paper reports on the fracture behavior of MWCNT-reinforced cement paste based on evidence from
three-point bending tests of single-edge notched beam samples. Digital image correlation (DIC) was used to measure
full-field displacements at different stages of fracture in reinforced and unreinforced samples. Strain maps extracted from
displacement data were used to characterize the morphology of the fracture process zone (FPZ). The DIC principal tensile
strain maps from nanoreinforced samples consistently highlighted the development of a larger FPZ prior to failure. Evidence
from scanning electron microscopy analysis of fracture surfaces further supports the hypothesis that highly-dispersed and
well-bonded MWCNTs contribute to toughness through crack-bridging.

Keywords Cement paste • Digital image correlation • Fracture properties • Carbon nanotubes

10.1 Introduction

The physical and mechanical properties of carbon nanofilaments and nanotubes, such as multi-walled carbon nanotubes
(MWCNTs), make them suitable as a chemically compatible internal reinforcement for the strengthening and toughening
of otherwise quasi-brittle cement-based composites [1]. The main challenges in the incorporation of MWCNTs in cement
composites are to attain a uniform dispersion within the composite matrix as well as an effective chemical bond with cement
hydrates [2]. Due to their high hydrophobicity and attractive Van der Waals forces MWCNTs tend to agglomerate and
form entangled aggregates [3]. As a result a stable and homogeneous dispersion of nanotubes cannot be obtained without
functionalization [4]. In addition, due to the small dimensions of MWCNTs, mechanical bonding and physical anchorage can
hardly be relied upon, and the primary bonding mechanism is reasonably due to the formation of chemical bonds between
the functionalized MWCNTs and the cement matrix [5].

Several functionalization techniques have been proposed by different researchers to address these challenges. The most
common methods include: ultrasonication [6], acid-functionalization [7], and surfactant-coating [8]. Among these techniques
acid-functionalization is preferred since the formation of chemically active carboxyl (COOH) and hydroxyl (OH) groups
attached to the surface of MWCNTs facilitate the formation of covalent bonds with the cement hydrates [9]. Once uniform
dispersion and effective bonding are achieved, MWCNTs can act as reinforcement for cementitious composites [10]. Previous
research focused mainly on the effect of MWCNTs on compressive and flexural strength of cement paste and mortar, as well
as physicochemical properties such as early-age shrinkage [11], porosity [12], and electrical conductivity [13]. For example,
Li et al. [14] reported up to 19 and 25 % enhancement in compressive and flexural strength of mortar with the addition of
0.5 % in weight of cement (herein denoted as ‘%’) acid-treated MWCNTs. Manzur et al. [15] used ultrasonication to disperse
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0.3 % MWCNTs in mortar and obtained up to 29 % increase in compressive strength. In another study, incorporation of
0.048 % surfactant-treated MWCNTs increased the fracture load and Young’s modulus of cement paste by 25 % and 40 %,
respectively [16].

This paper presents early experimental evidence from an ongoing project aimed at investigating the effect of highly-
dispersed acid-functionalized MWCNTs on the fracture behavior of cement paste. First, the homogeneous distribution
of MWCNTs in cement mortar was verified based on evidence from compressive strength characterization and scanning
electron microscopy (SEM) analysis of plain and nanoreinforced mortar samples. The effect of MWCNTs on fracture
characteristics of cement paste was studied by means of three-point bending tests of single-edge notched beams. Digital
image correlation (DIC) was enlisted to obtain full-field displacement maps in the notch region. Strain maps extracted from
the displacement data were used to study the effect of MWCNTs on the morphology of the fracture process zone (FPZ).

10.2 Experimental Program

10.2.1 Materials

Ordinary Portland cement (OPC) Type I and ASTM C778 silica sand were used to fabricate the specimens. The MWCNTs
(Cheap Tubes Inc, cat# sku-030101, Brattleboro, VT) were used as-received. Salient properties of the MWCNTs as provided
by the supplier are presented in Table 10.1.

10.2.2 Preparation of MWCNT-Reinforced Cement Paste and Mortar

The MWCNTs were dispersed in water and the resulting suspension was mixed with cement (and sand in case of the mortar
cubes used for the characterization of compressive strength) in accordance with ASTM C305. To enhance dispersion in water
and bonding with cement hydrates, MWCNTs were first functionalized using an acid-treatment technique.

In a typical procedure, the MWCNTs were soaked in an aqueous solution containing ammonium persulfate, (NH4)2S2O8

(Sigma Aldrich, cat# 215589) and sulfuric acid, H2SO4 (Sigma Aldrich, cat# 339741) and the resulting suspension was
stirred for 24 h using a magnetic stirrer. The resulting solution was sonicated for 10 min using an ultrasonic processor
(S-4000 Ultrasonic Processor, Misonix, Inc., Farmingdale, NY) to mechanically separate nanotube clusters and ensure that
the acids reach the innermost nanotubes. The solution was then stirred for another 24 h. At this point, the MWCNTs reached
a pH of about 1 and were not suitable for mixing with cement. Therefore, the MWCNTs were washed with deionized water
to raise the pH to 7, and then dried and stored as dry powder. The acid-functionalized MWCNTs were added to water and
sonicated for 20 min before incorporating them in the cement mixtures for mortar (used to fabricate the compression test
samples) and cement paste (used to fabricate the fracture mechanics test samples).

10.2.3 Specimens, Test Setup and Protocol

Compressive strength characterization—The effect of functionalized MWCNTs on the compressive strength of cement
mortar was evaluated using compression tests on 2-in. (50-mm) cube specimens in agreement with ASTM C109. The
specimens were fabricated with mortar having OPC:sand:water weight proportion of 1:2.75:0.484 in agreement with ASTM
C109. Two reinforcement concentrations of 0.05 and 0.5 % were used to prepare three specimens per group. The specimens
were moist-cured for 24 h and then demolded and kept under saturated lime water until the age of 28 days. Compression
tests were performed using a test frame (MTS 810 Material Testing System, MTS Systems Inc., Eden Prairie, MN) under
displacement-control mode with a displacement rate of 0.625 mm/min.

Visual characterization of MWCNT dispersion in mortar—The dispersion of acid-treated MWCNTs in cement mortar
was investigated by means of SEM analysis of samples collected from fracture surfaces of failed cube specimens. SEM

Table 10.1 Properties of
as-received MWCNTs

Outer diameter [nm] Inner diameter [nm] Specific surface area [m2/g] Length [�m] Purity [%]

<8 2–5 500 10–30 >95
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Test frame

CMOD 
sensor

Specimen

Load
cell

Digital cameras

Fig. 10.1 Fracture mechanics
testing and DIC measurement:
(a) test setup; (b) close-up
photograph of notched beam
specimen; and (c) close-up view
of speckle pattern around
2 � 6 mm notch

micrographs were acquired using a Zeiss Ultra Plus Field Emission Scanning Electron Microscope. All samples were oven-
dried for 24 h at 60 ıC and gold-sputtered prior to being tested.

Fracture mechanics characterization—The experimental evidence to assess the effect of MWCNTs on the fracture behavior
of cement paste was obtained by means of three-point bending test on single-edge notched beam specimens with dimensions
of 20� 20� 80 mm, as illustrated in Fig. 10.1. Two reinforcement concentrations of 0.05 and 0.5 % were considered and
three specimens per group were fabricated. A 0.5 w/c ratio was used for the Type I OPC paste. Specimens were moist-cured
for 24 h and then demolded and kept under saturated lime water until the age of 28 days. A water-cooled diamond saw was
used to cut 6-mm long and 2-mm wide notches at midspan (Fig. 10.1b, c). A clip gage was used to measure the crack mouth
opening displacement (CMOD). The load tests were performed in displacement-control mode at a rate of 0.01 mm/min.

DIC measurements—A thin layer of white wash was applied on the surface of the specimens and a dark speckle pattern was
then spray-painted on the white washed background (Fig. 10.1b, c). A pair of five MP cameras (Grasshopper GRAS-50S5M-
C, Point Grey, Richmond, Canada) equipped with 35-mm lenses was utilized to acquire images at a 5 fps rate (Fig. 10.1a).
The DIC analysis was performed using the software Vic-3D (v7, Correlated Solutions Inc., Columbia, SC) using a subset
size of 49� 49 pixels with a step of 15 pixels.

10.3 Results and Discussion

10.3.1 Compressive Strength

The increase in compression strength is greatly affected by the dispersion of carbon nanoreinforcement [6, 15], and was
used as an indirect means to assess the effectiveness of the functionalization technique. Poorly-dispersed MWCNTs tend to
produce defect sites at the locations of entangled MWCNTs, thereby contributing to reducing the compressive strength [15].
A summary of the compression test results is presented in Table 10.2.

All nanoreinforced mortar specimens consistently exhibited a higher compressive strength than the counterpart plain
mortar specimens, suggesting that a homogeneous dispersion was attained. The strength gain increased for the higher
nanoreinforcement concentration (0.5 % in weight of cement). The average strength increased by 24 % and 41 % for
MWCNT additions of 0.05 % and 0.5 %, respectively.
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Table 10.2 Results of
compression tests Group

Compressive
strength [MPa] � [%]

Control 32 ˙ 3 –
MWCNT 0.05 % 39 ˙ 1 24
MWCNT 0.5 % 44 ˙ 4 41

Individual
MWCNT

Mortar
matrix

200 nm

200 nm

Individual
MWCNT

Mortar
matrix

a bFig. 10.2 Dispersion of
MWCNTs in cement mortar at
different concentrations:
(a) 0.05 %; and (b) 0.5 %

Table 10.3 Results of fracture
mechanics tests

Specimen group Maximum load [N] Stiffness [N/mm]

Control 111 ˙ 3 4,862 ˙ 276
MWCNT 0.05 % 139 ˙ 16 9,400 ˙ 1,060
MWCNT 0.5 % 135 ˙ 12 8,981 ˙ 1,465

10.3.2 SEM Analysis

Portions of fracture surfaces of failed mortar cubes were inspected via SEM to assess the dispersion of MWCNTs in the
cement composite. Representative micrographs are presented in Fig. 10.2.

At both 0.05 and 0.5 % concentrations MWCNTs were mostly found as individual nanotubes, indicating that a satisfactory
dispersion was attained. In addition, at the majority of the locations inspected, MWCNTs were found partially embedded
in cement hydrates, indicating a good chemical compatibility between the acid-functionalized nanoreinforcement and the
cement matrix.

10.3.3 Flexural Strength, Stiffness, and Fracture Behavior

The effect of highly-dispersed MWCNTs on the flexural response and fracture characteristics of cement paste was studied by
means of three-point bending tests of single-edge notched beams. A summary of the test results is presented in Table 10.3.

The incorporation of MWCNTs in concentrations of 0.05 % and 0.5 % led to an increase in the average maximum load
of 25 % and 22 %, respectively, and an increase in the average stiffness of 93 % and 85 %, respectively, consistent with the
strength enhancement obtained for mortar cubes. A major stiffness increase was also reported by other researchers [16] and
may be attributed primarily to a reduced porosity and refinement of the pore structure [12, 13, 17], which may not further
improve at increasing MWCNT concentrations in part due to the difficulty to consistently ensure uniform dispersion.

Representative examples of load-CMOD response of unreinforced and nanoreinforced notched beams are presented
in Fig. 10.3. The significant stiffness increase for MWCNT-reinforced samples can be clearly noted. The unreinforced
control specimens experienced a sudden drop in the load resisted after attaining the maximum (peak) load, whereas the
nanoreinforced specimens exhibited a more progressive damage development and retained a higher residual strength past the
peak load.

To better understand the influence of MWCNTs, the load-CMOD curves were divided in three stages: linear elastic, non-
linear pre-peak load, and post-peak load. For each group, Table 10.4 compares the energy absorbed in these three stages.
A 15 % deviation from linearity in the slope of the load-CMOD curves was used to determine the beginning of the non-linear
pre-peak load stage.

The energy absorbed in the stiffer nanoreinforced samples in the linear elastic stage was on average smaller than that in
the unreinforced specimens. However, in the second stage (non-linear pre-peak) where nano-cracks form and coalesce into
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Table 10.4 Energy at different
stages of load-CMOD curve

Total energy Linear elastic Non-linear pre-peak load Post-peak load

Specimen group [N-mm]

Control 1.63 ˙ 0.05 0.79 ˙ 0.09 0.38 ˙ 0.10 0.46 ˙ 0.08
MWCNT 0.05 % 2.14 ˙ 0.70 0.60 ˙ 0.47 0.60 ˙ 0.24 0.94 ˙ 0.67
MWCNT 0.5 % 2.09 ˙ 0.54 0.59 ˙ 0.10 0.56 ˙ 0.24 1.08 ˙ 0.46

Fig. 10.4 SEM micrograph
showing potential crack-bridging
contribution of MWCNTs in
cement paste

micro-cracks, the energy was significantly higher for the reinforced samples. This behavior is reasonably attributed to the
presence of well-dispersed MWCNTs, which may contribute to enhancing the fracture toughness through a crack- or defect-
bridging effect, similar to that provided at a larger scale by micro-fiber reinforcement in fiber-reinforced cement composites,
as suggested the SEM micrograph in Fig. 10.4.

Defect- and crack-bridging action requires effective bonding between the nanoreinforcement and the surrounding cement
paste, and the rupture and progressive pull-out of well-bonded MWCNTs can contribute to fracture toughness [13]. In
fact, the influence of MWCNTs is more evident in the third stage of the load-CMOD curve (post-peak load), thus past the
maximum load, where unreinforced specimens rapidly collapse. The average energy absorbed in the post-peak load stage
by specimens reinforced with 0.05 % and 0.5 % MWCNTs was 104 % and 135 % higher than the unreinforced specimens,
respectively, highlighting the toughening contribution of well-dispersed and bonded MWCNTs. As a result, the total energy
increased by 31 % and 28 % in the case of nanoreinforced specimens with 0.05 % and 0.5 % MWCNTs, respectively.

10.3.4 Fracture Process Zone

The fracture process zone (FPZ) is the intermediate space between the cracked and uncracked regions ahead and around
the crack tip [18]. The effect of MWCNTs on the FPZ of cement paste was investigated by comparing the DIC principal
tensile strain maps of unreinforced and nanoreinforced specimens using the images acquired with the stereo-vision system
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Fig. 10.5 Representative DIC
principal tensile strain map in
cement paste notched beam
specimens in post-peak load
stage: (a) unreinforced (control)
beam; and (b) MWCNT-
reinforced beams

in Fig. 10.1. Representative DIC principal tensile strain maps at the post-peak load stage (at the load-CMOD coordinates
indicated by the circular markers in Fig. 10.3) are presented in Fig. 10.5.

The FPZ for unreinforced cement paste specimens is visualized as a relatively narrow and well-defined damage area at the
crack tip. The FPZ for MWCNT-reinforced specimens is significantly larger and has a more progressive strain distribution in
the vicinity of the notch, indicating a more damage tolerant zone where damage is more effectively distributed. This evidence
is consistent with the load-CMOD curves presented in Fig. 10.3, the associated energy data summarized in Table 10.4, and
the possible crack- and defect-bridging effect illustrated in Fig. 10.4.

10.4 Conclusions

Based on the experimental evidence presented in this paper, the following conclusions are drawn.

1) Acid-functionalization of MWCNTs resulted in well-dispersed nanoreinforcement in cement composite matrices for both
a 0.05 and 0.5 % MWCNT concentration in weight of cement.

2) The incorporation of 0.05 % and 0.5 % of highly-dispersed acid-functionalized MWCNTs resulted in an average increase
in compressive strength of cement mortar of 24 % and 41 %, respectively.

3) The fracture behavior of MWCNT-reinforced cement paste was assessed using three-point bending tests of notched
beams. The incorporation of 0.05 % and 0.5 % of highly-dispersed acid-functionalized MWCNTs resulted in an average
increase in peak flexural strength of 25 % and 22 %, respectively, and an average increase in flexural stiffness 93 % and
85 %, respectively. The load-CMOD curves show that the nanoreinforced specimens provide enhanced damage tolerance
compared to the unreinforced counterparts, resulting in an increase in absorbed energy of 31 % and 28 % when using a
0.05 % and 0.5 % MWCNT concentration, respectively. Visual evidence from SEM analysis suggests the likelihood of a
defect- and crack-bridging effect provided by the nanoreinforcement. There seem to be no additional benefit to damage
tolerance in increasing the concentration of nanoreinforcement from 0.05 to 0.5 % in weight of cement.

4) The effect of MWCNTs on the FPZ of cement paste was evaluated based on DIC principal tensile strain maps around
the beam notch. In the case of the unreinforced cement paste specimens, the FPZ is visualized as a narrow damage
area, clearly reflecting a quasi-brittle behavior. In the case of the MWCNT-reinforced specimen, the FPZ is significantly
larger and exhibits a more progressive strain distribution in the vicinity of the notch, providing promising experimental
evidence of an enhanced damage tolerance as a result of incorporating well-dispersed and chemically compatible
nanoreinforcement.
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Chapter 11
Characterization of Structural Scale Ductile Fracture of Aluminum
Panels Using Digital Image Correlation

K. Nahshon, W.A. Hoffman, and C.B. Ullagaddi

Abstract The use of lightweight aluminum construction has become prevalent in marine structures and it is therefore critical
that the performance of such structures in the inelastic regime be characterized. A key aspect of this is the ductile fracture
behavior of panels and structural details. Here, the results of ductile fracture tests conducted on large pre-notched aluminum
panels seeking to characterize this inelastic response and resulting fracture are reported. Plates fabricated from 5083-H116
and 6061-T6 panels, including a welded panel, were tested with a geometry designed to induce macro-plasticity prior to
fracture. Testing was performed using a newly developed heavy steel fixture of sufficient rigidity and included the use
of Digital Image Correlation (DIC) strain measurement. Through extensive data collection and analysis, the full extent and
severity of plastic deformation prior to fracture were obtained. It is anticipated that this data will be of utility in the calibration
and validation of numerical modeling of ductile fracture in large structures.

Keywords Ductile fracture • Plasticity structural testing • Digital image correlation • Welded structures

11.1 Introduction

The use of lightweight aluminum construction has become prevalent in both the commercial and naval ship industries as a
result of the increased desire for high vessel speed. Aluminum alloys, specifically 5000 and 6000 series alloys, are attractive
primary hull materials for lightweight, high-speed, vessels due their inherent weldability, corrosion resistance, and stiffness
to weight ratio [1]. While the operational use of such vessels has been highly successful, there is no data on the behavior of
relevant structures in the inelastic regime. Such an inelastic response could arise from severe sea-states, collision, grounding,
or weapons loads.

The large-panel fracture tests described herein seek to bridge the gap between large structural tests, which are expensive
and complex to perform, and coupon-level testing where it is often difficult to extend results to overall structural performance.
For example, the process of localization, necking, and fracture is in a sheet or plate is known to be strongly influenced by the
prevailing strain, as evidenced by forming limit diagrams. In addition, Welds and other local details can have a significant
impact on mechanical behavior. In their work on large-panel fracture tests, Simonsen and Törnqvist [2] showed that such
tests had significant value in bridging the length scales associated with ductile fracture in large structures. A key feature
of their test configuration was the relatively large size of the test panels, thus allowing for the development of significant
panel plastic deformation prior to rupture. In addition, it was found that large panels facilitated a commonality of element
sizes and fracture modeling methodologies between numerical simulations of the test itself and of a separate large scale
grounding test. Further utilization of this test data by Neilson and Hutchinson [3] exhibited the utility that these tests have
in calibrating cohesive zone models for ductile fracture. It is noted that Zheng et al. [4, 5] performed similar tests on a large
extruded corrugated-core Gas Metal Arc (GMA) welded AL 6061-T6 panels in order to evaluate the performance of such
panels during a railcar collision.

Motivated by the work in [2], a new test fixture was designed and fabricated to perform large-panel fracture tests. This
fixture included a floating arm configuration to allow for testing of extruded panels of significant thickness. Tests were
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performed with Digital Image Correlation (DIC) measurements during testing. DIC provides full-field surface strain
measurements that are able provide a complete picture of the plastic deformation, localization, and crack propagation process.
This data facilitates understanding the local and near-crack plastic deformation preceding rupture.

11.2 Experimental Setup

All tearing testing was performed at the Naval Surface Warfare Center Carderock Division (NSWCCD) Structural Testing
Laboratory using a 2,440 kN (550 kip) servo-hydraulic MTS tensile load frame with hydraulically actuated grips along with
a newly designed test fixture. The test fixture consists of four arms and two compression struts, all nominally 117.5 mm
(4.625 in.) thick, connected to two nominally 203 mm (8 in.) thick load heads, all fabricated from A514 steel. A view of the
installed fixture is shown in Fig. 11.1a, and a side view showing critical dimensions in Fig. 11.1b.

The fixture is operated by displacing the load heads apart using the load frame actuator. Two compression struts maintain
a fixed distance at the edge of the load arms. Thus, the two edges of the test panel are subjected to a linear displacement
gradient resulting in deformation, crack propagation, and panel rupture. The positioning of the compression members ensures
that the entire coupon is in tension thus avoiding the need for buckling restraints to constrain out of plane motion. All fixture
components are linked through spherical bearings so as to minimize the potential for fixture binding. Clamping force is
provided by twelve heavily torqued 38.1 mm (1.5 in.) bolts that provide approximately 3,555 kN (800 kips) of clamping
force on each arm through an internal gripping system shown in Fig. 11.1b.

All test panels were fabricated from AL5083-H116 and AL6061-T6/651 plates; both are important alloys in marine
structures. The overall dimensions of test panels were 1,067� 798-mm with a gauge section of 902� 798-mm. A 60ı V-
notch, with an overall length of 50.8-mm (2 in.), was machined on one edge using Electrical Discharge Machining (EDM).
All test panels were fabricated so that crack propagation would be aligned with the plate rolling direction.

Test instrumentation included string potentiometers, strain gauges, a crack opening displacement gauge, and DIC
to measure displacement and strain. Load was measured using the tensile fixture load-cell. The arrangement of string
potentiometers and strain gauges is shown in Fig. 11.2. Load-deflection curves are reported using the deflection measured at
the crack edge, SP2, to avoid the effects of machine or fixture compliance on displacement.

All DIC setup and measurements were performed with the assistance of Trillion Systems, Inc. using an ARAMIS 5M
system. The ARAMIS 5M system is stereoscopic in nature, this allowing full-field, non-contact strain measurement of 3D
deformation. The hardware consists of two CCD cameras, with a resolution of 2,448� 2,050 pixels (5 Megapixels) along
with a digital controller and data acquisition system. Two separate speckle patterns, ‘Coarse’ and ‘Fine,’ were utilized during
testing and were applied using commercial spray paint. The pattern densities are shown in Fig. 11.3.

Fig. 11.1 As-installed view (a), dimensioned drawing (b), and cross-sectional view of gripping system (c) of tearing fixture. Dimensions are
shown in inches
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Fig. 11.2 String potentiometer and strain gage layout

Fig. 11.3 Coarse (L) and fine
(R) speckle patterns used in DIC
measurements

Table 11.1 Test matrix for panel fracture tests

Test ID Material ID Thickness mm (in) ¢y,0.2% MPa ¢UTS MPa
Elongation %
(50.8-mm GL) RA %

Al83-2 5083-H116 6.35 (0.250) 248.9 368.9 14 18
Al83-3 5083-H116 6.35 (0.250) 248.9 370.9 14 21
Al83-6 5083-H116 9.53 (0.375) 246.1 382.7 19 22
Al83-7 5083-H116 9.53 (0.375) 233.0 368.9 23 26
Al83W-1 5083-H116, Weld 6.35 (0.250) N/A N/A N/A N/A
Al61-1 6061-T6 6.35 (0.250) 281.3 324.7 14 29
Al61-2 6061-T6 6.35 (0.250) 281.3 324.7 14 29
Al61-3 6061-T6 6.35 (0.250) 281.3 324.7 14 29
Al61-4 6061-T651 3.18 (0.125) 276.5 328.9 15 23
Al61-5 6061-T651 3.18 (0.125) 276.5 328.9 15 23

Tensile properties reported transverse to rolling direction

11.3 Test Matrix

Ten tests were conducted with AL5083-H116 and AL6061-T6/651 panels with thicknesses ranging from 3.18 to 9.53 mm
(0.125–0.375 in.). A single 5083-H116 panel was fabricated with a Gas Metal Arc (GMA) butt weld aligned with the notch
so that the crack would propagate along the weld or Heat Affected Zone (HAZ). All tests were performed under quasi-
static conditions with an actuator displacement speed of 0.3 mm/in (0.01 in./min). A summary of the test matrix, along with
uniaxial tension test data, can be found in Table 11.1.
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11.4 Test Results

A summary of all load deflection curves is shown in Fig. 11.4. All tests, with the exception of AL83W-1 (welded 5083-H116)
exhibited several common features. Namely, smooth load-deflection curves were observed until crack propagation occurred,
fracture was highly controlled and ductile in nature, significant plasticity was seen to occur away from and ahead of the
moving crack, and steady-state crack propagation was observed after the crack extended several plate thicknesses in length.
The start of this steady-state mode coincided with the transition from a flat to a slant fracture mode. The single welded
5083-H116 panel failed in a quasi-brittle manner and no plastic deformation was observed outside of the weld region. All
tests were terminated after the load decreased below approximately 89 kN (20 kips). It was found that terminating at this
load resulted in approximately 2/3 of a meter of crack extension. After removal of each test panel, it was confirmed that no
slipping of the panel between the grips was evident.

Load deflection data for 5083-H116 panels, shown in Fig. 11.4a, illustrate that the response up to and beyond peak load
is smooth and that unloading occurs in a steady and controlled manner (with the exception of the single welded panel).
Both 6.35 mm (0.250 in.) 5083-H116 plates, both from the same manufacturer, exhibit nearly indistinguishable responses.
However, the response of two 9.53 mm (0.375 in.) plates, from different manufacturers, is quite different in the plastic
regime: substantially different values of both peak load and amounts of plastic work, as inferred from the area under the
force-displacement curve, are observed. The reasons for this discrepancy are under investigation. Load deflection data for
all 6061-T6 panels shown in Fig. 11.4b, shows similar trends. It is seen that the tests are highly repeatable in nature for both
plate thicknesses tested.

Typical DIC measurements for two separate tests of equal thickness plates of both alloys are shown in Fig. 11.5. The
quantity plotted is vertical strain (aligned with the loading direction). It is seen that initial yielding occurs in a highly localized
manner but that as the crack progresses a plastic pre-cursor field develops. The size and qualitative nature of this yielding
pattern does not appear to be significantly different for both alloys despite the differing strain-hardening behavior.

A detailed picture of the yielding and crack propagation process is observed by comparing two separate tests, AL83-2
and AL83-3, of the same alloy and thickness but differing regions of DIC measurement; AL83-2 was configured for far-field
measurements and AL83-3 for near field ones. It is seen in Fig. 11.6 that significant crack extension occurs prior to reaching
peak load (points ‘B’ and ‘G’) and that nearly the full peak load is carried by the panel well after significant crack extension
(point ‘C’ and ‘H’). In addition, the transition from flat (point ‘F’) to slant crack (point ‘G’) is observed in both the strain
output and a photo of the test panel.

Testing of a single butt-welded 6.35 mm (0.250 in.) 5083-H116 panel, AL83W-1, was conducted to evaluate the effect
of the presence of a weld on fracture behavior. This was of interest given the under-matched, or weaker, nature of welds in
the alloys of interest. Referring to Fig. 11.4, it is seen that the load-deflection curve is smooth until peak load but exhibits
little extension (and corresponding plastic dissipation) beyond this point. The unloading behavior is uncontrolled and fracture
propagation was found to be rapid; drops in load were accompanied by load cracking noises indicating unstable crack growth.
The low fracture toughness of the weldment as compared to the parent material prevents arrest and allows for rapid crack
advance driven by elastic unloading of the surrounding plate.

Fig. 11.4 Load versus displacement behavior for 5083-H116 (a) and 6061-T6 (b) panels
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Fig. 11.5 DIC-derived vertical strain fields for 6.35 mm (0.250-in.) 5083-H116 (AL83-2) and 6061-T6 (AL61-2) panels

Fig. 11.6 Load versus displacement for 0.250-in 5083-H116 panels



86 K. Nahshon et al.

Fig. 11.7 DIC derived contours of in-plane effective strain, welded 6.35 mm (0.250 in.) 5083-H116

Direct comparison of the welded panel with un-welded panels of the same thickness reveals several features. Importantly,
the load-deflection curves are nearly identical up to 60 % of the peak load of the un-welded panel and as the welded panel
approaches peak load, a drop in modulus is observed. The welded panel displays approximately 85 % of the load carrying
capacity of the un-welded panel but the rapid rupture and non-graceful degradation in strength after peak load results in
tremendous loss of capacity to deform in the plastic regime as compared to the parent material.

Surface strain measurements from DIC, shown in Fig. 11.7, highlight the role of stress concentration at the toe of the
weld in limiting plasticity away from the weld region. The localization of plastic strain and subsequent cracking at the toe
of the weld are readily observed. However, due to the surface-measurement nature of the DIC technique, no information is
provided on the strain-concentrations in weld metal internal to the joint.

11.5 Conclusions

Fracture tests on large panels using a newly developed tearing test fixture were conducted in order to generate data on the
ductile fracture behavior of marine aluminum alloys. The test fixture and panel configuration were proven to provide the
required background plasticity as well as ductile crack propagation phenomena under sufficiently rigid boundary conditions.
Key findings include:

• The test provides a controllable and repeatable methodology for quantitatively describing the propagations of cracks
through a large panel with prior plastic deformation in the zone ahead of the crack.

• Both marine aluminum alloys investigated, 5083-H116 and 6061-T6, exhibited consistently smooth load-deflection curves
well beyond initial crack propagation.

• A single welded 5083-H116 panel indicated that locally weak regions of a structure can cause a precipitous drop in plastic
capacity while having only a modest effect on peak strength. In addition, the quality of the weldment itself is an important
driver of overall panel performance.

• DIC strain-mapping was found to be an important tool in determining the mechanism, overall deformation levels, and
extent of crack propagation in the panels that were tested.

The obtained data has increased the understanding of failure of aluminum structures and is likely to prove valuable in
developing numerical models of ductile fracture. In particular, the DIC-derived strain fields will readily facilitate comparison
with between numerical and experimental results. Due to the ability to model the test configuration in a manner similar to
that of a large marine structure, i.e., commonality of element sizes and fracture modeling methodologies, the experimental
data can be easily used in the validation and method development of non-linear FE modeling of marine structures subjected
to severe loads resulting in rupture.
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Chapter 12
Creep Damage Quantification and Post-fire Residual Strength of 5083
Aluminum Alloy

Y. Chen, S.W. Case, and B.Y. Lattimer

Abstract One of the major concerns regarding the use of lightweight materials in ship construction is the response of
those materials to fire scenarios, including the residual structural performance after a fire event. This paper presents a
study on creep damage evolution in 5083 marine-grade aluminum alloy and its impact on residual mechanical behavior.
Samples were tested at 400 ı C and at different stress levels and times selected to achieve specified creep strain levels.
Scanning electron microscopy (SEM) and high resolution optical microscopy were utilized to characterize the creep damage.
The damage is primarily manifested as cavitation, grain elongation, and dynamic microstructural evolution. The cavitation
morphology, orientation and grain structure evolution were investigated on three perpendicular sample surfaces (rolling,
transverse, and normal faces). The competing process between cavitation and grain structure evolution were studied to
develop an understanding of the creep damage mechanism. The post-fire residual strength of the Al5083 at 400 ıC reveals
that the cavitation counteracts the strengthening by grain elongation.

Keywords Creep • Cavity nucleation • Growth • Coalescence • Grain elongation • Residual strength • Fire response

12.1 Introduction

Aluminum alloys are important for lightweight structural applications such as in aerospace and ship engineering. One
potential concern with the use of aluminum is the possibility of extreme fire conditions. Under these conditions, the
mechanical properties of the material will be degraded and premature failure may occur because of the accumulation of
fire damage. This damage to aluminum is complex and may be a combination of grain elongation, precipitate cracking, and
cavity formation [1–3]. In situations where the fire is extinguished and yet the structure remains intact, a key concern is the
future performance of the structure. In order to predict this post-fire performance, a detailed understanding of the damage
that has developed is necessary.

Cavity nucleation, growth, and the subsequent coalescence are the main cause of creep failure. Cavity nucleation requires
significant stress concentration that is orders of magnitude greater than the applied stress [4, 5]. The early idea of vacancy
agglomeration was from the stable voids (nuclei) [6]. Grain boundary sliding and dislocation pile-up will generate sufficient
local stresses and promote the formation of cavities, particularly when they occur against precipitates on the grain boundaries
[7, 8]. Existing cavities will also cause stress concentration and lead to new cavity formation as the damage progresses [9].
Once formed, cavity growth is primarily driven by two different mechanisms: vacancy diffusion and creep plasticity [10–12].
The comparison between diffusive cavity growth and plastic cavity growth demonstrated that cavities grow faster when driven
by plasticity. Grain boundary sliding has also been considered as another mechanism for cavity growth [13].

A number of creep damage studies have been performed on superplastic aluminum alloys [14–17]. The effects of thermal
exposure and stress state on the cavitation evolution were investigated. It was found that diffusive cavity growth and the effect
of creep plasticity in the surround material can be coupled. Cavity growth was verified to be controlled by diffusion when
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cavities are small, then controlled by power-law creep when they are large [18]. Cavities may grow initially by diffusion,
then by coupling of diffusion and creep plasticity, and finally by creep plasticity alone. A plastic cavity growth model was
proposed, implying that with an initial cavity volume fraction value, cavities grow exponentially with the increase of creep
strain [14].

In addition to cavitation, grain size, shape and texture have been found to evolve during the continuous creep deformation.
Dynamic recrystallization also takes place during the high temperature creep deformation. Material strength change with the
grain size has also been investigated. The Hall-Petch relation established an effective method to estimate material strength
caused by average grain size change [19]. The effect of grain shape change on the material strength has also been studied
[20]. Grain aspect ratio evolution has been proposed to cause the material yield strength change. Yield strength will increase
as structure evolves from equiax grain structure to high aspect ratio grains. Model coupling grain orientation and grain
size/shape effect has been developed [21].

Despite these efforts, there is still lack of understanding on the effect of creep cavity growth and dynamic microstructure
evolution on the residual material strength for the 5083 aluminum alloy. In this paper, a uniaxial stress state was adopted
to perform the tensile creep tests to simulate the fire exposure condition. Damage associated with the creep behavior was
examined by both scanning electron microscopy and high resolution optical microscopy. The cavitation and dynamic grain
structure evolution in 5083-H116 aluminum alloy during the creep process were examined to study the damage mechanism.
Residual mechanical properties were also determined to evaluate the post fire performance of the material. The competing
process between cavitation and grain structure evolution was investigated and correlated to the residual material strength.

12.2 Materials and Sample Geometry

For this work, the marine-grade aluminum alloy 5083-H116 is investigated. Aluminum 5083-H116 is a work-hardened
alloy that contains 4–4.9 % of magnesium as its major alloying element. The nominal chemical composition is shown in
Table 12.1. This alloy is known for exceptional performance in extreme environments and its excellent resistance to seawater
and corrosive chemicals. Thus, it is frequently used in ship construction. The material was supplied by Alcoa in the form of
6.35 mm inch thick sheets.

The test sample geometry, illustrated in Fig. 12.1, was selected based on the ASTM standard E21-09. Samples were
304.8 mm long dog-bone samples cut from the aluminum sheet with 6.35 mm uniform thickness. The sample gage length is
190.5 mm. All test samples were machined by using a Tormach PCNC 1100 Mill.

12.3 Experimental Methods

12.3.1 Creep Tests

To induce creep damage to the material, a specified temperature and stress level were selected to simulate the thermo-
mechanical loading condition to an aluminum structure. Previous work on the Al5083 alloy revealed that 400 ıC was a
critical temperature at which grain recrystallization process had been completed and the lowest post-fire yield and ultimate
strengths occurred after 400 ıC exposure [22], thus 400 ıC was chosen to study the creep damage in this paper. All creep

Table 12.1 Chemical composition of Al 5083 material (wt.%)

Chemical element Al Mg Mn Si Fe Zn Ti Cr Cu

Al5083 Balance 4.0–4.9 0.4–1.0 0.4 0.4 0.25 0.1 0.05–0.25 0.1

Fig. 12.1 Tensile test specimen
geometry (cm)
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Fig. 12.2 Simulated fire-load
conditioning test set up

Fig. 12.3 Creep curves of the
fire-load conditioning tests for
Al5083 samples

Fig. 12.4 Sectioning
terminology

tests were performed using an MTS 880 Test Frame and Ameritherm 5060LI Induction heater. Samples were heated from
room temperature to 400 ıC at a controlled heating rate of 50 ıC/min. After the sample temperature reached 400 ıC, a
pre-selected engineering tensile stress of 17, 15, or 14 MPa was applied. Samples were then soaked in constant loading
and temperature to achieve specified creep strain. During the test, a Micro-Epsilon Infrared Pyrometer was used to control
the sample temperature. A lens was mounted in front of the infrared sensor to help focus and precisely measure the center
temperature of the sample. Strains were measured over a 22 mm gage length using a Fiedler Optoelektronik GmbH Laser
Extensometer, as shown in Fig. 12.2. During the test, water was circulated continuously through the grips to cool the sample
ends.

As shown in Fig. 12.3, the creep tests were interrupted at engineering strains of 50, 80, 100, 143 % for 17 MPa applied
stress samples; 100, 133 % for 15 MPa tests; and 100, 144 % for 14 MPa. As expected, these samples demonstrated necking in
the center of the gauge region, indicating the presence of creep-induced damage. Sections were cut from the sample necking
region (6 mm in length) to examine the creep damage. Characterization was performed using two-dimensional techniques
on all three surfaces (rolling, transverse and normal surfaces as shown in Fig. 12.4) to observe the cavity morphology and
grain structure. To link the microstructural details above to mechanical properties, duplicated creep samples were prepared
and used to perform room temperature tensile tests for measurement of residual mechanical properties.
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12.3.2 Microstructure Quantification

Two-dimensional damage quantification was performed with FEI Quanta 600 FEG Scanning Electric Microscopy and Hirox
Optical Microscopy. Samples were first polished with 240, 320, 400, 600, 800 and 1200 grit sandpaper, followed with 3 and
1 �m diamond suspension and MgO powder, then examined by SEM using the second electron detector.

To study the creep damage, 30 SEM images for each sample, 10 images for each surface (rolling, transverse and normal),
were collected. Images taken at 500�magnifications were selected to study the cavity evolution. This magnification shows a
sample surface area of 512� 443 �m, which is the optimal size to analyze cavities of sizes greater than 1 �m and represent
the overall damage state of the creep samples. To estimate the cavity volume fraction, grey-scale SEM images were converted
to binary images using a thresholding process in Matlab. The threshold value was adjusted for each SEM images based on
their different brightness. The average cavity size was calculated based on the total cavity area and the number of cavities in
each image (assuming spherical cavities and circular cross-sections).

To study dynamic microstructural evolution, samples were etched using an etchant consisting of 12 mL HCl (conc.),
26 mL HNO3 (conc.), 1 mL HF (48 %), 17 mL H2O and 4.8 g chromic acid. Etchant was held at room temperature for 4 h
before sample etching. High resolution optical microscopy and SEM investigation were then applied to observe the cavitation
and grain structure evolution.

12.4 Results and Discussion

12.4.1 Creep Samples

Figure 12.5 shows the tested samples stopped at multiple creep strain for 400 ıC exposure and different applied stresses. Both
unfractured and fractured creep samples tested at 17, 15 and 14 MPa are shown in Fig. 12.5a–c with the fractured samples
on the right side of the images. Large plastic deformation and severe necking were observed in those fractured samples.
The fracture surfaces are almost necked to a thin line, with 90 % of reduced area, indicating highly ductile failure of those
fracture samples. Figure 12.5d shows a zoomed in view of the necking portion for the 14 MPa, 144 % strain sample with
several cracks observed on the rolling surface indicating impending failure. Similar cracks are shown for the 17 MPa, 143 %
strain creep sample. Moreover, the 143 and 144 % creep samples have similar extension with the fracture ones on their right;
indicating they has reached the just-before-fracture state. For the 15 MPa, 133 % strain sample, necking is not so severe as
the 143 and 144 % ones, and no crack was observed on the sample surface, implying that this sample was approaching failure
but had not reached the just-before-fracture state yet.

12.4.2 Damage Quantification

12.4.2.1 Cavitation Evolution

Figure 12.6 shows the SEM observations of the microstructures of the rolling surface for Al5083 as-received and 17 MPa
50–144 % strain samples. The cavities are randomly distributed and appear darker on the light aluminum background. Creep
damage is manifested in the increase in the number of visible cavities as well as the growth of those cavities. No cavities
were observed in the as received microstructure; however, some precipitates are randomly distributed, as shown in Fig. 12.6a.
Under thermo-mechanical loading condition, significant stress concentration will be generated around the precipitates and
on the junction of grain boundaries. New cavities will nucleate at these locations due to sufficient local stress concentrations
during plastic deformation.

As the creep strain increases, severe necking indicates more damage occurs in the sample. For creep microstructures
at strains lower than 100 %, the cavities appear mostly spherical shape, randomly distributed on the sample inner surface.
These cavity sizes are relatively small and similar. As the sample creep strain exceeds 100 % strain, the cavities begin to
agglomerate and more irregular cavity shapes are observed in the microstructure. This phenomenon indicates that cavity
coalescence begins between 80 and 100 % creep strain level. After the sample creeps beyond 100 % strain and approaches
failure, more spherical cavities were stretched and coalesced into crack-like cylindrical cavities, which are parallel to the
direction of rolling and loading have lengths ranging from 50 to 150 �m and aspect ratios larger than 5.
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Fig. 12.5 (a) 17 MPa, 50, 80,
100, 143 % creep and fracture
samples (b) 15 MPa, 100, 133 %
creep and fracture samples (c)
14 MPa, 100, 144 % creep and
fracture samples (d) Necking
region of just-before-fracture
sample

Fig. 12.6 ESEM images (500�, rolling surface) (a) As received sample "D 0 %, and 400 ºC 17 MPa applied stress samples (b) "D 50 %
(c) "D 80 % (d) "D 100 % (e) "D 143 %

Closer inspection of the three-surface microstructures gives more evidence of the creep cavity orientation. Both rolling
and transverse surfaces display vertical crack-like cylindrical cavities along the direction of rolling and loading, while round-
like cavities are randomly distributed on the normal surface, as shown in Fig. 12.7. These cavity morphologies on the three
surfaces indicate that during high plastic deformation, creep cavities grew from the original spherical shape into the longer,
cylindrical shapes along the direction of rolling and loading. Similar cavity morphologies are displayed in all three surfaces
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Fig. 12.7 Three surfaces ESEM images (500�) of just-before-rupture samples (a) 17 MPa, Normal (b) 17 MPa, Rolling (c) 17 MPa, Transverse
(d) 14 MPa, Normal (e) 14 MPa, Rolling (f) 14 MPa, Transverse

Fig. 12.8 (a) Cavity volume fraction versus creep strain (b) Average cavity size evolution versus creep strain

of the 17 and 14 MPa samples, indicating similar damage has been developed during the creep tests within 14–17 MPa range.
Several small cracks are also observed in some locations of 14 MPa microstructure, as shown in Fig. 12.7f. These cracks
grow transversely to the direction of rolling and loading and connect the closely spaced cavities, implying that microcracks
will be developed after the coalescence of the cavities and the following crack propagation will cause sample failure.

Creep damage can be represented as cavity volume fraction and cavity size in the deformed material. The cavitation
evolution for the above microstructures are characterized and summarized in Fig. 12.8. As shown in Fig. 12.8a, the cavity
volume fraction is quantified for different creep strain and stress levels. For samples tested at 17 MPa stress, the cavity
volume fraction shows a gradually increasing trend with the increase of creep strain below 100 %, but the damage value
is limited to 1 % cavity volume fraction at 100 % strain level. As the sample continues to deform above a creep strain of
100 %, the sample approaches the failure and the rate of cavity growth dramatically increases. However, the critical value of
the cavity volume fraction before sample failure is still relatively small (approximately 4.7 % for the 17 MPa sample).

Similar quantification was performed for 14 and 15 MPa samples. Creep strain levels of 100 % and just-before-fracture
(approximately 140 %) were selected to compare the creep damage induced by different applied stress. As shown in
Fig. 12.8a, the quantified cavity volume fraction values at 100 % strain level are around 1 % for all 14–17 MPa creep
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samples. The just-before-fracture data of 14 and 17 MPa samples also gives similar cavity volume fraction (about 5 %),
which corresponds to similar damage states in the three surface microstructures in Fig. 12.7. The 15 MPa, 133 % strain
sample captures about 3 % cavity volume fraction, which lies between the 1 % damage at 100 % strain and the 5 % damage
at the just-before-rupture state. The 5 % cavity volume fraction can be defined as the critical damage value at the just-before-
fracture state. The standard deviations of the cavity volume fraction are 5.8 and 6.4 at the just-before-fracture state, which is
quite large compared to the small value below 100 % strain, which is coincident with the observation that cavity coalescence
into large crack-like cylindrical cavities after 100 % strain. These large crack-like cylindrical cavities are non-uniformly
distributed inside the necking region of the creep sample.

The cavity size evolution with creep strain is similar with the cavity volume fraction evolution. As shown in Fig. 12.8b,
the average cavity size gradually increases below 100 % strain and sharply increases when the creep strain exceeds 100 %.
Cavity sizes are similar at the same creep strain levels for all 14–17 MPa samples. A larger standard deviation also occurs at
the just-before-fracture states.

Previous work has indicated that the cavity growth will switch from diffusion-controlled to plasticity-controlled with
the enlargement of cavity size. In the small cavity state, cavity grow is dominated by the diffusion controlled mechanism.
In contrast, plasticity controlled growth is the dominant mechanism in large cavity state under high creep strain [23]. The
superplastic cavity growth model [24] suggested a critical cavity size of 0.5 �m. When average cavity size is smaller than
0.5�m, the cavity growth is diffusion controlled; the cavitation is plasticity controlled when the cavity size is greater 0.5�m.
Figure 12.8b shows that the average cavity sizes are greater than 0.5 �m, thus the cavity growth in Al5083 creep tests is
primarily controlled by plasticity based on the above condition.

When cavity growth is plasticity-controlled, the cavity volume fraction can be given by a simple model in Eq. 12.1:

' D '0 exp .�"/ (12.1)

where ¥ is the cavity volume fraction at strain ", ¥0 is the initial cavity volume fraction of the as-received material, and ˜
is a growth parameter usually ranging from 2 to 4, which is dependent on material, strain rate, temperature, and grain size.
An exponential fit based on the data collected at all stress levels in Fig. 12.8a yields an ˜ of 2.0707, which lies between the
upper bound calculated value 2.5 by Cocks and Ashby’s model and the conservative predicted value 1 by Budiansky [14].

12.4.2.2 Dynamic Microstructure Evolution

The dynamic microstructure evolution with the increase of creep strain was also investigated. As shown in Fig. 12.9a, large
gains parallel with the direction of rolling are observed on the rolling surface of the as-received sample. The average grain
size is approximately 80 �m. Several cavities are observed inside the grains due precipitates removed by the etchant. After
400 ºC exposure, the grain recrystallization process is completed and the average grain size decreases to 46 �m with an
equiax grain structure as shown in Fig. 12.9b. Through Fig. 12.9a–e, the grains are observed to be stretched along the
horizontal direction (direction of rolling and loading) from the equiax structure to thin, long pancake grain structure. Data in
Fig. 12.10 shows that gain aspect ratio increases from 0.91 at 1 % strain to 11.1 at 143 % creep strain, which indicates the
grains are highly elongated along the tensile direction to accommodate the large plastic deformation during creep.

Small spherical cavities are observed to nucleate at the grain boundary when the sample creeps at moderate strain levels
(50 and 80 % strain). The formation of these cavities is promoted by the stress concentrations on the grain boundaries,
particularly at the triple junction of grains and where precipitates are located on grain boundaries. As the sample creeps
continuously to the high strain levels (100 % strain and before fracture), the cavity growth is controlled by creep plasticity.
Large creep strains are produced around the surface of the cavities and small cavities are driven to coalesce into larger ones
[14]. Grain boundary sliding also occurs during this plastic creep process to cause significant stress concentration in the
plane of the sliding boundary which also promotes the cavity growth [13]. During this stage, small spherical cavities develop
into larger crack-like cylindrical cavities along the grain boundaries, as shown in Fig. 12.9e.

Figure 12.11 shows the clear view of cavity growth and coalescence at high creep strain levels. Clear grain boundaries
can be identified from the sample surface. Crack-like cylindrical cavities are developed between grains and grow along
the grain boundaries. Some closely spaced cavities are observed to coalesce. Cavity coalescence is the final stage of the
cavity growth, and the creep plasticity controlled mechanism is an important factor in this stage [25]. In some cases, fracture
occurs when these intergranular cavities disintegrate the grains between them and coalesce across grains to develop into
the transgranular cavities. However, the coalescence of the intergranular cavities is distributed quite non-homogeneously
on the grain boundaries and some boundaries have reached the state of coalescence while others have not yet begun.
As a consequence, some grain boundary facets are separated before fracture occurs due to the stress being redistributed
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Fig. 12.9 Grain structures evolution (560�, rolling surface) (a) As received (b) 400 ºC, 0 MPa, "D 1 %, and (c)–(f) 400 ºC, 17 MPa, "D 50, 80,
100 and 143 %

Fig. 12.10 Grain aspect ratio
(calculated based on rolling
surface grains) versus creep strain
for 400 ıC, 17 MPa creep
samples

during non-homogeneous cavitation. With continuous plastic deformation, the separated grain boundaries will be connected
and microcracks will be developed from the coalescence of closely spaced cavities at the just-before-fracture state. The
interlinkage and propagation of these microcracks will lead to fracture of the material.

12.4.2.3 Post-fire Residual Material Strength

The post-fire residual mechanical properties of the 400 ıC, 17 MPa creep samples were measured through room temperature
tensile tests. The 0.2 % offset yield strength and ultimate strength are provided in Fig. 12.12 along for the as-received samples
as well as samples heated to 400 ıC and crept to various levels of strain. To isolate the residual strength degradation due to the
thermal exposure, the post-fire strength of samples exposed to 400 ıC without applied stress is also contained in Fig. 12.12.
For a sample with only thermal exposure, material strength decreases primarily due to the static grain recrystallization. This
results in a decrease of 160MPa and 50MPa in the residual yield and ultimate strengths, respectively. As the soak time
increases, residual strength of the thermal exposure samples remains constant, which is due to the fact the material has fully
recrystallized by the time the sample reaches 400 ıC at the heating rate used in this work.

To better represent the post-fire mechanical properties, residual material strength is calculated based on the deformed
cross section area. Compared to a sample subjected to a 400 ıC exposure with no applied stress, residual material strengths
of the 400 ıC, 17 MPa creep samples show similar yield strength at low strain levels (25 and 50 % strain), but gradually
increase at the mid to high strain levels. The yield strength increases by 30 MPa at the high strain levels (143 % strain). This
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Fig. 12.11 Etched
microstructures (1,000�, 400ıC,
17 MPa, 143 % creep strain)

Fig. 12.12 Post-fire Residual
material strength versus exposure
time for thermal exposure and
creep samples

increase in strength is related to the grain structure evolution. Yield strength is suggested to be at a minimum value at the
equiax state, then increases with the increase of grain aspect ratio [21]. Since grain aspect ratio was observed to increase
from 0.91 to 11.1 with increase in creep strain in Fig. 12.10, the increase of yield strength with strain was attributed to the
strengthening by grain elongation during plastic deformation at high stain levels.

Previous discussion reveals two completing mechanisms during creep deformation: cavitation which degrades the residual
strength by introducing defects inside the material and grain elongation which strengthens the material by strain hardening
of the grains. From Figs. 12.8a and 12.10, effects of these two mechanisms are enhanced with an increase in creep strain.
From Fig. 12.12, almost no change in strength was measured up to strains of 25 % due to the small amount of cavitation
and grain elongation as seen in Figs. 12.8 and 12.10. At high strain levels (143 %) where cavitation is significant and grains
become highly elongated, the two effects counteract each other resulting in only a small difference in the yield strength of
thermal exposure and creep samples.

12.5 Conclusion

This work examined the creep damage evolution of Al5083 due to a thermal exposure of 400 ºC with selected applied
stress. Cavitation and grain structure evolution at multiple creep strain levels were quantified and analyzed to study the
creep damage mechanism. Stress concentration promotes cavity formation on the grain boundaries while creep plasticity
dominates the subsequent cavity growth. Cavity morphology changes from a small spherical shape at low strain level to a
large crack-like cylindrical shaped cavity at higher strain with the length of the cylinder orientated along the direction of
rolling and loading. Cavity volume fraction increases as a function of creep strain. Simultaneously, dynamic microstructural
evolution causes grains to evolve from an equiax grain structure to a textured thin pancake grain structure at high strains.
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Grain aspect ratio increases significantly with the increase of creep strain. At high strains, the reduction in strength due to
cavitation is counteracted by the strengthening of grain elongation. As a result, high strain levels caused an small increase in
strength over unstressed samples despite significant cavitation.
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Chapter 13
Nanoindentation Measurements on Rocks

Priyavrat Shukla, Shantanu Taneja, Carl Sondergeld, and Chandra Rai

Abstract Young’s modulus and hardness of shale are important parameters for the design of hydraulic fractures and the
selection of proppant. Nanoindentation has shown applicability in fine grained rocks and provides a method to measure these
parameters using core fragments and drill cuttings. Nanoindentation measurements on horizontal and vertical samples can
be used to quantify anisotropy. Indentation Young’s modulus correlates well with dynamic modulus obtained from acoustic
velocity data on core plugs. Nanoindentation is thus a viable method to measure mechanical properties of fine grained shale.
Young’s moduli obtained by nanoindentation are related to composition and porosity, e.g., total organic carbon (TOC),
porosity and mineralogy. Young’s modulus showed a trends with both TOC and porosity and warrants further study to
establish more robust relationships. The primary aim of this paper is to study the applicability of nanoindentation to shale and
this is established by comparing nanoindentation results with standard dynamic pulse-transmission velocity measurements.
Nanoindentation on Wolfcamp shale, Lyons sandstone, Sioux quartzite, Indiana limestone and pyrophyllite was performed
to test whether the nanoindentation test gives representative results of the whole sample with variation in grain size. The
experimental results indicate that nanoindentation measures the grain Young’s modulus due to all indentations on a single
grain for coarse grained rocks and thus, resulting in incorrect Young’s modulus of rock. However, for rock with smaller
grain (<indenter area), nanoindentation results are representative of multiple grains and hence correlating well with the
dynamically determined Young’s modulus.

Keywords Nanoindentation • Young’s modulus • Shale • Sandstone • Limestone

13.1 Introduction

US oil and gas industry has witnessed resurgence with the development of shale resources. With the advent of horizontal
drilling and development of hydraulic fracturing, shales have not only surpassed our understating of its capacity to produce
economically but has contributed to US natural gas production of 23 trillion cubic feet (Tcf) in 2011 and is expected to
dominate production by 2040 [1]. Shale is the most abundant sedimentary rock in earth’s crust. Shale, which is primarily
composed of fine grained clastics and carbonates, are characterized by complex microstructure with low matrix porosity
and permeability which differentiates it from conventional reservoir rocks. Shale production requires hydraulic fracturing.
Mechanical properties of shale are important inputs in hydraulic fracture designs and the industry has either depended
on dynamic or static measurements on core plugs or sonic logs to obtain these mechanical properties, primarily Young’s
modulus. The pulse-transmission technique is a standard dynamic method to measure elastic properties of rocks. The ends of
a core plugs are attached to transducers to measure first-break traveltimes of compressional and shear waves. The measured
compression or shear wave velocities and density are used to calculate Young’s modulus and Poisson’s ratio. Nanoindentation
provides an alternative reliable method to obtain Young’s modulus which agrees well with this dynamic measurement
technique, and it provides a means to obtain reliable measurement of Young’s modulus on small, millimeter sized, rock
samples, It is a viable technique to obtain Young’s modulus from core fragments and drill cuttings in absence of core plugs.
In addition to measuring Young’s modulus, nanoindentation provides a measure of the mechanical anisotropy in shales when
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bedding directions are known. Shales are found to contain a variable amount of organic matter which not only contributes to
anisotropy [2] but also contains significant pore volume.

Hydraulic fracturing is necessary to create a conductive pathway for hydrocarbons to flow in most shales. Fracturing fluid
is pumped at high pressures to initiate fracture and is followed by proppants to keep fracture open and maintain conductivity.
It is observed that the fracture conductivity can degrade due embedment of proppants in shale under the influence of closure
stress. Guo and Liu [3] and Akrad et al., [4] have concluded that the probability of proppant embedment increases with
increase in soaking time which makes the rock weaker. Guo and Liu [3] indicated that embedment depends on Young’s
modulus. They explained the embedment characteristics of various shales using their proppant embedment model and
concluded that shales, characterized by higher Young’s moduli and low closure stress showed gradual embedment. Akrad
et al., [4] conducted tests on Bakken, Barnett, Eagle Ford and Haynesville shales after exposing them to fracturing fluids at
300 ıF for 48 h and observed significant drop in Young’s modulus using a nanoindentation technique.

13.2 Objective

The primary objective of this study is to understand the applicability of nanoindentation on rocks. However, the most critical
aspect of nanoindentation is sample preparation and instrument calibration. Instrument calibration is out of scope of this
paper and more details about same can be found in Shukla [5]. This paper describes the procedures followed for making
measurements on rock fragments. We then discuss results on the following coarse grained rocks: Lyons sandstone, Sioux
quartzite, Indiana limestone and pyrophyllite. Measurements on shale are also presented.

13.3 Sample Preparation

Nanoindentation testing requires samples in the form of discs with thickness no more than 8 mm, and, diameter no more
than one inch. However, rock fragments can also be used as long as they are embedded in a host medium [5]. Measurement
requires a flat and smooth target surface; contact area is calculated on the basis of contact depth and indented area ([5],
[6]). It is challenging to achieve a perfectly smooth surface, but combination of polishing and ion milling reduce errors in
nanoindentation results. Samples are progressively polished on abrasive papers from 60 to 3,000 grit size to make the top
and bottom surfaces parallel to ˙0.01 mm thickness variation [5]. An alternative method to dry mechanical polishing is use
of precision polisher that involves sample polishing using a rotating disc at the bottom and a shaft that rotates the sample.
Presence of water or oil between the disc and rock surface provides lubrication and cooling. Mechanical polishing is followed
by broad beam argon ion milling to further reduce surface asperities. Ion milling is carried out by accelerating ionized argon
gas and impinging it on sample surface at angles almost parallel to sample surface under vacuum. Power of ion beam and
duration of milling may be varied based on sample composition. Figure 13.1 shows survey scans of an ion-milled sample
and un-ion-milled sample [5]. The variation in roughness scale in ion-milled sample is from 0 to 1,546 nm while that in the
un-ion milled sample is from 0 to 3,243 nm. Variations in results due to inefficient polishing are shown in Fig. 13.2 where
histograms of Young’s modulus on ion-milled and un-ion-milled shale sample are presented [5]. Un-ion milled samples show
larger scatter. Similar results were also observed by Kumar ([7], [8]).

13.4 Results

This study investigates whether the small area of investigation during a nanoindentation test gives a representative result for
the whole sample. Scanning Electron Microscope (SEM) studies show that indenter senses multiple grains in shales, but this
is not true in coarse grained rocks. Also nanoindentation results, due to smaller depth of investigation are fairly independent
of cracks present inside the rock sample. These data should be close to crack free Young’s moduli of core plugs obtained
at higher confining pressures from dynamic pulse-transmission experiments. Figure 13.3 shows the image of the four core
plugs of different lithologies used for testing [5]. This section provides indentation results and compares them to results
from dynamic velocity measurements. Table 13.1 provides summary of results of tests performed on Wolfcamp shale, Lyons
sandstone, Sioux quartzite, Indiana limestone and pyrophyllite [5].
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Fig. 13.2 Histogram of Young’s modulus measured on Wolfcamp shale sample without ion milling (left) and with ion milling (right) [5]. Greater
standard deviation is observed for un-ion milled sample as compared to ion milled sample

Fig. 13.3 Core plug images for
(left to right) Lyons sandstone,
Sioux quartzite, Indiana
limestone and pyrophyllite [5]

13.5 Wolfcamp Shale

Mechanical properties of shales have been studied extensively by Kumar, ([7], [8]) and Shukla, [9]. They studied samples
from Wolfcamp, Woodford, Barnett, Hayensville, Eagle Ford, Collingwood, and Kimmeridge shales. A more detailed
analysis of mechanical properties of shale and its dependence on mineralogy, porosity and TOC can be found in Kumar,
([7], [8]) and Shukla, [9]. In this study, we present results of Fourier Transform Infrared Spectroscopy (FTIR), low pressure
pycnometer porosity (LPP) and dynamic pulse transmission measurements along with nanoindentation measurements on a
specific sample of Wolfcamp shale. The sample was prepared following the procedure explained above. FTIR mineralogy
results showed that sample is primarily composed of 47 % clays, 22 % quartz and 13 % carbonates. LPP was used to measure
porosity and showed porosity of 7.3 %. Total organic content (TOC) of the sample was also analyzed using LECO C844
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Table 13.1 Summary of porosity, grain density, grain size and Young’s moduli [5]

Wolfcamp Shale Lyons Sandstone Sioux Quartzite Indiana Limestone Pyrophyllite

Porosity (%) 7.3 5.7–8.9 2.5 15.6 4.3–5.9
Mineralogy (Wt %) 47 % Clays, 22 %

quartz, 13 %
carbonates

80–85 % Quartz,
7–11 % mixed
clays

99 % Quartz 89 % Carbonates,
6 % clays

Pyrophyllite
minerals

Grain density (g/cm3) – 2.64–2.66 2.65 2.7 2.83–2.84
(Bulk density—

2.58 g/cm3)
Grain size Very fine 190 �m Fused grains 500 �m Very fine
Dynamic Young’s Modulus (GPa) 46 57–60 71–82 36–41 30–34
Indentation Young’s Modulus (GPa) 33–50 84–96 90–100 42–55 34–40
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Fig. 13.4 (a) SEM image of Wolfcamp shale showing 100 indentations. (b) Pressure dependence of compressional (P) and shear (S) wave
velocities in the native state Wolfcamp shale sample [5]

instrument. Bathija et al. [10] and Mba and Prasad [11] have indicated that organic matter contributes to a lower Young’s
modulus. Nanoindentation was performed on the selected sample and an SEM image of the sample with indentations is
shown in Fig. 13.4a [5]. Figure 13.4b shows the variation of compressional wave velocity (P) and shear wave velocities
(S1 and S2) with confining pressure. The Young’s modulus obtained from nanoindentation ranged from 33 to 50 GPa while
the Young’s modulus obtained from dynamic method was 46 GPa [5]. We observe a good correlation between the Young’s
moduli measured by these two methods. It is observed in Fig. 13.4b that P does not show dependence on confining pressure
indicating that there were not many cracks present in the sample [5]. Nanoindentation is not sensitive to cracks inside the
sample due to its small depth of investigation.

13.6 Lyons Sandstone

Lyons sandstone is aeolian in origin. The average grain size of Lyons sandstone was determined to be 190 �m. Kumar [7]
reported that size of a nanoindentation to be greater than 30 �m for a force of 30–50 mN. The size of nanoindentation is
smaller than the grain size of Lyons sandstone. It is expected that the indentation modulus would correspond to modulus of
single grain. Mineralogy data (from FTIR) indicates that Lyons sandstone is primarily composed of quartz. The average grain
density was measured using LPP and yielded an average value of 2.65 g/cm3 which is the density of quartz. Nanoindentation
was performed and the indentation Young’s modulus ranged from 84 to 96 GPa as expected. However, the velocity
measurement yielded much smaller Young’s modulus, i.e., from 57 to 60 GPa. This can be explained by observing the
dynamic method results (Fig. 13.5b) which show that velocities increase even at high pressure due to the presence of cracks.
Thus, we conclude that presence of these cracks can be sensed by macro-measurements on core plugs but such effects are
completely absent in nanoindentation results. Due to larger grain size, all indentations during a nanoindentation experiment
are on a single grain.
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Fig. 13.5 (a) SEM image of Lyons sandstone with a field of view �1,200 �m across. Light grey portions indicate grains while dark grey portions
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Fig. 13.6 (a) SEM image of Sioux quartzite with a field of view �220 �m across. All grains appear to be fused. (b) Pressure dependence of P
and S wave velocities in a dry sample [5]

13.7 Sioux Quartzite

Sioux quartzite is primarily composed of quartz. Grain size of Sioux quartzite is composed of round and fused grains ranging
in size from 125 to 500 �m. Measured grain density is same as quartz, 2.65 g/cm3. The indentation Young’s moduli ranged
from 90 to 100 GPa which is close to that of quartz. The Young’s moduli measured using acoustic velocities correlated
well with the nanoindentation moduli and ranged from 71 to 82 GPa. Figure 13.6b [5] show the variation of P, S1 and S2
velocities with confining pressure; velocities are relatively constant after confining pressure of 3,000 psi indicating that most
of the cracks are close at low pressure. The dynamic Young’s moduli approaches to the value for pure quartz at high pressure.
Figure 13.6a shows a SEM image of Sioux quartzite and a 5� 5 indentation array [5].

13.8 Indiana Limestone

A limestone core plug was selected with FTIR mineralogy results showing 89 % carbonates and 6 % clays. Nanoindentation
and acoustic measurements were performed on cores from same sample. The grain size of limestone was found to be 500�m.
Nanoindentation Young’s moduli ranged from 42 to 55 GPa and the Young’s moduli from dynamic measurement ranged from
36 to 41 GPa. Nanoindentation Young’s moduli and dynamic Young’s moduli show good agreement. Figure 13.7b is a plot
of P, S1 and S2 with confining pressure [5]. It is evident that velocities become constant after 2,000 psi which indicates
that cracks are closed at this pressure. Hence, the Young’s moduli from both measurements become very similar at higher
pressures.
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Fig. 13.7 (a) SEM image of limestone with a field of view �1,200 �m across. Light grey portions indicate grains while black portions are surface
depressions between grains. (b) Pressure dependence of P and S-wave velocities in a dry sample [5]
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Fig. 13.8 (a) SEM image of pyrophyllite with a field of view �1,000 �m across. Image shows no grain boundaries due to extremely fine grains
present. (b) Pressure dependence of P and S-wave velocities in a dry sample [5]

13.9 Pyrophyllite

Pyrophyllite is a fine grained, strongly foliated, anisotropic rock which is composed almost exclusively of the clay mineral
pyrophyllite. Nanoindentation and dynamic experiments were performed on samples with same fabric direction. Grain size
was determined to be about 2–4�m and the measured grain density was 2.83–2.84 g/cm3. Figure 13.8a shows an SEM image
of pyrophyllite sample which shows very fine grains with no clear grain boundaries [5]. Dynamic Young’s modulus varied
from 30 to 34 GPa, while nanoindentation Young’s modulus ranged from 34 to 40 GPa. These values are in good agreement.
Figure 13.8b [5] shows the pressure behavior of the P, S1 and S2 velocities; note the difference between S1 and S2 velocity
results from the anisotropy in pyrophyllite. It is evident that there is very little change in velocities upto 2,000 psi indicating
that the sample is crack free.

13.10 Conclusion

Nanoindentation results on shales and other rocks were tested to study the applicability of nanoindentation. The experimental
results indicate that for coarse grained rocks, nanoindentation may not measure the correct Young’s modulus of the rock,
rather it measures the grain Young’s moduli due the relative indentation area to grain size ratio. Coarse grained rocks with
low crack density yield nanoindentation Young’s moduli that agree with moduli measured from dynamic measurements on
core plugs as observed in the limestone sample. Finer grained rocks, shales and pyrophyllite, where the indention area is
larger than the average grain size yield moduli values which are representative of the rock. Evidence for this comes from
the agreement between nanoindentation moduli and core plug measurements. We believe that grain size is an important
parameter that distinguishes application of nanoindentation on rocks.
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Chapter 14
Anelasticity in Al-Alloy Thin Films: A Micro-mechanical Analysis

J.P.M. Hoefnagels, L.I.J.C. Bergers, and M.G.D. Geers

Abstract Micro-electromechanical systems enable many novel high-tech applications. Aluminum alloy thin films would be
electrically favorable, but mechanical reliability forms fundamental challenges. Notably, miniaturization reveals detrimental
time-dependent anelasticity in free-standing Al-alloy thin films. Yet, systematic experimental studies are lacking, perhaps
due to challenges in microscale testing.

To this end, a microbeam bending methodology (with <4 �" strain resolution) and nano-tensile tester (with �70 nN and
<6 �" resolution) have been developed for reproducible long-duration characterization of anelasticity of on-wafer 5 �m-
thick Al-(1 wt%)Cu test structures under real-time in situ microscopy. Time-dependent anelasticity was indeed observed,
both in bending and in tension, and a multi-mode visco-elastic model was found to described and predict the non-linear
anelastic behavior between�1 and �105 s.

To gain insight in the underlying micro-mechanisms, time-dependent anelasticity was characterized under systematic
variation of the grain boundary density and copper precipitate state/distribution (carefully analyzed using HRTEM/EBSD/
WAXD/EDX/SEM), yielding a wealth of information. Surprisingly, both microstructural features were excluded as the
(primary) cause of the time-dependent anelasticity. Based on dynamic strain aging effects observed in nano-indentation,
an underlying micromechanism responsible for time-dependent anelasticity was hypothesized.

Keywords MEMS • Anelasticity • Micro-mechanics • Microscopic analysis • In situ mechanical testing

14.1 Introduction

Micro-electromechanical systems (MEMS) enable novel high-tech applications in, e.g., aerospace, biomedicine and wireless
communications by integrating electrical and mechanical functionalities to address increasing demands: higher performance,
more functionality, smaller dimensions. Although aluminum alloy thin films are electrically favorable, the compromised
mechanical reliability still forms a fundamental challenge. Miniaturization has revealed detrimental size-dependent behavior
in time-dependent elasticity, i.e., anelasticity, for free standing Al-alloy thin films, see Fig. 14.1. However, systematic
experimental analyses of these mechanics have yet to be performed, partly due to the challenges of microscale testing. This
work therefore aimed to develop on-wafer mechanical characterization methods and to acquire insights into the underlying
physical micro-mechanisms responsible for anelastic size-effects.

14.2 On-Wafer Mechanical Tests for Characterization of Long-Term Anelasticity

Two methodologies were developed for reproducible characterization of anelasticity of on-wafer test structures in
combination with microscopy. The specimens were 5 �m-thick aluminum and Al-(1 wt%)Cu films fabricated in a MEMS
fabrication process. A microbeam bending methodology [1, 2], see Fig. 14.2, and a nano-tensile test methodology [3],
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Fig. 14.1 (a) A scanning electron microscope image of a radio-frequency microelectromechanical system: a capacitive switch consisting of a
perforated square plate suspended at its corners by hinging beams that are fixed to four points on the chip substrate. The plate and beams are made
of an aluminum-alloy. It suffers from time-dependent anelasticity, which is commonly known in polymers as visco-elasticity as demonstrated by
polymer foams, known as memory foam, (b) that recover their shape slowly after being deformed

see Fig. 14.3, were developed. To measure minute strains involved in anelasticity, both methodologies relied on novel
improvements and developments to optical imaging and processing techniques: digital holographic microscopy, confocal
optical profilometry, bright field optical microscopy, global digital image correlation. This ensured reproducible deformation
measurements of <6� 10�6 strain during time spans of days. The microbeam bending method relied on a multi-mode
anelasticity model to yield key characteristics of the mechanical behavior without an explicit force measurement. For the
nano-tensile testing drift-compensated force measurements achieved resolution down to 70 nN and maximum forces up to
200 mN. Hence, the two micromechanical techniques enabled characterization of anelasticity of these thin metal films.

14.3 Characterization of Al-(1 wt%)Cu Specimens [4]

Subsequently, the microstructure of pure aluminum and Al-(1 wt%)Cu thin films were characterized to investigate the
influences of grain boundaries and alloy microstructure, i.e., solute concentration, precipitate type, size and distribution
[4]. The grain boundaries of various microstructures were characterized with electron backscatter diffraction. The influence
of precipitates was investigated by altering their state through heat treatments for homogenization and aging. Backscatter
electron contrast imaging, energy dispersive spectroscopy, wide angle X-ray diffraction and high resolution transmission
electron microscopy [4] revealed the variations of precipitate type and distribution in the Al–Cu alloy microstructure.
Interestingly, the precipitation in the thin films was different compared to precipitation in bulk. The precipitation appeared
to occur sooner and did not yield ™0 precipitates. This difference was hypothesized to be due to preferential nucleation of ™ at
the grain boundary grooves and surface, see Fig. 14.4, which could result in a lower free energy of the system with respect
to bulk precipitation.

14.4 Results on Time-Dependent Anelastic Mechanics [5]

Finally, the two mechanical characterization techniques were applied to measure the time-dependent anelastic response as
function of the microstructural variations [5]. The influence of grain boundaries and precipitation state was probed with the
microbeam bending methodology on the Al–Cu specimens. However, results suggest a negligible influence of either grain
boundaries or precipitate size or state, see Fig. 14.5. Nano-tensile tests on Al–Cu and pure Al revealed nearly identical
anelastic behavior as compared to the Al–Cu microbeams. These observations suggest that the grain boundaries, precipitates
and even Cu-solutes did not influence the time-dependent anelasticity [5]. This led to the hypothesis that the underlying
micromechanism responsible for time-dependent anelasticity could be related to dislocation junctions and entanglements
and their diffusion-limited formation and relaxation.
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Fig. 14.2 The microbeam bending methodology [1, 2]: (a) A SEM-image of a test cantilever beam that is attached to a free-standing plate
clamped on three sides by an anchor. (b) Schematic side view of the micro-clamp used to deflect on-chip cantilevers with high resolution under a
profilometer. Thermal and mechanical drift effects in the load are minimized through a dedicated thermomechanical design. (c) Time-dependent
behavior described by a standard solid multi-mode viscoelastic model with plastic dissipation resulting in permanent deformation. (d) Strain
recovery evolution with individual model responses

14.5 Conclusions

A microbeam bending methodology (with <4 �" strain resolution) and nano-tensile tester (with �70 nN and <6 �"
resolution) have been developed for reproducible long-duration characterization of anelasticity of on-wafer 5 �m-thick
Al-(1 wt%)Cu test structures under real-time in situ microscopy. Time-dependent anelasticity was indeed observed, both
in bending and in tension, and a multi-mode visco-elastic model was found to described and predict the non-linear anelastic
behavior between �1 and 105 s. Time-dependent anelasticity was carefully analyzed characterized under systematic
variation of the grain boundary density and copper precipitate state/distribution. Surprisingly, both microstructural features
were excluded as the (primary) cause of the time-dependent anelasticity. An underlying micromechanism responsible for
time-dependent anelasticity was hypothesized.
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Fig. 14.3 The nano-tensile test methodology [3]: (a) Scanning electron micrograph of a free-standing tensile specimen that is fixed at one end
along the perimeter of the anchor. At the free-standing gauge-end a gripping hole is made with load-centering feature. Along the substrate and
the length of the beam several displacement tracking markers are fabricated to measure the substrate displacement and the gauge deformation.
(b) Overview of the nano-tensile tester highlighting manual precision manipulators for angular alignment, coarse xyz-positioning and a xyz-piezo
actuator for nm-positioning. (c) Nano-tensile stage placed in a FEI Quanta 600 ESEM. (Photo courtesy of Bart van Overbeeke Fotografie.) (d)
Tensile creep experiment at constant stress (see inset) followed by time dependent anelasticity recorded for a tensile specimen
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Fig. 14.4 The effect of the homogenization step at 550 ıC on the precipitate state in the as-received Al-(1 wt%)Cu material. (a) back-scatter
electron (BSE) image of large ™ precipitates (with sizes up to half a micrometer) aligned on a grain boundary. (b, c) EDS maps of the copper
concentration (b) before and (c) after the solution heat treatment, showing that all copper has been dissolved. BSE and EDS performed in a FEI
Sirion FEG-SEM with EDAX EDS system and Apollo SDD detector. BSE obtained with Ebeam D 15 kV, EDS measured with Ebeam D 20 kV

Fig. 14.5 Influence of the grain boundary density on the normalized anelastic recovery evolution for specimens (a) as-received and (b) 0 h, (c)
6 h, (d) 8 h, (e) 10 h and (f) 24 h aged condition. The color intensity (ranging from light orange to dark red) corresponds to the increase in grain
boundary density, ¡0

GB. These results suggest a negligible influence of either grain boundaries or precipitate size or state (Color figure online)
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Chapter 15
Oxide Driven Strength Degradation on (111) Silicon

Scott J. Grutzik and Alan T. Zehnder

Abstract Previous results have suggested that oxidation of nanoscale Si structures is correlated with a reduction in strength.
The mechanism by which this occurs is unknown however. It is possible that the process of oxidation causes some irreversible
change in the surface of the crystalline Si. It may also be possible that the change in strength is due to the presence of the
oxide itself, perhaps changing the atomic or electronic distribution in some way. In this work, we allow a set of nominally
identical nanoscale Si beams to oxidize over approximately five weeks while taking periodic fracture strength measurements.
The oxide is then removed and strength is measured a final time. We see that after removing the oxide, strength does not
recover at all, suggesting that the change is strength is indeed due to a change in the Si surface.

Keywords Silicon • Nanoscale strength • Nanoscale testing • Oxide • Atomic force microscope

15.1 Introduction

Micro- and nanoelectromechanical systems (MEMS and NEMS) play an increasing role in many fields such as telecommu-
nications, defense, microelectronics, and biomedical devices. These systems can be subjected to sustained loads, oscillating
loads, dynamic shock loading, or a combination of all three. The small size of these devices make accurate predictions and
measurements of strength and durability difficult. As a result they may be designed with overly large factors of safety with
respect to mechanical failure. More efficient design will require accurate knowledge of the stochastic nature of fracture at
these length scales.

For a variety of reasons, it is difficult to extrapolate macroscale material failure behavior down to the length scales required
for MEMS and NEMS design. Components of these systems are often small enough that they contain few or no defects other
than those introduced during processing. Also, because of their high surface to volume ratio, surface properties tend to play
a larger role than volumetric properties. Nonetheless, it is possible to make some general predictions. From a continuum
mechanics perspective, a smoother surface should give rise to a stronger structure. Any pit or ledge on the surface will act as
a stress concentrator under loading and act as a potential nucleation point for fracture. It is also expected that if the surface
can be maintained in a compressive state, strength should increase. The compressive stress would act to hold the faces of any
existing cracks together, making it more difficult for cracks to propagate.

Alan et al. [1] have reported results that agree with the first of these expectations. Their results suggest that the surface
roughness of nanoscale Si beams strongly affects their strength and that if the surface is smooth enough the strength can be
close to the ideal strength derived from atomistic simulations. Alan et al. [2] have also reported results that are somewhat
at odds with the second expectation that a compressive surface stress should increase fracture strength. Their data show
a decrease in strength with increasing surface oxidation and, that if oxidation is prevented, the initially high strength is
maintained. What makes this an unexpected result is that silicon dioxide grown on a Si surface grows in a compressive state.
From our continuum mechanics reasoning oxidation should lead to an increase in fracture strength, not a decrease as the data
suggests. The work presented here is part of an effort to understand the mechanisms behind how oxidation affects nanoscale
strength.
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15.2 Sample Fabrication

Accurate measurement of mechanical properties such as stiffness or fracture strength on micro- and nanoscale samples is
difficult. The small sizes and forces involved introduce challenges at every step of the process, from sample fabrication to
gripping the specimen to measuring small forces and displacements. Several methods have been proposed, including adapting
macroscale techniques like three point bending to the nanoscale [3], high precision piezo-controlled loading devices [4], high
throughput tests consisting of a chain of nanoscale rings [5], and a test specimen shaped like the Greek letter� which allows
the crossbar to be easily put in a state of pure tension [6]. Each of these approaches has advantages and disadvantages. The
chain of rings method, for example, can produce a lot of data with relatively little effort but requires a complex fabrication
process and special testing apparatus.

Here we use a method developed by Alan et al. [1, 2] similar to that of Namazu et al. [3] in which a force is applied at
the midpoint of a suspended single crystal beam via an atomic force microscope (AFM). A scanning electron micrograph of
such a beam after testing is shown in Fig. 15.1. The test specimens are fabricated from Si (111) wafers using standard micro-
machining techniques in the process outlined in Fig. 15.2 [7]. The long axis of the beam is parallel to the Œ1N10	 direction.

The “dog bone” shape of the sample ensures that the fracture stress occurs reproducibly in the center of the beam, where
the small width leads to highest stress. If the beam were uniform width, there would be stress concentrations at the attachment
points which would complicate analysis.

The fabrication process involves using two consecutive steps of photolithography and reactive ion etching. The first
lithography and etch step, denoted by (a) in Fig. 15.2, defines the shape of the beam. The depth of this first etch roughly
controls the thickness of the beam. After the first etch step, a 100 nm layer of thermal oxide is grown, as shown in Fig. 15.2b.
A second round of lithography and etching defines a deep trench on both sides of the beam. After this step, the beam is still
connected to the substrate by a pillar of Si.

Fig. 15.1 Scanning electron
micrograph of a fractured
nanobeam. The V shaped notch is
not part of the fabricated design
but a characteristic of the failure
mode

Fig. 15.2 Diagram of Si
nanobeam fabrication process
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The beams are released with an anisotropic etchant that rapidly removes all non-{111} exposed Si surfaces, leaving
behind an atomically clean, H-terminated surface. To prevent uncontrolled oxidation of the H-terminated surface, the beams
are only released just prior to fracture testing. The unreleased beams are first cleaned with a modified RCA clean [8]. The
RCA cleaning procedure involves immersing the beams in 5:1:1 solution of H2O (water), H2O2 (hyrdogen peroxide), and
NH4OH (ammonium hydroxide) at 80 °F for 10 min followed by immersion in a 5:1:1 solution of H2O, H2O2, and HCl
(hydrochloric acid) at 80 °F for 10 min. The first solution removes any organic contaminants and the second any metallic
contaminants. The beams are then anisotropically etched with potassium hydroxide (KOH) and tetramethyl ammonium
hydroxide (TMAH). These etchants produce the Si {111} terminated structure in Fig. 15.2e. This procedure slowly etches
the backside of the beam; however, top and sides of the beam are protected by the oxide layer. The oxide layer is then
removed with a buffered HF solution (a 5:1 mixture of NH4F:HF) and rinsed in ultrapure water. This leaves all surfaces
hydrogen terminated. For this experiment, the Si beams were allowed to naturally oxidize in a normal laboratory atmosphere
for 5 weeks while taking periodic fracture strength measurements. The oxide was then removed, using the same buffered HF
solution as before, and the strength was measured a final time.

15.3 Fracture Testing Procedure

After fabrication and chemical modification, an AFM is used to apply a force at the center of the beam, as shown in Fig. 15.3.
This method has been previously used by Alan et al. The test has two parts. First, the beam is imaged by scanning the AFM
cantilever over its surface to obtain its shape. Once the center of the beam is located, the cantilever is brought to this
point and pushed straight down until the beam breaks. During the deformation, the displacement applied to the base of
the cantilever by the peizo in the AFM head, ıpiezo, and the output signal of the photodetector are recorded simultaneously
until the beam fractures, as indicated by a sharp discontinuity in photodetector signal. Importantly, both the cantilever and
the beam bend during this process. By repeating this deflection test on an effectively rigid area of the wafer surface, the
photodetector signal can be calibrated to the cantilever deflection, ıcantilever. The beam deflection, ıbeam is then calculated
from ıbeam D ıpiezo � ıcantilever. If the stiffness of the AFM cantilever is known, ıcantilever can be converted to the force F
applied to the beam. This procedure quantifies the applied force F and beam deflection ıbeam at the time of failure. A variety
of well characterized methods exist for measuring cantilever stiffness, most using mechanical or thermodynamic relations to
determine stiffness [9, 10]. Due to the high stiffness required to generate enough force to fracture the Si beams used in the
tests described here, the standard methods are not effective and a reference cantilever method was utilized instead [11].

Before the beam deflection and applied force at failure can be converted to maximum stress at failure, the thickness of the
beam must be determined. To do this, we measure the resonant frequency of the beam by driving it inertially with a swept
sine signal. Deflection during this measurement is transduced by optical interferometry [7]. The in-plane dimensions of the
beam can be measured using SEM or the initial AFM scan which was used to locate the beam center. The thickness can
then be calculated using the finite element method (FEM). The thickness in the FEM model is adjusted until the calculated
resonant frequency agrees with the measured one. The validity of the FEM model can be verified by including higher order
resonant frequencies in the thickness determination and by comparing the shape of the FEM generated load-deflection curve
prior to failure to the experimental one. In both the physical and finite element beams, the long axis is aligned with the Œ1N10	
direction. The material is assumed to be orthotropic with linear elastic modulii C1111 = 166 GPa, C1212 = 64 GPa, and C4444
= 79:6 GPa [12]. All strength testing was done on an Asylum MFP3D AFM (Asylum Research, Santa Barbara, CA). Finite
element simulations were performed using ABAQUS (Dassault Systèmes, Waltham, MD) By applying the force at fracture
to this FEM model, the fracture stress can be calculated.

Fig. 15.3 Side view schematic
of the AFM based fracture testing
process
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15.4 Fracture Strength Data

Figure 15.4 shows a typical force-deflection curve of one of the silicon beams from onset of loading to failure, indicated
by termination of the blue line. The structural response of the beam is governed by geometric nonlinearity. As the center
of the beam is pushed by the AFM cantilever the ends remain fixed and the entire beam is put in a state of tension. The
resulting membrane stress vastly overwhelms the linear bending behavior. Even though linear bending is negligible in the
total structural response of the beam, bending is sharply localized near where the load is applied. As a result, a significant
portion of the fracture stress does result from bending.

Because the Si is brittle, it fails in a stochastic manner and a number of beams must be tested to obtain an accurate strength
measurement. For the results presented in Fig. 15.5, each strength point consists of 10–15 individual fracture strength tests.
The data is then fit to a three parameter Weibull distribution,

Pfracture .�/ D 1 � el.�=�0/� : (15.1)

Each stress point shown in Fig. 15.5 is the Weibull strength, �0, for that data set. As the Si oxidizes, it reduces in strength,
in agreement with Alan et al. [2]. Between the last two data points, the oxide is removed, restoring the Si to an H-terminated
surface. The strength does not recover, and in fact reduces slightly, demonstrating that oxidation driven weakening must be
the result of changes to the Si surface and not due to the presence of the oxide itself.

Fig. 15.4 A typical
force-deflection curve for a
silicon beam from onset of
loading to failure

Fig. 15.5 Weibull strength
decreases as the Si surface is
allowed to oxidize. Between the
final two points, the oxide is
removed
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15.5 Summary

The fracture strength nominally identical nanoscale Si beam specimens was measured over a period of approximately five
weeks. The oxide was then removed and strength was measured a final time. Fracture strength decreases as the Si oxidizes as
expected but does not recover at all after the oxide is removed. This suggests the reduction in strength is due to an irreversible
change in surface of the crystalline Si.
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Chapter 16
Impact of Speckle Pattern Parameters on DIC Strain Resolution
Calculated from In-situ SEM Experiments

Jennifer L.W. Carter, Michael D. Uchic, and Michael J. Mills

Abstract The advent of small-scale testing procedures coupled with scanning electron microscopy (SEM) imaging allow
for high-resolution digital image correlation (DIC) studies to examine strain localization at the grain size length scale.
A systematic study was performed to determine how speckle patterning parameters (speckle density and shape) affect strain
resolution of DIC using SEM imaging. Strain resolution increased with increased speckle density from 23 to 58 % area
fraction. Patterns with less than 23 % area fraction exhibited significant signal noise, and a loss in strain resolution due
to inadequate correlation. It was also observed that when the edges of square speckles were aligned with SEM rastering
directions, the noise in the eyy data was double the noise in the exx data. Rotating the speckle to eliminate edge alignment with
the rastering direction significantly decreased the eyy strain noise. Competing optimization requirements for the correlation
parameters were needed to minimize strain intensity noise or maximize spatial resolution. Application of the optimization
techniques to high temperature in-situ studies of Ni-based superalloys will also be presented.

Keywords Digital image correlation • Speckle patterning • In-situ deformation

16.1 Introduction

Characterization of localized strain accommodation processes within microstructural features is a budding field of research.
Digital image correlation (DIC) techniques provide full-field deformation information, and have been used to examine
localized deformation mechanism in various materials and loading conditions. Some examples include; monotonic loading
of bulk and thin film materials [1, 2], fatigue damage accumulation and fatigue crack growth [3, 4], and stress induced
transformations in shape memory alloys [5]. These few examples demonstrate the flexibility of the DIC for studying localized
deformation behavior in heterogeneous material systems.

Recently, DIC utilizing scanning electron microscopy (SEM) imaging has allowed for higher resolution studies of strain
localization on the grain scale of engineering materials with conventional grain sizes, 50–500�m [3, 6–10]. In order to
use SEM imaging systems for DIC, it is necessary to establish a vacuum compatible, electronically conductive, rigidly
adhered pattern on the sample surface. Several techniques are available for applying such patterns including chemical vapor
deposition, sputter deposition through transmission electron sample grids, and electron beam lithography [11, 12]. Electron
beam (e-beam) lithography provides the most control over the patterns created, and allows for optimization of the pattern
parameters to enhance strain resolution. Pattern parameters that can be optimized include: random speckle shape (e.g. square,
diamond, and round) and random speckle density. E-beam lithography also permits the experimentalist to apply both a
random pattern of speckles and an organized set of linear grid markers for grain boundary sliding measurements [13]. For
elevated temperature experiments it is advantageous to know if strain accumulation measured from DIC is a product of
intragranular and/or intergranular mechanisms such as grain boundary sliding. Strain associated with grain boundary sliding
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has been conventionally calculated by measuring discrete steps in linear markers [14]. In addition to strain from DIC analysis,
we desire to measure discrete steps in linear markers for grain boundary sliding analysis; this requires that there be limited
overlap between the linear markers and the random speckle pattern. This provides an example of an experimental design
in which limiting the density of the random speckle pattern for DIC would be preferred. Therefore, it is advantageous to
understand how speckle shape and pattern density can affect the strain resolution of DIC calculations.

This paper will focus on how speckle pattern, and analysis parameters affect localized strain measurements from SEM DIC
experiments. For these experiments, Correlated Solutions VIC-2D software was used. The VIC-2D DIC algorithm partitions
the image into subsets and correlates the motion of rigidly adhered speckles in images taken during deformation with their
original position in an image taken prior to deformation. Local strain is measured by iteratively applying a deformation
tensor to subsets in the deformed image relative to a subset in the reference image, and minimizing the error associated with
the unique gray-scale. By stepping the subsets across the imaged region by a particular overlap, the deformation field on
the surface of the specimen can be assessed [15]. As a result of this algorithm, for particular imaging conditions, the strain
resolution of DIC analysis is a function of the speckle pattern, subset size and step size used during the DIC analysis. The
effect of each of these parameters on strain measurement resolution are addressed in this paper. Noise in the full field strain
measurements has both intensity and spatial components, and decreasing the noise will increase the strain resolution of the
measurement. As such, these two terms “signal noise” and “strain resolution” are used interchangeably through this paper.
Each component of the signal noise will be addressed; the intensity component dictates how much strain above/below its
neighbors a data point must experience to be considered a localization site, and the spatial component dictates how localized
a strain measurement can be (important for characterizing very localized deformation at slip traces and grain boundaries).

16.2 Experimental

Random speckle patterns were applied to samples of a wrought nickel-based superalloy, Rene-104, using e-beam lithography
techniques. Samples were polished for metallographic examination prior to patterning using standard polishing procedures on
an Allied Multi-prep system, finishing with a 0.2�m colloidal silica vibratory polish. Microstructural analysis was conducted
prior to speckle patterning using electron backscatter diffraction. Samples were spin coated with PMMA, followed by e-beam
lithography in a Vistec EBPG 5000 e-beam lighography equipment at 50 keV with an 800�C/cm2 dose. The resist was
developed and hafnium oxide was deposited on the sample surface using e-beam evaporation. Specifics about patterning
procedures, and EBSD analysis and alignment are presented in J.L. Walley (Carter) et al. [13].

Correlated Solutions VIC-2D digital image correlation software was used to analyze local deformation fields. Digital
image correlation for deformation measurements using random speckles is best when the speckles are at least three pixels in
diameter [15]. Lagrangian strains were calculated from the displacement measurements using a 15 pixel Gaussian smoothing
decay filter [16]. For small strains, principle engineering strain can be calculated from Lagrangian strains by the following
equation: �engr D

p
1C 2e11 C 1 [15]. Strain resolution is a function of initial calculation length scales, which are defined

by the DIC parameters: subset and the step size.
Two sets of experiments were conducted to assess the how patterning and DIC parameters affected noise in the strain

measurements. First, DIC analysis parameters were optimized for the image acquisition settings, where the DIC parameters
were systematically varied from 20 pixels to 100 pixels for subset size, and 1–10 pixels for step size. This analysis was
conducted on a sample under zero load condition, and sets of five or more images taken over the same region of interest,
without varying the speckle pattern parameters. Since the strain accumulated from one image to the next should be zero, this
technique allows us to assess the noise in the strain measurements due to image acquisition and how DIC parameters can be
optimized to minimize this noise through averaging. Second, when there is no strain applied it is also possible to determine
if the DIC measurements are dependent on speckle pattern density and speckle shape. Finally, non-optimized and optimized
DIC parameter sets were applied to strain data collected on a sample deformed at 700 ıC at constant load and comparisons
were made to show how parameter optimization affects data interpretation [17].

The material examined for this study has an average grain size of 32˙4�m, and it was desired to make the subset sizes
vary from one third to half the average linear grain size. This subset size was selected such that the majority of subsets
would not overlap multiple grain boundaries and experience an affine deformation environment. Image resolution was set at
2048 � 1768 pixels2 and contrast and brightness of the secondary electron images were adjusted to utilize the entire gray-
scale. For an image to incorporate 15 grains across the longest dimension of the image frame, a 6.8 pixel/�m magnification
is required. Based on these resolution requirements, and the minimum speckle size criteria of three pixels per speckle,
the minimum speckle size is 0.2�m. Random speckle patterns of variable densities were generated using square speckles
with edge lengths between 0.2 to 0.7�m. Table 16.1 enumerates the different pattern densities developed for this study.
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Table 16.1 Area fraction of the
speckle coverage for each pattern
examined

Pattern Area fraction (%)

0 12
1 23
2 30
3 35
4 37
5 58

Fig. 16.1 SE image of the
speckle pattern densities (top-left
corner to bottom-right corner are
12 %, 23 %, 35 %, and 37 % area
fraction)

Strain resolution as a function of speckle orientation was also assessed by comparing patterns of the same speckle density
with both square and diamond shaped speckles. In the experiments to assess the effect of speckle density on signal noise, the
specimen was aligned so that edges of square speckles were aligned parallel to the rastering directions of the SEM images.

Biery et al. concluded that when the square grids used for DIC analysis are aligned with the discrete electron beam
rastering direction, there is a reduction in strain resolution along the imaging direction that corresponded to the discrete raster
direction [9]. To determine if this conclusion would apply to DIC analysis with random speckeles, a second experiment was
conducted to assess the effect of speckle shape on signal noise, with the specimen was aligned so that square edges were
oriented 30ı with respect to the rastering direction.

Sutton et al. concluded that DIC analysis from SEM images created by integrating the image intensity over eight images
creates lower intensity strain noise as compared to images acquired with longer dwell, single scan rasters [6]. This observation
was confirmed prior to conducting these experiments. All the images for this paper were acquired using 1�s dwell time with
eight images integration using the FEI integration option for a total image acquisition time of 28.8 s. The SEM used for this
experiment was an FEI Quanta SEM with a field emission source, at 15 kV and a spot size of 3. A secondary electron (SE)
image of the speckle patterns, densities 1 through 4, is shown in Fig. 16.1.

16.3 Results and Discussion

16.3.1 Speckle Pattern

Independent of the chosen DIC parameters, there was consistent and substantial reduction of signal noise intensity between
the pattern density with 12 % area fraction coverage and 23 % area fraction coverage. Above this threshold, increasing
the area fraction (i.e. speckle density) resulted in statistically insignificant reduction of signal noise with increased pattern
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Fig. 16.2 Strain intensity noise
as a function of speckle density
of a 40 pixel subset size and a 3
pixel step size. The error bars for
each show the standard deviation
in the noise calculated from
multiple images

Fig. 16.3 Strain intensity noise
as a function of speckle
orientation for 30 % pattern, with
40 pixel subset and 3 pixel step
sizes

density, until the pattern density was greater than 42 %. When the speckle pattern has a density greater than 50 % area
fraction, the underlying material becomes the speckle, therefore the pattern density of 58 % is equivalent to 42 %. Figure 16.2
shows these trends in noise intensity variability for a 40 pixel subset size and a 3 pixel step size. For all speckle densities,
with speckles edges parallel to the rastering direction, the eyy signal noise was approximately double the exx noise. Images
acquired at zero load (zero average strain) over the course of 30 min showed no systematic variation in the signal noise
intensity.

Previous work, by Biery et al. [9], had indicated that the increased noise intensity in the y-direction is caused by the
interaction between the rastering characteristic of SEM and the top and bottom edges of square speckles in a regular array.
SEM images are acquired in a simple raster pattern, where pixels in the x-direction are sampled continuously along a row
before stepping the beam down in the y-direction to sample the next row of pixels. The comparatively long time between
sampling pixels in the y-direction leads to higher probability of image drift that can affect strain calculations. This leads to
noise increased noise when the speckle edge is aligned along the horizontal image direction. Since a similar relationship
was observed for random square pattern densities, a series of images were acquired by rotating the patterns relative to the
rastering direction by 30ı. A comparison of the strain noise for the same pattern density with speckles aligned (square) or not
aligned (diamond) with the rastering directions (pattern 2, 30 % area fraction) is presented in Fig. 16.3. It was observed that
rotating square speckles so that the cube edge was not aligned with the SEM beam rastering decreased the signal noise in
the exyand eyy data so that they were similar in magnitude to the noise in the exx . This is in agreement with the conclusions
of Biery et al. [9]. It is expected that round or randomly shaped speckles would eliminate this direction bias in the intensity
noise.
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Fig. 16.4 Intensity noise and spatial resolution of strain maps decrease with increasing subset and step sizes. The subset and step size (pixels)
is indicated at the top left of each strain map, and the Fourier transforms in the lower left of each strain map show the vertical alignment of the
elliptical noise spots

16.3.2 VIC-2D Parameters

The density of the speckle pattern had a very small effect on the spatial resolution of the DIC measurements, expect that
the spacing between speckles can set the minimum applicable subset size. When the subset size was similar to the speckle
spacing, there was be an increase in the number of regions that could not analyzed since they did not exhibit a unique random
gray-scale distribution. The data indicates that a minimum speckle density of about 25 % area fraction is needed so that the
speckle pattern does not limit the spatial resolution of the DIC measurements. If additional spatial resolution was required,
than higher resolution images should be collected, and smaller speckle size and spacing should be incorporated into the
speckle pattern.

The VIC-2D DIC parameters had dramatic effect on the intensity and spatial distribution of the noise in the strain data.
Increasing the subset or step sizes effectively decreased the intensity of the strain noise, independent of speckle pattern
density. This is a trade-off, as increasing the subset and step size also decreased spatial resolution. It has previously been
shown that VIC-2D calculation of strain introduces a non-random spatial distribution of elliptical spots with the long axis
perpendicular to the strain measurement [13]. Increasing the subset or step size parameters increases the size and decreases
the periodicity of these elliptical spots, while also decreasing their relative intensity, and effectively smoothing out the data.
The spatial noise as a function of subset and step size for the 35 % area fraction pattern is presented in Fig. 16.4, with a
table of noise intensities presented in Table 16.2. Figure 16.4 indicates that larger subsets and step sizes increase intensity
noise near the outer edges of the correlated region. Data presented in Table 16.2 was calculated by averaging the strain
measurement at each pixel location and multiplying by three.

Comparison of the spatial distributions and the intensity variations in the signal noise indicates that increasing the subset
size to reduce signal noise intensity produces less spatial resolution loss than increasing the step size. Therefore, the optimum
method for minimizing signal noise while maintaining the best spatial resolution would be to minimize step size while using a
moderate subset size. This optimization method is subjective depending on the measurement requirements, (measuring elastic
strains requires low intensity noise, while plastic strain localization at grain boundaries requires high spatial resolution).
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Table 16.2 Noise in the strain
data as a function of select
VIC-2D parameters

Subset size (pixels) Step size (pixels) 3� noise (%)

20 3 0.0874
40 3 0.0540
60 3 0.0360
80 3 0.0264
40 1 0.1257
40 3 0.0540
40 10 0.0114

Fig. 16.5 The effect of VIC-2D parameters on the spatial and intensity resolution of the DIC data from a sample tested at constant stress
(1,100 MPa) at 700 ıC to approximately 1.6 % total macroscopic strain. (a) Optimal intensity settings to minimize noise, (b) optimal settings
for best trade off between strain noise and spatial resolution, and (c) optimal settings for maximum spatial resolution. Variations in strain noise are
clearly visible in the grains showing little strain accumulation

For the patterns and image resolution used for these experiments, the optimum parameters for characterizing plastic strain
accumulation at grain boundaries were subjectively determined, to minimize the signal noise while maintaining good spatial
resolution: 60 pixel subset size and 3 pixel step size. These parameters set the strain resolution limit for this data at
approximately 360�-strain (as shown in Table 16.2).

Speckle pattern density can limit the smallest possible subset size that could be applied to the data sets. When the subset
size was on the same order of magnitude as the spacing between speckles, the DIC software was unable to make correlation
measurements between the reference image and subsequent images. This issue was observed with the 12 % area fraction
pattern, using subset sizes less than 30 pixels.

Spatial resolution was maximized with small subset and step size DIC parameters. The smaller the subset size, the better
the spatial resolution and the worse the intensity noise distribution. The minimum subset size is a function of the speckle
density. For the lowest density speckle pattern the minimum subset size was 30 pixels, while for the denser patterns the
minimum subset size was limited by the DIC software not the speckle pattern. The best spatial resolution is obtained by
minimizing subset and step sizes, while increasing the intensity noise. Therefore, optimum parameters are set to minimize
intensity noise while maximizing spatial resolution. For the experiments conducted, these parameters were 60 pixel subset
and 2 pixel step size.

16.3.3 Deformed Samples

A comparison of actual data can be seen in Fig. 16.5. This in-situ experiment was conducted at constant stress (1,100 MPa)
at 700 ıC to approximately 1.6 % total macroscopic strain. The strain data has been integrated with electron backscatter
diffraction information on grain boundary information to visualize how the spatial distribution of strain correlates with
microstructural features. Figure 16.5 provides visualization of how changing DIC analysis parameters changes the relative hot
spot intensities and shapes. Since increasing the subset size reduces the intensity noise and the spatial resolution, increasing
the subset size to 100 pixels broadens the strain data around the grain boundaries. Increasing the subset size also reduces the
peak intensities of the hot-spots since the strain is being averaged over a larger area. When parameters are used to optimize
spatial resolution (25 pixel subset and 3 pixel step), the strain becomes highly localized at the grain boundaries, though this
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increases the noise intensity in grains exhibiting average strain accumulation. Optimal parameters for minimizing intensity
noise are also shown, it can be seen that these optimized parameters maximize the spatial resolution but minimize the effects
of intensity noise.

16.4 Conclusions

This work examined the optimization of e-beam lithography produced speckle patterns for DIC measurements on nickel-
based superalloys tested in elevated temperature, constant stress conditions. The speckle pattern distribution (size, spacing,
shape) used for DIC analysis should be optimized for the desired spatial and intensity resolution. The Vistec EBPG 5000
e-beam lithography system used for this study can repeatability produce patterns with resolution of 25 nm. This makes it easy
to produce a variety of repeatable patterns for DIC. Though, if much smaller or larger speckles are required, the lithography
exposure voltage and current densities used in this study should be varied to provide accurate edge retention. A speckle
pattern with 50 % area fraction would provide optimum intensity resolution, but patterns with at least 25 % area fraction and
optimum speckle size exhibit little loss in intensity resolution. There was a slight decrease in the spatial resolution with low
density patterns when the spacing between speckles was on the same order of magnitude as the analysis subset size. This
work indicates that decreasing the speckle density to add secondary information, grid markers for grain boundary sliding
measurements and alphanumeric markers for subsequent alignment for example, will not greatly reduce the effectiveness of
the DIC measurements.

We also confirmed that square speckles were not the optimal speckle geometry for DIC analysis of random speckle
patterns in SEM images. Alignment with the rastering direction of the SEM imaging system led to a pixilated edge. This
was particularly apparent with this pattern because speckles were only 9–49 pixel2 in size. A diamond pattern dramatically
decreased the intensity noise in the eyy measurements, and by extension a round speckle would be the optimum speckle
geometry.

Optimizing intensity and spatial resolution of the DIC measurement proved to be contradictory requirements. Decreasing
intensity noise and thus increasing intensity resolution by increasing subset and step sizes simultaneously lowers spatial
resolution. Therefore, parameters should be tailored depending on data required. Since optimal spatial resolution is often
more important than the absolute intensity value in assessing plastic deformation distribution, the smallest subset and steps
possible should be used when analyzing data sets.
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Chapter 17
Very High-Cycle Fatigue Resistance of Shot Peened High-Strength
Aluminium Alloys: Role of Surface Morphology

M. Benedetti, V. Fontanari, and M. Bandini

Abstract The present paper is aimed at investigating the effect of shot peening on the very-high cycle fatigue resistance of
the Al-7075-T651 alloy. Pulsating bending fatigue tests (RD 0.05) were carried out on smooth samples exploring fatigue
lives comprised between 105 and 108 cycles. Three peening treatments with different intensity were considered to explore
different initial residual stress profiles and surface microstructural conditions. An extensive analysis of the residual stress
field was carried out by measuring with the X-ray diffraction (XRD) technique the residual stress profile before and at the
end of the fatigue tests, so as to investigate the onset of a stabilized residual stress field. Fatigue crack initiation sites have
been investigated through scanning electron microscopy (SEM) fractography. The surface morphology modifications induced
by shot peening were evaluated using an optical profilometer. The influence of surface finishing on the fatigue resistance was
quantified by eliminating the surface roughness in some peened specimens through a tribofinishing treatment.

Keywords Shot peening • Very high-cycle fatigue • Al-7075-T651 • Residual stresses • Tribofinishing

17.1 Introduction

Aluminium alloys are an attractive class of materials for aircraft and automotive industry because of their high specific static
strength. In aerospace, aluminium alloys face ever stiffer competition from composites. In the automotive context, more and
more engine parts are being made from them. Usually, high static mechanical properties are induced in aluminium alloys
by dispersion hardening through solution and ageing heat treatments. However, aluminium alloys exhibit poor plain fatigue
resistance and high notch fatigue sensitivity. Accordingly, stress raisers, like holes, fillets and grooves, always present in
machine parts, are particularly detrimental to the fatigue response of these alloys, thus limiting their use in highly stressed
mechanical components characterized by complex shapes. For this reason, aluminium alloys are frequently subjected to shot
peening, particularly effective in incrementing the plain and notch fatigue strength of steels and light alloys. The shot peening
mainly results in three fatigue related modifications of the surface layers: roughness, residual stresses and work hardening.
Clearly, the surface roughening after shot peening is detrimental to the fatigue resistance due to the stress concentration
exerted by the surface dimples. In the literature, it is commonly accepted that the improvement of fatigue strength is mainly
induced by the introduction of compressive residual stresses in the surface region, responsible for both retarded fatigue
crack initiation and lower small crack growth rates [1, 2]. The role of work hardening on the fatigue response is essentially
indirect, since it strongly affects the stability of residual stresses by preventing them from relaxing due to accumulation of
plastic deformation [3].

The authors recently studied the effect of three types of shot peening treatments on the plain and notch high-cycle fatigue
response of the Al-7075-T651 alloy (RD�1) [4–8]. In particular, it was shown that (i) residual stress relaxation occurs when
the superposition between the compressive residual stress and the compressive peak stress produced by reverse bending
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exceeds the material’s cyclic yield stress; (ii) the plain fatigue response is directly correlated with the surface residual
stress as successfully predicted using a multiaxial fatigue criterion incorporating the stabilized residual stress field as mean
stresses; (iii) gentle peening treatments conducted using small ceramic beads are more effective than more intense treatments
employing larger peening media (iv) shot peening reduces the fatigue notch sensitivity; (v) the notch fatigue resistance can
be satisfactorily predicted by the a multiaxial fatigue criterion incorporating stabilized residual stresses and combined with
a line method based on the critical distance theory to account for the notch sensitivity. However, the current state-of-the-art-
knowledge lacks for investigations proving whether the beneficial effect of shot peening is still present in the very-high cycle
fatigue regime.

The present paper is aimed at investigating the effect of shot peening on the very-high cycle fatigue resistance of the
Al-7075-T651 alloy. Pulsating bending fatigue tests (RD 0.05) were carried out on smooth samples exploring fatigue lives
comprised between 105 and 108 cycles. Three peening treatments with different intensity were considered to explore different
initial residual stress profiles and surface microstructural conditions. An extensive analysis of the residual stress field was
carried out by measuring with the X-Ray Diffraction (XRD) technique the residual stress profile before and at the end of
the fatigue tests, so as to investigate the onset of a stabilized residual stress field. Fatigue crack initiation sites have been
investigated through Scanning Electron Microscopy (SEM) fractography. The surface morphology modifications induced by
shot peening were evaluated using an optical profilometer. The influence of surface roughness on the fatigue resistance was
quantified by eliminating the surface roughness in some peened specimens through a tribofinishing process.

17.2 Materials and Experimental Procedures

The experimentation was performed on the aluminium alloy Al-7075-T651, widely used for aeronautical applications,
supplied in the form of 4 mm thick rolled plate. The bulk material properties were determined on five standard monotonic
tensile tests (initial strain rate of 1� 10�3 s�1) performed in the longitudinal orientation. The results, summarized in
Table 17.1, show a yield strength higher than 500 MPa, combined with a good ductility (total elongation of 16 %).

The fatigue characterisation was carried out on hourglass specimens whose geometry, according to the standard ISO
3928, is illustrated in Fig. 17.1. The microstructure has been tested with the stress axis parallel to the L-direction. The
samples present a fillet radius large enough to make any notch fatigue effects negligible.

Part of the specimens was subjected to controlled shot peening: the parameters of the three peening treatments considered
are summarized in Table 17.2. Each treatment was performed using non-metallic beads, which lend light alloys higher fatigue
performance as compared with steel shots without introducing undesired galvanic effects [6]. The basic idea was (i) to apply a
widely used commercial peening treatment, termed Z425, employing beads of medium-small size (diameter 150 �m), which
introduces some surface roughness and a deep cold worked layer (depth 100 �m), (ii) to explore an innovative peening
treatment, called B120, with small ceramic beads leading to a gentle and superficial effect, (iii) and finally to investigate a
fine particle shot peening treatment, termed V40, with very fine glass beads, which is known to greatly enhance the fatigue
resistance of aluminium alloys [9].

In order to investigate the effect of the surface roughness induced by shot peening on the fatigue strength, three specimens
previously subjected to the treatment B120 and V40 were then subjected to tribofinishing using a controlled vibrating tank
with an aqueous medium containing high quality granulates and additives (mainly surfactants). During the process, the

Table 17.1 Monotonic tensile properties of the Al-7075-T651 alloy

E (GPa) ¢Y0.2 (MPa) UTS (MPa) ¢F (MPa) T.E. (%) R.A. (%)

73 (˙1) 510 (˙5) 580 (˙5) 780 (˙10) 16 (˙2) 22 (˙2)

E elastic modulus, �Y0.2 0.2 % yield stress, UTS ultimate tensile strength, �F

true fracture stress, T.E. total elongation, R.A. reduction in area

Fig. 17.1 Geometry of the
smooth hourglass specimen used
in this study for bending fatigue
tests. All dimensions are given in
mm
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Table 17.2 Shot peening parameters

Treatment Material Bead size [�m] Bead hardness [HV1] Bead composition Almen intensity
Angle of
impingement Coverage [%]

Z150 Ceramic 150 � 210 700 ZrO2 67 % 12 N 90ı 100
B120 Ceramic 63 � 125 SiO2 31 % 4.5 N
V40 Glass 40 � 70 550 SiO2 31 % 4.2 N

Na2O 14 %

Fig. 17.2 4-point bending
fatigue test apparatus used in the
present study

specimen surface was periodically observed with an optical microscope to make sure that polishing is stopped just after
removing all the dimples created by the shot peening treatments. A material surface layer of approximately 5	 10 �m
thickness was removed in this way.

Pulsating (RD 0.05) load-controlled 4-point bending fatigue tests were carried out in air, at room temperature, and at
a nominal frequency of 110 Hz using a resonant testing machine Rumul Mikrotron 20 kN equipped with a 1 kN load
cell (Fig. 17.2). Different stress levels corresponding to fatigue lives in the range between nearly 105 and 108 cycles were
considered. Tests were terminated at 108 cycles when no fracture occurred. The fatigue curves corresponding to 50 % of
failure probability, represented by the S-N curve:

�P50 D �0P50 �N� 1
k

f (17.1)

were determined by fitting the log(Nf ) vs. log(¢) results. The uncertainty range was assumed to be constant and approximated
by its centroid value. As a representative value of the scatter, the following expression was used:

T� D 1 W �P90=�P10 (17.2)

P90, P10 denote the 90 % and 10 % levels of failure probability, respectively.
The modifications of the surface layers produced by the shot peening treatments were investigated through microhardness,

surface roughness and residual stress profile measurements. To this regard, microhardness profiles were measured to
characterize the material’s work hardening. Cross-sections were prepared by low-speed cutting with a diamond saw. To
preserve the material work-hardening state, samples were cold-mounted in epoxy resin and then mechanically polished.
A diamond Vickers indenter was used applying a maximum force of 1 N. The load was applied gradually at a constant
0.1 N/s rate with a dwell time of 10 s. Five measurements were performed at each depth and averaged in order to account for
material’s heterogeneity and measurement errors.

A confocal optical profilometer WLI Sensofar Plu Neox (plane surface spatial resolution of 0.31�m, z-axial measurement
resolution of 0.02 �m), was used to observe the samples surface. Three dimensional surface topography and roughness were
evaluated.

Residual stress analysis was performed by X-Ray Diffraction (XRD) technique using an AST X-Stress 3000 X-ray
diffractometer. Measurements were made with Cr K’ radiation in the longitudinal direction in the gage region. The analysis
zone was limited by a collimator of 1 mm2 in area. The classical sin2§ method was applied for stress evaluation with the
use of nine diffraction angles (2™) scanned between �45ı andC45ı for each stress value. The h311i diffracting planes were
chosen (i) in order to obtain high angle measurements (2™ angle 139.0ı) with higher strain sensitivity, and (ii) because they
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do not accumulate significant intergranular stresses and hence exhibit similar behavior as that of the bulk. Calibration of the
system was checked by collecting a diffraction pattern from a standard polycrystalline Al powder prior to conducting the
experiment. The in-depth measurements were conducted step-by-step using an electro-polishing device by removing a very
thin layer of material in a region (2 mm� 2 mm) localized at the gauge section of the specimens.

Both initial and stabilized residual stress fields were measured. For this purpose, measurements were performed on tested
smooth specimens after failure in a region far enough from the fracture surface (about 2 mm) so that the material rupture was
supposed not to have altered the residual stress field [4]. Measurements were carried out on both specimen sides, subjected
to tensile and compressive bending stresses, respectively.

17.3 Results and Discussion

17.3.1 Surface Characteristics

The effect on the surface roughness exerted by the shot peening treatments is quantified in Table 17.3, where the results
of the optical profilometer measurements made on an assessment area 636� 477 �m2 are summarized. It can be noted
that the shot peening treatments increase the surface roughness with the respect to the as-received condition and that the
most intense treatment Z150 results in a larger roughness increment with respect to the gentler processes B120 and V40. The
tribofinishing is able to reduce the surface roughness of the peened samples below that of the virgin material. The as-received
and the peened variants have a skewness close to zero, index of a symmetric height distribution (i.e. with as many peaks as
valleys), while the tribofinished conditions have a negative skewness due to the fact that the surface asperities were removed
by the polishing process. The maximum peak to valley height (Sz) and the mean spacing between profile peaks (Dp) can
be used to estimate the stress concentration effect exerted by the surface dimples caused by shot peening according to the
following expression proposed by [10]:

Kt D 1C 4
�
Sz

Dp

�1:3
(17.3)

The surface morphology of the virgin, Z150, B120, tribofinished B120, V40 and tribofinished V40 conditions is depicted
in Fig. 17.3, respectively. Notably, the surface morphology of the as-received condition is characterized by striations caused
by the rolling process. The large beads used in the most intense peening treatment, i.e. Z150, created large and deep impact
craters. Dimples of smaller size, typical of gentle superficial peening treatments, are visible on the surfaces of the B120 and
V40 conditions. The superficial structure of impact craters is not visible on the tribofinished variants.

The surface morphology of the virgin, Z150, B120, tribofinished B120, V40 and tribofinished V40 conditions is depicted
in Fig. 17.3, respectively. Notably, the surface morphology of the as-received condition is characterized by striations caused
by the rolling process. The large beads used in the most intense peening treatment, i.e. Z150, created large and deep impact
craters. Dimples of smaller size, typical of gentle superficial peening treatments, are visible on the surfaces of the B120 and
V40 conditions. The superficial structure of impact craters is not visible on the tribofinished variants.

A comparison among the microhardness profiles measured for both the peening treatments and the as-received condition
is illustrated in Fig. 17.4. Noticeable differences, which are directly correlated to the surface work hardening experienced by
the material as well as to the depth of the surface layer interested by the plastic deformation, can be observed: B120 and V40

Table 17.3 3D surface roughness properties

Condition Sa [�m] Sq [�m] Sz [�m] Ssk Sku Sdr [%] Spk [�m] Sk [�m] Svk [�m] Dp [�m] Kt

As-received 0.29 0.38 1:44 0:19 5:98 1:10 0.59 0:81 0.41 – –
Z150 3.79 4.83 21:29 0:29 8:60 40:61 8.09 11:56 3.56 200 1.22
B120 1.24 1.54 7:12 0:14 3:03 6:07 1.75 3:96 1.42 110 1.11
B120 trib. 0.19 0.26 0:99 �1:21 12:17 0:60 0.29 0:55 0.38 –
V40 1.33 1.66 7:66 �0:01 2:96 3:79 2.12 4:23 1.24 100 1.14
V40 trib. 0.17 0.23 0:87 �1:30 12:52 0:61 0.28 0:49 0.33 –

Sa average roughness, Sq root mean square roughness, Sz maximum peak to valley height, Ssk skewness, Sku kurtosis, Sdr developed
interfacial area ratio, Spk reduced peak height, Sk core roughness depth, Svk reduced valley depth, Dp mean spacing between profile
peaks, Kt stress concentration factor due to surface roughness
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Fig. 17.3 Surface morphologies measured through optical profilometer. (a) As-received, (b) Z150 peened, (c) B120 peened, (d) B120 peened and
tribofinished, (e) V40 peened, (f) V40 peened and tribofinished. The assessment area is 636 � 477 �m2

Fig. 17.4 Microhardness profiles
of the as-received and peened
variants, obtained by averaging
the results of five tests

peening treatments are very superficial, the maximum hardness is within 60 �m from the surface, the depth of the surface
layer interested by the plastic deformation is about 100 �m. The B120 treatment causes a more intense work hardening of
the sub-superficial layers, and hence higher microhardness values, while the V40 treatment introduces higher microhardness
values down to 40 �m below the surface. The Z150 treatment induces a sub-superficial microhardness peak, where the
Hertzian pressure is nearly maximal; the effect of shot peening vanishes at approximately 0.17 mm below the surface. The
tribofinishing treatment slightly modifies the microhardness profiles, mainly due to the removal of the outer material layer
without significantly altering the work-hardening state.
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Fig. 17.5 Initial residual stress
profiles of the peened variants
measured by XRD technique.
Two measurements per peened
variant were carried out in order
to account for the variability in
the residual stress field

Fig. 17.6 Pulsating bending
fatigue curves of the as-received
and peened conditions. Run-out
tests are marked by arrows

XRD measurements were carried out on the fatigue samples in order to characterize the residual stress field prior to fatigue
testing. The obtained stress profiles are illustrated in Fig. 17.5. Two measurements per peening variant were performed in
order to account for the variability in the residual stress field. The peening treatments B120 and V40 display a sub-superficial
compressive residual stress peak located nearly 15 �m below the surface and a depth of the surface layer interested by
compressive residual stresses equal to about 50 �m. The B120 treatment induces higher residual stresses as compared with
the V40 treatment. The most intense peening treatment Z150 is characterized by lower compressive surface residual stress,
by higher sub-superficial compressive peak, and by deeper compressive residual stress profiles (about 90 �m) with respect
to the gentler treatments. The repeatability of the residual stress measurements is very good within a depth of about 20 �m,
where the fatigue response is mostly dictated [4], while it increases noticeably at higher depths, presumably due to the very
elongated grain structure of the internal material layers that have not undergone recrystallization and hence grain refinement
during shot peening.

17.3.2 Fatigue Curves

The results of the pulsating bending fatigue tests as well as the P50 fatigue lines are shown in Fig. 17.6 in the different material
conditions considered and compared with those of the tests carried out on the two tribofinished variants. The parameters
representing the fatigue curves corresponding to 50 % of failure probability, according to Eq. 17.1 and the results scatter,
expressed by Eq. 17.2 are listed in Table 17.4.

All the peening treatments were effective in prolonging the fatigue life of the material as well as in reducing the large
scatter in fatigue results displayed by the virgin material. This improvement depends on the applied load, being more
remarkable for load levels corresponding to shorter fatigue lives, leading however to higher values of the slope in the P50
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Table 17.4 Principal results of
fatigue tests

Condition k ¢0P50 [MPa] T¢

As-received 33 200 1:1.22
Z150 20 315 1:1.17
B120 12 555 1:1.19
V40 12 590 1:1.10

k, ¢0P50 slope and y-intercept of the Wöhler
curve according to Eq. 17.1, T� results
scatter according to Eq. 17.2

a b

Fig. 17.7 Evolution of the residual stress profile during fatigue life in samples subjected to Z150 treatment. (a) Tensioned, (b) compressed side.
Specimen tested at 280 (320, 400) maximum stress MPa failed after 50.6 � 106 (5.1 � 106, 106,000) cycles

fatigue line. Therefore, the increment in fatigue resistance due to shot peening steadily declines during fatigue life. The
lightest V40 peening treatment, despite lower surface residual stresses and slightly higher roughness, is more effective in
improving the plain fatigue resistance with respect to the B120 treatment, which, in turn, performs better than the most
intense treatment Z150. Finally, it can be noted that the tribofinished samples displayed a fatigue performance significantly
higher with respect to the corresponding peened condition: the increment in fatigue strength due tribofinishing is about 5 %
for the V40 and even 20 % for the B120 condition. The fact that the tribofinishing increments the fatigue performes of V40
in less extent than B120 condition suggests the hypothesis that the particular surface morphology of the V40 condition,
characterized by lower values of developed interfacial area ratio and reduced valley depth, exerts a less detrimental effect on
the fatigue response as compared with that exhibited by B120.

17.3.3 Residual Stress Evolution During Fatigue Life

Figures 17.7, 17.8 and 17.9 illustrate the evolution of the residual stress field at two loading levels for the Z150, B120
and V40 treatment, respectively. Figures 17.7 (17.8, 17.9) and 17.7 (17.8, 17.9) refer to the specimen surface subjected to
compressive and tensile bending stresses, respectively. It can be noted that some relaxation of the residual stress field occurred
on the outer layer of the specimen side subjected to compressive bending stresses, the more pronounced the higher the load
levels, especially in the B120 and Z150 conditions. Conversely, significantly lower relaxation occurred on the specimen side
subjected to tensile bending stresses. This confirm the observations made in [4, 5] that relaxation is more like a “quasi-static”
effect, due to the achievement of the material’s plasticization when the compressive bending stresses are superimposed to the
compressive surface residuals stress field. Cyclic relaxation seems to be negligible, since the application of tens of millions
fatigue cycles do not significantly alter the surface residual stress field on the tensioned side of the samples.

Figure 17.10 illustrate the comparison between the initial (prior to tribofinishing) and the stabilized residual stress profiles
for the tribofinished B120 and V40 variants, respectively. It can be noted that the material removal exposes on the surface
the residual stress that was present at the corresponding depth prior to polishing. Moreover, tribofinishing caused some
stress redistribution in the subsuperficial peak, while the depth of the surface layer interested by compressive residual
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a b

Fig. 17.8 Evolution of the residual stress profile during fatigue life in samples subjected to B120 treatment. (a) Tensioned, (b) compressed side.
Specimen tested at 270 (400) maximum stress MPa failed after 44.6 � 106 (530,000) cycles

a b

Fig. 17.9 Evolution of the residual stress profile during fatigue life in samples subjected to V40 treatment. (a) Tensioned, (b) compressed side.
Specimen tested at 290 (420) MPa maximum stress failed after 22.8 � 106 (390,000) cycles

stresses remained nearly unaffected. Residual stress profiles are very similar on the tensioned and the compressed side
of the specimen, thus suggesting that no residual relaxation occurred at the investigated stress level.

17.3.4 SEM Analysis of Fracture Surfaces

The fracture surfaces of all the fatigue samples were analyzed with the SEM. The analysis of the unpeened specimens
revealed surface crack initiation throughout the entire fatigue life interval explored, even in the very high-cycle fatigue
regime, as shown in Fig. 17.11. In the peened variants, surface crack initiation was found in the medium-cycle fatigue
regime (Nf< 1� 106), as depicted in Fig. 17.11 for the B120 condition. At longer fatigue lives (Nf> 2� 106), almost all
crack initiation sites were found below the surface. Moreover, the fracture surfaces near the crack initiation sites show
several crystallographic planes. This is frequently observed in Al alloys when fatigue tests are conducted under vacuum and
can be explained by the fact that the first propagation stages of sub-superficial cracks occur at very low partial pressures of
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a b

Fig. 17.10 Evolution of the residual stress profile during fatigue life in peened and tribofinished samples. (a) B120, (b) V40 peening. Specimens
were tested at 360 MPa maximum stress and failed after (a) 13.3106 and 3.3106 cycles

Fig. 17.11 SEM micrographs of the fracture surfaces around the fatigue crack initiation sites. (a) As-received (¢a D 133 MPa, Nf D 25.0 � 106),
(b) B120 (¢a D 209 MPa, Nf D 139,000), (c) Z150 (¢a D 133 MPa, Nf D 48.2 � 106), (d) B120 (¢a D 162 MPa, Nf D 6.3 � 106)
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Fig. 17.12 SEM micrographs of the fracture surfaces around the fatigue crack initiation sites in the tribofinished specimens. Prior to tribofinishing
the specimens were subjected (a) B120, (b) V40 peening treatment. Specimens were tested at ¢a D 171 MPa and failed after 13.3 � 106 and
3.3 � 106 cycles, respectively

oxygen. In general, specimens that failed at a number of cycles less than that corresponding to P50 probability show a non-
propagating crack at the surface, near the subsuperficial initiation site of the main crack, as shown exemplarily in Fig. 17.11,
while specimens that failed at a number of cycle significantly higher than that corresponding to P50 probability do not exhibit
surface crack initiation, as depicted in Fig. 17.11. Apparently, non propagating cracks, initiated on the surface because of the
stress concentration effect exerted by surface roughness, and arrested by the closing effect exerted by compressive residual
stresses, promote crack initiation in the underlying layer, thus leading to a shorter fatigue life.

Figure 17.12 show the fracture surface of the tribonished B120 and V40 conditions, respectively. It can be noted that
in both cases subsuperficial crack initiation occurred, but the extension of crystallographic crack growth is larger in the
B120 than in the V40 condition. Apparently, the deeper compressive residual stress profile of the B120 condition was more
effective in retarding crack propagation up to the surface than that of the V40 variant.

17.3.5 Simulation of the Fatigue Response

Recently, Benedetti et al. [8] conducted multiaxial fatigue tests on both unpeened and peened Al samples in order to identify
the most suitable fatigue criterion. They found that the Crossland criterion was able to predict the fatigue strength with a
relative error lower than 15 %, provided that the Stabilized Residual Stress (SRS) on the surface and the stress concentration
factor due to surface roughness are considered. This approach clearly implies that the surface crack is the fatigue controlling
parameter. In the present paper, the fatigue response of the peened samples has been predicted using the same material
parameters of the Crossland fatigue criterion found in [8]. The SRS was assumed to depend on the applied external stress.
For a given external stress level, the corresponding SRS was calculated by linearly interpolating the experimental values
obtained at two stress levels on the tensioned side of the fatigue samples. Then, an iterative procedure was used to search for
the SRS to be used in the fatigue criterion, in a similar way to that presented in [6, 7].

The comparison between the experimental data and the calculated mean fatigue curve is illustrated in Fig. 17.13 for
the Z150, B120 and V40 conditions, respectively. The indication of the crack initiation site (superficial, subsuperficial or
superficial assisted by a superficial non-propagating crack) of each fatigue tests is also provided. It can be noted that when
the initiation of the dominant crack occurs on the surface, the agreement between experiments and predictions is very good,
since the calculation model is based on the assumption of superficial crack initiation. On the contrary, if the shot peening
treatment is able to suppress surface crack initiation and to push it beneath the layer affected by compressive residual stresses,
as in the case of the tribofinished specimens and some specimens subjected to B120 and Z150 treatments, the predictions
greatly underestimate the fatigue life. When the subsuperficial crack initiation is promoted by a non-propagating surface
crack, the experiments are still in fairly good agreement with the prediction in the high-cycle fatigue regime (Nf< 5� 106),
while the predictions underestimate the fatigue strength in the very high-cycle fatigue regime (Nf> 10� 106). Presumably,
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a b

c

Fig. 17.13 Comparison between experimental and calculated P50 fatigue curves of the peened conditions. (a) Z150, (b) B120, and (c) V40 peening
treatment. The experimental fatigue data are marked according to the crack initiation mechanism: (a) superficial crack initiation (closed symbols),
(b) subsuperficial crack initiation (open symbols), (c) subsuperficial crack initiation promoted by a non-propagating surface crack (half-closed
symbols)

in the former case, as soon as a crack initiates on the surface and is arrested, a crack quickly initiates below the surface
leading to the sample fracture. In the latter case, a longer fatigue life is spent after surface crack arrest to initiate a superficial
dominant crack.

17.4 Conclusions

The plain fatigue strength of shot peened aluminium alloy Al-7075-T651 was experimentally investigated exploring fatigue
lives comprised between 105 and 108 cycles. Experiments were conducted on specimens subjected to three different shot
peening treatments. The surface morphology was characterized using an optical profilometer. To quantify the influence of the
change in surface morphology induced by shot peening upon the fatigue response, some peened samples were tribofinished
with the aim of eliminating surface roughness and preserving the surface residual stress field. XRD measurements were
carried out to determine the initial and the stabilized residual stress field. The following conclusions can be drawn:

1. Residual stress relaxation occurs mainly when compressive bending stresses are superimposed to the surface compressive
residual stress field.
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2. The effect exerted by shot peening is a complicated interaction between residual stresses and surface roughness, greatly
impacting the mechanism of fatigue crack initiation and early propagation.

3. Shot peening conducted at low intensities with small beads is more effective in incrementing the fatigue resistance as
compared to more intense treatments with larger shots, since it causes a lower roughnening of the surface and induces the
maximum compressive residual stress as close as possible to the surface where crack initiation is likely to occur.

4. In the very high cycle regime, the initiation of the crack leading to final failure occurs in the subsuperficial layers and may
be promoted by the presence of non-propagating surface cracks. By eliminating surface roughness through a tribofinishing
treatment, the occurrence of surface crack initiation is suppressed, thus further incrementing the beneficial effect of shot
peening. The extent of this additional improvement depends on the type of shot peening treatment, being more significant
if the layer interested by compressive residual stresses is deeper.
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Chapter 18
Experimental Characterization of Semi-Rigidity of Standardized Lattice
Beam Using the Grid Method

Eric Fournely, Rostand Moutou Pitti, Evelyne Toussaint, and Michel Grediac

Abstract Timber structures often exhibit shear and tension perpendicular to grain. This phenomenon induces brittle failure
if it is not controlled. This is particularly the case in joining zones, and even more when the beam elements are thin.
These thin elements can be found for example in lattice beams. Standardized lattice timber beams appear as an efficient
solution for economical, ecological and mechanical aspects. This study focuses on the mechanical behavior of notched
beams. Experiments are carried out with a classic loading device and LVDT measurements as well as with the grid method
which provides full-field displacement and strain measurements. Tests are conducted for various orientations of annual rings
of the wood. The evolutions of strains in the zone affected by shear and tension stresses are analyzed.

Keywords Notched beam • Grid method • Experimental analysis

18.1 Introduction

In wood material, shear and tension perpendicular to grain generally induce brittle fracture if they are not controlled. This is
particularly the case in joining zones and even more when the beam elements are thin. These thin elements can be found for
example in lattice beams [1, 2]. Standardized lattice timber beams appear as an efficient solution for economical, ecological
and mechanical reasons. Many uses of this type of structure can be found in the field of industrial buildings as well as in
small and collective housings. This study focuses on the stress distribution in notched beams specimens cut in chord elements
of a timber truss beam previously studied with various connector or adhesives [3]. The orientation of the annual rings, the
direction of the grain and the knot area ratio are important parameters which drive the global mechanical behavior of theses
beams.

In the literature, few authors have shown the influence of the connections [1, 4] on the global behavior of structures
and especially of timber structures. In fact, digital image correlation is generally employed in order to evaluate mechanical
displacements during the test [5]. The present work is aimed at studying the mechanical behavior of notched beams using
another measurement technique, namely the grid method [6]. This method has been recently successfully employed in various
cases such as the characterization of notched aluminum specimens [7] or the failure of wooden specimens for instance [8,
9]. In particular, the grid method enables one to obtain here the evolution of the strain field in the zone affected by shear and
tension stresses.
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The wood specimens and the different orientations of the annual rings are presented in the first part of the paper. Various
configurations tests, the experimental procedure, the experimental device and the grid technique are then recalled. Then, the
deformations and the displacements maps located at the support point, where cracks can be appear and growth, are shown
and discussed.

18.2 Experimental Setup

18.2.1 Specimen and Loading Conditions

Numerous tests on notched beams were carried out on Zwick testing machine. A schematics of the test is shown in Fig. 18.1.
The forces were measured by two 5 kN sensors. One of these sensors is placed at the center, at point B where force F1 is
applied; the second is placed at point A where F2 is applied. Force F3 located at point C is calculated as the difference of
the previous two forces. For the boundary conditions, two spherical contacts placed at points A and B enable us to avoid any
potential parallelism defects between the notched face and the faces where F1 and F2 are applied. The support plate is fixed
close to the notch; its width is 20 mm. The quick trimmer (UPE80) provides the support of the force sensor and position of
the central displacement sensor, which records the global deflection. A second sensor records the evolution of beam’s height
near the notch. The dimensions shown in Fig. 18.1 are in agreement with the configuration described before. Figure 18.2
shows a picture of the specimen in real configuration test with the testing machine.
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Fig. 18.1 Configuration and
geometry of experimental tests

Fig. 18.2 Real experimental
device
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Fig. 18.3 Experimental device
with grid

18.2.2 The Grid Method

The grid method consists first in depositing a crossed grid on the surface under investigation in order to track the slight
change in the grid as loading increases. The 2D displacement and strain fields are deduced from the images of the grid
taken during the test. The grid is deposited using the procedure described in [10]. The pitch of the grid is equal here
to 0.2 mm along both directions. Processing images of the grid classically provides phase and phase derivative change
maps of this quasi-periodical marking. These quantities are directly proportional to the in-plane displacement and strain
components, respectively. It has been shown that the metrological performance of this technique could be significantly
improved (especially for strain measurements) by getting rid of most of the grid marking defects, which unavoidably occur
when grids are printed on their polymeric support before transfer on the specimen [6]. This leads to a good compromise
between resolution and spatial resolution of the measurements. In the current case, a 12-bit/1,040� 1,376 pixel SENSICAM
camera connected to its companion software CamWare is employed. The strain maps are obtained directly from the images
of the grids taken by the camera. Full details on small strain calculation can be found in Ref. [6].

Figure 18.3 presents the experimental device employed during the tests. The wood specimen in bending can be seen as
well as the load sensor and the supports of a classic 200 kN testing machine.

18.3 Results and Discussions

Typical horizontal and vertical displacement fields measured before crack appearance are shown in Figs. 18.4 and 18.5,
respectively. Dimensions are given in pixels (1 pixelD 40 �m). These fields are rather smooth despite the small spatial
resolution employed in the grid image processing. This spatial resolution can be estimated to be equal to 30 pixels only. The
magnitude of the displacement is small too: some tenths of mm only but the maps are not noisy. The impact of the annual
rings is not visible on these displacement maps.

The "xy and "yy strain maps are shown in Figs. 18.6 and 18.7 (the "xx maps is not considered here because of the too low
amplitude of this quantity). These maps are obtained at the same loading level as the displacement maps discussed above.
The effect of the material heterogeneity due to the annual rings is clearly visible, especially in the "yy map : the transverse
tensile strain strongly changes from one ring to each other. This transverse tensile straining causes a crack to appear at the
corner of the notch for a higher loading level, and then to propagate horizontally.

18.4 Conclusion

This paper presents an experimental study on notched thin beam with thin different configurations. Strength values obtained
in this experimentation study are in a good agreement with EN1995.1.1 predictions. Grid method analysis exhibits interesting
results in order to give more information on lattice beams with equivalent cross-section chord beams. This extension will be
completed soon by a FEM analysis.
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Fig. 18.4 Typical horizontal
displacement field (all
dimensions in pixel,
1 pixel D 40 �m)

Fig. 18.5 Typical vertical
displacement field (all
dimensions in pixel,
1 pixel D 40 �m)

Fig. 18.6 "xy map
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Fig. 18.7 "yy map
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Chapter 19
Characterization of Martensitic Transformation Morphology
in Wide Hysteresis Shape Memory Alloys

Reginald F. Hamilton, Asheesh Lanba, and Osman Ozbulut

Abstract NiTi (aka Nitinol) shape memory alloys can be alloyed with Nb in order facilitate a wider thermal hysteresis.
The ternary alloy thermal hysteresis is nearly 100 ıC, which is considerably higher than binary Nitinol. The wider hysteresis
for NiTiNb makes the alloy suitable for the civil engineering operating temperature ranges. Thus the alloys are promising for
integration into structures and can lead to the development of SMA hybrid composite smart structures. The wider hysteresis
is attributed to the presence of second phases within the microstructure. The microstructure consists of a matrix, which
undergoes the martensitic transformation and thus gives rise to shape memory behavior. A eutectic-like microstructure
constituent is evident, with a substantial volume fraction of nano-precipitates dispersed throughout, and neither takes part
in the transformation. Consequences of tailoring the microstructure via thermo-mechanical treatments are explored. In this
work, the interaction of the non-transforming microstructural constituents with the martensitic transformation morphology is
characterized using a fundamental thermo-mechanical framework. The bulk scale deformation measurement are reported as
well as the meso-/micro-structure scale full-field and local deformation analyses. The technique used in this work is in-situ
Digital Image Correlation (DIC). With this, the current work assesses the surface strain morphology in order to elucidate the
influence of microstructure on the bulk scale shape memory responses.

Keywords Shape memory alloy • NiTiNb • Digital image correlation • Solid-solid phase transformation • Full-field
strain measurement

19.1 Introduction

SMAs undergo a thermoelastic martensitic transformation (MT), which is a solid-solid phase transformation between a high
temperature austenitic phase and a low temperature martensitic phase. During cooling, the high temperature austenitic phase
(A) transforms to a low temperature martensitic phase (M). This forward A!M transformation begins at a temperature
designated as Ms and ends at lower temperature Mf. Upon heating, the reverse A M transformation from austenite to
martensite begins at As and ends at Af. A thermal hysteresis exists and there is a temperature differential between the forward
and reverse transformation temperatures. When an SMA is cooled to a martensitic state, the martensite can be deformed and
the original shape is recovered heated above Af, which is referred to as the shape memory effect. At a constant temperature
above Af, the transformation can be stress-induced and the forward transformation takes place over a seemingly constant
stress or plateau in the stress-strain response. Once the material is unloaded, the material will return to its original shape,
albeit a stress hysteresis exists. In the stress-induced case, the SMA behavior is referred to as the pseudoelastic effect.

The transformation temperatures of NiTiNb alloys are well-suited for operating temperature ranges that are required
for civil engineering applications, e.g., pre-stressing concrete beams [1, 2]. NiTi has been the most commercially successful
SMA to date. Alloying NiTi with Nb has been shown to nearly double the thermal hysteresis [3]. A comparison of NiTiNb and
NiTi thermal hysteresis (D�TH) is illustrated in Fig. 19.1. The NiTiNb alloys are typically thermo-mechanically processed
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Fig. 19.1 Strain-temperature
response of as-processed
Ni47.7Ti43.5Nb8.8 (at%) material at
constant stresses of 150 and
300 MPa. A Ni49.4Ti50.2 (at%)
result loaded to 120 MPa is
included for comparison

(e.g. rolling) after casting. Authors have rationalized the wider hysteresis in the as-processed materials by assessing the
impact of the deforming microstructure on the reverse transformation temperatures. Zhang et al. [4] proposed that plastic
deformation of Nb-rich particles during the stress-induced martensitic transformation relaxes strain energy of martensite
interfaces. This is accompanied by plastic deformation of the parent phase. Kusagawa et al. [5] found that after heating
specimens that had been deformed in the austenitic state between Ms and As, residual strain was always present. Recently,
Schryvers et al. [6] found evidence of plastic deformation in Nb-rich nano-precipitates after it had interacted with a
growing martensite plate. A few works report on the fundamental thermo-mechanical deformation in order to understand
microstructure-property relationships [4–9]. The current work utilizes in-situ digital image correlation analysis in order to
ascertain the surface morphology during the stress-induced MT and expound on the impacts of microstructure changes.

Fundamental thermo-mechanical characterization of SMAs reports on the shape memory effect, i.e. deformation of
thermal induced martensite and subsequent recovery during heating, which is illustrated in Fig. 19.1. The characterization
may also report on the superelastic/pseudoelastic effect as a result of the stress-induced reversible A() M transformation
at a constant temperature. The digital image correlation (DIC) analysis has primarily been used to characterize the
superelastic effect in-situ, i.e. throughout deformation [10–12]. The authors have observed general trends as DIC strain
contours evolve during the pseudoelastic shape memory response. A summary of the trends with respect to the macro-
scale measurements for the stress-strain response follows. The elastic response facilitates homogeneous strain fields and
localization is not observed in the full-field DIC strain maps. Upon further loading, a critical value of stress is reached, the
stress-strain response deviates from linearity, and a stress plateau develops. That critical stress brings about the stress-induced
A!M transformation and transformation strain is accrued over a constant stress plateau. DIC measurements illustrate
the transformation morphology by delineating a boundary between high strains that appear in local regions corresponding
to martensite from strikingly lower strain levels corresponding to not yet transformed austenite. Multiple and differently
oriented boundaries may exist. Single bands of transforming material may be evident between boundaries or multiple bands
can interact and overlap. After the plateau, the stress-strain response may transition to a second linear-elastic type response,
which corresponds to elastic deformation of a fully martensitic microstructure. The high, local strain regions are no longer
present and the appearance of the contours is similar to the initial linear-elastic response of austenite, albeit the strain levels
are much higher. An ideal pseudoelastic stress-strain unloading curve will follow the elastic loading curve. However, the
reverse transformation A M, takes place over a lower constant stress plateau and thus a hysteresis exists. Finally, the
initial deformed austenite recovers elastically. It is well understood that the reverse A M MT morphology is the reverse of
that for the forward A!M. Hence, the DIC strain fields during unloading disappear in the reverse sequence that they appear
during loading.

Based on the aforementioned fundamental understandings, the reversible pseudoelastic shape memory alloy response can
be related to the martensitic transformation morphology using DIC surface strain measurements. Utilizing in-situ DIC, the
current work elucidates the martensitic transformation morphology of a Ni47.7Ti43.5Nb8.8 (at%) SMA. The bulk material
was supplied after thermo-mechanical deformation into a rolled strip. Compared to the as-cast material, the microstructure
becomes highly oriented after rolling. The evolution of full-field strains is assessed throughout the stress-strain response
with the temperature held constant. Furthermore, after unloading the strains are assessed during heating under null load. It is
well known that the transformation stress is temperature dependent. The dependence is modeled using a Clausius-Clapeyron
relationship and the stress increases with increasing constant temperature. Thus we contrast DIC measurements for different
test temperatures. The influence of microstructure is studied by characterizing the thermo-mechanical response for material
in the as-processed (or rolled strip) state and after solution annealing.
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19.2 Experimental Methodology

A NiTiNb rolled strip with composition Ni47.7Ti43.5Nb8.8 (at%) was obtained from Medical Metals LLC. The strip was 6 mm
wide and 0.25 mm thick. Dog-bone specimens with a gage length of 10 mm and gage width of 3 mm were micro-machined
from this strip. Some specimens were solution annealed at 900 ıC for 1 h in an Ar atmosphere within a Lindberg/blue-
box furnace (BF51732 series) and then quenched in room temperature water. Scanning electron microscopy (SEM) was
performed at room temperature in a Philips XL30 ESEM in back-scattered mode. Alloying NiTi with Nb leads to the
formation of Nb-rich precipitates embedded in the NiTi matrix. The lower magnification image of an as-cast Ni47.3Ti44.1Nb8.6

(at%) material is shown in Fig. 19.2a. The constituents are a eutectic-like microstructure (light inclusions) and matrix (darker
background). Zooming into an area reveals that the eutectic structure consists of lighter Nb-rich particles, which are shown in
Fig. 19.2b. Processing leads to deformation of these particles. For the Ni47.7Ti43.5Nb8.8 (at%) rolled strip investigated in this
work, the microstructure is shown in Fig. 19.2c. The lighter striations along the rolling direction (direction the white arrow)
result from the particles elongated in the rolling direction. The micrograph in Fig. 19.2e shows a cross-section view and these
particles speckle the matrix. Only the matrix material participates in the MT. SEM micrographs of the as-processed material
in Fig. 19.2d, e can be compared to the annealed material in Fig. 19.3. Figure 19.3a shows the rolling direction and the
cross-section is in Fig. 19.3b. After annealing, the long striations of Nb-rich particles break up into particles that are aligned
in the rolling direction. The cross-sectional images reveal that the Nb-rich particles are larger after solution annealing.

Fig. 19.2 Scanning electron micrographs showing white Nb-rich particles in an as-cast microstructure of Ni47.3Ti44.1Nb8.6 (at%) material in (a)
at 500� magnification and (b) at 5,000� magnification. (c) The microstructure of the as-processed material Ni47.7Ti43.5Nb8.8 (at%), investigated
in this work, shown in the rolling direction at 500� magnification and (d) at 5,000� magnification. (e) The cross-section view of the rolled strip
material at 10,000� magnification. In the text, (d) and (e) are contrasted with the solution annealed microstructure in Fig. 19.3

Fig. 19.3 SEM micrographs
showing the white Nb-rich
particles of the annealed material
(900 ıC for 1 h) in the (a) rolling
direction at 5,000� and (b)
cross-section at 10,000�. These
images are compared to the
as-processed microstructure in
Fig. 19.2
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Fig. 19.4 Region of interest
covering the speckle pattern on
the specimen surface. The ROI
dimensions used in the DIC
analysis are included. The dashed
ovals at the top and bottom mark
that the ROI extends into the
specimen grip section.
Consequently, those regions
remain unchanged during
deformation in Figs. 19.5–19.7

The thermo-mechanical experiments were conducted on an MTS 810 servo hydraulic load frame. The heating was
accomplished via induction heating of the grips and the specimen. The average strain is based on actuator displacement. The
temperature was measured via a thermocouple attached to the specimen. For the mechanical loading/unloading at a constant
temperature, the specimen was first heated under zero load to the test temperature. It was then loaded in displacement control
0.0028 mm/s, which corresponds to an average strain rate of 1.7� 10�4/s. After loading, the specimen was unloaded in
force control at an equivalent stress rate of 1.2 MPa/s. After unloading, the specimen was heated in force control at a rate of
10–15 ıC/min with the load set to zero in order to try and recover residual deformation.

In-situ full-field deformation fields were obtained along the gage length using digital image correlation (DIC). DIC is an
optical technique that measures displacement fields by tracking a high intensity pattern on the specimen surface. This pattern
is applied by painting a thin, uniform white coating of Golden Airbrush Titanium White (#8380) on the surface, followed by
a speckle pattern of Golden Airbrush Carbon Black (#8040). The pattern was applied using an IWATA Micron-CMB airbrush
in order to paint micron size speckles. In-situ images of the specimen surface were captured using a Grasshopper GRAS-
20S4M/C CCD camera (1,600� 1,200 pixels). The image capture was synched with the data capture and was collected using
Vic-Snap software from Correlated Solutions. The images and data were captured at a frequency of 1 Hz. The images that
were captured have a spatial resolution of 18 �m/pixel. The correlation is performed in an region of interest (ROI) that is
selected in a reference image. The definition of the ROI is shown in Fig. 19.4. This region is divided into subsets and the pixel
intensity of each subset is calculated and tracked in deformed images by optimizing the displacements and displacements
gradients (strains). Each subset is a square region that is approximately 450 �m2 in size. The DIC was performed via the
software Vic-2D from Correlated Solutions, Inc. The general theory of DIC is explained in the works of Sutton et al. [13–15].

19.3 Results and Discussion

Figure 19.5a shows the stress-strain response for the as-processed Ni47.7Ti43.5Nb8.8 (at%) specimen. The specimen is
deformed to 8 % average strain at room temperature (RTD 21 ıC). Inset images show strain contours (calculated based
on full-field DIC measurements) at selected points. The contours are the normal component of strain, which coincides with
the loading direction. Initially, the specimen exhibits a linear elastic response. At an average strain of 1.4 %, the stress drops
and the response transitions onto a stress plateau. At an average strain of 5.8 %, the response becomes linear, with the stress
increasing until the average strain reaches the 8 % target value.

The inset DIC strain contours show that during the stress drop, a localized band of high strain appears at the top of the
image. As the specimen is further deformed, the lower boundary of the band travels towards the bottom of the image and
the localized region of strain grows across the gage length. The maximum localized (or micro-scale) strains within the band
remain unchanged at around 9.5 % as it grows across the gage length. Note that serrations appear in the plateau, which are
delineated within a dashed box. At the onset of the serrations, the distinct local small bands appear which are circled: one
with the same orientation as the original band and another with a different orientation. The original band and two auxiliary
bands grow together until the average strain reaches 5.8 %. Within the bands the DIC strain measurements approach 10 %.
The band stops growing throughout the image at the end of the plateau and the onset of the increase in load. Throughout the



19 Characterization of Martensitic Transformation Morphology in Wide Hysteresis Shape Memory Alloys 149

Fig. 19.5 (a) The stress-strain response of as-processed material deformed at RT up to 8 % average target strain and unloaded. (b) The strain-
temperature response after unloading and during heating at null load. DIC strain contours are inset at selected points. The strain in the deformation
fields is measured in the loading direction. In part (b), the scale has been adjusted to highlight the changes in strain contours during heating

linear hardening-like response, the length of the corresponding DIC strain contour remains uniform. The results stress-strain
curve exhibits a strain hardening like increase while the load increases; however, the slope is nearly linear as opposed to the
non-linear strain hardening response observed in conventional ductile metals. Though the length of the DIC strain contour
remains uniform, the strain reaches around 11 % despite the average strain only reaching the 8 % target value. The DIC strain
fields during unloading indicate that the length of the high strain contours does not shrink. Instead, localized strain values
within the region decrease to around 7 %.

Once the specimen is completely unloaded, it is heated under null load. Figure 19.5b shows the strain-temperature
response of the specimen during heating. Upon heating, average strain recovery ensues immediately at 21 ıC and recovers
2.6 % until the temperature reaches 51 ıC and average recovery strain saturates. Inset DIC images illustrate that strain
recovery is highly localized. During this recovery, the length of the region of high strain does not decrease in size. Locally,
however strains decrease from 7 % to nearly 2.5 %. The recovery of strains reflects that stress-induced martensite is stabilized
during loading. Heat input was necessary to facilitate the reversion of that martensite via the shape memory effect. As
permanent residual strain remains after heating, we presume that it is due to irreversible plastic deformation.

The stress-strain response for a specimen deformed to 8 % average strain at a constant temperature of 60 ıC is shown
in Fig. 19.6. Initially, the stress-strain response exhibits a linear elastic type of response. Upon reaching an average strain
of 1.7 %, there is a transition from linearity to a non-linear response, similar to a strain-hardening type response. At 2.7 %
average strain, there is a stress-drop. Relative the room temperature response in Fig. 19.5a, the slope of the stress-strain
curve rises linearly. The accompanying DIC strain contour measurement that corresponds to the transition from the initial
linear elastic response (i.e., at the average strain of 1.7 %) exhibits a uniform blue color that implies a uniform increase in
strain. When the stress drops, a local region (outlined with a dashed white circle) of high strain appears at the center of the
full-field contour. In the following image, the local strain within the dashed boundary increases further. As the specimen is
further loaded, the upper and lower boundaries of the central region, respectively, grow in the upward and downward vertical
directions. The bold black arrow mark when the length of the deformed region becomes constant. In subsequent images the
local strains increase in a diffuse manner. As the specimen is further loaded to 8 % average strain, the length of the high
strain region does not grow in size, however, the strains increase uniformly to around 12.5 %. The DIC strain fields during
unloading indicate that the length of the high strain contours does not shrink. Instead, localized strain values within the region
decrease from about 13 % to around a minimum of 8 %.

After complete unloading, the specimen was heated under null load. The strain-temperature response is shown in
Fig. 19.6b. Instead of local strains decreasing immediately upon heating, the specimen must be heated by about 10 ıC
in order to initiate strain recovery. The specimen only recovers 0.2 % average strain between the temperatures of 70 and
100 ıC. This recovered strain is over an order of magnitude less than the average strain of 2.6 % that was recovered for
the specimen deformed at RT. Furthermore, the evolution of the full field strains during heating is much more diffuse
and miniscule compared to the recovery during heating of the specimen initially deformed at RT. The accompanying DIC
deformation fields indicate that the strains within the deformed region decrease uniformly by a small amount from 8 to 7 %.
The stark contrasts in deformation and recovery suggest that plastic deformation is dominant throughout loading rather than
the reversible martensitic deformation.
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Fig. 19.6 (a) The stress-strain response at 60 ıC, the material is deformed to 8 % average strain and unloaded. (b) After unloading, the strain-
temperature response during heating at null load. Inset images of strain contours are shown along selected points on both curves. The strain is in
the loading direction. In part (b), the scale has been adjusted to highlight the changes in strain contours during heating

Fig. 19.7 The stress-strain
response when annealed material
is deformed at RT along with
accompanying DIC strain fields
at selected points. The strain in
the deformation fields is
calculated in the loading direction

The RT response of a solution annealed specimen is shown in Fig. 19.7. The accompanying DIC deformation fields along
selected points during the deformation are also shown. During the initial elastic response, the strains in the DIC deformation
fields increase homogeneously. The curve deviates from linearity around an average strain of 1 % and strains continue to
increase uniformly across a large region in the gage section till an average strain of around 1.6 %. At an average strain of
1.6 %, there is a stress drop and a localized band appears towards the bottom of the specimen. As the specimen is loaded, the
uppermost boundary of the band grows towards the top of the specimen. The strains outside the bands remain unchanged,
while the strains within the band increase slightly to around 10 %. This band grows as the deformation proceeds throughout
a stress plateau. At an average strain of 3.2 %, the specimen fractures. The fracture initiates at the uppermost boundary of
the high strain region.

19.4 Conclusions

In this paper, the effects of test temperature on the full-field deformations of Ni47.7Ti43.5Nb8.8 (at%) rolled strip material have
been characterized. Both the RT and 60 ıC stress-strain loading responses are accompanied by a stress-drop and a transition
onto a stress plateau via the formation of a high strain band that grows. The behavior can be attributed to the initiation of the
stress-induced forward MT. Throughout the stress plateau, at both temperatures, the local transformations measured using
DIC analysis reach about 13 %. On the other hand, the average strain determined from the crosshead displacement is set to
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reach a target value of 8 %. Contrasts in the evolution of the full-field strain contours throughout the plateau suggest that
the large local strain levels arise from different deformation mechanisms. At room temperature, multiple bands appear that
do not exist during deformation at the elevated temperature. Upon heating, both specimens recover local strains uniformly
across the deformed region. However, the specimen deformed at RT recovers a larger amount of strain via the shape memory
effect. The much lower level of local recoverable strains at 60 ıC as well as the slight diffuse change of stress contours
suggest that shape memory effect recovery is miniscule. Thus plastic deformation dominates the martensitic transformation
at the elevated temperature.

In the case of the solution annealed response, there is a region between the deviation from linearity and the stress-drop
where the strains increase homogeneously across a large area of the gage section. The stress-strain response for the as-
processed and solution annealed specimen at RT show that the stresses at which the response deviates from linearity are
similar. The solution annealed specimen fractures during the stress plateau region at 3.2 % strain. Also, the solution annealed
specimen fractures at the top of the high strain region that grows during the stress plateau. Recalling the microstructures of
the as-processed and annealed specimens in Figs. 19.2 and 19.3, the deformation results suggest that the breaking up of the
elongated particles and the increase in size of the particles after annealing weakens the material.
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Chapter 20
Study of Phase Transformation Intermittency in S.M.A. Using the Grid
Method

Noemi Barrera, Xavier Balandraud, Michel Grédiac, Paolo Biscari, and Giovanni Zanzotto

Abstract The objective of this study is to show experimentally the intermittency of the phase transformation in a
shape memory alloy using a kinematical full-field measurement method. The specimen is a Cu-Al-Be single crystal with
MsD�2 ıC. A uniaxial loading was applied by using a device based on gravity. In practice, a drop-by-drop device controlled
by water pumps enabled us to apply a perfectly monotonic loading with very small force increments. The grid method was
used to measure the strain fields on the specimen surface during the test. It is observed that the plateau which is classically
obtained when the specimen transforms from austenite to martensite is actually characterized by an intermittency of the
phase change. It means that the events, in terms of appearance of martensite needles and propagation, occur with an irregular
alternation. The paper presents the experimental setup, the image processing and some typical results.

Keywords Shape memory alloy • Full-field measurement • Grid method • Phase transformation • Intermittency

20.1 Introduction

Shape-memory alloys (SMAs) feature specific mechanical properties such as superelasticity, memory effect and good
damping properties. These properties result from a reversible austenite/martensite phase change that occurs within the
material when it is subjected to a mechanical load or a temperature change. Martensite generally appears in austenite through
typical microstructures such as martensite twins, habit planes, wedges, needles, crossing bands or X-shaped microstructures
[1]. These microstructures were largely studied through theoretical approaches based on crystallographic considerations for
a better understanding of the reversibility of the phase transformation [1–3]. Alternatively, classic experimental means such
as microscopes are generally used to analyze the microstructures, but the recent development of full-field measurement
techniques has made possible the analysis of martensitic microstructures in terms of strains fields. For instance, moiré
interferometry was used in Ref. [4] to analyze the displacement field due to martensitic transformation in a monocrystalline
Cu-Al-Ni SMA. The technique used in more recent studies to measure displacement fields is digital image correlation (DIC).
The idea is to track speckles which are randomly deposited on the surface under investigation, and to deduce the displacement
field by image processing [5]. DIC was for instance used to study intermartensitic transformations in a Ni-Fe-Ga single
crystal [6], to compare experimental strain fields with their numerical counterparts in a Cu-Al-Be SMA multicrystal [7],
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to study the development of martensite in Nitinol [8, 9] or to investigate local transformations in precipitated Ni-Ti single
crystals [6]. A comparison between DIC and digital speckle pattern correlation to measure displacement fields in a Cu-Al-
Be SMA was presented in Reference [10]. The grid method [11] was used on a monocrystalline Cu-Al-Be [12], including
a specific procedure to limit some negative effects of unavoidable grid defects [13, 14]. This procedure limited the use of
spatial filtering to reduce noise in strain maps, leading to a good compromise between strain resolution and spatial resolution
in strain, and thus making possible the detection of very localized phenomena such as appearance and development of thin
martensite needles. The same technique was employed in the present study to analyze the microstructure changes in the same
specimen, but using a specific loading device based on gravity. The application here is the analysis of phase transformation
intermittency, a topic which is addressed in some recent studies in which acoustic emission is used as an experimental mean
[15, 16].

20.2 Material and Experimental Setup

The specimen was a Cu-Al-Be single-crystal with a martensite-start temperature Ms equal to �2 ıC. The test consisted of a
uniaxial loading at ambient temperature. A specific device with a can and a drop-by-drop device controlled by water pumps
was used to load the specimen: see Fig. 20.1. This device enables us to ensure a perfectly monotonic loading with very small
force increments which are not possible to obtain with classic testing machines. A similar experimental approach can be
found in Reference [17]. The complete transformation from austenite to martensite was obtained in more than 24 h. Special
attention was paid to maintain a constant ambient temperature at 14˙ 0.5 ıC over the whole test duration. The dimensions of
the portion of the specimen studied here is 0.94� 17.78� 72 mm3. A crossed-grid was first transferred on one side using the
procedure described in Reference [18]. The pitch of the grid was equal to 0.2 mm along both directions. A 1040� 1376 pixel
Sensicam QE CCD camera was used to capture images of the grid during the test. These images were then processed with a
specific procedure described in Reference [13] which enabled us to deduce the 2D strain fields on the surface of the specimen.

20.3 Results

Figure 20.2 shows three fields of longitudinal Green-Lagrange strain measured at three different loading levels. Figure 20.2a
corresponds to a loading level of 25 % of the transformation stress plateau. Microstructures consist of parallel martensite
needles crossing the whole width of the specimen. Different local strain levels are observed in this map. However, it can
be expected that all the martensitic zones in the specimen are characterized by a fixed transformation strain whose order of
magnitude is 0.10 [12]. The different levels of local strain in the martensitic zones actually result from the image processing,
which is based on the windowed Fourier transform (WFT): this value is underestimated if the martensite needle width is

Fig. 20.1 Scheme of the
experimental setup



20 Study of Phase Transformation Intermittency in S.M.A. Using the Grid Method 155

Fig. 20.2 Longitudinal strain field at three different loading levels

too small. This is due to the fact that the strain value provided by the image processing is equal to the actual strain value
convolved by the envelope of the kernel employed in the WFT [19]. Figure 20.2b corresponds to a loading level of 50 % of
the transformation stress plateau. The maximum strain is equal to 0.10 in the central part of the specimen, as a consequence of
the merge of martensite needles which now form a large band. Figure 20.2c corresponds to the strain map for the maximum
applied load (end of the transformation stress plateau). The central zone of the specimen is entirely transformed in martensite,
whereas two triangular zones at both ends of the specimen are not completely transformed into martensite. The whole series
of strain maps which are captured can be used to study the intermittency of the phase transformation in the specimen. By
plotting the strain variation along a longitudinal profile, it can be observed that the strain rate does not evolve continuously
but changes following an irregular mode. The microstructure change occurs according to an irregular alternation. The statistic
quantification of the events in terms of appearance and propagation of martensite needles can be used to extract the main
features of the phase transformation intermittency.

20.4 Conclusion

The grid method was applied in this study on a SMA single crystal subjected to a mechanical loading based on gravity.
The good spatial resolution of the strain measurement and the small force increments resulting from the specific mechanical
device enabled us to follow the phase transformation in terms of appearance and propagation of martensite needles. It is
observed that the austenite-to-martensite transformation is actually characterized by an intermittency of the microstructural
events, whose analysis is in progress.
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Chapter 21
In-Situ X-Rays Diffraction and Multiscale Modeling
of Shape Memory Alloys

M.D. Fall, O. Hubert, K. Lavernhe-Taillard, and A. Maynadier

Abstract Increasing use of Shape Memory Alloys (SMA) for complex applications requires a robust modeling of
phenomena governing their behavior. The development of micro-macro multiaxial model is relevant. Such approach relies
the definition of transition scale rules, depending on the microstructure, and a description of the behavior of constituents. On
the other hand, it requires experiments for identification of parameters such as enthalpies or kinetic constants and validation
of the model. In this paper, in situ X-Ray Diffraction (XRD) measurements are performed during tensile tests and heating-
cooling cycles. XRD permits monitoring of the average volume fraction of phases in presence. Results will be used for the
validation of a multiscale and multiphased model.

Keywords Shape memory alloys (SMA) • Phase transformation • Pseudoelasticity • X Ray diffraction (XRD)

21.1 Introduction

Shape Memory Alloys (SMA) are widely used in many industrial fields such as aerospace, automotive, biomedical, and
even the clothing industry. Their interest lies in their ability to recover their original shape (as suggest their name!) by
simply heating them. Indeed, they combine two interesting properties: the so-called shape memory effect and a pseudo
elastic behavior (shape recovery after large deformation above 8 %). Such interesting properties are to be associated to the
occurrence of a solid-solid phase transformation involving a high temperature stable phase called austenite (A) and a lower
symmetry low temperature stable phase called martensite (M) exhibiting many variants. Indeed SMA behavior exhibits a
high thermomechanical coupling since phase transition can be driven thermally and/or mechanically. Democratization of
the use of such materials requires nevertheless the overcome of some major difficulties regarding their behavior and so
their modeling. One first difficulty is that the phase transformation is associated with thermal phenomena: heat loss for A
to M transformation and heat absorption for the inverse transition. These thermal phenomena are at the origin of strain
localizations during a strengthening. Phenomena like martensite reorientation by variant selection under complex multiaxial
mechanical loadings is another major difficulty. A final difficulty is the appearance of some intermediate R (rhombohedral)-
phase depending on the temperature-stress path. A multiaxial multiscale modelling for SMA thermomechanical behaviour
has been developed at LMT-Cachan [1]. This model allows to reproduce appearance/disappearance/re-orientation of A, R-
Phase or M variants at the microscale depending on their free energy associated to various loading conditions. Localization
and homogenization rules are used for scale transitions. Among other results, this model permits an estimation of phase
fractions and orientation so that in situ X-Ray Diffraction (XRD) may represent an interesting tool in order to validate the
modeling. This paper is focused on the presentation of the experimental set-up that allowed us to get the measurements
of phase volume fractions’ evolution under simple loadings i.e. cooling and heating at zero stress and tensile tests at room
temperature, by X Ray measurements. Diffractograms reported in the text have been obtained with a texturized nickel-
titanium SMA exhibiting both martensitic and intermediate R-phase transformation. They consist in intensities as function of

M.D. Fall (�) • O. Hubert • K. Lavernhe-Taillard
LMT Cachan (ENS Cachan/CNRS UMR 8535/PRES UniverSud Paris), 61 Avenue du Président Wilson, 94235 Cachan Cedex, France
e-mail: fall@lmt.ens-cachan.fr

A. Maynadier
LaMCoS (INSA Lyon/UMR 5229), 18-20, rue des Sciences, 6962 Villeurbanne, Cedex, France

J. Carroll and S. Daly (eds.), Fracture, Fatigue, Failure, and Damage Evolution, Volume 5: Proceedings of the 2014 Annual
Conference on Experimental and Applied Mechanics, Conference Proceedings of the Society for Experimental Mechanics Series,
DOI 10.1007/978-3-319-06977-7__21, © The Society for Experimental Mechanics, Inc. 2015

157

mailto:fall@lmt.ens-cachan.fr


158 M.D. Fall et al.

Bragg angular positions. Powder diffraction databases are almost used for identification of diffracting planes and associated
phases. Quantitative analysis (estimation of volume fraction ratio) consists in measuring integrated intensities (or heights)
and comparing the intensities ratio taking account of the crystallographic texture of the material [2].

21.2 Motivation

Increasing use of Shape Memory Alloys (SMA) for complex applications requires a robust modeling of phenomena
governing their behavior. The development of micro-macro multiaxial model is relevant. Such approach relies the definition
of transition scale rules, depending on the microstructure, and an appropriate description of the behavior of constituents.
A multiscale model has been proposed at LMT Cachan [1]. This model is able to predict the phase constituents and orientation
at a given multiaxial stress level and temperature. It has been developed in a pseudo reversible framework. Indeed the model
is based on the comparison of the free energies of each variant and calculation of associated volume fractions thanks to
a probabilistic approach at the single crystal scale. Averaging operations allow calculating the macroscopic quantities at
the polycrystalline scale. Obviously some experiments are required for identification of parameters and/or validation of the
model. This second point is addressed in the paper. In situ X-Ray Diffraction (XRD) measurements are performed during
tensile tests and heating-cooling cycles. XRD permits monitoring of the average volume fraction of phases in presence [3, 4].
Its operation requires the coupling of three different models: the multiscale modeling, diffraction pattern and geometric
diffraction apparatus modeling on the other hand. Comparisons between experimental and modeled diffratograms lead to
conclude about the model quality.

21.3 Material and Experimental Set Up

21.3.1 Ni49.95at%Ti Sample

The specimen consists in a thin plate of polycrystalline nickel-titanium (Ni-49.95at%Ti) SMA. Samples have a rectangular
section of 20� 2 mm2. The forming process consists in a cold-rolling followed by a heat treatment of 2 min at 480 ıC in salt
bath. For Nickel-titanium SMA, the phase transformation consists usually in the appearance of a low temperature monoclinic
martensite phase inside a high temperature mother body-cubic-centered austenite phase. Depending on exact composition and
manufacture process, martensitic transition is sometimes preceded by the appearance of an intermediate phase called R-phase
which unit cell is rhombohedral [5]. A Differential Scanning Calorimetry (DSC) measurement has first been performed to
get the main characteristics of our sample. Results reported in Fig. 21.1 show that the sample undergoes a double phase
transition. Two successive thermal peaks occur during cooling associated to austenite to R-phase for the high temperature
peak, and R-phase to martensite for the low temperature peak. DSC measurements also give an estimation of the associated
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Fig. 21.2 Temperature
controlled experimental device

Fig. 21.3 (a) ASTREE: a
complex multiaxial loading
machine composed of six
hydraulic actuators (b) Uniaxial
tensile loading experimental
device

transition temperatures (TA!RD 11.20 ıC et TR!MD�45.75 ıC) and associated mass enthalpies (�HA!RD 6.946 J.g�1

et �HR!MD 18.22 J.g�1). Transition temperatures are not the same while heating. Peaks are shifted to the right with
respect to cooling. This leads to the unique peak observed in the figure corresponding to a martensite-austenite transition
(TM!AD 16.86 ıC et �HM!AD 24.13 J.g�1). This heat absorption may involve a transient R-phase transformation.

21.3.2 Tests and Experimental Devices

We use an in situ X ray diffractometer (Figs. 21.2 and 21.3). It consists on a goniometer for positioning the incident beam
and X ray tube. Source chosen for diffraction is Cobalt (K’ ray—0.1789 nm). Diffracted rays are measured thanks to a
curved detector (INEL CPS 180) covering a large range of angular detection (2™ rangeD 120ı). A 1 mm diameter beam with
fixed 50ı incident angle is used. For an improved ratio between main peaks and background, acquisitions duration is fixed to
10 min under 20 mA current and 30 kV acceleration voltage. Sample’s upper surface underwent an electrochemical polishing
to improve the X ray diffraction quality. The first test performed is a cooling/heating cycle. Temperature is controlled using
a Peltier effect apparatus made of a heating or cooling plate and a thermocouple for feedback control (Fig. 21.2). The plate
can heat up to 50 ıC but can’t reach low temperature needed for full martensitic transition. A liquid nitrogen flow is added
to reach the martensitic transition temperature. This flow avoids the appearance of ice crystals. The second experience is a
uniaxial tensile test at room temperature. Sample gauge length is 80 mm. Measurements were done on a hydraulic device
available at LMT-Cachan (ASTREE) allowing us to keep fixed the central point of sample (Fig. 21.3). We use two coaxial
horizontal hydraulic actuators for the uniaxial loading. Loading force and global displacement are measured. Loading is
displacement controlled, with rate set to 0.01 mm/s. The test is performed at room temperature (26 ıC), the material being
consequently initially in the austenitic state.
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21.4 Results

21.4.1 Reference Measurement: Austenite Diffractogram at 50 ıC

Theoretical powder diffraction data reported in Fig. 21.4 are used for identifying corresponding diffracting planes for the
three possible phases. We performed a first measurement at 50 ıC temperature without any external solicitation. Measured
Difractogram is given in Fig. 21.5. According to the DSC curve in Fig. 21.1, the sample should be fully austenitic at 50 ıC.
We observe a global good agreement between the theoretical diffractogram of the austenitic phase (Fig. 21.4a), but some
differences occur. For both, main austenite peak is the f110g planes diffraction. But intensity ratios between main peak and
the others are slightly different from powder diffraction theory. In addition one of the main peaks of austenite corresponding
to f200g planes does not appear on experimental pattern. We also observe small low angle peak (2™D 44.3ı) that doesn’t
match any possible austenite reflection. According to the sample composition and the Ni-Ti phase diagram, NiTi2 precipitates
can form during cooling in quasi equi atomic Ti-rich nickel-titanium alloys. NiTi2 have a cubic centered unit cell and the
first experimental peak match the peak f422g of NiTi2. On the other hand, the relevance of a comparison between experiment
carried out on a thin plate sample and a powder diffraction can be questioned due to possible texture effect. EBSD analysis
has been performed at ambient temperature. Sample is mainly austenitic according to DSC measurements. EBSD pole
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Fig. 21.6 f100g, f110g and f111g poles figures of austenitic phase and associated densities from EBSD analysis

figures in Fig. 21.6 highlights a transverse isotropic texture inherited from the forming process. Hence, according to grain
orientation, some planes are more or less in favorable diffraction conditions. Presence of texture may consequently alter some
diffracting intensities associated with peculiar planes and have an influence on intensities of peaks associate to generated
phases (martensite or R-phase). A modeling of the diffracting conditions confirm that the decrease of f200g A intensity is
associated to the transverse isotropic texture. For further discussions, we will consider a smaller range of 2™ between 40ı
and 60ı.
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21.4.2 Results Obtained Under Thermal Solicitations

Sample is first heated to 50 ıC. We will first consider a cooling from 50 ıC to �200 ıC (Fig. 21.7), then a heating from
�200 ıC to 50 ıC (Fig. 21.8). As previously said, sample is mainly austenitic at 50 ıC with a small amount of NiTi2
precipitates. We see the austenite main pic Af110g (2™D 49.4ı) and NiTi2f422g peak (2™D 44.3ı). Cooling to 30 ıC, we
notice a slight decrease of two peaks. The sample stands mainly austenitic at that temperature. Cooling down to 25 ıC then to
20 ıC, Af110g peak progressively transforms while NiTi2f422g peak is still decreasing. At 10 ıC, Af110g peak splits clearly
into to new peaks that can be identified as Rf112g (2™D 49.2ı) and Rf300g (2™D 49.6ı) peaks (see Fig. 21.4b). Precipitate
peak is still decreasing. Diffraction pattern is quite the same from 10 ıC to 5 ıC. We just notice a slight decrease in R-phase’s
peaks. R-phase peaks consequently decrease from 5 ıC to �5 ıC. At �5 ıC (diffraction pattern not reported in Fig. 21.7),
new peaks appear that may correspond to ice. In fact, down to 0 ıC, ice starts forming on the cooling plate and indeed on the
sample surface. This can cause false interpretation and estimation for quantitative analysis. We used then a liquid nitrogen
flow to reach a very low temperature down to �200 ıC. Temperature hardly stabilizes under this flow. So we did just one
measurement at lower temperature then heated the sample back. This unique measurement permits identification of the main
martensite peaks (see Fig. 21.4c).

Figure 21.8 gives the diffraction results for the sample heated from �200 ıC to 25 ıC in order to observe the inverse
transformation. The main observation is that inverse and the direct transition patterns are different. This result is in accordance
with the DSC predictions since reverse and direct transformations do not occur at the same temperature. On the other hand it
seems clear now that the martensite transforms directly in austenite without any transient transformation into R-phase. The
sample is quite mainly austenitic at 25 ıC. A precise quantitative analysis would require to quantify first the texture effect on
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the austenite diffraction pattern, and secondly its effect on R phase and martensite patterns. Besides many errors can occur
since martensite peaks are quite weak comparing to the background. Some other limits for identification can be addressed:
diffuse transformation, convoluted peaks, doubled peaks : : : Quantitative estimation of phase fraction requires a very careful
analysis of the dispersion sources. This work is in progress.

21.4.3 Results Obtained During Uniaxial Tensile Test at the Room Temperature

The measured engineering stress (¢DF/S0) versus engineering strain ("D�l/l0) curve is given in Fig. 21.9. The observed
plateau is specific to pseudoelastic behavior, i.e. stress induces a transformation from austenite to martensite. Diffraction
measurements have been carried out for various stress/strain points of this curve. The diffraction is realized perpendicularly
to the applied stress. Results are reported in Fig. 21.10. At the room temperature (TD 26 ıC) and without applied stress
(12 MPa—sample positioned in the machine), the austenitic state is clearly dominant. Applying 460 MPa stress level, we
observe a little change in the peaks position. This shift is associated with a small change of lattice parameters due to stress.
Increasing applied stress to 540 MPa, we notice a clear decrease of Af110g and NiTi2 f422g peaks and a concomitant
appearance of martensite Mf020g peak. Increasing applied stress from 540 MPa to 750 MPa, NiTi2 f422g peak progressively
disappears. Af110g peak is still decreasing while Mf020g peak intensity is increasing. Meanwhile smaller martensite peaks
like Mf101g and Mf002g just appear. Peaks position continue a progressive shifting to higher angles due to increasing
stress. Up to 750 MPa diffraction pattern does no longer evolve. In stress driven transformation, we see that Mf020g is the



164 M.D. Fall et al.

main diffracting plane. Unlike uniform temperature driven transformation, martensite variants oriented along the loading
direction are preferably selected with the mechanical loading. Another important feature is the complete absence of R-phase
planes. This result is in accordance with the small transformation strain of this phase and small associated thermomechanical
coupling [5]. Quantitative estimation of phase volume fraction would require the same precaution than for results carried out
under thermal loading.

21.5 Conclusion

In Situ X ray measurements offer an efficient way for characterizing martensitic transition at the microscale. Some valuable
information have been carried out concerning the studied NiTi sample: presence of NiTi2 precipitates; transient R-phase
appearance with temperature; path differences between heating and cooling due to germination effects; martensite variants
selection during the mechanical loading and non activation of R-phase transformation during stress driven tests. This work
offers a lot of interesting perspectives. In situ X ray diffraction is especially a very promising tool to validate multiscale and
multiphased model estimations [6]. Of course, quantitative analysis over diffraction pattern is needed to extract fractions from
experiments. For a good quality quantitative analysis, we need to accurately control the test conditions (e.g. appearance of ice
during cooling), the acquisition precision (peak height versus background) and sample’s history (presence of precipitates,
texture effect, residual stress level). These parameters should be taken into account for identification as well as volume
fraction evaluation. The sample texture influences austenite diffractogram pattern. Its role on the X-ray signature of derived
phases (R-phase and martensite) must be carefully taken into account. Some others limits like the small signal/background
ratio for martensite peaks for example do exist. A Rietveld quantitative analysis taking into account texture correction for
each phase will be implemented to get a more precise estimation of phase volume fractions. The multiscale model developed
at LMT-Cachan is able to predict thermomechanical SMA behavior under thermal and multiaxial loadings. Hence, it would
be very interesting in a second approach to perform quantitative in situ X ray diffraction under complex conditions mixing
multiaxial stress and thermal loading.
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Chapter 22
Failure Mode Transition in Fiber Composite Fatigue

Mohammad Rasheduzzaman and M.N. Cavalli

Abstract Previous work has shown that, under some circumstances, failure of polymer-matrix fiber composites under
bending fatigue loading can transition from compressive/local buckling failure to tensile/fiber fracture failure. For low cycle
fatigue, failure tends to be compressive in nature and can be modeled based on kink band theory. For high cycle fatigue, failure
tends to be tensile and can be modeled based on a fatigue damage/wear-out model. In this work, we investigate the effect of
load ratio on the transition from low cycle/compressive failure to high cycle/tensile failure for a unidirectional polyester/glass
fiber composite. The stiffness degradation of the beams under changing loading conditions is also investigated.

Keywords Glass fiber-reinforced polymers • Bending fatigue • Fatigue testing • Buckling • Failure transition

22.1 Introduction

Cyclic (fatigue) loading of materials leads to the accumulation of damage and eventual failure. The rate of damage
accumulation and the resulting change in material properties depend on the original material properties (on both the macro-
and micro-scales), as well as the loading history. Fatigue of composite materials can be particularly complicated because of
the number potential variables that can affect material behavior. Examples of previous work related to fatigue of composites
include research focused on fatigue life assessment [1, 2], damage modeling and propagation of failure [3–11], the effect of
stress in off-axis fiber [12], failure criteria [13, 14], and developing model for fatigue life prediction [2, 8, 15–21].

Under compressive loading, an isotropic material can typically fail by shear or fracture (depending on its toughness)
or macroscopic buckling. In the case of unidirectional fiber-reinforced composite materials, an additional failure mode of
delamination/local buckling is possible. For axial fatigue with a positive stress ratio (defined as RD ¢min/¢max during a fatigue
cycle), the material is never in compression and this failure mode is not active. However, in bending deformation, both tensile
and compressive stresses can be present in the material. Failure can occur in the region of tensile stresses due to fracture of
the matrix and fiber or in the region of compressive stresses due to delamination and local buckling. The purpose of this work
is to investigate the conditions under which a transition from compression-dominated failure to tension-dominated failure
occurs for unidirectional glass-reinforced polyester composites tested under four-point bending. Experimental results are
compared with available theory.

22.2 Experimental Methods

Composite plates were fabricated using Vacuum Assisted Resin Transfer Molding (VARTM). The unidirectional E-glass
fibers used had a thin layer of randomly-oriented chopped fibers attached to one side. Analysis indicated approximately
95 % of the glass was contained in the unidirectional fibers. The resin was GT 125 Polylite 413 (Reichhold). An initiator
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Fig. 22.1 Schematic of VARTM
process [22]

concentration of 1.5 % was mixed with the resin prior to starting the infusion process. Figure 22.1 shows a schematic of the
VARTM process [22].

Ten layers of glass were used. Fabricated plates measured approximately 610� 305� 8.5 mm. After curing for 24 h
at room temperature, plates were post-cured for 14 h at 65 ıC. Fiber burnoff tests indicated a fiber volume fraction of
about 54 %.

After post-curing, 305� 25.4 mm samples were cut from the larger plate for testing. Both static and cyclic testing of these
samples were performed. Sample geometry followed the requirements of ASTM 6272 [23]. For both types of testing, the
support span was 203 mm and the load span was 68 mm. Static testing was conducted on a Shimadzu AG-IS system at a
displacement rate of approximately 9 mm/min. Cyclic loading was conducted using a Bose Electroforce 3510 machine at a
frequency of 5 Hz. Four different load ratios were investigated during the cyclic loading, RD 0.1, 0.3, 0.5 and 0.7. The load
form was a sine wave. Infinite fatigue life was defined as 2 million cycles.

Following cyclic testing, images of the compressive and tensile sides of the beams were captured. Image analysis was
performed to compare the fracture of visible damage present on both sides of the beam.

22.3 Modeling

The “wear out” model of Sendeckyj [24] has been shown to capture the high-cycle fatigue behavior of fiber-reinforced
composites. It takes the form of a power law as shown in (22.1).

S D ANn
f (22.1)

S is the failure stress, Nf is the number of fatigue cycles, and A and n are material constants determined by fitting experimental
data. The fitting parameters only apply to the portions of the S-N curve for which the failure mechanism remains the same.

In the case of a failure transition in the low-cycle fatigue regime, an alternative model is required. Slaughter and Fleck
proposed a model for compressive fatigue failure of composites [20]. They termed this type of failure ‘plastic collapse’. The
fatigue model is an extension of earlier work by Budiansky and Fleck [19] related to monotonic loading. Both models are
based on the concept of kink bands. Figure 22.2 illustrates the geometry of a kink band. Under an applied compressive stress,
¢1, a kink forms at an angle, “, to the axis of the rest of the fiber with width, ¨.

Equilibrium for the kink band can be represented by (22.2):

S1 D t

! C � (22.2)

where

S1 D �1

G� (22.3)

t D �e

�y
(22.4)
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Fig. 22.2 Kink band geometry
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and

G� D ˛2G (22.7)

��
y D

�y

˛
(22.8)

The ‘e’ subscript indicates effective stress or strain and the ‘y’ subscript indicates yield stress or strain. The parameter ’
is defined by:

�e D ˛' (22.9)

and

˛ D
p
1CR2tan2ˇ (22.10)

R D �Ty

�y
(22.11)

where the ‘Ty’ subscript indicates transverse yield strength. A Considere Diagram, as shown in Fig. 22.3, can be used to
determine the solution for the onset of microbuckling, assuming the composite follows a Ramsberg-Osgood constitutive law.

Using Fig. 22.3, the critical stress and strain for the onset of microbuckling, tc and S1
c , respectively, can be determined as:

tc D
�

7!

3 .n � 1/
�1=n

(22.12)
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Fig. 22.3 Considere diagram for
use in determining parameters for
the onset of microbuckling [19]
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where n is a material parameter. From these results, Eqs. (22.14 and 22.15) can be solved for t2 and �t, respectively, and
then plugged into (22.16), which has the form of a Coffin-Manson fatigue law.

t2 � S1
max

�
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�
D 0 (22.14)
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In (22.16), � 0
f and c are material properties determined through fitting the model curve to experimental data. �˜ is the

increment in effective plastic strain during the fatigue cycle. Slaughter and Fleck [25] found that the results of this analysis
are expected to have a strong dependence on c and a weaker dependence on � 0

f . Expected values of c are in the range of
�0.5 to �0.7. The model predicts an abrupt change in slope as the applied stress reaches S1

c and the onset of microbuckling
begins.

22.4 Results

Static testing of the composite beams showed a failure stress of 791˙ 19 MPa. All static samples failed via delamination
and local buckling on the compressive face of the beam.

Figure 22.4 shows the S-N curve for the fatigue testing for each of the load ratios. The highest value of maximum stress
applied during fatigue testing was 90 % of the static failure load (710 MPa). At this stress level, all samples failed by
compressive buckling. For lower stress levels, a combination of compressive and tensile failure was observed. Any samples
reaching 2 million cycles were stopped prior to failure (runout).

Figure 22.5 shows images of the tensile and compressive surfaces as a function of the applied maximum stress for a sample
with load ratio RD 0.3. The lighter areas represent regions of fracture and delamination. Note that this data does not show
damage progression, since all results are taken after failure. The amount of damage on the tensile side of the beam increases
as the maximum applied stress decreases. Similarly, the amount of damage on the compressive side of the beam increases as
the maximum load applied during the fatigue cycle goes up.

To quantify the damage region in the failed samples, image analysis was conducted. ImageJ [26] was used to convert the
images Fig. 22.5 (and for other load ratios) to black and white images where white corresponded to failed material and black
regions in the image had not failed. A range of thresholding values were used for the conversion to determine the uncertainty
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Fig. 22.4 S-N curve for
four-point composite beams
under fatigue loading

Fig. 22.5 Comparison of tension
(left) and compression (right)
faces of fatigue specimens after
failure

Fig. 22.6 Damage estimate on (a) tension surface and (b) compression surface of failed specimens for R D 0.3

in the process. The results for two load ratios, RD 0.3 and RD 0.5, are shown in Figs. 22.6 and 22.7, respectively. In general,
observed damage on both sides of the material appears to follow a predictable trend.

As damage accumulates in the material, it is expected that the effective stiffness of the beams will go down. To understand
the progression of damage leading to the results shown in Fig. 22.5, the effective stiffness of the beams was plotted as a
function of the number of loading cycles. The results can be seen in Fig. 22.8. The y-axis is the normalized stiffness, or the
measured stiffness at a given load cycle divided by the stiffness of the pristine material. The x-axis is the normalized loading
cycle, or the fatigue cycle divided by the fatigue life for that applied stress level. For most samples, the normalized results
collapse into a relatively tight window, with a slow degradation of material stiffness throughout the fatigue life followed by
an abrupt stiffness reduction after about 90 % of the fatigue life has been completed.
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Fig. 22.7 Damage estimate on (a) tension surface and (b) compression surface of failed specimens for R D 0.5

Fig. 22.8 Stiffness degradation
of composite beams under fatigue
loading

For modeling, the transverse yield strength and shear modulus were taken to be the same as those of Reimbayev [27].
Static loading data was determine from the testing described earlier in this section. Additional details about the intermediate
calculations can be found in [27]. Figure 22.9 shows and example of the fitting process for RD 0.5. Three different model
predictions with three different sets of parameters are shown in comparison with the experimental data (diamonds). Table 22.1
lists the final fitting parameters for RD 0.1, 0.3, and 0.5.
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Fig. 22.9 Example of the fitting
process to determine the
Slaughter-Fleck model
parameters

Table 22.1 Best-fit parameters
for R D 0.1, 0.3, and 0.5 Load ratio, R c

� 0

f

yy

0.1 �0.6 35
0.3 �0.7 35
0.5 �0.98 45

22.5 Conclusions

Fiber-reinforced polyester samples tested in four-point bending demonstrate a transition in failure morphology from local
microbuckling at high maximum stress to fiber fracture at low maximum stress. The transition from microbuckling-
dominated to fiber fracture-dominated failure is a function of the applied load ratio. The onset of the transition tends to
occur at higher cycles as the stress ratio increases. As cyclic loading continues, damage accumulates in the material. This
manifests itself as a steady decrease in effective stiffness of the samples during testing. Results show that the decrease in
stiffness is relatively slow for the first 90 % of the total fatigue life with the stiffness of the beam at about 90 % of the initial
stiffness after 90 % of the life. At this point, the decrease in fatigue life accelerates significantly until the final onset of failure.

The microbuckling failure model of Budiansky, Fleck and Slaughter has been successfully applied to capture the transition
in failure mode observed in this work. The fitting parameters are a function of load ratio.
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Chapter 23
Fracture Toughness and Impact Damage Resistance of Nanoreinforced
Carbon/Epoxy Composites

Joel S. Fenner and Isaac M. Daniel

Abstract In this study, the objective was to develop, manufacture, and test hybrid nano/microcomposites with a nanoparticle
reinforced matrix and demonstrate improvements to damage tolerance properties in the form of Mode-II fracture toughness
and related impact damage absorption. The material employed was a woven carbon fiber/epoxy composite, with multi-wall
carbon nanotubes (CNT) as a nano-scale reinforcement to the epoxy matrix. A direct-mixing process, aided by a block
copolymer dispersant and sonication, was employed to produce the nanoparticle-filled epoxy matrix used in composite
fabrication. Composite samples were tested as End Notched Flexure (ENF) specimens in three point bending to determine
the static Mode-II fracture toughness, showing improvement of approx. 30 % for nano-reinforced composite over reference
material. Certain testing and material difficulties were noted with useful implications for both the testing technique as
applied to woven composite materials and the material properties of the nano-reinforced composite. Impact tests were then
performed in a falling-weight drop tower to generate delamination damage in samples of hybrid and reference composite.
Impact damaged specimens were imaged by ultrasonic c-scans to assess the size and internal geometry of the damage zone,
showing a consistently smaller mean damage zone diameter (approx 15 %) for hybrid composite over reference material.
This translated to a nominally higher Mode-II fracture toughness in the hybrid composite (approx 30 %) regardless of specific
impact energy, agreeing with static Mode-II fracture toughness tests.

Keywords Nanocomposites • Hybrid nano/microcomposites • Test Methods • Fracture toughness • Impact damage

23.1 Introduction

The effect of nanoparticles on the mechanical properties of composite materials is a topic of continuing importance in
contemporary research [1–15]. The motivation for these studies is the significant enhancement to various properties that
can be obtained from the inclusion of relatively small quantities of nanoparticles in a composite material. The ability to
substantially modify material properties of a composite, especially though small manufacturing or composition changes,
allows for materials more tailored to specific applications and serves as an attraction to more widespread use.

Damage tolerance enhancements are to be expected from the addition of nanoparticles to a composite material owing to
additional energy-absorbing mechanisms that arise. In the case of carbon nanotubes, mechanisms such as nanotube pullout
from matrix, nanotube fracture, and nanotube stretching cause additional energy absorption at the nanoscale (Fig. 23.1) [2].
These mechanisms contribute to bulk macroscopic energy absorption, which in turn improves overall fracture toughness and
fatigue life, as well as related properties such as compressive and shear strength and impact damage tolerance.

This objective of this study was to examine the effect of nanoparticles, namely carbon nanotubes (CNT), on the
damage tolerance and energy-absorption properties of composites, especially impact damage and associated Mode-II fracture
toughness, which often dominates interlaminar damage in impact [10, 13–15].
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Fig. 23.1 Illustration of possible energy-absorbing mechanisms of CNTs embedded in matrix: (a) initial state, (b) pullout following CNT/matrix
debonding, (c) fracture of CNT, (d) telescopic pullout-fracture of outer layer and pullout of inner layer, (e) partial debonding and stretching [2]

1 – Composite laminate
2 – PTFE-coated release layers  
3 – Lower tool plate
4 – Pressure plate 
5 – Vacuum bag 
6 – Resin outlet gallery 
7 – Tacky-tape seal 
8 – External pressure plate 
9 – Gauge block (for thickness control) 

Fig. 23.2 Schematic diagram of
composite fabrication mold

23.2 Material Processing

The material employed in this investigation was a woven carbon fiber/epoxy composite with matrix reinforcement provided
by short multi-wall carbon nanotubes. The major mechanical reinforcement was provided by a 5-harness satin weave
carbon fabric dry preform (Hexcel, AGP370-5H, AS4 fibers, 6 k tows). The matrix was a typical Bisphenol-A epoxy
resin (DGEBA, Huntsman GY 6010) cured with an anhydride hardener (Methyltetraphthalic anhydride, Huntsman HY 917)
and an additional amine accelerator (1-Methylimidazole, Huntsman DY 070). The nominal mixture ratio was 100:90:1
(resin:hardener:accelerator) by weight. The resin was reinforced with short multi-wall carbon nanotubes (Helix Material
Solutions) of 1–2 �m in length and 10–30 nm in outer diameter. A polyester block copolymer supplied in solution with a
weakly volatile organic solvent (Disperbyk-2150, BYK Chemie) was used to facilitate dispersion of the CNTs.

Preparation of the nanoparticle enhanced matrix was carried out primarily by simple mixing and sonication. A weighed
amount of DGEBA was mixed with 0.5 %wt of nanotubes and an appropriate amount of copolymer solution. The materials
were mixed together thoroughly and then vacuum degassed at an elevated temperature (80 ıC) to remove the organic solvent.
Anhydride hardener was then added and mixed thoroughly, followed by a repeat vacuum degassing. The resulting mixture
was subjected to sonication (90 W at 20 kHz for 30 min.) to disperse the nanotubes. Just prior to composite infusion, the
accelerator amine was then added, and the resin mixture infused into the carbon fiber preform, layer by layer, in a wet
layup process. The wetted perform stack was subjected to final degassing and then brought to elevated temperature (150 ıC)
in a mold to achieve full cure. The construction of the mold (Fig. 23.2) allowed for careful control of finished laminate
thickness and controlled removal of excess resin during curing. This process was developed and adapted to problems related
to a marked increase in resin viscosity due to the presence of nanotubes and a filtration effect on nanotubes encountered in
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VARTM processing. The same procedure was used for the reference and nano-reinforced (hybrid) composites. After curing,
composite plates were rough cut into specimens by means of diamond-abrasive cutting wheels, and wet-polished with SiC
abrasive papers to final dimensions and smoothness.

23.3 Mode-II Interlaminar Fracture Toughness

Initial tests were performed to quantify Mode-II fracture toughness of the composite. The standard three-point End Notched
Flexure (ENF) test was chosen for its overall simplicity in testing and analysis (Fig. 23.3) [16, 17]. Specimens were prepared
with nominal dimensions LD 25 mm, a0D 7.6 mm, bD 12 mm, 2 hD 4 mm (8 plies).

Tests were carried out on numerous specimens of each material type (reference and hybrid composite), giving numerous
curves of the form shown in Fig. 23.4. From these curves, calculation of the Mode-II strain energy release rate was made by
various methods. From the peak load at crack advance alone, the strain energy release rate GII is given by the relation

GII D 9a2P 2

16E1b2h3

 
1C 0:2 E1

G13

�
h

a

�2!
(23.1)

where a is the crack length
b is the specimen width
2 h is the specimen thickness
P is the applied load at the central roller
E1 is the elastic modulus along the beam span
G13 is the shear modulus in the plane of bending
For reasonably slender specimens of a material with a higher bending modulus than shear modulus (a>> h and E1>>G13)

may be approximated as

GII D 9a2P 2

16E1b2h3
(23.2)

Fig. 23.3 Diagram of end
notched flexure (ENF) specimen
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Fig. 23.4 Representative curves
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Mode-II ENF fracture specimens
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Table 23.1 Mode-II fracture toughness from ENF tests, as calculated by different methods

By peak
load (J/m2)

By peak load and
initial compliance
(J/m2)

By total work of
fracture—compliances
(J/m2)

By total work of
fracture—Measured
crack lengths (J/m2)

Reference 553 590 1,614 3,868
Hybrid 729 789 1,852 3,734

Alternatively, the fracture toughness was computed making use of the loading (until first peak) and unloading
(immediately after first peak) compliances of the specimen to determine the crack length. Neglecting shear effects as in
(23.2), the specimen compliance is given by

C D 2L3 C 3a2
8E1bh3

(23.3)

This permitted simple calculation of the crack length a pre- and post- peak from the measured specimen compliances.
Fracture toughness was then calculated by the area method as

GII D P1ı2 � P2ı1
2b .a2 � a1/ (23.4)

Calculation of the Mode-II fracture toughness purely by peak load or by peak load with initial compliance correction
showed an increase of 30 % in GII in hybrid composite over reference composite (Table 23.1). Depending on the method of
calculation, however, some disparate “apparent” values of GII were obtained from the data, such as those obtained using post-
peak compliance or manually-measured crack lengths. In prior work on Mode-I fracture toughness with identical material
[12], differing methods of calculation typically resulted in very good agreement. The lesser degree of self-agreement in these
experiments indicates that the crack growth process is not as well behaved as the Mode-I crack growth studied previously.

23.4 Mode-II Fracture Toughness

Because the composite used in this study was manufactured from woven carbon fibers, this introduced additional
complications to both testing and analysis. In a woven composite, the crimps in the weave have a strong tendency to self-
interfere from ply-to-ply in a Mode-II failure, as in Fig. 23.5. The effect is that sliding motion between plies is generally
impeded by mechanical interference of one ply upon an adjacent ply, becoming worse for longer crack lengths as more overall
ply sliding is necessary. This situation is quite different from that of a unidirectional composite, as there are no fiber crimps
in the latter to impede the deformation of a specimen. One effect is that specimens with longer cracks experience more self-
interference at the crack interface, violating assumptions for specimen behavior and making compliance based calculations
(like (23.3)) less accurate. This partially explains the unusual fracture toughness values in Table 23.1 when using post-peak
specimen compliance. Alternatively, this situation may be viewed as one where the crimp mechanical interference behaves in
a manner effectively equivalent to exceptionally high “interfacial friction” between plies, effectively preventing the requisite
ply-on-ply sliding that is needed for crack growth to occur This provides an explanation for the unusually large numerical
values of GII obtained from measured post-peak crack length, as mechanical self-interference of the fabric plies effectively
prevented crack growth beyond the initial peak.

Another feature of note is the unusually “stable” character of the post-peak failure process in these specimens. The nature
of an ENF specimen is that crack growth under displacement-controlled conditions is theoretically unstable for crack lengths
less than approx. 0.7 L [17], which is significantly longer than the pre-crack length employed in this study. While these
specimens do exhibit an initial load peak during testing, the peak transitions into a gradual re-loading process, and hence
the initial peak does not represent an overall peak load for a given test as would be expected. A theoretical test would
exhibit a strong instability at peak load, achieving sudden crack growth followed by rapidly diminishing specimen stiffness
(Fig. 23.6). Instead, all ENF specimens tested presented an increasing load with increase in deflection, regardless of material
composition. This is further justification of the supposition that the fabric crimps interfere with the crack growth process,
imparting error to post-peak behavior and calculations that depend on it.
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Fig. 23.5 Illustration showing Mode-II sliding failure difference between unidirectional composite (left) and woven composite (right) with respect
to ply-on-ply interference
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Fig. 23.6 Plot of
load-displacement characteristic
of theoretical/ideal ENF test,
showing expected instability,
peak, and post-peak behavior for
the given specimen geometry

Non contact linear
dispacement sensor 

Impactor Mass 3.06kg 
Fig. 23.7 Drop tower employed
in impact tests

23.5 Impact Testing

Following the numerous difficulties associated with conventional Mode-II fracture toughness tests, and a desire to examine
a more macroscopic failure process, impact tests were performed on sample plates of the two composite materials. Testing
was carried out in a falling-weight drop tower (Fig. 23.7) with a hemispherical indenter of 25.4 mm diameter. Tests were
conducted in pairs (one reference sample followed by one hybrid sample) at the same impact energy. Impact energy was
verified by simultaneous measurement of impactor velocity (by means of a non-contact capacitive position sensor) and
by measurement of the impact force by means of a piezoelectric (quartz) load cell. Nominal specimen dimensions were
4 in.� 6 in.� 0.2 in. (16 plies). Impactor kinetic energy ranged from 13.5 to 46 J among the various tests.

Following impact, each sample was imaged ultrasonically in a water-immersion scanning tank utilizing a 5 MHz focused
probe. Ultrasonic C-scan timing gates were specified to collect reflected wave signals separately for each of the 16 plies in
the composite, permitting through-thickness imaging of the damage zone. These various C-scan images (Fig. 23.8) were then
examined to quantitatively assess the size of the damage zone at each of the 16 plies.

The sets of C-scan images, sequentially, allow for modest quantitative assessment of the damage zone through the
thickness of the sample. Measuring the diameter of the damage zone, in each image, along the sample axes and taking
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Fig. 23.8 Ultrasonic C-scans of
impact damage specimens,
backwall echo (ply 16), impactor
energy 46 J. Left: Reference
composite, Right: Hybrid
composite
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Fig. 23.9 Plot of mean damage
zone diameter from ultrasonic
C-scan vs ply number (13.5 J
impactor energy for both
samples)

an average produced values for mean damage zone diameter (½dmajorC½dminorD dmean) at each ply. Plots of mean damage
zone diameter (Fig. 23.9) consistently showed a smaller damage zone size at a given ply and impactor energy for the hybrid
composite over the reference material. This behavior was observed regardless of the specific impactor energy applied to the
pair of specimens.

For comparison purposes, the ratio of mean damage zone diameters (dhybrid/dref) was computed for each comparable pair
(same impact energy) of specimens at each ply. This allowed simultaneous comparison of test pairs at different impact
energies (Fig. 23.10). In spite of the scatter at lower ply numbers, which occur nearer the site of impact, there is a clear
overall tendency of the mean diameter ratio to remain less than unity at any given ply. This reaffirms the notion that the
hybrid composite requires more energy to form a given amount of damage than the reference composite. From Fig. 23.10,
the average diameter ratio across all plies and all energies is about 0.85, showing an overall 15 % decrease in mean damage
zone diameter in hybrid composite over reference composite.

As an approximate means of characterizing the Mode-II fracture toughness from the impact test data, the total absorbed
fracture energy of a test may be assumed as

Eimpact � GIIAdamage (23.5)

where Adamage is the mean damage zone area as observed ultrasonically
This may be rewritten as

GII � 4Eimpact
�d2

(23.6)

where d is the mean damage zone diameter
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Using this approach, the mean Mode-II fracture toughness of the reference composite was found to be 768 J/m2 and the
mean Mode-II fracture toughness of the hybrid composite was found to be 1,010 J/m2, showing an increase of approximately
30 %. Since the relation in (23.5) is approximate, however, these are not exact values of fracture toughness. The fact that
there is a 30 % increase, however, agrees with static ENF Mode-II fracture toughness tests in Table 23.1 obtained from data
up until peak load. Alternatively, from the mean damage zone ratios in Fig. 23.10, it is possible to calculate a ratio of mean
damage zone areas of 0.71, or a 30 % decrease in mean damage zone area in hybrid composite over reference. By (23.6),
this also implies a 30 % higher Mode-II fracture toughness in the hybrid composite over the reference composite, which is
also in agreement with the change in ENF Mode-II fracture toughness tests.

23.6 Conclusions

This study demonstrated that damage tolerance of fiber-reinforced composite materials can be significantly improved
by nanoparticle reinforcement of the matrix at low concentrations. The presence of nanoparticles in a hybrid nano/
microcomposite can offer a significant increase in interlaminar Mode-II fracture toughness, improving resistance to internal
sliding delamination. Furthermore, nanoparticles also can reduce the size of internal delamination developed from impact
damage to composites, reducing the overall size of an internal delamination in both diameter and through-thickness volume.
Furthermore, the increase in Mode-II fracture toughness correlates well on a relative basis with the overall reduction in
impact damage observed through the addition of carbon nanotubes to a composite.

The result of this study is significant in that it shows how overall damage tolerance of a composite, and hence its resistance
to impact damage as is seen in realistic service, may be enhanced by introduction of a fairly modest quantity of nanoparticles
and simple additional material processing. This not only translates to the possibility of developing more durable or robust
composite materials for a broader range of applications, but also for materials that will survive significantly longer in a given
application, as in high-cost systems (aircraft, wind turbines, etc.) or mass-production applications (e.g. automotive).
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Chapter 24
Fatigue Behavior of Glass-Bubbles Modified Adhesively Bonded
Composite Joints

Ermias G. Koricho, Anton Khomenko, and Mahmoodul Haq

Abstract Adhesive joining is gaining acceptance in aerospace, automotive, and marine industries as it allows joining of
similar and dissimilar materials, eliminates secondary machining processes, minimizes stress due to mechanical joining
and most importantly reduces structural weight. One way of improving the performance of adhesively bonded joints is
the use of nano-/micro- particle reinforcement of the adhesive or composite matrix. While considerable literature exists on
nano-modified composite substrates to improve their mechanical and thermal properties, the work on nano-/micro- modified
adhesively bonded joints and their fatigue behaviour is relatively limited.

Therefore, in this paper, the fatigue behaviour of single lap-joints (SLJs) made of S-glass/epoxy substrates were studied.
Adhesives with and without glass-bubbles (microspheres) modification were evaluated. The specimens were subjected to
different fatigue (tension–tension) loadings with the maximum loading level of 90 % of the bond shear strength. As expected,
the fatigue life of adhesive joints in both cases, pristine and glass bubble modified adhesives, depend on the applied cyclic
loadings. Inclusion of glass bubbles improves the tensile strength and the fatigue life of single-lap joints. The observations
from the experimental fatigue data and its correlation with failure could be considered as valuable information for better
design of composite joints and related components.

Keywords Adhesive • Fatigue • Single lap joint (SLJ) • Glass bubbles • Tensile-shear • Composite joints

24.1 Introduction

Adhesive joints are increasingly used in automotive, aeronautic, naval, and ground vehicle sectors. One of the main advantage
of using adhesive joints is their high fatigue loading resistance and durability relative to conventional joining techniques.
Other advantages of adhesive joints include uniform stress distribution, prevention of stress risers such as holes, high strength
to weight ratio, low cost, ability to join similar and dissimilar materials, introduce sealing effect, and ability to damp the noise
and vibration [1–3].

Similarly, composite materials are also gaining acceptance in transportation sectors because of their enhanced crash-
worthiness and mainly lightweight. For instance, critical sub-systems of vehicles such as bumper assembly, hood, and
monocoque are being substituted by composite materials. Hence, understanding the emerging materials, joining techniques
and their response under different loading conditions in the complex structure is crucial. The assembled/joined parts of
bumper subsystem must be able to absorb enough energy in an impact event to protect the occupants while maintaining the
desired structural integrity.

Considerable work have been performed over the past four decades on adhesively bonded joints to understand their
responses for fatigue loading [1–6]. Most results indicate that the failure in adhesive joints generally initiated at moderate
stress level [4–6]. It is acknowledged that the critical section for crack initiation and propagation is at the edge point that
generally affects the fatigue life of the joint. Furthermore, it is commonly agreed that there are two types of approaches to
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predict the fatigue life of adhesively bonded joints namely, the stress-life approach and fatigue crack initiation/propagation
approaches [4]. In stress-life approach, the joints are tested at selected load levels under cyclic loading in order to obtain
the S-N curves. Whereas, in fatigue crack initiation/propagation approach, although there are two phases of fatigue lifetime
namely, crack initiation and crack propagation, several researchers have analyzed mainly the crack propagation phase. One of
the main reasons for neglecting the crack initiation is the difficulties to correlate the crack nucleation in modeling and to detect
and monitor the crack initiation. The fatigue life prediction based on fatigue crack propagation involves fracture parameters,
such as strain energy release rate and the crack growth rate. The well know fatigue crack propagation for adhesively bonded
joint is a log plot of crack growth rate against maximum strain energy release rate over time.

Different additives have been used in adhesive joint to improve the mechanical, thermal, and electrical conductivity of
the adhesive materials. Srivastava [7] has investigated the effect of the addition of inorganic nano-particles and demonstrated
that multi-walled carbon nanotube (MWCNT) filled epoxy resin adhesive gives higher bonding strength for C/C and C/C-Si
substrates than the unmodified epoxy resin bonded substrate. Vega et al. [8] have studied single-walled carbon nanotubes
(SWCNTs) as a sensor and proved that SWCNTs could be used to monitor the internal stress developed during the curing
process of thermoset materials.

In this paper, the fatigue behaviour of single lap joints (SLJ) made of S-glass/epoxy substrates was studied. Adhesives
with and without glass-bubbles (microspheres) modification were used. Load controlled tensile fatigue tests with stress ratio
R of 0.1 were conducted. The specimens were subjected to varying fatigue loadings with the maximum loading level of up
to 90 % of the bond shear strength. As expected, the level of reduction on shear strength and stiffness were found to depend
on the level of fatigue loading. The observations from the experimental fatigue data and its correlation with failure provide
valuable information for better design of composite joints and related components.

24.2 Materials

In this paper, the vacuum assisted resin transfer molding (VARTM) technique was used to manufacture the composite
substrates for the lap joints. The reinforcement used for the adherent was S2-glass plain weave fabric (Owens Corning
ShieldStrand S) with a real weight of 818 g/m2. The resin used was a two part toughened epoxy, namely SC-15 (Applied
Poleramics Inc., CA). Betamate

®
1440 (Dow Automotive, MI) was used as the structural adhesive for bonding. Tensile

properties of the adhesive were obtained per ASTM D638 and the samples were manufactured by placing the adhesive in
the silicon mold. High strength, low density glass microsphere bubbles (iM16K

®
, 3 M Inc, MN) were used as reinforcement

for the adhesive. The choice of iM16K
®
was because of its low density and ability to withstand high compressive. The SC-

15/glass-fiber adherends were cured in a convection oven at 60 ıC for 2 h followed by a post cure of 4 h at 94 ıC. The pristine
adhesive, glass-bubble modified adhesive and resulting joints were cured in a convection oven at a temperature of 180 ıC for
30 min.

24.2.1 Processing of Glass-Bubble Modified Adhesives and Manufacturing of Samples

Two approaches were attempted to homogeneously mix the glass bubbles in the highly viscous Betamate adhesive. The
shear mixing method was used with and without the solvent. The solvent 2-Propanol was mixed with the glass bubbles
modified adhesive with a weight ratio of 1:2 to reduce the viscosity of the adhesive. After thorough mixing process, the
solvent removal was carried by maintaining the temperature of the solution at 80 ıC for 1 h followed by 24 h at room
temperature. The resulting adhesive was then used for adhesive joint production. Regarding the samples for the adhesive
joints, the geometry was according to ASTM D5898 standards. The substrates size was 25 mm� 100 mm and thickness of
4.8 mm. The overlap area was 25 mm by 25 mm. The adhesive thickness was 0.2 mm.

Preliminary experimental test results revealed weak bonding strength which is attributed to the residual solvent, as shown
in Fig. 24.1. During the curing cycle of the adhesive joints (180 ıC at 30 min.), the residual solvent evaporated creating voids
in the adhesive bond-line thereby reducing the joint strength. Based on the aforementioned observations, the experimental
testing program in this work used only the shear-mixing of glass-bubbles without the use of a solvent.
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Fig. 24.1 Mixing process of
glass bubbles: (a) Shear mixing,
(b) Failure mode glass bubbles
modified adhesive joint (left: with
solvent, right: without solvent)

Fig. 24.2 Experimental setup for
material characterization and
single lap-joint tests

24.3 Experimental Setup

Prior to testing of bonded joints, the tensile properties of GFRP (glass-fiber reinforced plates) adherends and bulk adhesives
were experimentally obtained according to ASTM D3039 and D638, respectively. All tests were performed using servo-
hydraulic testing machine (MTS 810) and a typical test setup is shown in Fig. 24.2. The machine is equipped with a standard
50 kN load cell and an in-built cross-head displacement measuring device. Additionally, an external laser extensometer was
used to accurately measure relative displacements within the sample. Both GFRP and Betamate bulk adhesive specimens
were also instrumented by strain gages to measure Young’s modulus (Ex) and Poisson’s ratio (�xy). A Vishay Model P3
Strain Indicator and Recorder was used for strain gage data acquisition.

In this work, five tests were carried out for each static test configurations, and three tests were carried out for each fatigue
static test configurations. The average shear strength of the joint was calculated by dividing the maximum load of each test
divided by the overlap area. The specimen was clamped using hydraulic wedge grips. In the case of GFRP, to eliminate the
influence of tab and gripping pressure, the experimental setup was modified based on earlier studies by the authors [9]. As
per ASTM D3039, GFRP specimens were subjected to monotonic tensile loading with a stroke rate of 2 mm/min. The static
behavior of the joints was investigated by tensile-(lap-shear) tests as per ASTM D5898 standards. The fatigue tests were
carried out under load control, with sinusoidal wave, frequency of 10 Hz, load ratio RD 0.1, and data recording rate of 100/s.

To plot the S-N curve of the adhesive joint, the experimental fatigue testing was carried out at various load levels, namely,
90 %, 75 %, 60 %, and 45 % of the static shear strength of adhesively bonded joint. Fatigue tests were run continuously
up to 106 cycles for 45 % load level, whereas for 60 %, 75 % and 90 % load levels, the tests were performed until failure.
For 45 % load level, after the fatigue tests were stopped, tensile tests were run on the pre-cycled specimens to measure the
joint residual shear strength and stiffness. Test procedure for measurement of the residual properties was the same as that for
measurement of the ultimate properties on virgin specimens.
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24.4 Result and Discussion

24.4.1 Tensile Test

The tensile properties of adhesive (pristine and glass-bubble modified) and glass-fiber reinforced plastics (GFRP,
S-glass/epoxy) are shown in Tables 24.1 and 24.2, respectively. As it can be been seen in Table 24.1, inclusion of 1 wt.% of
GB has slightly detrimental effects on the tensile strength and modulus of elasticity of the adhesive. Similarly, the Poisson’s
ratio of glass bubble (GB) modified adhesive exhibited higher value relative to pristine adhesive. This is attributed to the
morphology, spherical shape of the GB. While fillers with higher aspect ratios such as nanoclay have been found to introduce
a reinforcement effect, thereby increasing the tensile strengths and modulus at lower concentrations, similar effect was not
observed with GB.

Representative tensile behavior of pristine and GB modified adhesives are illustrated in Fig. 24.3. For pristine adhesive, the
non-linear portion of the curve covers approximately 91.4 % of the total strain, while in the case of the GB modified adhesive
it covers about 83.7 % of the total strain. It is clearly evident from the figure that the total strain of GB modified adhesive is
less than that of pristine adhesive’s total strain, approximately by 26.9 %, at expense of mainly the tensile strength. Hence,
for a joint that requires dimensional stability at relatively high load level, GB fillers can significantly reduce the plastic strain,
which is the major part of total strain in viscoelastic materials.

24.4.2 Single-Lap Joint Static Tests

Prior to fatigue tests, quasi-static, tensile-shear tests were performed on pristine (unmodified) and GB modified SLJs.
Figure 24.4 shows a comparison of the tensile tests for pristine and GB modified SLJs. Unlike quasi-static tensile tests of
bulk adhesives, the static tensile-shear strength of GB modified SLJs seems to be significantly better than that of the pristine
SLJs. Specifically, the lap-shear strengths of GB modified SLJs was found to be 9.30˙ 0.38 kN relative to 8.80˙ 0.17 kN
for pristine SLJ.

Table 24.1 Materials properties
of adhesives Adhesive

Max. tensile
stress (MPa) E (GPa) �

Pristine adhesive (Betamate) 41.51 2.45 0.407
1 % GB Adhesive 39.42 2.38 0.438

Table 24.2 Material properties
of substrate Composite

Weave
type

Fiber fraction
(wt%)

Tensile
strength (MPa) Ex(Gpa) Gxy(Gpa) �xy

0/90S-Glass/Epoxy Plain 0.61 476.264 23.18 4.0 0.08

Fig. 24.3 Tensile stress-strain
curves of adhesive materials
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a b

Fig. 24.4 Tensile strength of SLJ: (a) Pristine SLJs; (b) 1 % GB SLJs

a b

Fig. 24.5 S-N curves: (a) Linear scale, and (b) logarithmic scale

24.4.3 Fatigue Tests

The results of fatigue tests for both pristine and GB modified SLJs are presented in the form of S-N (stress versus number
of cycles) diagrams in Fig. 24.5a, b. Figure 24.5a presents the median curves for both SLJs configurations. As it can be
observed, the median curve of GB modified SLJs translated to the right, which implies better performance of fatigue life
for the same load percentage of ultimate failure load (UFL) relative to pristine SLJs. This result indicates that as the applied
load level decreases, i.e., 45 % of UFL, the fatigue life of adhesive joint is categorized as under the endurance limit of the
joint, which exhibits continuous longer life. In this paper, the lowest applied load level was restricted at 45 % of UFL. Hence,
found results showed that only GB modified SLJs exhibited run-out data.

Figure 24.5b shows standard S-N curves for both pristine and GB modified SLJs. In the figure, each load level in the S-N
graph is represented by at least three experimentally tested specimens. The Fig. 24.5b can be used to predict the endurance
limit of pristine and GB modified SLJs. When the fatigue loading is 30–35 % for pristine SLJs, and 45 % for GB modified
SLJs, the number of cycles becomes greater or equal to 106.

In Fig. 24.6, standard S-N curves of pristine and 1 % GB modified SLJs are presented. As it can be observed that for a
given number of cycles, GB modified SLJs have better performance with a greater maximum amplitude stress than that of the
pristine SLJs. For a given stress ratio of RD 0.1, the life of pristine and GB modified SLJs can be predicted using Eq. (24.1).

� D a 
 logN C b (24.1)

N D 10.��b/a (24.2)

where a and b are constants obtained experimentally as shown in Fig. 24.6 and N is number of cycles.
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Fig. 24.6 Stress-versus number
of cycles diagrams of pristine and
1 % GB modified SLJs

Fig. 24.7 Load-displacement
diagram of as-fabricated and
pre-cycled 1 % GB SLJ at one
million cycles

For GB modified SLJs, which were subjected to 45 % of UFL, the fatigue tests were interrupted at one million cycles
and quasi-static tensile-shear tests were performed to obtain the residual strength. Figure 24.7 provides the tensile-shear
test comparison of as-fabricated (pristine) and fatigued (one-million cycle at 45 % UFL) specimens. As expected, the pre-
cycled specimens showed considerable strength reduction, in this particular case by 21.49 %. Overall, the use of glass-
bubble modified adhesive joints showed enhanced fatigue performance relative to their pristine counterparts. Nevertheless,
a detailed study taking into account all the parameters including the variation in concentrations of glass-bubbles, chemical
functionalization and statistically significant experimental testing is essential to fully exploit the benefits offered by these
materials.

24.5 Conclusion

In this work, the static and fatigue behavior of pristine and micro glass-bubbles (GB) modified adhesives on single lap-joints
(SLJ) were investigated. The results are briefly summarized as follows:

• GBs (1 wt.%) had a slight detrimental effect on the tensile modulus ( 3 %) and strength ( 5 %) of the bulk adhesive used.
• Conversely, SLJs with GB modified adhesive had higher tensile-shear strengths of 5.7 % relative to pristine adhesive

joints.
• Generally, GB modified SLJs exhibited better fatigue performance relative to pristine SLJs.
• At 45 % of ultimate failure load (UFL), only GB modified SLJs sustained the load up to one million cycles.
• Quasi-static tensile-shear test results of pre-cycled (1 million cycles) GB modified SLJs revealed that the residual strength

was approximately 78.5 % of the as-fabricated (pristine) joints.
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Generally, the observations from the experimental static and fatigue data and their correlations with failure could provide
valuable information for better design of innovative composite joints and their related components in automotive applications.
Besides, filler materials, such as GBs, could play a significant role in improving the fatigue life of joints and allows
introducing a concept of light-weighting of adhesive joints in vehicle design. Overall, the work shows great promise in
use of novel fillers, but considerable care and detailed experimental characterization are essential to fully exploit the benefits
these materials have to offer.
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Chapter 25
Experimental Observations of Dynamic Delamination in Curved
[0] and [0/90] Composite Laminates

I. Uyar, M.A. Arca, B. Gozluklu, and D. Coker

Abstract Curved composite parts are increasingly replacing metal ribs and box structures in recent civil aerospace structures
and wind turbine blades. Delamination of L-shaped composite laminates occurs by interlaminar opening stresses in addition
to the interlaminar shear stresses at the curved region. An experimental setup is designed to investigate dynamic delamination
in L-shaped composite brackets under quasi static shear loading. The materials are unidirectional [0]17and cross-ply [0/90]17

epoxy/graphite composite laminates. The load displacement curves are recorded and subsequent dynamic delamination is
captured with a million fps high speed camera. The failed specimens are analyzed under a microscope. It is seen that layup
differences change the failure mechanism in composites. Multiple delaminations in one load drop are observed in failure of
unidirectional laminate whereas sequential delamination at each discrete load drop is seen in cross ply laminates. In the [0]
laminate single delamination in the center ply followed by symmetric delamination nucleations around the two crack tips are
observed. In the 0/90 cross-ply laminate, multiple load drops are recorded and delaminations start near the inner radius by
peeling of 0/90 plies sequentially at each load drop. In both layups, first time observation of intersonic delamination speeds
up to 2,200 m/s are made.

Keywords Delamination • Curved composite laminates • Dynamic crack growth • High-speed camera

25.1 Introduction

Composite materials are preferred for both aerospace and wind turbine industries due to their high stiffness and low weight.
Replacing the metallic structures with composites is an increasing demand in both industries especially for load carrying
members of the structure like L-shaped beams. Although external loads are the same, the material response and fracture
modes are highly different due to the anisotropic behavior of composites. When external loads on a wing structure is
investigated, the loading in a typical L-shaped beams can be reduced to three simple loading cases namely, axial load which
is parallel to the arm (P), shear load which is perpendicular to the arm (V), and the moment (M) (shown in (Fig. 25.1a). These
external loads cause delamination in the composite laminates in the curved region because of the low through-the-thickness
strengths of composites. This paper contains the results of our experimental investigation on delamination of L-shaped
composite laminates subjected to shear loading.

The delamination failure in L-shaped composite laminates under perpendicular loading to the arm was investigated in the
past. In the 1990s, Martin et al. [1, 2] determined numerically the location of highest radial stress in curved region where
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delamination is assumed to initiate. They showed that delamination propagates in to the arms of the laminate predominantly
in opening mode using energy release rate analysis. In their experimental work, delamination growth was found to be unstable
but the growth of delamination was not captured. In 2000s, Wimmer et al. [3] studied the same problem. Their computational
models using VCCT showed unstable crack growth for the case without any initial crack and a stable crack growth for a 3-mm
pre-crack. In their experimental work they showed that instantaneous load drop in load displacement curve occurred during
crack propagation. Feih and Shercliff (2005) [4] also investigated the failure of L-shaped composite laminates positioned
between a composite base and vertical rib for shear loading perpendicular to arm. The finite element model was carried out
on ABAQUS with UMAT subroutines combined with Hashin’s failure criteria for matrix and fiber cracking and with Tong-
Norris delamination onset criterion. They outlined the failure sequence and compared the surface strains with results obtained
from strain gages. Gozluklu and Coker (2012) [5] carried out explicit finite element analysis with cohesive elements to model
delamination in composite L-beams subjected to parallel loading instead of perpendicular loading. In their simulations they
showed that during the unstable crack growth that occurs during a single load drop, the crack tip speed reaches the shear
wave speed of the composite laminate.

The objective of this study is to investigate the effect of lay-up on delamination process for unidirectional and cross-ply
lay-ups. Experiments were carried out on L-beams subjected to quasi-static loading shear loading (V) in conjunction with
high speed camera system. Load displacement plots, delamination process and speeds were compared.

25.2 Experimental Method

L-shaped composite specimens used in experiments were manufactured by hand lay-up technique. For [0]17 and [90/0]17

specimens HexPly
®

AS4/8552 UD carbon pre-pregs having 0.18 mm cured thicknesses are laid up using right angled male
tool. The dimensions of the composite specimens used in experiments are tabulated in Fig. 25.1b. In Table 25.1, the lamina
properties for pre-pregs and in Table 25.2, engineering constants for the laminate which are calculated using with classical
lamination theory are tabulated.

Shimadzu Autograph AGS-J series 10 kN screw-driven displacement controlled tensile-compression testing machine was
used in experiments. In these tests the effect of machine compliance may be neglected. All tests are conducted at a cross-head
speed of 3 mm/min at the room temperature. The fixture was designed to create a displacement load perpendicular to the

[0]17 [0/90]17

L1 (mm)

L1 (mm)

R (mm)

t (mm)

w (mm)

90 90

150 150

10 10

3.13 3.13

30 30

a b

Fig. 25.1 (a) Loads applied on
L-beam structure and the symbols
of dimensions (b) Dimensions of
composite specimen

Table 25.1 Lamina
properties [6] E1 (GPa)

E2 D E3

(GPa)
G12 D G13

(GPa) �

Ply thickness
(mm)

Density
(g/cm3)

Nominal fiber
volume (%)

AS4/8552 UD 135.0 8.5 4.2 0.29 0.184 1.59 57.42

Table 25.2 Laminate properties Ex (GPa) Ey (GPa) Gxy (GPa) 
xy 
yx

Œ0	17 135.0 8.5 2.8 0.35 0.02
Œ0/90	17 68.5 75.9 2.8 0.04 0.04
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Fig. 25.2 (a) Loading Fixture for perpendicular loading of the arm; (b) Experimental setup showing Photron SA5 high speed camera and specimen
after failure

Fig. 25.3 (a) Cross section planes A and B for microscopic analysis (b) Optical micrographs of composite specimens showing cross sectional
distribution of fibers and epoxy matrix for (b) [0]17with �100 magnification, (c) [90/0]17 with �100 magnification

upper arm. By using a pivot pin bearing system which is free to rotate, the applied load remains parallel to the lower arm
during the experiment. The specimen is bolted to the pivot pin to fix the loading arm with respect to the corner of the L-beam.
The lower arm of the specimen is clamped and bolted to the fixture. Lower fixture is mounted on a linear motion bearing
system to give smooth precision motion along the x-axis that removes the reaction force along the x-axis at the upper arm.
In Fig. 25.2a, the drawing of the fixture and Fig. 25.2b, the experimental setup is shown.

In this study, [0]17 and Œ.90=0/4; 90	s specimens were tested under perpendicular loading as discussed above and the
delamination initiation and propagation was captured with high speed camera system. By using the high speed camera
pictures the crack length and crack speeds were calculated. The shear wave speed calculation was conducted by following
the steps described in [7]. After calculating the laminate properties for both lay-ups, the stiffness matrices are obtained. [0]17

laminate is assumed to be transversely isotropic and [90/0] cross-ply laminate is assumed to be orthotropic. The relations
between wave speeds and stiffness components as follow [7],

c
k
l D

�
c11

�

�1=2
; cl D

�
c22

�

�1=2
; cs D

�
c66

�

�1=2

where ck
l denotes the dilatational wave speed parallel to fibers while cl

? denotes the dilatational wave speed perpendicular
to the fibers, cs is the shear wave speed and ¡ is density. For the Rayleigh wave speed calculation, the same steps in [7] were
followed.

The specimen was cut through the width direction (Plane A) with a diamond saw cutter and prepared for microscopic
analysis. In Fig. 25.3b, c, optical micrographs are showing cross sectional distribution of carbon fibers in the epoxy matrix
for the [0] and [90] laminate, respectively.
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25.3 Results

25.3.1 Unidirectional [0]17 Lay-up

In this study, the general behavior of delamination and the effect of lay-up on failure mechanisms are discussed. The load-
displacement curves of three different [0]17 experiments under quasi-static shear loading are shown in Fig. 25.4. After a linear
elastic loading behavior, a load drop occurs at failure with the load dropping to less than 15 % of the maximum value. An
instant high level breaking sound was heard during load drop. After the crack propagation ends, the multiple delaminations
were observed post-mortem. After the load drop, the specimen lost all its load carrying capacity. In Fig. 25.4, the loading
stiffness shows a large variation.

In Fig. 25.5, the high speed camera images of Specimen 1 captured during delamination initiation and propagation are
shown. The time interval between two pictures is 1.613 �s, and the total time for process is approximately 20 �s. There
are several observations as a result of high speed monitoring. An initial crack occurs in the mid-part of the curved region
(Fig. 25.5a). After the initial crack grows to 8.6 mm, four symmetric delaminations (Fig. 25.5c) start simultaneously and
place symmetric with respect to the crack tips. These symmetric cracks merge and propagate together through the arms and
also small crack branches occur near the big cracks (Fig. 25.5e). In the final picture of failure, there are multiple delaminations
observed from inner radius to outer radius which explains the loss in load carrying capacity.

The right crack tip location as a function of time was determined from high speed pictures starting from the nucleation
point (Fig. 25.6a). The average crack tip speeds are calculated using backward difference method. In Fig. 25.6b, the right
crack tip speed is shown together with material wave speeds (the shear wave speed (Cs), Rayleigh wave speed (CR) and
dilatational wave speeds parallel and perpendicular to the fiber directions (CI

jj, CI
?)). The first calculated speed (1,033 m/s)

is already near the Rayleigh wave speed of the material (1,224 m/s) and then reaches intersonic speed (2,401 m/s) as the
crack tip as under mixed-mode loading as discussed in [7].

25.3.2 Cross-ply [(90/0)4, 90]s Lay-up

The same experimental procedure was conducted for [90/0] cross-ply oriented laminates. In Fig. 25.7, the load-displacement
curves of three different specimens are seen; there are three or four sudden load drops with each load drop corresponding
to delamination initiation and propagation. When the failed composite specimens were reloaded, they continued carrying
applied load at a slightly lower stiffness. In Fig. 25.4, [0] laminates can carry up to 1,300 N, while the maximum load of
[90/0] cross ply laminate is 745 N (Fig. 25.7). The difference between maximum loads can be explained with the difference
between longitudinal modulus of composite laminate as is tabulated in Table 25.2 which makes the laminate stronger in
longitudinal direction. Therefore, [0]17 laminate is stronger than the [90/0]17 along the loading direction until initiation of
delamination. After reloading of the [90/0] cross ply specimen, the load increases to 75 % or more of the initial maximum
load before the next load drop occurs. The load carrying capacity is preserved albeit with a lower stiffness value for 3 or
more load-drops until the experiment is ended.

Fig. 25.4 [0]17 specimen load
displacement curve under
perpendicular loading
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Frame 1 Frame 2 Frame 3

Frame 4 Frame 5 Last frame after delamination

1.5 mm 1.5 mm1.5 mm

1.5 mm1.5 mm1.5 mm

a b c

d e f

Fig. 25.5 High speed images of Specimen 1 taken at 620,000 fps with 1.613 �s time increment

Fig. 25.6 (a) The right crack tip progress during delamination propagation. (b) Crack tip speed history for initial crack of [0]17 specimen subjected
to shear loading

The high-speed camera results for Specimen 3 taken at 465,000 fps show the details of the delamination failure during
the sudden load drops. In this case, each single delamination corresponds to a single load drop. In Fig. 25.8a, a single
delamination occurs in the inner part of the curved region between third and fourth layers of the laminate and propagates all
the way through until the end of first load drop. After the first load drop, as the specimen is loaded a second delamination
occurs when the load reaches 435 N Fig. 25.8b albeit with a lower stiffness. Upon further loading the stiffness of the specimen
slightly decreases and the specimen can still carry load up to 430 N before the third and fourth delamination occurs Fig. 25.8c.
Delaminations start near the inner radius by peeling of 0/90 plies sequentially at each load drop. The crack nucleation angle
was calculated to be 13ı from the middle of the curved region (Fig. 25.8a Frame2). Unlike the [0]17 laminate, the crack
initiation point is not symmetric with respect to both arms.
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Fig. 25.7 Load displacement of
[90/0]17 specimens curve under
perpendicular loading

Frame 1 Frame 2 Frame 3 Frame 4 Last frame after first 
load drop 

Frame 1 Frame 2 Frame 3 Frame 4 Last frame after 
second load drop

Frame 1 Frame 2 Frame 3 Frame 4 Last frame after 
third load drop

t=2.15 μst=2.15 μst=2.15 μs t=2.15 μs t=12.9μs

t=2.15 μs t=2.15 μs t=2.15 μs t=2.15 μs
t=12.9μs

t=2.15 μs t=2.15 μs t=2.15 μs t=2.15 μs t=2.15 μs

3mm 3mm 3mm 3mm 3mm

3mm 3mm 3mm 3mm 3mm

3mm 3mm 3mm 3mm 3mm

a

b

c

Fig. 25.8 [90/0] cross-ply progressive damage pictures taken at 465,000 fps (a) first load drop (b) second load drop (c) third load drop
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Fig. 25.9 (a) The right and left crack tip progress during delamination propagation (b) Crack tip speed history for initial crack of [90/0]17 specimen
under perpendicular loading

From the first five pictures of delamination process the crack tip positions and crack tip speeds are calculated with respect
to the crack initiation point shown in Fig. 25.9a, b. The right and left crack tip locations as a function of time was determined
(Fig. 25.9a). The crack propagation rate is approximately the same for both crack tips. With the crack initiation point taken
as the crack origin, the crack tip speeds are separated as right and left crack tip speeds with respect to this origin. The crack
tip speeds were calculated using backward difference method and is plotted in Fig. 25.9b.

In Fig. 25.9b, the crack tip speeds are shown together with the material wave speeds (the shear wave speed (Cs), Rayleigh
wave speed (CR) and dilatational wave speeds parallel and perpendicular to the fiber directions (CI

jj, CI
?)). The first

calculated speeds (391 m/s and 270 m/s) are smaller than the Rayleigh wave speed of the material (1,224 m/s). However,
the following points exceed the Rayleigh wave speed with the crack tip speeds reaching intersonic speeds of 2,340 and
1,810 m/s. The fracture mode near the crack tip is mixed-mode as discussed in [7].

25.4 Conclusions

Dynamic delamination of L-shaped composite brackets with [0] and [90/0] layups were investigated. Experiments were
conducted in which L-shaped brackets were subjected to quasi-static shear loading and subsequent dynamic delamination
was captured with a million fps high speed camera. In addition the load displacement curves were also recorded. The major
conclusions were as follows;

1. Delamination initiation mechanism was different between two plies. In the [0] laminate, crack initiates near the center
ply followed by two cracks nucleated symmetrically near each tip of the original crack. In the [90] laminate, sequential
delaminations occur from the inner part to the outer part of the laminate.

2. In the [0] laminate, there is single load drop were the structure loses most of its load carrying capacity. In the [90/0] ply
three smaller load drops until losing all their load carrying capacity.

3. In the [0] all delaminations occur in a single load drop. In the [90/0] laminate one or two delaminations occurred at each
load drop.

4. After the load drop in the [0], the load carrying capacity reduces to one tenth of its initial value whereas in a [90/0] plies
small decreases are observed after each load drop.

5. In both cases the crack tip speeds vary from sub-Rayleigh speeds of 900 m/s to intersonic speeds of 2,200 m/s.
6. Finally the micrographs showed that [0] laminate has interlaminar cracks whereas in the [90/0] the delamination occurs

between the interface of 90ı and 0ı plies.
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Chapter 26
Fatigue Failure of Polyethylene Electrofusion Joints
Subject to Contamination

Pedrom Tayefi, Stephen. B.M. Beck, and Rachel A. Tomlinson

Abstract In the UK, water companies renew their aging water network using novel techniques and robust materials. The
most common type of material used for network rehabilitation is Polyethylene (PE) pipe. A common method of jointing
PE pipe is electrofusion welding. Here, electricity is used to heat a coil that melts the fitting and the host pipe of the same
material. When the joint cools it forms a bond. However, premature failure of these can occur if best practice installation
principles are not followed on site.

A novel experimental rig, designed to be retrofitted to an existing servo-hydraulic fatigue testing machine, has been used
to cyclically pressurise PE fittings that have been created with a controlled element of ‘poor workmanship’. Extensive fatigue
tests have shown the relationship between joint failure and the dynamic pressures experienced in water distribution systems.
Furthermore, the effects of poor workmanship have shown to have a detrimental effect on asset integrity.

A post-failure analysis of the fittings using non-destructive ultra-sonic methods has shown the failure paths of the fittings.
Additionally, a bespoke ultra-sonic rig was designed and built to monitor the crack propagation of the fittings during live
dynamic tests to confirm the mode of failure.

Keywords Polyethylene pipe • Electrofusion • Fatigue • Ultrasonic analysis

26.1 Introduction

Polyethylene (PE) has been used in the water industry since the early 1950s [1]. With the improvement of industry standards,
the products developed from low density PE (LDPE) to today’s high density PE (HDPE). This meant a more reliable and
robust material was used in the industry which had a better resistance to crack growth than its predecessor, PVCu [2]. Today,
the preferred material of choice for rehabilitating aging pipework is polyethylene (PE) pipe [3].

Two ways in which PE pipes are joined together are known as butt fusion and electrofusion (EF) welding. Buttfusion
welding usually takes place above ground as the equipment used to join the pipes is quite large; whereas EF welding can be
performed in smaller spaces such as trenches. Regardless of the welding method, in the UK a particular procedure highlighted
in Water Industry Standard (WIS) 4-32-08 [4] should be followed to reduce the risks of premature failure due to poor
installation. With regards to PE failures within the water industry, Trew & Mills [5] found a UK national failure rate of 8
failures per 100 km per year between 2005 and 2009.

A coupler can be used to EF weld two pipes together. However, to connect the host main to the end user, a service
connection is usually used: these are known as tapping tees (See Fig. 26.1). To create an EF weld, the pipe surface needs to
be scraped to remove the oxidised layer as well as being free from contaminants. Electricity can then be passed through the
filament wire to heat the polymer of the host pipe and the fitting. Once a target heating time is reached, the fitting is required
to cool and here the bond is formed. Pipes are typically pressure tested post-installation using water to check for leakage.
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Electric 
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Fig. 26.1 Typical EF tapping tee (left) and coupler (right)

Research has shown that premature failures of EF joints in service can occur if the correct procedures are not followed,
with the main causes of failure being poor scraping, misalignments and contamination [3, 6, 7]. Scraping of the pipe and
correctly aligning the joint assembly can arguably be overcome by the implementation of appropriate tooling and training.
However, contamination is an environmental issue that may be harder to overcome.

A surge can be defined as the fluctuation in pressure that occurs in a relatively short space of time [8]. With regards to
water distribution networks, surges can occur with the opening and closing of valves as well as the starting and stopping of
pumping stations [9]. Fatigue can be described as the loss of strength as a result of repeated loading over a period of time
[10]. Bowman [11] explains that pipe systems may be subject to two types of ‘fatigue’: firstly, a diurnal fatigue by which the
demand on the network causes fluctuations in pressure; secondly, the operation of pumps and valves changing pressures.

An experiment was designed to observe the fatigue performance of incorrectly installed EF joints. More specifically, EF
tapping tees were subject to a talc particulate contaminant and tested under dynamic load.

26.2 Fatigue Experiment

An experimental hydraulic rig was designed and built at the University of Sheffield to be retrofitted onto an existing servo-
hydraulic machine. The rig was designed to house two tests; (1) a short term burst test specified in WIS 4-32-08 [4] and (2)
a dynamic (fatigue) test. The aim of the latter experiment was to observe the fatigue-life performance of EF tapping tees that
have been subject to a talc contamination prior to welding. Talc is used as it replicates ‘dirt’ which could contaminate the
weld. The fittings were identical products purchased off-the-shelf and the pipe was provided by a single manufacturer.

The fatigue test followed a trapezoidal loading pattern with a fixed mean pressure. The mean was calculated as half of
the average failure pressure of five specimens tested to the aforementioned short term burst test. The pressure ranges for the
trapezoidal loading regime was deduced as a percentage factor of the average failure pressure from the short term burst test.
For details refer to [12].

The results from the experiment are shown in Fig. 26.2.
Figure 26.2 suggests that as the pressure range is decreased, the spread of results becomes greater. Therefore the

predictability of the number of cycles to failure becomes more difficult. Furthermore, at the lowest testing pressure range,
40 % Pmat, max, shows results that exceed 1,000 cycles which may suggest that there is a fatigue limit to this testing
programme.
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Fig. 26.2 Pressure range vs.
number of cycles to failure for
the fatigue test [12]

Fig. 26.3 Talc contaminated
specimen subject to crush test

A secondary set of experiments are currently being conducted to observe the fatigue-life under a fixed range but variable
mean; following the same trapezoidal loading pattern as mentioned previously.

With regards to Fig. 26.2, the most logical failure mechanism would be crack propagation [10] of the jointing surface.
This hypothesis was explored further through the use of destructive and non-destructive methods of analysis.

26.3 Destructive Tests

Destructive tests were performed to observe the failure modes by comparing contaminated joints visually to those that had
been manufactured to best practice principles. A crushing decohesion test was performed in accordance with ISO 13955 [13]
on EF tapping tees. The results showed the failure mode was brittle about the joint when the welding interface was subject
to contamination prior to welding (Fig. 26.3). Notice that there are remnants of black polymer on the surface of the pipe
and white polymer on the tapping tee where it appears a bond was beginning to form. Filament wires also appear to be still
embedded into the host pipe.

Contrarily, joints welded to best practice principles showed fully ductile behaviour about the jointing interface. Figure 26.4
shows the tapping tee after it was subject to the maximum crushing distance. There appears to be preliminary signs of crazing
about the jointing interface after the pipe had been crushed. It is interesting to note that removing the tapping tee from the
host pipe proved extremely difficult. This was mainly because there was minimal room to operate a lever to prise the fitting
away from the pipe. Secondly, the joint had a distinct difference in mechanical strength compared to the brittle failure of the
contaminated joint; which fell apart during the crush test.

The decohesion test proved useful in showing the comparable difference in strength and failure mode between joints that
are subject to contamination and joints done to best practice principles.
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Fig. 26.4 Post-crush of ‘perfect’
specimen

As Fig. 26.3 shows evidence of bonding beginning to take place it was assumed that the crack growth would be visible
if non-destructive methods of analysis were used to observe the crack growth (i.e. leak paths) of joints failed to the fatigue
testing regime highlighted in Fig. 26.2.

26.4 Ultrasound Experiment

A rig was designed and built to observe the leak paths of failed joints. The rig consisted of an ultrasonic focussing lens
attached to a stepper motor stage (Fig. 26.5). The stepper motor stage allowed for line scans to be performed. Joints that have
been tested to failure in the fatigue programme (Fig. 26.2) were cut in half using a bandsaw, along the centre line of the pipe.
This left the internal bore and the underside of the tapping tee exposed so that the ultrasonic transducer could focus on the
internal bore of the pipe. Furthermore, the focussing lens transmitted pulses perpendicular to the internal bore of the PE pipe
and fitting assembly.

Preliminary line scans were conducted on the internal bore of the pipe in order to observe the delaminated surface of the
fusion interface. The line scans were then knitted together to create a map of the fusion zone thus observing the leak path
(Fig. 26.6).

Once the map was created, the predicted leak path was confirmed by applying a flow of water through the EF tapping tee
fitting. This was achieved using a basic hand pump.
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Fig. 26.5 Ultrasound focussing
transducer arrangement

Fig. 26.6 Preliminary line scan
results showing leak path (Left)
and scan direction (right)

Following on from the degree of success with single transducer ultrasonic analysis, a bespoke ultrasonic sensor array was
designed and built to monitor the crack propagation during a live fatigue test. The aim of the experiment was to observe
crack growth of EF tapping tees whilst they are subject to a pressure fatigue test. The outcomes of this experiment will be
shown at the conference.

26.5 Discussion and Conclusions

There is a dramatic decrease in joint performance when EF tapping tees are subject to contamination prior to the welding
process. It is clear from Fig. 26.2 that if the jointing interface were to be contaminated, failures associated with fatigue can
occur in a relatively short space of time. It should be noted that the pressure amplitudes used in the fatigue test were aimed
to replicate the pressures that may be expected in surge events. However, the frequency of the pressure ranges are slower
than a surge, as the frequencies used were between 0.007 and 0.016 Hz (90 to 40 % Pmat, max respectively). The predictability
of failure also becomes more difficult as the pressure range decreases—this was evident due to the increase in scatter as the
pressure range was reduced.
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It is interesting to note that the destructive tests showed a visually distinct difference in mechanical failure if the joint
were to be subject to a talc contaminant prior to welding. With regards to the specimen subject to contamination (Fig. 26.3),
there was evidence to suggest that a bond was beginning to form. Some filament wires were still present once the fitting was
removed from the host pipe. This suggests that the filament wire may have been providing some degree of structural strength
to the joint assembly which may let the fitting pass the initial pressure test before it is put in service. However, the joint
would still fail in a brittle manner if it were subject to the fatigue testing regime.

The leak path investigation using non-destructive ultrasonic methods showed promising preliminary results. Being able to
observe the directions of which the leak paths (cracks) have formed gives an insight into the failure mechanics of the fitting.
Furthermore, in principle this can be confirmed using the same methods but during the live fatigue test.
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Chapter 27
Creep Crack Growth in High-Temperature Impure Helium
Environments

D. Grierson, G. Cao, A. Glaudell, D. Kuettel, G. Fisher, P. Pezzi, P. Brooks, T. Allen, K. Sridharan, and W.C. Crone

Abstract Next Generation Nuclear Plant (NGNP) designs for very-high-temperature reactors (VHTR) employ intermediate
heat exchanger (IHX) for which the material demands are extreme. Currently, Alloy 617 and Alloy 800H are considered to
be among the candidate materials for the high-temperature, helium-cooled environments that are planned for these systems.
The primary helium coolant is expected to operate at temperatures at or above 750 ıC, and creep crack growth (CCG) of these
candidate alloys is of particular concern for their reliability in VHTRs for long-term service. Using an apparatus that was
designed and constructed in-house, CCG testing was conducted on compact tension specimens at temperatures up to 850 ıC
in controlled environments, including air and impure helium, following ASTM standard E 1457-07. Overall, our CCG testing
revealed that Alloy 617 exhibits superior resistance to creep crack growth compared to Alloy 800H. Trends observed in the
mechanical behavior and microstructure of the candidate alloys as a function of environment will be discussed.

Keywords Creep crack growth (CCG) • High-temperature testing • Inconel 617 • Alloy 800H • ASTM E 1457-07

27.1 Introduction

Next Generation Nuclear Plants (NGNPs) are being designed with a very-high-temperature helium-cooled reactor (VHTR)
for generating electricity and co-generating hydrogen using the process heat from the reactor. The chosen coolant for these
high-temperature reactor systems is helium, which is expected to be at 850–1,000 ıC. Candidate alloys for intermediate heat
exchangers (IHXs) are Inconel 617, Haynes 230, Alloy 800H and Hastelloy X. The helium coolant inevitably contains low
levels of impurities during steady-state operation that are problematic because these alloys can experience significant long-
term corrosion by the gaseous impurities present at elevated temperatures. These corrosion reactions, which may involve
oxidation, carburization or decarburization, can substantially affect long-term mechanical properties. Little is known about
the effects of impurities on the creep crack initiation and growth rate of these alloys at elevated temperatures. Scoping
studies and eventually code studies are needed to provide specific guidelines for engineering design of IHXs in the presence
of impure helium at high temperatures, and creep crack growth testing of candidate alloys in prototypical environments is an
important component of those studies [1].

An apparatus for conducting creep crack growth (CCG) studies for candidate alloys at elevated temperatures and in
controlled environments, including impure helium, was developed and described by the authors previously [2, 3]. Our
work testing creep crack initiation and creep crack growth focused on two candidate materials, namely Inconel 617 and
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Alloy 800H, and CCG tests were performed within the temperature range 700–850 ıC, which falls within the range stipulated
by the “Nuclear Energy University Program Research Needs” released in December 2008 [4]. Here we will briefly discuss
our observations of creep crack growth resistance in these materials. A full paper on the topic is in preparation.

27.2 Experimental Methods

The CCG testing apparatus developed by the authors relied on ASTM standard E 1457-07 [5] for performing creep crack
growth measurements on metals and alloys. The apparatus simultaneously tests three compact tension (CT) specimens within
an environmental chamber and under dead-weight loading. Samples are loaded within a retort tube that allows for high-
temperature testing within a controlled environment. Tension rods, fabricated out of Inconel 617 alloy, deliver a constant
load to the specimens throughout the testing duration.

Two candidate alloys were studied in detail: Alloy 617 and Alloy 800H. Alloy 617 is the leading candidate alloy for
intermediate heat exchangers. It has been reported that Alloy 617 can be used at temperatures as high as 982 ıC. Alloy
800H is currently approved under ASME code for nuclear service for up to 760 ıC and could be used immediately in a
lower-temperature reactor.

Table 27.1 presents the chemical compositions of the as-received alloys. All 617 and 800H samples used in these studies
were provided by Dr. Richard Wright at Idaho National Laboratory (INL), Idaho Falls, ID, USA. The materials from INL
were cut from much larger samples and were solution annealed. Before creep crack growth testing, both Alloy 617 and Alloy
800H were solution treated (ST) at 1,200 ıC for 1 h, then quenched in water, then aged for 2,000 h in air at 850 ıC. Aging
of the alloys prior to CCG testing was done because the Alloy 617 and Alloy 800H materials will ultimately be used for
extended periods of time and at high temperatures during heat exchanger service. The composition of the impure helium
gas was 12 ppm CO, 1.5 ppm CO2, 0.5 ppm O2, 05 ppm N2, 05 ppm Ar, 0.2 ppm H2O moisture, with balance helium. The
impure helium gas was premixed and certified by Airgas.

Numerous tests were conducted under various temperature and environmental conditions for Inconel 617 and Alloy
800H. Table 27.2 provides a summary of the tests that were successfully taken to completion. The direct current potential
drop technique (DCPD) was used to conduct real-time monitoring of crack growth within each CT specimen (results to
be presented in a future publication). The results presented herein focus on scanning electron microscopy (SEM) images
taken of the cracks after the specimens were removed from the CCG testing apparatus. For all CCG tests, the direction of
crack propagation was parallel to the rolling direction, and the cracks were prevented from propagating through the samples
entirely in order to calibrate the DCPD measurements by quantifying the final crack length. To get reliable CCG data, the
stress intensity for CCG testing of Alloy 800 has to be significantly lower as compared to the case of Inconel 617 at the same
test temperature (700 ıC).

Table 27.1 Chemical compositions of the tested alloys [6]

Element
Alloy Ni Cr Fe Co Mo Ti Al C Si Mn Cu P B S

Alloy617 54.1 22.2 1.6 11.6 8.6 0.4 1.1 0.05 0.1 0.1 0.04 – <0.001 <0.002
Alloy800H 30.65 19.7 46.24 0.1 – 0.54 0.56 0.061 0.42 1.27 0.2 0.024 – 0.001

Table 27.2 CCG tests completed on 617 and 800H samples. ST indicated solution treated

Test # Alloy Stock # Pretreatment Temperature (ıC) Environment
Stress intensity
(MPa

p
m)

2 617 1 ST C aged 700 Air 16

4 617 1 ST C aged 850 Air 4

7 800H 1 ST C aged 700 Air 5

8 617 3 None (as-received) 700 He 16

9 800H 1 ST C aged 700 He 5

10 617 2 ST C aged 700 He 16

11 617 2 ST C aged 850 He 4
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27.3 Results and Discussion

The cracks that formed during CCG testing were investigated by SEM imaging. The major cracks visible on the outer
surfaces (images not shown here) extended through the thickness of the samples, and crack branching was readily observed
in all specimens. After cutting the CT specimens in half, it was found in all cases that major cracks within the interior of the
specimens were longer than those found on the surface. The length of the longest crack within the interior of each specimen
was used to quantify crack growth during CCG testing.

Figures 27.1 and 27.2 present SEM images of the crack morphologies of Alloy 617 specimens tested at 700 ıC in air
and in helium, respectively. One major crack is observed in the sample tested in air. There are many small crack branches in
samples tested in helium. In both cases, some small crack initiations and/or cavitations are observed in front of the crack tip.
In Fig. 27.1, crack propagation along the grain boundaries can be seen. It appears that the cracks initiated primarily from the
triple point grain boundary junctions and near the carbide regions.

Figures 27.3 and 27.4 present SEM images of cracks in Alloy 617 specimens tested at 850 ıC in air and helium,
respectively. The crack morphologies appear to be similar to one another; namely, there is one major crack and many small
cracks. It can be seen from the saw-shaped cracks in Fig. 27.3 that there is significant strain in Alloy 617 tested in air. In
both cases, the cracks are intergrannular, and cracks appear to have initiated from the triple point grain boundary junctions
and carbide regions.

Fig. 27.1 Crack, crack tip, crack cavitation, and crack initiations in Alloy 617 tested in air at 700 ıC (Test 2). (a) Overall crack, (b) magnified
crack tip in (a), (c) micro crack ahead of the crack tip, (d) crack initiation. The cracks initiated and propagated along grain boundaries. The cracks
appeared to have initiated at the grain triple points and near the carbide areas
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Fig. 27.2 Cracks in Alloy 617 tested at 700 ıC in helium (Test 10). (a) Overall crack, (b) crack tip in (a), (c) a crack initiation ahead of crack tip.
Cracks are intergrannular and appear to have initiated at triple points

Figures 27.5 and 27.6 presents SEM images of the cracks in Alloy 800H specimens tested at 700 ıC in air and in helium,
respectively. One major crack is observed in each sample, and the crack tips are significantly oxidized. The cracks appear to
have propagated along the grain boundaries and around the carbide phases.

27.4 Conclusion

An experimental testing apparatus was used to conduct creep crack growth studies for candidate alloys Alloy 617 and Alloy
800H at elevated temperatures and in controlled environments. The results obtained provide scoping information pertaining
to long-term service in VHTR-type environments. CCG testing of candidate alloys revealed the effects of temperature and
environment on crack-growth resistance within the parameter space explored. The creep cracks formed in both materials
(Alloy 617 and Alloy 800H) tested at 700 and 850 ıC in air and in helium were determined to be intergrannular. Alloy 617
was found to have superior CCG resistance to that of Alloy 800H under the conditions tested.
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sample processing and testing. This research was performed using funding received from the U.S. Department of Energy Office of Nuclear Energy’s
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Contract No. DE-AC07-05ID14517.



27 Creep Crack Growth in High-Temperature Impure Helium Environments 207

Fig. 27.3 Cracks in Alloy 617 tested at 850 ıC in air (Test 4). (a) Overall crack, (b) crack tip area, (c) crack ahead of crack tip, (d) a crack
initiation ahead of crack tip. Many small cracks are observed. Cracks are intergrannular, and cracks appear to have initiated from the triple points
and near carbide regions

Fig. 27.4 Cracks in Alloy 617 tested at 850 ıC in helium (Test 11)



208 D. Grierson et al.

Fig. 27.5 SEM images of cracks in Alloy 800H tested at 700 ıC in air (Test 7). (a) Overall crack, (b) crack tip, (c) magnified crack tip area,
(d) a crack initiation ahead of major crack. One major crack is seen, and significant oxidation in the crack tip region is observed

Fig. 27.6 SEM images of cracks in Alloy 800H tested at 700 ıC in helium (Test 9), One major crack is seen, and signs of oxidation in the crack
tip and along grain boundary immediately in front of the crack tip are apparent
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Chapter 28
High-Frequency Resonance Phenomena in Materials Subjected
to Mechanical Stress

G. Lacidogna, B. Montrucchio, O. Borla, and A. Carpinteri

Abstract The elastic energy released by micro-cracking yields to macroscopic fracture whose mechanical vibrations are
converted into electromagnetic (EM) oscillations over a wide range of frequencies, from few Hz to MHz, and even up to
microwaves. As regards Acoustic Emission (AE), the classical monitoring techniques allow an observation over a range of
frequencies up to hundreds of kHz. In this paper the authors investigate if, during compression tests on brittle materials,
which involve catastrophic fractures, it is possible to identify in the stressed materials mechanical oscillations in a frequency
range higher than that characteristic of the AE and comprised between MHz and THz. This excited state of matter could
be a precursor of subsequent resonance phenomena of nuclei able to produce neutron bursts, especially in the presence of
sudden catastrophic fractures. This phenomenon has been also very recently argued from a theoretical physical point of view
by Widom et al. In this investigation experimental evidences emerge by means of a confocal sensor able to measure the
resonance frequency of the specimen. The basic idea is to use a laser light focused onto a spot of the specimens surface
subjected to mechanical compression. A photo-detector measures the intensity of the reflected light and then gives the
frequency variation that is proportional to the vibration frequency of the spot particles.

Keywords Brittle Failure • Acoustic Emission • Electromagnetic Emission • Neutron Emission • Laser measurements

28.1 Introduction

This paper discusses the phenomenon of energy emissions from brittle material specimens under mechanical loading. The
authors have recently found experimental evidence that energy emission of different forms occurs from solid-state fractures.
By subjecting quasi-brittle materials such as granitic rocks to compression tests, for the first time, bursts of neutron emission
(NE) during the failure process were observed for the first time [1–5], necessarily involving nuclear reactions, besides the
well-known acoustic emission (AE) [6–15], and the phenomenon of electromagnetic radiation (EM) [16–21], which is highly
suggestive of charge redistribution during material failure. As regards neutrons, these emissions are due to piezonuclear
reactions, which depend on the different modalities of energy release during the tests. For specimens with sufficiently large
size and/or slenderness, a relatively high energy release is expected, and hence a higher probability of neutron emission at
the time of failure [1–5].

The phenomenon of EM emissions is regarded as an important precursor of critical phenomena in Geophysics, such
as rock fractures, volcanic eruptions, and earthquakes [22, 23]. For example, anomalous radiation of geo-electromagnetic
waves are observed before major earthquakes. At the laboratory scale, rocks and concrete under compression generate AE
and EM emission nearly simultaneously. This evidence suggests that also NE emissions are generated during crack growth,
reinforcing the idea that the NE phenomenon could be associated with seismic activity [24].

The experimental analysis carried out by the authors may open a new possible scenario, in which the stress state of the
elements firstly involves the generation of microcracks, accompanied by mechanical energy release in the field of ultrasonic
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vibrations that can be measured using suitable AE equipments. Hence, the formation of coherent EM fields occurs over a wide
range of frequencies, from few Hz to MHz, and even up to microwave frequencies. This excited state of the matter could be
the cause of subsequent resonance phenomena of nuclei able to produce neutron bursts. This hypothesis is also confirmed by
Widom et al. [25, 26]. As a matter of fact, the microcracking elastic energy release ultimately yields the acoustic vibrations,
which are converted into electromagnetic oscillations. The electromagnetic waves accelerate the condensed matter particles
producing neutrons and neutrinos.

In this paper the authors—after presenting previous experimental results about the different forms of energy emitted during
compression tests on brittle materials such as magnetite and basalt rocks—describe a first attempt to identify mechanical
oscillations in a frequency range higher than the usual one for AE and comprised between MHz and THz.

The materials presently considered are mortar enriched with iron dioxide, magnetite, gypsum and Luserna stone, a
metamorphic rock deriving from a granitoid protolith. In particular the experimental results of the cementitious sample
(4� 4� 8 cm3) are reported. The data obtained from the remaining specimens are still under processing. The experimental
approach is based on a confocal sensor able to measure the specimen resonance frequency. The basic idea is to use besides
the AE detection also a laser light focused onto a spot on the specimen surface during mechanical compression. A photo-
detector measures the intensity of the reflected light and then gives the frequency variation that is proportional to the vibration
frequency of the spot particles. The phenomenon under investigation is unique, because we are analyzing the specimen
vibration under stress, but the two used devices capture two different frequencies ranges.

28.2 Material and Methods

28.2.1 Acoustic Piezoelectric Transducer

The AE activity emerging from the compressed specimens was detected by attaching to the specimen surface a wideband
piezoelectric (PZT) transducer, capable to detect frequencies comprised between 50 and 800 kHz, which converts the high-
frequency surface movements due to the acoustic wave into an electric signal (the AE signal). Wideband sensors are typically
used in applications where frequency analysis of the AE signal is required, and in helping to determine the predominant
frequency band of AE sources. In these applications, various AE wave-modes can be detected, providing more information
about the AE source and distance of the AE event. Whereas broadband sensors are commonly used in research applications,
a choice of resonant sensors covering the frequency range of interest would demonstrate superior sensing. As a matter of
fact, resonant sensors are more sensitive than broadband sensors, which are characterized by a flat frequency response in
their working range, and then they can be successfully used in monitoring of large-sized structures [14, 15].

28.2.2 EM Detecting Device

The EME detecting device is constituted by three pickup coils with a different number of turns, made of a 0.2 mm copper
wire, that are positioned around the monitored specimen. This instrumentation, which acquires data in the frequency range
from few Hz up to 4 MHz, exploits the induction Faraday’s law: the induced voltage in a closed circuit (loop) is proportional
to the change in the magnetic flux throughout the circuit. The first coil, constituted by five turns, works in a frequency range
from 300 kHz to 4 MHz. The other two coils constituted by 125 turns and 500 turns, work in the frequency range from few
kHz to 20 kHz, and from few Hz to 1 kHz, respectively.

28.2.3 He3 Neutron Proportional Counter

The He3 detector used in the compression tests under monotonic displacement control, and by ultrasonic vibration, is a
He3 type (Xeram, France) with electronics of preamplification, amplification, and discrimination directly connected to the
detector tube. The detector is powered with 1.3 kV, supplied via a high voltage NIM (Nuclear Instrument Module). The logic
output producing the TTL (transistor-transistor logic) pulses is connected to a NIM counter. The device was calibrated for
the measurement of thermal neutrons; its sensitivity is 65 cps/nthermal (˙10 % declared by the factory) i.e., a thermal neutron
flux of 1 thermal neutron/s cm2 corresponds to a count rate of 65 cps.
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Fig. 28.1 High-speed light
detector

28.2.4 High-Speed Light Detector

The employed circuit to analyze the laser pulses utilizes no active components, and since no signal amplification is performed,
it is mainly used for detection at relatively high light intensity levels. The impedance matching load resistance of 50� can
be directly connected to the 50� terminal of an oscilloscope or other measurement equipment. High speed photodiodes
designed for the GHz range can be used with this circuit. The photodiode generate signals and the conductors of the coaxial
cable, where high-speed frequency flows, should be made as short as possible. A scheme of the high-speed light detector
used during the experimental analysis is shown in Fig. 28.1. For this experimental tests a Hamamatsu S5973 photodiode, and
a Lasiris 635nmclass IIIb 10 mW laser are employed.

28.2.5 Agilent 3000 Series Oscilloscope

The Agilent 3000 Series oscilloscope used is a portable digital storage oscilloscopes (DSOs) that deliver powerful features as
maximum sample rate equal to 1 GSa/s, automatic voltage and time measurements, advanced triggering (edge, pulse width,
and video) and math function waveforms (add, subtract, multiply, FFT), vertical resolution of 8 bits, peak detection of 5 ns.

28.3 Experimental Results

28.3.1 Compression Tests on Brittle Rock Specimens

In this section, the tests previously carried out on magnetite and basalt rocks specimens are synthesized to describe the first
attempts to identify mechanical oscillations in a frequency range up to MHz. The utilized devices were AE transducers, EM
antenna, and Neutron proportional counter [27]. A total of 29 cylindrical specimens (27 of magnetite and 2 of basalt) with
different size and slenderness were tested.

The specimens were tested in compression up to failure under displacement control by setting constant piston velocities
of the MTS machine. In the following, the experimental results on two magnetite specimens will be examined (Fig. 28.2).
They showed a brittle response with a rapid decrease in load-carrying capacity when deformed beyond the peak load.
Experimental evidence indicates the presence of AE, EME, and NE activity (see Fig. 28.3). In the specimen P1 (diameter
40 mm, slenderness 1), whose behaviour is described by the load vs. time curve in Fig. 28.3 (left), the observed bursts
of AE and EME activity can be clearly correlated to the stress drops occurring before the collapse, Fig. 28.3 (upper and
middle left). The specimen P2 failure (diameter 90 mm, slenderness 1) was preceded by two closely correlated bursts of
AE and EME activity at nearly 80 % of the peak load, Fig. 28.3 (upper and middle right). This activity, particularly as
regards electromagnetic emission, can be due to the behavior under loading of magnetite that—being rich in iron, about
65 % in weight—determines the formation of magnetic charges generated by friction during the loading process, and their
spontaneous release independently of the formation of macro-cracks at the time of final collapse.
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Fig. 28.2 The experimental
setup for the magnetite specimen
P1 (diameter 40 mm,
slenderness 1) under compression
by using a MTS servo-controlled
hydraulic testing machine. The
AE sensor is attached on the
specimen surface, while the EM
antenna is around it positioned.
The He3 detector is placed at a
distance of 10 cm from the test
specimen and enclosed in a
polystyrene case to avoid that the
results are altered by mechanical
stresses. In the photo a set of
passive neutron detectors (BDT
Bubble Dosimeter Thermal,
BD-PND Bubble
Dosimeter-Personal Neutron
Dosimeter models) also used to
detect the neutron emissions are
visible. The results of this last
analysis are reported in [27]

As regards the NE measurements, the He3 neutron detector was switched on at least 1 h before the beginning of each
compression test, in order to reach the thermal equilibrium of electronics, and to make sure that the behaviour of the device
was stable with respect to intrinsic thermal effects. For the considered specimens P1, P2 the average measured background
level ranges from (4.00˙ 1.00)� 10–2 to (6.40˙ 1.60)� 10–2 cps. In particular, for the neutron measurements of specimen
P2, the neutron emissions achieved values up to three orders of magnitude higher than the ordinary background.

In Table 28.1, the experimental data concerning all the tested specimens are summarized. The results obtained from this
analysis show how the crack generation is accompanied by mechanical energy release in the field of ultrasonic vibrations
detected by AE sensors. It was also observed that, for constant specimen diameter, the AE signals reached high frequency
peaks for low slenderness values, whereas the EME frequencies increase with the sample size. The highest neutron emissions
occurred from specimens with EME detected in the field of MHz. This shows that the formation of coherent EM fields occurs
over a wide range of frequencies, from few Hz to MHz and even up to microwaves, during the fracture propagation. This
excited state of the matter could be a cause of subsequent resonance phenomena of nuclei able to produce neutron bursts in
the presence of stress-drops or sudden catastrophic fractures.

28.3.2 Preliminary Test on High Frequency Vibration Detection

As anticipated in the Introduction, different materials were taken into account: a prismatic cement mortar specimen enriched
with iron dioxide, measuring 4� 4� 8 cm3, a Luserna stone and a gypsum specimen (diameter 50 mm, slenderness 2), and
a rock sample of magnetite (diameter 50 mm, slenderness 1.5), see Fig. 28.4. They were tested under compression by an
electronically controlled servo-hydraulic press with a maximum capacity of 600 kN. This machine makes it possible to carry
out tests in either load control or displacement control.

In particular, in this section the experimental results on the mortar specimen are reported. The data obtained from the other
specimens are still under elaboration and we will discuss about them in a further report. The test on the mortar sample was
performed by piston load control, setting loading steps of 20 kN, up to load of 120 kN. Every load increment had a lasting
time of 1 min, and before being incremented by additional 20 kN, it was kept constant for 4 min. The periods in which the
force was maintained constant were used to analyze with accuracy also in real time the vibration frequencies obtained from
the photodiode. Once the planned value of 120 kN was reached, the load continued to grow until the final collapse of the
specimen. The experimental set up is reported in Fig. 28.5.

The load vs. time diagram, the AE cumulated curve, and the associated counting rate are shown in Fig. 28.6. A widespread
AE activity during all the loading steps was observed, with a maximum counting rate up to 11 hits per second which
diminished when the force was kept constant. The mortar sample failure was preceded by an intense increment of AE burst
activity at nearly 90 % of the peak load. As an example, a typical AE signal when the peak load is approaching, and its
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Fig. 28.3 Load vs. time diagram of the magnetite specimen P1 (M-40-1 type) (left); accumulated number and rate of AEs (upper left); accumulated
number and rate of EMEs (middle left); NE count rate (lower left). Load vs. time diagram of the magnetite specimen P2 (M-90-1 type) (right);
accumulated number and rate of AEs (upper right); accumulated number and rate of EMEs (middle right); NE count rate (lower right)

FFT (Fast Fourier Transform) analysis are shown in Fig. 28.7. The frequency spectrum, calculated by FFT analysis, is
characterized by a wide range of frequencies, up to 250 kHz. In particular a mean frequency of 75 kHz was detected.

During the compression test, the sample vibration frequencies were measured by detecting the reflected laser light focused
on a spot on the specimen surface trough a photo-detector (see Fig. 28.5). Before the beginning of the test, in order to increase
the intensity of the reflected light, a reflecting paint was previously deposited on the specimen surface. The photo-detector
evaluated the intensity of the received light, providing a frequency variation that is proportional to the vibration frequencies
of the spot particles.
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Fig. 28.4 The tested rocks and
cement mortar specimens.
(a) Lusena stone specimen
(diameter 50 mm, slenderness 2);
(b) gypsum specimen (diameter
50 mm, slenderness 2); (c) mortar
specimen enriched with iron
dioxide (4 � 4 � 8 cm3);
(d) magnetite specimen (diameter
50 mm, slenderness 1.5)

Fig. 28.5 The mortar specimen
under compression equipped with
the AE sensor and the laser
apparatus
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Fig. 28.7 Typical AE emissions at peak load (a), with the associated FFT analysis (b)

The performed analysis showed two different behaviors of the material under stress. By the AE sensor the signals due to
elastic waves produced by crack advancements were detected; at the same time, by the laser apparatus the vibrations coming
from the crystal lattice were analyzed in the neighborhood of the monitored spot.

Furthermore, the data obtained from the piezoelectric transducers were acquired at a sampling rate of 1 M-sample per
second, while the information coming from the photodiode were obtained by the Agilent oscilloscope at a sampling rate up
to 1 G-sample per second. This last solution allowed the signals detection with frequencies up to 100 MHz.

The load vs. time diagram, the main frequencies detected by the piezoelectric transducers, and the optical device are shown
in Fig. 28.8. It is interesting to emphasize that the AE signals are characterized by frequencies up to 250 kHz, whereas the
mechanical vibrations of the specimen spot reach a wider range of frequencies, from kHz to MHz, with the most intense
values of 667 kHz and 3.8 MHz, respectively.

This phenomenon may be attributed to the increase in the applied force acting on the specimen, and to the resulting
stress state involving a certain amount of accumulated energy. Increasing the stress the specimen vibrates locally at
higher frequencies. During the final specimen collapse, this energy is suddenly released with the creation of macrocracks
characterized by typical AE frequencies. Moreover, as it can be seen from the graph of Fig. 28.8, the frequencies detected
by the photodiode remain almost unchanged for all the duration of the test, whereas the AE frequencies tend to decrease
approaching to the final collapse as has been observed by the authors in previous works [10].

These encouraging preliminary results lead to the conclusion that spot particles could still locally vibrate at frequencies
higher than MHz and even up to GHz or microwaves. But the feasibility of this observation depends both on the sensitivity
and sampling acquirement rate of the employed apparatus. Moreover, better results will be obtained by processing the data
reached from the Lusena stone and gypsum specimens, that are characterized by crystal intrusions and more reflective
surfaces. For this reason, the authors are developing a more efficient experimental set-up to detect wider and more intense
frequency spectra.

28.4 Conclusions

The experimental evidence presented in this paper confirms that AE, EME and NE signals are failure precursors in brittle
rock materials. The highest neutron emissions occurred from specimens with EME detected in the field of MHz. This shows
that the formation of coherent EM fields occurs over a wide range of frequencies, from few Hz to MHz and even up to
microwaves, during the fracture propagation.
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Fig. 28.8 The load vs. time
diagram of the mortar specimen
with the main frequencies
detected by the piezoelectric
transducer and the optical device

In addition, a first attempt to analyze mechanical vibrations in a spot of a mortar specimen under compression was carried
out. The experimental apparatus was based on a laser pointer and a high-speed light detector. Simultaneously with the laser
signals also the AE events were monitored. The AE signals, acquired by a PZT sensor, were characterized by frequencies
of few hundreds of kHz, whereas the specimen vibrations, detected by the laser, reached higher values up to 3.8 MHz. This
phenomenon may be attributed to the stress increase and to the consequent energy released that induces the solid to vibrate
locally over a wide range of frequencies, from kHz to MHz, with the more intense values on 3.8 MHz.

It is important to emphasize that the phenomenon under investigation is unique, because we are analyzing the specimen
vibration under stress, but the two used devices capture two different frequencies ranges. As a matter of fact, the obtained
experimental results reported in this paper depend on two main factors. The first one connected to the physical characteristics
of the sensors, the second one related to the limitations of the used sampling equipment. The AE sensors are sensitive to
frequencies comprised between 50 and 800 kHz, for which a sampling rate of 1 M-sample per second was adequate. The
signals obtained by the laser instead—characterized by a wide range of frequencies—were analyzed by an oscilloscope
operating at a sampling rate of up to 1 G-samples per second, that cannot account for vibrations higher than 100 MHz.

Nevertheless, the hypothesis is that locally the matter could still vibrate at higher frequencies, up to GHz or microwaves.
For this reason the authors, to give account of high frequency localized vibrations, linked to an excited state of matter, that
could be the cause of subsequent resonance phenomena, are developing a more efficient experimental set-up that can detect
wider and more intense frequency spectra.
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Chapter 29
Electromagnetic Emission as Failure Precursor Phenomenon
for Seismic Activity Monitoring

O. Borla, G. Lacidogna, E. Di Battista, G. Niccolini, and A. Carpinteri

Abstract The electromagnetic (EM) signals detected during failure of brittle materials are analogous to the anomalous
radiation of geoelectromagnetic waves observed before major earthquakes, reinforcing the idea that the EM effect can be
applied as a forecasting tool for seismic events.

Moreover, it has been argued (Widom-Swain-Srivastava) that the elastic energy released by micro-crack production
eventually yields to forming macroscopic fractures, whose mechanical vibrations are converted into electromagnetic
oscillations over a wide range of frequencies, from few Hz to MHz, and even up to microwaves.

This excited state of the matter could be a precursor of subsequent resonance phenomena of nuclei able to produce neutron
bursts in the presence of stress-drops or sudden catastrophic fractures. As a matter of fact, neutron emissions (NE) measured
at seismic areas exceed the usual neutron background up to three orders of magnitude in correspondence to rather appreciable
earthquakes.

In this work the Authors measure the EM pulses generated during micro-cracking of rock specimens by a dedicated loop
antenna sensitive up to MHz.

Taking into account the relationship between EM, NE and seismic activity, it will be possible to set up a sort of alarm
system that could be at the base of a warning network.

Keywords Electromagnetic emission • Loop antenna • Stress-drops • Neutron emission • Seismic activity

29.1 Introduction

Monitoring and detection of the different forms of energy emitted during the failure of natural and artificial brittle materials
allow an accurate interpretation of damage in the field of Fracture Mechanics. These phenomena have been mainly measured
based on the signals captured by the acoustic emission (AE) measurement systems [1–10], or on the detection of the
electromagnetic (EM) charge [11–18]. Nowadays, the AE technique is well-known in the scientific community and applied
for monitoring purpose. In addition, based on the analogy between AE and seismic activity, AE associated with microcracks
are monitored and power-law frequency vs. magnitude statistics are observed.

The EM signals are usually related to brittle materials in which the fracture propagation occurs suddenly and it is
accompanied by stress drops in the stress–strain curve. This behavior is explained according to the model of Frid et al.
[15] and Rabinovitch et al. [16]. For this model the EM signals source is due to the rupture of material’s bonds during the
cracks growth. This involves the breaking of mechanical and electrical equilibrium on the fracture surfaces with creation of
ions moving collectively. The resulting oscillating dipoles act as a source of EM emissions.

A number of laboratory studies revealed the existence of EM signals during fracture experiments carried out on a wide
range of materials [11]. Studies on electrical properties of rocks have been demonstrated that exists a correlation between
electrical resistivity and cumulative damage [19–21]. Moreover, it was observed that the EM signals and electric signals
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detected during failure of materials are analogous to the anomalous radiation of geoelectromagnetic waves observed before
major earthquakes [12, 22], these events reinforce the idea that the EM effect can be applied as a forecasting tool for seismic
events.

Very recently it has been also argued by Widom et al. [23, 24] that the elastic energy due to micro-crack production
eventually yields to forming macroscopic fractures, whose mechanical vibrations are converted into electromagnetic
oscillations over a wide range of frequencies, from few Hz to MHz, and even up to “microwave.” This excited state of
the matter could be a cause of subsequent resonance phenomena of nuclei able to produce neutron bursts in the presence of
stress-drops or sudden catastrophic fractures.

As regards the neutron emissions (NE), original experimental tests were performed by Carpinteri et al. on brittle rock
specimens [25–32]. Different kinds of compression tests under monotonic, cyclic and ultrasonic mechanical loading have
been carried out fully confirming the hypothesis of piezonuclear reactions, giving rise to neutron emissions up to three orders
of magnitude higher than the background level at the time of catastrophic failure.

These phenomena have important implications also at the Earth’s crust scale. Recent neutron emission detections by the
Authors [33] and other Russian researchers [34–37] have led to consider the Earth’s crust as a relevant source of neutron flux
variations.

In this work the Authors measure the EM pulses generated during micro-cracking on gypsum specimens by a dedicated
loop antenna sensitive up to MHz. The device was calibrated according to metrological requirements and it was also
assembled in order to drastically reduce false signals detection due to a wrong antenna-cable coupling at the junction.

Finally, preliminary results, acquired at a gypsum mine situated in the Northern Italy (Murisengo, AL) and related to the
evaluation of acoustic and nuclear phenomena are reported. The monitoring system, based on the simultaneous acquisition
of the various physical quantities, control the structural stability of the mine carrying out, at the same time, the environment
monitoring for the seismic risk evaluation.

Taking into account the relationship between AE, EM, NE and seismic activity it will be possible to set up a sort of
alarm systems that could be at the base of a warning network. This warning system could combine the signals from other
alarm stations to prevent the effects of seismic events and to identify the earthquakes’ epicentres. Similar networks, only
based on seismic accelerations, are being utilized all over the World in countries like Mexico, Taiwan, Turkey, Romania and
Japan [38].

29.2 Material and Methods

29.2.1 Dedicated Loop Antenna

EM signals was monitored using a device, calibrated according to metrological requirements, constituted by three winding
loops with different number of turns that can be positioned around the monitored specimen. The working principle is based
on the induction Faraday’s law. It states that the electromagnetic force (voltage) in a closed circuit (loop) is proportional to
the change of the magnetic flux in the windings section. In fact, the three coaxial coils with an increasing number of turns
are capable to perform the measurement from very low (Hertz) to high (MHz) frequencies in the magnetic field. The first
coil, constituted by 5 turns, works in a frequency range from 300 kHz to 4 MHz. The other two coils constituted by 125 turns
and 500 turns, work in the frequency range from 0 to 20 kHz, and from 0 to 1 kHz, respectively. Each turn is realized by
a 0.2 mm copper wire, mounted on two coaxial PVC tubes embedded in a two components resin, in order to allow a large
range of measurements.

In Fig. 29.1 the employed antenna and its CAD representation are shown. The antenna was modelled by triangular patches
necessary for treating problems of scattering phenomena by numerical procedure based on electric field integral equation
calculation [39]. By defining suitable triangulation, defined in terms of an appropriate set of faces, edges, vertices, and
boundary edges, as illustrated in Fig. 29.1, it is possible to define all the antenna surface S and so drastically reduce false
signals detection during experimental observations.

29.2.2 Acoustic Piezoelectric Transducer

The AE activity emerging from the compressed specimens was detected by a piezoelectric (PZT) transducer glued on the
external surface, resonant at 78 kHz, which is able to convert the high-frequency surface motions due to the acoustic wave
into electric signals (the AE signal). The transducer sensitivity in the low-frequency range were measured by placing it on
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Fig. 29.1 Dedicated loop antenna (left) with its CAD representation (right)

shaker excited by frequencies in the range 0–10 kHz (white noise). The result of this calibration at low frequencies was
1.2 �V/(mms�2). Resonant sensors are more sensitive than broadband sensors, which are characterized by a flat frequency
response in their working range, and then they can be successfully used in monitoring of large-sized structures [6, 7].

29.2.3 3He Proportional Counter

Since neutrons are electrically neutral particles, they cannot directly produce ionization in a detector, and therefore cannot be
directly detected. This means that neutron detectors must rely upon a conversion process where an incident neutron interacts
with a nucleus to produce a secondary charged particle. These charged particles are then detected, and from them the neutrons
presence is deduced. For an accurate neutron evaluation, a 3He radiation monitor were used.

During the experimental trial the neutron field monitoring was carried out in “continuous mode.” The AT1117M
(ATOMTEX, Minsk, Republic of Belarus) neutron device is a multifunctional portable instrument with a digital readout
consisting of a processing unit (PU) with an internal Geiger-Müller tube and external smart probes (BDKN-03 type). This
type of device provides a high sensitivity and wide measuring ranges (neutron energy range 0.025 eV–14 MeV), with a fast
response to radiation field change ideal for environmental monitoring purpose.

29.3 Experimental Results

29.3.1 Laboratory Tests on Cylindrical Gypsum Specimens

Preliminary laboratory compression tests on four gypsum specimens were conducted to assess the validity and efficiency of
the dedicated loop antenna in view to a permanent installation for in situ monitoring.

Gypsum samples of the same size and shape (diameter DD 52 mm, slenderness œD 2) taken from Murisengo mine,
were used. For these tests a standard servo-hydraulic press with a maximum capacity of 1,000 kN, equipped with control
electronics, was employed. This machine makes it possible to carry out tests in either load or displacement control. The tests
were performed in piston travel displacement control by setting, for all the tested specimens, a velocity of 0.001 mm/s during
compression.

It is known that flexing, twisting, or transient impacts on cables could cause electromagnetic signal noise (with a spectrum
from few Hz to tens THz) due to rapid changes of capacitance between conductors. For these reasons the loop antenna was
carefully placed around the sample, as shown in Fig. 29.2, to drastically reduce any sort of triboelectric effect.

Specific tests were previously conducted to assess the EM environmental noise. In particular, the EM probe was used to
detect the EM background for about 12 h before to start the compression tests. The typical environmental noise is represented
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Fig. 29.2 The electromagnetic
coaxial coils device and AE
piezoelectric transducer
positioned around the monitored
gypsum specimen

Fig. 29.3 Typical EM environmental noise spectrum (up) with the associated FFT (Fast Fourier Transform) analysis (down)

in Fig. 29.3 with the associated FFT (Fast Fourier Transform) analysis. It is evident that the main contribution is due to signals
with frequency peaked at 50 Hz, the typical domestic power supply, with a maximum “Relative Amplitude” of 2.8� 10–6

(Fig. 29.3).
In addition, to better monitoring the fracture precursors the AE signals were detected by applying to the sample surface

the piezoelectric transducer described above (Fig. 29.2).
In Fig. 29.4a, the load vs. time and the cumulated AE and EM signals for one of the tested gypsum specimen are

represented. Similar results were obtained for the other specimens. This sample, that is characterized by an evident ductile
behaviour, reached a maximum load of about 40 kN. In particular, starting from the first peak load, a significant increase in
AE rate is observed. The AE signals achieved the maximum rate in proximity of the peak loads, while in the post peak phase,
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Fig. 29.4 (a) Load vs. time curve, AE (circles) and EM (stars) signals cumulated number. (b) Detail of load vs. time curve and EM cumulated
number in the vicinity of the peaks load

Fig. 29.5 Typical EM emissions at peak load (up) with the associated FFT (Fast Fourier Transform) analysis (down)

at the end of specimen softening behaviour, the AE rate diminished. On the other hand, EM emissions were detected for all
the duration of the experiment, with a sensible growth rate just after the second peak load. This behaviour, both for AE and
EM signals clearly represents a precursor of specimen failure.

Moreover, as shown in detail in Fig. 29.4b, it is observed that gypsum is characterized by weak and frequent stress
drops, around which EM signals have accumulated. This EM distribution reinforces the idea that in this particular phases the
accumulated energy is suddenly released, due to micro-cracks formation, and the mechanical vibrations are converted into
electromagnetic oscillations [23, 24].

As an example, in Fig. 29.5 a typical EME signal at the peak load, and its FFT analysis are shown. Confirming the
hypotheses of Widom et al. [23, 24], it is evident the wide range of EM spectrum with respect to the one related to
environmental noise (see Fig. 29.3). The frequency spectrum, calculated by FFT analysis, is characterized by a wide range
of frequencies (up to 500 kHz) with a maximum “Relative Amplitude” of 1.0� 10–4. In particular, a main frequency of about
300 kHz is identified, ca. 6,000 times higher than the background level.
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Fig. 29.6 (a) San Pietro—PratoNuovo gypsum quarry. (b) The six AE devices and the ATOMTEX 3He neutron radiation monitor applied to the
selected pillar

29.3.2 In Situ Environmental Monitoring

From June 24, 2013 a dedicated in situ monitoring at the San Pietro—PratoNuovo gypsum quarry located in Murisengo
(AL), Italy is started and it is still in progress. The mine is structured in five levels of underground development and from
which high quality gypsum is extracted every day (Fig. 29.6a).

The structural stability in each level is assured by an archway-pillar system which unloads over the underlying floor of
average thickness of 4 m. Through accurate topographic surveys, it was possible to ensure a good coaxiality of the pillars
between the different levels. In this way dangerous loads eccentricity were avoided.

Currently the quarry is subjected to a multiparameter monitoring, by the AE technique and the detection of the
environmental neutron field fluctuations, in order to assess the structural stability and, at the same time, to evaluate the
seismic risk of the surrounding area. The dedicated “USAM” AE acquisition system consists of 6 PZT transducers, calibrated
over a wide range of frequency comprised between 50 and 800 kHz, 6 units of data storage provided of triggers and a central
unit for the data synchronization.

The AE signals received by all the transducers are analysed by means of a threshold detection device that counts the signal
bursts exceeding a certain electric tension (measured in volts (V)). Throughout the monitoring period, the threshold level for
the detection of the input signals coming from the PZT transducers was kept at 100 mV. Based on the authors’ experience,
in fact, this level is the most significant for the detection of AE signals from damage processes in non-metallic materials.

Figure 29.7 shows a plot of the cumulative AE count obtained on the basis of the number of events detected per monitoring
day. The curve was plotted starting from the date of application of the sensors to July 9, 2013. Moreover the AE count rate
distribution in terms of events/min compared to the usual seismic activity of the area (green circles)—recorded within a
100-km radius from the quarry site—and to the rock blasting (red triangles) made during the monitoring period is also
shown. The experimental observation reveals a correlation between the AE events and the most intense and closed seismic
events [40], but not with the rock blasting. As can be seen the highest AE count peak (ca. 150) was detected on June 25, 2013
when the surrounding area was hit by three small quakes [40]. Finally from Fig. 29.7 it is possible to observe that the plot of
the cumulative AE count is characterized by jumps reflecting sudden increases in acoustic events, together with frequency
and amplitude increment. The discontinuities in the cumulative AE count curve denote the critical moments during which
the release of energy from the microcrack formation process is greatest. Moreover the b-value estimation indicates also that
the monitored pillar is actually undergoing to a damage process [8–10]. As a matter of fact high b-values is linked to diffused
microcracking, while, to the other hand, low b-values correspond to macrocrak growth.

In addition, also a neutron field evaluation was carried out in “continuous mode” by means of the ATOMTEX 3He neutron
radiation monitor.

A relative natural background measurement was performed before the beginning of the monitoring campaign. The average
natural level was find about one order of magnitude lower with respect to the usual environmental background. This value is
in agreement with the location of the mine, which is about 100 m below the ground level.
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Fig. 29.7 Cumulated AE
activity, AE count rate, b-value,
AE frequency and amplitude
relating to the pillar monitored
during the experimental
campaign
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Evident peaks in neutron radiation field were detected in the monitored period. Moreover, starting from July 1st, it
is possible to observe a continuous and constant increase in the neutron fluence rate with respect to the average natural
background. Bursts of neutron radiation of at least 30 min long were also detected.

The comparison between the earthquakes [40] occurred in the immediate vicinity of the monitored area during the
experimental campaign was carried out. From Fig. 29.8 it is possible to observe that the most significant neutron emission
increments happened before or after quakes occurrence. This further experimental evidence strengthens the idea that
integrating neutron fluctuations with acoustic and electromagnetic emissions—and also considering gas radon emission
that appears to be one of the most reliable seismic precursors—it will be possible to set up a sort of monitoring systems that
could perform a warning environmental monitoring.
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29.4 Conclusions

Dedicated loop antenna was used to detect EM emissions generated during micro-cracking. The experimental data strengthen
the hypothesis that the released energy due to micro-crack production can yield to forming macroscopic fractures, whose
mechanical vibrations are converted into electromagnetic oscillations over a wide range of frequencies, from few Hz to MHz,
and even up to microwave.

It is also known that the EM signals detected during failure of materials are analogous to the anomalous radiation of
geoelectromagnetic waves observed before major earthquakes, reinforcing the idea that the EM effect can be applied as a
forecasting tool for seismic events.

On the other hand, recent neutron emission detections have led to consider also the Earth’s crust as a relevant source of
neutron flux variations.

Preliminary results, acquired at a gypsum mine related to the evaluation of acoustic, and nuclear phenomena are reported.
The experimental data acquired emphasize the close correlation between acoustic, electromagnetic and nuclear emissions and
seismic activity. The monitoring campaign is till in progress and additional data will be provided in the next publications.

Thanks to these encouraging result, the Authors will improve their research by using wide frequency range antennas able
to detect higher frequencies up to GHz or THz.

By integrating all these signals, it will be possible to set up a sort of alarm systems that combine AE, EM and neutron
sensors for the prediction and diagnosis of earthquakes. These sensors could be applied at certain depths in the soil, along
the most important faults, or very close to the most seismic areas to prevent well in advance the effects of seismic events and
to identify the epicentre of an earthquake.

Acknowledgements The Authors are grateful to Dr. Sandro Gennaro from San Pietro PratoNuovo gypsum mine for his assistance during the in
situ environmental monitoring.
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Chapter 30
Wireless Acoustic Emission Monitoring of Structural Behavior

A. Manuello, G. Lacidogna, G. Niccolini, and A. Carpinteri

Abstract The few non-visual methodologies make use of wired devices. Systems based on wireless transmission should be
cost efficient and adaptive to different structures. The Acoustic Emission (AE) technique is an innovative monitoring method
useful to detect damage, as well as to evaluate the evolution and the location of cracks. This paper shows the capability of
a new data processing system based on a wireless AE equipment, very useful to long term monitoring of steel, concrete,
and masonry structures. To this purpose, computer-based procedures, including an improved AE source location based on
the Akaike algorithm, are implemented. These procedures are performed by automatic AE data processing and are used
to evaluate the AE results in steel structures monitored during fatigue loading condition. In the most critical cases, or in
some cases requiring long in situ observation periods, the AE monitoring method is fine tuned for a telematic procedure of
processing AE data clouds to increase the safety of structures and infrastructural networks.

Keywords AE monitoring • Telematic procedure • Damage evolution • Akaike algorithm • Seismic risk

30.1 Introduction

Continuous structural health monitoring should provide data in order to better understand structural performances and to
predict durability and remaining life-time.

In the last few years, the Acoustic Emission (AE) technique has been used in several applications due to its capability
to detect crack growth, damage accumulation and AE source localizations in historical monuments, concrete structures,
and infrastructures [1–7]. In Europe, the sudden collapse of a training hall in Bad Reichenhall (Germany) in early January
2006 and the collapse of a new trade building in Katowice (Poland) some weeks later, confirm dramatically the necessity of
structural control of civil structures [8]. In U.S.A., the tragedy (August, 2007) of the highway bridge collapse in Minneapolis,
Minnesota, raises the question of whether U.S.A., bridges are unsafe. In particular, recent events such as the reconstruction of
the Noto Cathedral in 2007, after the collapse and the effects of the L’Aquila earthquake in April 2009, brought the problem
of structural safety as a priority in the maintenance of Italian civil structures and monuments. These recent events lead to the
conclusion that a large number of structures need monitoring and inspection procedures, reliable, inexpensive, and easy to
implement.

During the last years the AE technique has been used during long-term monitoring in order to analyze the time evolution
of microcracking phenomena [9–19]. According to this technique, it is possible to detect the onset and the evolution of stress-
induced cracks. Crack opening, in fact, is accompanied by the emission of elastic waves which propagate within the bulk
of the material. These waves can be detected and recorded by transducers applied to the surface of the structural elements.
AE monitoring is performed by means of piezoelectric (PZT) sensors, using crystals that give out signals when subjected to a
mechanical stress [1–3]. In this way, the AE technique makes it possible to estimate the amount of energy released during the
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fracture process, to obtain information on the criticality of the process underway and to localize the damage source locations
[7–16]. The different analysis were used to evaluate the damage of a steel double girder bridge crane subjected to service
loads.

In the present paper a new AE equipment based on a wireless data acquisition system is presented. Due to the attenuation
of acoustic waves and geometrical spreading, numerous sensors have to be applied to cover all critical parts. These
circumstances make the traditional way to apply AE techniques too expensive [8, 9]. Monitoring systems for large structures
should be based on a new kind of AE equipment using wireless transmission systems. In the new monitoring system, AE
signals are detected by the sensor array, recorded in situ by a synchronisation and storage unit, and, subsequently, they are
sent via the GPRS/UMTS system to the central server for the elaboration phases. In this way, it is possible to use a centralised
station to control continuously and simultaneously, in real time, individual structures situated in different sites.

30.2 AE Equipment and Wireless Transmission System

In the last few years a computer-based procedure including AE source location, AE event counting, and statistical analysis
applied to AE time series has been developed by the authors [7, 17–20]. The final output of the AE data processing code
returns a complete description of damage characterization and evolution [7, 17–20]. Today, the most critical cases, or those
demanding long in-situ observation periods (infrastructural or monumental buildings), require AE monitoring based on
telematic working procedure. Huge structures, such as large concrete structure and infrastructures, should be monitored by
means of new type sensors, using efficient algorithms for processing large quantities of data.

To this purpose, the authors are working on a new type of AE equipment able to execute the AE data acquisition in real
time by wireless technology. By means of this new equipment, AE signals detected by the sensor array are recorded in situ
by a synchronization storage device, and successively sent via GPRS/UMTS system to the central server for the elaboration
phase. In this way, it will be possible to use a centralised station to control continuously and simultaneously individual
structural elements or entire structures, possibly situated in different places. Moreover, because a correlation exists between
the regional seismic activity and the AE signals collected during structural monitoring [7], AE wireless equipment can be
also used for the preservation of concrete structural and infrastructural networks from the seismic risk [8]. The new AE
instrumentations and the prototype are the result of a technical collaboration between the AE research unit of the Politecnico
di Torino and LEANE net. srl, an Italian company leader in the design and implementation of structural monitoring systems.
The new AE sensors, calibrated at the National Research Institute of Metrology (INRIM), are designed to optimize weight,
size, and applicability to different structural supports (Fig. 30.1a, b). The connection between the sensors and the acquisition
module is realized by coaxial cables optimized to reduce the effects of electromagnetic noise. The modules for the signal
storage are integrated within the central acquisition unit. The AE data coming from each channel are synchronized and
analyzed by a mini-processor. During this phase, the main characteristics of AE signals are recognized (AE amplitude,
signal arrival time, duration, signal frequency).

In Fig. 30.2a, b the central unit interface and the modem for the AE wireless transmission system are reported. The scheme
of acquisition, pre-processing, and data transmission adopted in the prototype is reported in Fig. 30.3. Each channel consists
of an Analog to Digital Converter module (ADC) with the capacity to acquire 10 (mega-sample/s) Ms/s in order to cover
the wide band of AE signals frequency range (50�800 kHz). The data exchange is run using a Field Programmable Gate
Array (FPGA) connected with a parallel bus and integrated into the central unit (Fig. 30.3). Each channel, connected with
the central processor, has a devoted memory of 64 Mb and is able to perform the data synchronization.

Fig. 30.1 (a) New PZT AE
sensors. (b) The new AE sensors,
working in a frequency range
between 50 and 800 kHz, are
designed to optimize weight,
size, and applicability to different
structural supports
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Fig. 30.2 Central Unit interface
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Fig. 30.3 Acquisition, pre-processing, and data transmission of AE signals for the new AE equipment

The central unit is also equipped by a thin film transistor (TFT) touch screen for human interface and first signal processing
executable in situ (Fig. 30.2a). The stored data are collected into a Compact Flash memory card (CF 64 Gb) and then sent
in real time to the AE laboratory, by GSM/GPRS antenna (Fig. 30.3), for AE signal analysis. The AE sensors adopted for
the new monitoring system are of two types: resonant and broadband piezoeletric transducers. These two kind of sensors
were used according to different conditions and considering the different structures to be monitored. The sensitivity of the
broadband sensor is lower but these sensors are able to acquire data clouds in a wide frequency band and can be used in
structures and component of reduced dimensions. In other condition, and specially when the localization of the damage must
be particularly accurate the resonant sensors will be used according to their greater sensitivity. These kind of sensors will be
used for very large structures or in the case in which the monitored elements are characterized by heterogeneous materials.

30.3 Real Time AE Analysis: Damage Evolution

The new AE equipment perform automatically different kind of analysis. The first analysis are devoted to evaluate the damage
evolution of the monitored structure. According to this objective different parameters are computed using the acquired data.
The first indicator is represented by the cumulative number of AE signals N, detected during the monitoring time. In addition,
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the time dependence of the structural damage observed during the monitoring period, identified by parameter �, can also be
correlated to the rate of propagation of the micro-cracks. If we express the ratio between the cumulative number of AE counts
recorded during the monitoring process, N, and the number obtained at the end of the observation period, Nd , as a function
of time, t, we get the damage time dependence on AE [1, 2]:

� D E

Ed
D N

Nd
D
�
t

td

�ˇt
(30.1)

In Equation (30.1), the values of Ed and Nd do not necessarily correspond to critical conditions (Ed �Emax; Nd �Nmax)
and the td parameter must be considered as the time during which the structure has been monitored. By working out the
ˇt exponent from the data obtained during the observation period, we can make a prediction as to the structure’s stability
conditions. If ˇt < 1, the damaging process slows down and the structure evolves towards stability conditions, in as much as
energy dissipation tends to decrease; if ˇt > 1 the process diverges and becomes unstable; if ˇtD 1 the process is metastable,
that is, though it evolves linearly over time, it can reach indifferently either stability or instability conditions [6, 7].

Damage assessment in the structure may be also investigated by the statistical distribution of the AE signal magnitudes
fitted by the Gutenberg–Richter (GR) law [6, 7]:

LogN .�M/ D a � bM; (30.2)

where N is the number of AE events with magnitude greater than M, and a and b (or b-value) are fitting parameters. The
b-value is an important parameter for damage assessment of structures as it decreases during damage evolution, reaching
final values close to 1 when the failure is imminent [6]. The cumulative number of AE, the ˇt exponent and the b-value are
computed using the new AE equipment for a concrete notched beam subjected to three point bending.

30.3.1 Basic Principle of AIC Criterion

Initially developed to predict the optimal order of the auto-regressive process fitting the time series in seismology [21–25],
the AIC criterion can be used to demark the point of two adjacent time series (noise and signal) with different underlying
statistics [26–31].

Suppose that a voltage time series fx1, x2, : : : , xng, containing the AE signal, is divided in two segments iD 1,2, fx1,
x2, : : : , xkg and fxk C1, x2, : : : , xng, where k identifies the unknown signal onset time. Both segments are assumed to be two
different pseudo-stationary time series, either modeled as an auto-regressive (AR) process of order M with coefficients fai

mg:

xj D
MX
mD1

aimxj�m C eij i D 1; 2; (30.3)

where jDM C1, : : : , k for interval iD 1 and jD kC 1, : : : , n�M for iD 2.
The model divides either time series into a deterministic and a non-deterministic part ei

j, the latter assumed to be a white
noise. Thus, the time series fei

jg is a sample of independent and identically distributed random variables, with mean zero,
variance � i

2 and density function f (ei
j)D (� i2�)�1/2exp[�(ei

j/� i)2/2], to which the maximum-likelihood estimation (MLE)
can be applied. Then, we look at the joint density function of all variables fei

jg—expressed in terms of the observations fxjg
by means of Eq. 30.3—considered as fixed parameters, whereas the model parameters�iD�i (ai

1, : : : ai
m, � i

2) for the i-th
interval are allowed to vary freely. In this perspective, the joint density function is the likelihood function L [26–31]:
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where p1DMC 1, p2D k C1, q1D k, q2D n�M, n1D k�M and n2DN � k�M.
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As it is known, the MLE finds the particular values of the model parameters which make the observed results the most
probable or, in other words, which maximize the likelihood function L. Working equivalently with the logarithm of Eq. 30.4
and searching for the MLE of the model parameters we get:

@ lnL.‚1;‚2; k;M jx /
@�i

D 0 i D 1; 2; (30.5)

which has the solution:

�2i;max D
1
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jDpi

 
xj �
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aimxj�m

!2
i D 1; 2: (30.6)

Inserting Eq. 30.6 into Eq. 30.4 we get the maximized logarithmic likelihood function [29–31]:

lnL.‚1;‚2; k;M jx /

D �k �M
2

ln �21;max �
n � k �M

2
ln �22;max C C1 (30.7)

where C1 is a constant.
The expression in Eq. 30.7 is the basis for the Akaike Information Criterion (AIC), in which the AIC function is defined

as AICD 2P� 2ln(maximized likelihood function), where P is the number of parameters in the statistical model. Generally,
a model with minimum AIC value is thought to be most suitable one among the competing models.

Originally this function was designed to determine the optimal order for an AR process fitting a time series. In the current
application, the order M of the AR process is fixed, and therefore the AIC function is a measure for the model fit. The point k
where AIC is minimized, or L is maximized, determines the optimal separation of the two time series—the first representing
noise and the second containing the signal—in the least square sense, and is interpreted as the onset time of the signal. In
this sense, the AIC as a function of k is known as AIC picker [29]:

AIC.k/ D .k �M/ ln �21;max

C Œn � k �M	 ln �22;max C C2; (30.8)

where C2 is a constant.
Alternatively, the AIC value can be directly calculated from the signal without dealing with the AR coefficients. As

M<< n, Eq. 30.8 can be simplified [29]:

AIC.k/ D k ln .var. x Œ1; k	 //

C .n � k � 1/ ln .var. x Œ1C k; n	 // ; (30.9)

where k goes through all the signal trace and var is the sample variance.
As AIC picker finds the onset point as the global minimum, it is necessary to choose a time window that includes only

the segment of interest of the signal. If the time window is chosen properly, AIC picker can find the first arrival of the signal
(P-wave arrival for AE) accurately. In case of low S/N ratios (as for noisy EM signals) or more seismic phases (as P-wave
and S-wave for AE signals) in a time window, global minimum cannot guarantee to indicate the first arrival of the signal. For
this reason a pre-selection of this window is necessary to apply the procedure. Here, the onset time is firstly pre-determined
using a threshold amplitude level:

 
10X

kDiC1
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=10 � 4
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The first value for the index k that makes relation (30.10) fulfilled is named k0 and it is the first estimation for the onset
time. This first estimation is always localized after the actual onset time. Thus, we apply AIC picker to the interval [1,k0] for
a rough determination of the onset time, k1. Then, the application of AIC picker to the time window with center in k1 and
width 2(k1� k0) gives the value kmin, which is regarded as the actual onset time of the analyzed signal.
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30.4 AE Monitoring of the Double Girder Bridge Crane

The monitoring results reported in the present study are devoted to the analysis of a steel structure consisted in a double
girder bridge crane with a service load of 20� 103 daN. The structure has over 30 years of service. The AE sensors were
installed on one of the two beams of the bridge crane, a pair of sensors for each of the two ends, in correspondence of the
supports, and the other four were positioned in correspondence of the middle part of the monitored element (see Fig. 30.4).
The monitoring was carried out continuously for 120 h, from November 25 2013 to November 30 2013.

The absence of AE signals during the moving of the structure was verified considering the absence of the service loads.
From the analysis of the AE time series it is possible to correlate the AE activity with the most intense activity of the crane.
The ˇt exponent indicated a substantial structural stability. At the same time the variability of the parameter b-value (between
3.8 and 2.8) is far from critical (bD 1.5) or collapse (bD 1) condition (see Fig. 30.5).

By means of the localization procedure reported in the previous section triangulation of the AE signals was carried out
to identify the AE sources. The localization results are shown in Fig. 30.6, showing an asymmetric distribution of the AE
sources, localized prevalently towards a semi-beam of the crane.

30.5 Conclusions

The paper shows the capability of a new AE data processing system based on wireless AE data transmission. The new AE
equipment can be employed to realize contemporary long time monitoring of different civil structures and to perform AE
signal analysis in real time. This system, cost efficient, easy to install, and adaptive to different types of concrete structural

Fig. 30.4 Sensor positions on the double girder bridge crane (a). Application of the sensors in the middle of the beam (b) and in correspondence
of the supports (c)
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Fig. 30.5 AE cumulated number (a), AE number per hour (b), Frequency range of AE signals (c), Time series of AE amplitudes (d), ˇt and
b-value (e, f)

Fig. 30.6 Scheme of the sensor
positions and Localization of the
AE sources

and infrastructural networks, seems to be also very promising for seismic risk monitoring of civil structures and historical
monuments. The AE cumulative number, the ˇt exponent and the b-value have been computed in order to evaluate the damage
evolution in a double girder bridge crane subjected to service loads. These analysis are the first parameter extrapolated from
the AE data and represent damage indicators obtained in real time by the new AE equipment.

After the AE data acquisition it is possible to perform the localization of the AE sources (micro-cracks). This analysis
represents the second kind of data available by the AE monitoring. The position of damage, infact, is particularly useful in
damage evaluation of concrete and masonry structures. In particular, the onset of AE signals from rock fracture is determined
through the joint auto-regressive modelling of the noise and the signal, and the application of the Akaike Information
Criterion (AIC) using the onset time as parameter. This so-called AIC picker is able to find accurately the onset of genuine
signals against the background noise. The presented study suggests the use of AE measurements to enhance monitoring,
especially applied to micro-seismicity with potential applications in earthquake forecasting.

The monitoring system fine tuned could be used extending the acquisition to different kind of data in addition to AE
signals. The data acquired from the sensor network will be sent electronically to a central server for real time monitoring of
the condition of the buildings, by means of correlation algorithms applied to data from the different measured variables. This
remote monitoring system will be maintained after the conclusion of the restoration work, allowing for detection and real
time monitoring of possible structural deterioration processes of the buildings, thus constituting a useful tool for prevention of
structural collapses. This monitoring system, if properly extended, may use the buildings as points of a monitoring network
on the territory, useful for reducing the seismic hazard and securing entire metropolitan areas by monitoring the seismic
activity.



238 A. Manuello et al.

Acknowledgements The Authors gratefully acknowledge the support of the ALCIATI Ltd (Vigliano d’Asti-Italy) for supplying the materials
research. Special thanks for their kind collaboration are due to Dr. M. Spampani and Dr. Michele Pedroni, and Alessandro Mitillo (Leane net. srl)
for their valuable cooperation throughout the development of the new AE monitoring system.

References

1. Carpinteri A, Lacidogna G, Pugno N (2004) A fractal approach for damage detection in concrete and masonry structures by the acoustic
emission technique. Acoust Tech 38:31–37

2. Carpinteri A, Lacidogna G (2006) Structural monitoring and integrity assessment of medieval towers. J Struct Eng (ASCE) 132:1681–1690
3. Carpinteri A, Lacidogna G (2006) Damage monitoring of an historical masonry building by the acoustic emission technique. Mater Struct

39:161–167
4. Carpinteri A, Lacidogna G, Paggi M (2007) Acoustic emission monitoring and numerical modeling of FRP delamination in RC beams with

non-rectangular cross-section. Mater Struct (RILEM) 40:553–566
5. Carpinteri A, Lacidogna G (2007) Damage evaluation of three masonry towers by acoustic emission. Eng Struct 29:1569–1579
6. Carpinteri A, Lacidogna G, Manuello A (2011) Stability of the ancient Athena temple in Syracuse investigated by the b-value analysis. Strain

47:243–253
7. Carpinteri A, Lacidogna G, Niccolini G (2006) Critical behaviour in concrete structures and damage localization by acoustic emission. Key

Eng Mater 312:305–310
8. Grosse CU, Finck F, Kurz H, Reinhardt W (2004) Monitoring techniques based in wireless AE sensor for large structures in civil engineering,

DGZIP-Proceedings, BB-90 CD, pp 691–698
9. Yoon D-J, Lee S, Kim CY, Seo DC (2007) Acoustic emission diagnosis system and wireless monitoring for damage assessment of concrete

structures. Proceedings of NDT for safety, 7–9 Nov 2007, Prague, Czech Republic
10. Ohtsu M (1996) The history and development of acoustic emission in concrete engineering. Mag Concr Res 48:321–330
11. Pollock AA (1973) Acoustic emission-2: acoustic emission amplitudes. Non-Destruct Test 6:264–269
12. Brindley BJ, Holt J, Palmer IG (1973) Acoustic emission- 3: the use of ring-down counting. Non-Destruct Test 6:299–306
13. Grosse CU, Reinhardt HW, Finck F (2003) Signal based acoustic emission techniques in civil engineering. ASCE J Mater Civil Eng 15:

274–279
14. Kaiser J (1950) An investigation into the occurrence of noises in tensile tests, or a study of acoustic phenomena in tensile tests. PhD

Dissertation, Technische Hochschule München, Munich FRG
15. Carpinteri A, Lacidogna G, Pugno N (2005) Creep monitoring in concrete structures by the acoustic emission technique. In: Pijaudier-Cabot G,

Gérard B, Acker P (eds) Creep, shrinkage and durability of concrete and concrete structures (Proceedings of the 7th CONCREEP Conference,
Nantes, France, 2005). Hermes Science, London, pp 51–56

16. Shah SP, Li Z (1994) Localization of microcracking in concrete under uniaxial tension. ACI Mater J 91:372–381
17. Carpinteri A, Lacidogna G, Manuello A (2007) An experimental study on retrofitted fiber-reinforced concrete beams using acoustic emission.

In: Carpinteri A, Gambarova P, Ferro G, Plizzari G (eds) Proceedings of the 6th international FraMCoS conference, vol 2. Taylor & Francis,
London, pp 1061–1068.

18. Carpinteri A, Lacidogna G, Niccolini G (2007) Acoustic emission monitoring of medieval towers considered as sensitive earthquake receptors.
Nat Hazards Earth Syst Sci 7:251–261

19. Niccolini G, Xu J, Manuello A, Lacidogna G, Carpinteri A (2012) Onset time determination of acoustic and electromagnetic emission during
rock fracture. Progr Electr Res Lett 35:51–62

20. Lacidogna G, Manuello A, Niccolini G, Carpinteri A (2012) Acoustic emission monitoring of Italian historical buildings and the case study of
the Athena temple in Syracuse. Arch Sci Rev 1–10. doi:10.1080/00038628.2012.720246

21. Sleeman R, Eck T (1999) Robust automatic P-phase picking: an on-line implementation in the analysis of broadband seismogram recordings.
Phys Earth Planet In 113:265–275

22. Earle P, Shearer PM (1994) Characterization of global seismograms using an automatic-picking algorithm. Bull Seismol Soc Am 84:366–376
23. Tong C, Kennett BLN (1996) Automatic seismic event recognition and later phase identification for broadband seismograms. Bull Seismol

Soc Am 86:1896–1909
24. Withers M et al (1998) A comparison of select trigger algorithms for automated global seismic phase and event location. Bull Seismol Soc Am

88:95–106
25. Anant KS, Dowla FU (1997) Wavelet transform methods for phase identification in three-component seismograms. Bull Seismol Soc Am

87:1598–1612
26. Kurz J, Grosse C, Reinhardt H (2005) Strategies for reliable automatic onset time picking of acoustic emissions and of ultrasound signals in

concrete. Ultrasonics 43:538–546
27. Zhang H, Thurber C, Rowe C (2003) Automatic p-wave arrival detection and picking with multiscale wavelet analysis for single-component

recordings. Bull Seismol Soc Am 93:1904–1912
28. Hafez AG, Khan TA, Kohda T (2010) Clear P-wave arrival of weak events and automatic onset determination using wavelet filter banks. Digital

Signal Proc 20:715–732
29. Akaike H (1974) A new look at the statistical model identification. Trans Automat Contr 19:716–723
30. Yokota T, Zhou S, Mizoue M, Nakamura I (1981) An automatic measurement of arrival time of seismic waves and its application to an on-line

processing system. Bull Earthq Res Inst 55:449–484
31. Maeda N (1985) A method for reading and checking phase times in auto-processing system of seismic wave data. Zisin 38:365–379



Chapter 31
Acoustic Emission Monitoring of Rock Specimens During Fatigue Tests

L. Zhou, A. Manuello, G. Lacidogna, R. Sesana, and A. Carpinteri

Abstract Some of the most significant civil and historical structures, such as bridges, viaducts, dams and ancient
monumental buildings, may collapse below the critical loading conditions due to fatigue effects. In the present paper,
damage level evolution during fatigue tests of rock specimens will be evaluated by Acoustic Emission technique (AE). The
fundamental parameters of AE will be analyzed in order to interpret the damage level evolution. The relationships between
the cumulative AE counts and the damage accumulation during fatigue experiments will be considered for different kinds
of iron-rich rocks (granite, basalt, magnetite). The achievement of critical conditions will be recognized through synthetic
parameters based on AE, such as the b-value of the Gutenberg-Richter law and considering the increase in low-frequency
components during the damage accumulation.

Keywords Rock fatigue tests • Acoustic emission • Damage evolution • Fatigue • b-Value

31.1 Introduction

The monitoring of damage due to static and fatigue loads on rock structures plays an important role in the design and
assessment of historical and civil constructions such as monuments, railway, highway tunnels, bridges, hydro-and nuclear
power stations. At the same time the geological hazards prediction and the prevention of natural disaster are related to
monitoring systems even more innovative and based on wire-less data transmission.

Recent applications of Acoustic Emission technique were used to estimate the damage level and the failure of historical
and civil buildings also during in situ constructions and in service structures and components [1–8]. In particular, several
concrete, rock and masonry constructions are usually subjected to cyclic loads, such as the traffic, cyclic hydraulic and wind
pressure loads. Among the innovative non-destructive monitoring methods, the non-destructive technique based on acoustic
emission (AE) proves to be very effective also during fatigue experiments.

A number of techniques have been developed to detect and study crack growth in brittle rock fracture. The most common
of these involves the use of strain gauges to measure slight changes in sample deformation that can be related to the closing
and opening of cracks [9, 10]. To a lesser extent, AE monitoring has been used to correlate the number of acoustic events
with various strain gauge responses [11–13]. Other techniques have involved the use of photoelastics, optical diffraction
patterns, scanning electron microscopes, laser speckle interferometry, ultrasonic probing and electrical resistivity [14]. Many
of these NDT work by introducing some type of energy into the system to be analysed. In AE tests, the energy input is
the mechanical stresses produced by the structure itself through the application of loads [14]. By monitoring a structure by
means of the AE technique, it becomes possible to detect the occurrence and evolution of stress-induced cracks. Cracking,
in fact, is accompanied by the emission of elastic waves which propagate within the bulk of the material. These waves can
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be received and recorded by piezoelectric (PZT) transducers applied to the external surface of the structural elements. The
signal is therefore analysed by a measuring system counting the emissions that exceed a certain voltage threshold measured
in volts.

By AE monitoring the damage assessment is often obtained analysing synthetic parameters. These parameters are based on
the statistical analysis of the AE amplitude distribution emerging from the growing micro-cracks. In particular, the amplitudes
of AE signals are distributed according to the Gutenberg-Richter (GR) law and could be described through the b-value. This
value, mutuated from the seismological analysis, decreases systematically with the damage evolution [15, 16]. Since the
cracking is a multiscale phenomenon, recently AE data have been interpreted by statistical and fractal theories considering
the relation between the b-value and the fractal dimension D in which the damage take place [15, 16]. In the last two
decades, the properties of fractality and multifractality of fracture surfaces have been widely recognized in the case of quasi-
brittle [17–22]. Carpinteri firstly proposed two geometrical multifractal scaling laws for strength and toughness of disordered
materials [18]. In the present paper the achievement of critical conditions will be recognized through these AE parameters,
and the b-value will be computed in order to discriminate the different failure mechanisms and to interpret the fractal domain
of the damage evolution during the cyclic tests.

31.2 Experimental Set Up Materials and AE Equipment

The specimens used during the experiments were obtained from different iron-rich rocks. The tests were conducted on
granite, basalt and magnetite specimens. During the experimental campaign, as stated in the introduction, the specimens
were subjected to fatigue cycles with a working frequency of about 200 Hz.

From a petrographic point of view, the Luserna stone used for the experimental campaign is a leucogranitic orthogneiss,
probably from the Lower Permian Age, that outcrops in the Luserna-Infernotto basin (Cottian Alps, Piedmont), at the
border between the Turin and Cuneo provinces (north-western Italy) [23–26]. The stone is characterised by a micro ‘Augen’
texture, it is grey-greenish or locally pale blue in colour. Geologically, Luserna stone pertains to the Dora-Maira Massif [23,
25], that represents a part of the ancient European margin annexed to the Cottian Alps during Alpine orogenesis [23, 25].
Magnetite blocks come from the San Leone mine [27]. This deposit is located about 30 km southwest of Cagliari, Sardinia
(Italy), near the Basso-Sulcis batholit, a granodioritic intrusive of Hercynian age [28]. The mineralization of the deposit is
mainly represented by magnetite. The ore bodies within skarn generated by the thermometamorphism of previous paleozoic
limestones in contact with granitic intrusions (300� 106 years ago). The mean iron concentration of the San Leone magnetite
is between 72.5 % and 75.0 % [26]. The last material employed during the experimental study is basalt originating from the
Mount Etna bacine. Basalt is a very common extrusive igneous rock, the dominant material making up the Earth’s oceanic
crust, and represents the principal product from volcanic eruptions. The basalt, also called Lava stone, used in the tests
reported in this paper, is characterized by a mafic chemistry (with a high content of iron and magnesium), is dark grey and
shows porphyritic texture with few mm-sized phenochrists of plagioclase, clinopyroxene and olivine [28]. All the prepared
specimens were cylindrical, with a diameter of 50 mm and a height of 100 mm.

As far as the working frequency (200 Hz) is concerned, the cylindrical specimens have been subjected to compression-
compression fatigue tests by means of an electromechanical Amsler Vibrofore 10 HPF 422 (see Fig. 31.1a and b). This
equipment allows to apply fatigue loading with a frequency range between 100 and 260 Hz, a mean load up to 50 kN, and
an alternate load up to 50 kN. The machine working conditions are related to resonance conditions of the system which is
composed by two masses (a seismic huge mass and the specimen mass) and two springs (a huge machine spring element
and the specimen stiffness) disposed in series (see Fig. 31.1a). Working condition difficulties are often related to specimen
damping. In the case of rocks, a tuning activity was needed to reach resonance conditions. The specimens were set between
two compression platens, a preload (mean) was set and then alternate loading was applied.

For the fatigue tests a computer-based procedure including AE event counting, and statistical analysis applied to AE
time series has been used by the authors [7, 29–31]. The final output of the AE data processing code returns a complete
description of damage characterization and evolution [7, 8, 29–31]. The new AE instrumentations and the prototype used
for the tests are the result of collaboration between the AE research unit of Politecnico di Torino and LEANE net. srl, an
Italian company leader in the design and implementation of structural monitoring systems. The new AE sensors, calibrated
at the National Research Institute of Metrology (INRIM), are designed to optimize weight, size, and applicability to different
structural supports (Fig. 31.2). The connection between the sensors and the acquisition module is realized by coaxial cables
optimized to reduce the effects of electromagnetic noise. The modules for the signal storage are integrated within the central
acquisition unit. The AE data coming from each channel are synchronized and analyzed by a mini-processor. During this
phase, the main characteristics of AE signals are recognized (AE amplitude, signal arrival time, duration, signal frequency).
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Fig. 31.1 Amsler Vibrofore 10
HPF 422. This equipment allows
to apply fatigue loading with a
frequency range between 100 and
260 Hz, a mean load up to 50 kN,
and an alternate load up to 50 kN
(a). Basalt specimen during the
test (b)

Fig. 31.2 Acquisition,
pre-processing, and data
transmission of AE signals for
the new AE equipment during
fatigue tests

Each channel consists of an Analogy to Digital Converter module (ADC) with the capacity to acquire 10 (mega-
sample/second) Ms/s in order to cover the wide band of AE signals frequency range (50�800 kHz). The data exchange
is run using a Field Programmable Gate Array (FPGA) connected with a parallel bus and integrated into the central unit.
Each channel, connected with the central processor, has a devoted memory of 64 Mb and is able to perform the data
synchronization.

31.3 AE Analysis: Damage Evolution

31.3.1 Damage Level and Damage Acceleration: Cumulated AE and ˇt Exponent

The new AE equipment performs automatically different kind of analysis. According to this objective different parameters
are computed using the acquired data. The first indicator is represented by the cumulative number of AE signals N, detected
during the monitoring time. In addition, the time dependence of the structural damage observed during the monitoring period,
identified by parameter �, can also be correlated to the rate of propagation of the micro-cracks. If we express the ratio between
the cumulative number of AE counts recorded during the monitoring process, N, and the number obtained at the end of the
observation period, Nd, as a function of time, t, we get the damage time dependence on AE [5, 32]:

� D E

Ed
D N

Nd
D
�
t

td

�ˇt
(31.1)

In Eq. 31.1, the values of Ed and Nd do not necessarily correspond to critical conditions (Ed �Emax; Nd �Nmax) and the
td parameter must be considered as the time during which the structure has been monitored. By working out the ˇt exponent
from the data obtained during the observation period, we can make a prediction as to the structure’s stability conditions.
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If ˇt < 1, the damaging process slows down and the structure evolves towards stability conditions, in as much as energy
dissipation tends to decrease; if ˇt > 1 the process diverges and becomes unstable; if ˇtD 1 the process is metastable, that
is, though it evolves linearly over time, it can reach indifferently either stability or instability conditions [7, 8].

31.3.2 The b-Value and the Damage Fractal Domain

By analogy with seismic phenomena, in the AE technique the magnitude may be defined as follows [15, 16]:

m D log10Amax C f .r/ (31.2)

where Amax is the amplitude of the signal expressed in �V and f(r) is a correction coefficient whereby the signal amplitude
is taken to be a decreasing function of the distance r between the source and the AE sensor. In seismology, the Gutenberg-
Richter empirical law [18]:

log10N .� m/ D a � bm or N .� m/ D 10a�bm (31.3)

expresses the relationship between magnitude and total number of earthquakes in any given region and time period, and is one
of the most widely used statistical relations to describe the scaling properties of seismicity. In Eq. 31.3, N is the cumulative
number of earthquakes with magnitude �m in a given area and within a specific time range, while a and b are positive
constants varying from a region to another and from a time interval to another. Equation 31.3 has been used successfully in
the AE field to study the scaling laws of AE wave amplitude distribution. This approach evidences the similarity between
structural damage phenomena and seismic activities in a given region of the earth, extending the applicability of the
Gutenberg-Richter law to structural engineering. According to Eq. 31.3, the b-value changes systematically at different
times in the course of the damage process and therefore can be used to estimate damage evolution modalities [33–35].

Scale effects on the size of the cracks identified by the AE technique entail, by analogy with earthquakes [16], the validity
of the following relationship:

N .� L/ D cL�2b (31.4)

where N is the cumulative number of AE events generated by cracks having a characteristic size �L, c is the total number of
AE events and DD 2b is the noninteger (or fractal) exponent of the distribution. This interpretation rests on the assumption
of a dislocation model for the seismic source and requires that 2�D� 3, i.e., the cracks are distributed in a fractal domain
comprised between a surface and the volume of the analysed region [36]. The cumulative distribution 31.4 is substantially
identical to the one proposed by Carpinteri [18, 37–39], according to which the number of cracks with size �L present in a
body is given by:

N � .� L/ D NtotL
�� (31.5)

In Eq. 31.5, � is an exponent reflecting the disorder, i.e., crack size scatter and Ntot is the total number of cracks present in
a body. By equating distributions 31.4 and 31.5, we find that 2bD � . When the final propagation occurs, defects concentrate
along preferential paths, in a narrow band around the final fracture surface. In this case, as shown by Carpinteri et al.
[15, 16], the self-similarity condition entails � D 2.0. This exponent corresponds to value bD 1.0, which is experimentally
approached in structural members during the final crack propagation [38]. In this connection, subdividing the loading process
into consecutive stages, it is possible to explain the evolution of damage in terms of increasing microcrack density on
preferential surfaces.

31.4 Experimental Results

In Fig. 31.3 the total cumulated number of AE for basalt specimen is reported at the end of the cyclic test. It is interesting
to note that three different phases may be recognised. The first is characterized by an appreciable increase of AE cumulated
number. After this first phase a second phase is characterized by a very low AE activity. Finally in the last phase it is possible
to observe a sudden increase in AE cumulated number up to the final failure of the specimen.
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Phase 1 Phase 2 Phase 3

Fig. 31.3 Total Cumulated AE
for the specimen made of Etna
basalt

100

5000
10000
15000
20000
25000
30000
35000

500

100

80

60

40

20

20

15

10

5

1.1
1.0
0.9
0.8
0.7
0.6
0.5
0.4

3.0

2.0

1.0

0

1000
1500
2000
2500
3000
3500

200 300 400 500 600 700 800

100 200 300 400 500 600 700 800

100 200 300 400 500 600 700 800

100 200 300 400 500 600 700 800

100 200 300 400 500 600 700 800

100 200 300 400

t (minutes)

b-
va

lu
e

A
 (

m
V

)
f (

kH
z)

A
E

/m
in

cu
m

 A
E

b
t

500 600 700 800

a

b

c

d

e

f

Fig. 31.4 Basalt specimen: First phase. Cumulated AE (a), AE/minutes (b), AE signal Frequency (c), AE Amplitudes (d), “t exponent
(e), b-value (f)

In Fig. 31.4 the AE analysis are reported in details for the first phase. It is possible to observe an increasing of the AE
cumulate number after 10 min from the beginning of the test. In correspondence of this increment in AE activity significant
values in the AE/minutes were observed. This value, in particular, reached a peak value of 1,500 hits/min. During this time
interval, between 110 and 120 from the beginning of the test the AE are characterized by a frequency range between 20 and
100 kHz. At the same time also the AE amplitudes increased up to 30 mV.
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Fig. 31.5 Basalt specimen: Last phase. Cumulated AE (a), AE/minutes (b), Ae signal Frequency (c), AE Amplitudes (d), “t exponent
(e), b-value (f)

On the other hand, the increase of AE rate were accompanied by a ˇt close to 1 denouncing a metastable condition. This
evidence, together with the b-value showing a drastic decreasing down to 1, denoted that after 1.32� 106 cycles a evident
damage took place into the monitored specimen. It is interesting to observe that after this first increment of AE activity no
signals were observed for about 500 min. A second appreciable increase in AE events was observed only after about 8 h from
the beginning of the test and precisely after 610 min. In this case a considerable AE increasing was observed in AE events
with greater magnitude respect to their smaller counterparts (Fig. 31.4). The increment in the number of AE with greater
magnitude was accompanied by b-values changing between 1.8 and 1.5 indicating little variability in signal amplitudes and a
damage still distributed in a volume. In Fig. 31.5 the last phase for the basalt specimen is reported and a stronger increase of
AE with values between 3,000 and 4,000 for the AE number per unit time were detected. In this phase maximum cumulated
AE counts about 20 times greater than cumulated AE counts observed during the first phase (see Fig. 31.4). The trend of ˇt

shows a progressive increase up to values between 1 and 1.3. As far as the b-value is concerned it decreased drastically to
values smaller than 1 just in correspondence of the final failure occurred after about 31� 106 cycles.

Similar results in AE activity were observed in the case of granite and magnetite specimens, in particular the b-value
trends for the final stages are reported in Fig. 31.6. Also in this case it is possible to observe that the b-value changes from
higher value down to 1 in correspondence to the final failure of the specimen when the final collapse took place.
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Fig. 31.6 b-Values for Granite (a) and Magnetite (b) specimens: Third phase. The b-value changes from higher to lower values close to 1 in
correspondence of the final failure of the specimens

31.5 Conclusions

In this paper, laboratory tests were performed on different kind of rocks with the aid a new AE equipment. The cumulated
AE number is used to detect the damage evolution during cyclic tests. The fatigue damage evolution obtained by AE data
lead to recognize three different phases during the tests. In particular the first and the last phase are characterized by a sudden
increment into the AE number. By adopting statistical analysis on AE data was possible to describe the damage accumulation
due to fatigue by a fractal description of the damage domain through the b-value. The trend observed for this parameter may
be useful to recognize in advance the final failure condition in order to prevent the collapse due to fatigue in rock materials.
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Chapter 32
Hybrid thermography and acoustic emission testing of fatigue crack
propagation in Aluminum Samples

C. Barile, C. Casavola, G. Pappalettera, and C. Pappalettere

Abstract In this paper the crack propagation process was monitored by two different experimental techniques. Acoustic
emissions sensors were placed on the sample in order to monitor the evolution of the acoustical events during the
test; at the same time the change in temperature was monitored by thermography. Test were run on aluminum samples
(Al 5068). Specimens were previously cracked, by cutting notches having known sizes and geometry. Successively, X-Ray
diffractometry analysis were performed in order to establish the given initial stress state of each sample. Specimen were then
subjected to mechanical tests. During these tests the crack propagation was continuously monitored and recorded by both
techniques. Data obtained, in terms of number of hits, amplitude signals and maps’ temperature, were critically compared in
order to assess the capability of each technique in following the evolution of the damage process.

Keywords Aluminum • Acoustic emission • Crack propagation • Fatigue • Thermography

32.1 Introduction

A release of plastic energy happens every time structural modifications occur inside solid materials, this phenomenon not
only produces temperature variations but also generates acoustic emissions (AE). These acoustic signals can be related to
several sources i.e. motion of dislocations, crack nucleation, crack propagation etc. The acoustic emissions technique detects
stress waves produced during the transient release of energy in materials subjected to heat treatments such as local annealing
for relieving residual stress [1–4] or mechanical stresses [5–7], it is a non-invasive technique that can act both in active and
in passive way. AE are detected in the ultrasonic range of frequencies by using high sensitivity piezoelectric sensors having
the resonance frequency close to the frequency of the ultrasound signal to be monitored.

The AE technique and infrared relieving of temperature by thermography technique are characterized by the possibility
to detect the energy release of stressed component even when it depends on a strictly localized phenomenon. In this work,
in fact, a live monitoring of crack propagation was performed. In order to better describe fatigue crack evolution, two
nondestructive techniques, AE and thermography, were combined.

32.2 Materials and Methods

Experimental tests were carried out on three aluminum samples (Al 5068) with rectangular cross section 20� 10 mm2 and
200 mm length. A notch was cut on each specimen in order to identify a precise location for monitoring both crack nucleation
and propagation. Notches were obtained by means of a machine in correspondence of the centerline of the specimen. Notches
were observed and measured by an optical microscope in order to calculate the stress intensity factor as function of the notch
geometry.
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Table 32.1 Main characteristics
of the Pico sensor

Peak sensitivity 54 dB
Operating frequency range 200–750 kHz
Resonant frequency 250 kHz
Temperature range �65 to 177 ıC
Dimension 5 � 4 mm

Fig. 32.1 Schematic of acoustic sensor locations on the specimen

Preliminary X-ray measurements were executed on specimens along three different directions on different locations in
correspondence of the longitudinal axis and close to the notch in order to evaluate the initial stress field on the specimens.

Fatigue tests were carried out using an amplitude load of ˙31 kN and a mean load of 0 kN, acquiring data at 1 Hz
frequency. During the cyclic load both acoustic emissions and thermographic images were acquired.

Acoustic emission events are identified by a set of shots (hits) [8]. If a voltage threshold value is fixed, the hits represent
the number of times the voltage generated from the PZT sensor overcomes that threshold. Every shot is characterized by an
intensity value proportional to the energy of the detected event [9].

Three Pico-sensors (Table 32.1 [10]) were placed on the surface of the specimen, two sensors were 30 mm far apart one
from each other (Fig. 32.1) and at the same distance from the notch, the third one was placed farther from the notch in order
to take account for other possible events.

Thermal images were acquired by using a thermo camera having the following characteristics:

• Resolution: 640� 480 pixel
• Working distance: >30 cm
• Temperature range: �20 ıC	 60 ıC
• Acquisition rate: 1 Hz

Acoustic emissions and thermo images were monitored and recorded continuously during the cyclic test.

32.3 Results and Discussion

Monitoring crack propagation has shown some differences in the analysis capability of the two techniques. In particular,
analyzing the next figures, it should be noted that AE followed very well the nucleation and the initial behavior of crack
propagation; on the other hand thermography technique best appreciates the final phase of propagation and the fracture.

Figure 32.2 shows signal records of the three AE sensors placed on one specimen; they represent the number of hits
recorded and cumulate during the test time. The curves distinguish a first trend between 0 and 50 s having a high slope and
a second one having a lower slope. This difference can be justified since the first part of curve refers to crack nucleation that
generally is characterized by a great number of acoustic events, on the contrary in the second part due to the Kaiser effects,
the AE activity become more stationary until the final fracture event occurs. Scientific literature confirms this attitude [11, 12]
associating to the sample fracture a low number of events with a high intensity.

In Fig. 32.3 some images recorded by thermo-camera are reported. It is possible to observe a region of higher temperature
in correspondence of the notch. In Fig. 32.4 the increment of temperature recorded in an area close to the notch is reported for
three specimens. As mentioned above in thermography the final phase of crack propagation and fracture was more evident
than in AE graph.
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Fig. 32.2 AE graph of three sensors on specimen A: Hits vs. Test time

Temperature level on the whole specimen was a result of thermo-elastic effect. In the area closest to the notch the
temperature was a combination of thermo-elastic effect and the notch growth. Curves in Fig. 32.4 represent the temperature
in correspondence of the notch curtailed of the thermo-elastic effect.

AE data can also provide another important information regarding the total life of specimen. Plotting the events of AE as
function of the time is possible to detect an increment in the number of recorded events with a certain advance with respect
to the final fracture of the specimen (Fig. 32.5).

Data up to 800 s show a regular and low acoustic activity, these events can be related to background noise. Over 800 s
the numbers of events deeply increase between sensor 1 and 2 but in particular tend to be concentrated close to the sensor 2
up to 1,600 s when the fracture occurs. This result lead us to conclude that the AE technique should be reliable and able to
estimate both the lifetime of the specimen and the direction of the crack [13].

Three dimensional plot of AE (Fig. 32.6) technique shows cumulative hits recorded as function of localization in unit
time. As can be seen the highest number of hits stay in the neighborhood of the crack at the position of 100–105 mm.
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Fig. 32.3 Sequence of acquired thermo graphic images (specimen A)

Fig. 32.4 Thermo graphic curve:
�T vs. test time. The plot reports
the increment of temperature
recorded in an area close to the
notch for three specimens

Fig. 32.5 Plot of the acoustic
events recorded on specimen A.
Location of the acoustic event is
reported also in relationship with
the location of the three acoustic
emission sensors (in blue
between square bracket)
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Fig. 32.6 3D histogram plot Hits
vs. Test Time vs X position
(specimen A)

32.4 Conclusions

In this paper crack propagation during fatigue tests was analyzed. This phenomenon was analyzed and described by
combining two non-destructive techniques: acoustic emission and thermography. Data recorded on three specimens by both
approaches were analyzed. It was found that precise information about the crack localization, the direction of propagation
could be obtained by both acoustic emission and thermography, but acoustic emission seems to be more accurate in providing
indications about the oncoming fracture of the specimen.
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