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Preface

The field of bio-inspired computing and modeling has witnessed a rapid growth in the
last 25 years. A relatively large and still increasing number of conferences and
workshops, journals and special issues are devoted each year to different aspects
related to the understanding of mechanisms in the natural world and to their reverse-
engineering for the design of novel algorithms and hardware systems. Results from
bio-inspired research find their successful application in a wide range of different
fields, including, among others, optimization and operations research, networking,
robotics, bioinformatics, and data mining.

While most conferences in the bio-inspired domain focus on a specific field of
application (e.g., bio-inspired robot systems) or on specific families of bio-inspired
approaches (e.g., swarm intelligence), the BIONETICS series of conferences avoid
focusing on specific bio-inspired application domains or strategies, aiming instead at
being truly interdisciplinary. BIONETICS is conceived as a general forum for
researchers and practitioners from different disciplines and application fields who seek
the understanding of fundamental principles and design strategies in biological sys-
tems, and leverage on this understanding to build bio-inspired systems for problem-
solving and engineering applications.

The 2012 edition of BIONETICS, held in Lugano, Switzerland, during December
10–11, 2012, was the seventh in this series of conferences. The first edition was held
in 2006, in Cavalese, in Italy, and was then held in Budapest, Hungary (2007), Hyogo,
Japan (2008), Avignon, France (2009), Boston, MA, USA (2010), and York, UK
(2011). The papers in this volume were orally presented at the conference, and rep-
resent a carefully selected sample of state-of-the-art research in the domain of bio-
inspired modeling and applications. The conference featured 40 submissions, 23 of
which were accepted as full papers, corresponding to a 57% acceptance rate, after a
very careful blind-review process with three reviewers per paper. These submission
numbers are similar to those of previous editions, showing a stable interest in the
conference (apart from the 2010 edition, which had a surge of submissions), in spite of
the fierce competition with the continually increasing number of conferences
addressing related topics.

In line with the truly interdisciplinary philosophy of the conference, the papers
included in this volume cover a wide range of topics and application domains: bio-
inspired approaches for telecommunications, robotics and learning issues, modeling at
the molecular scale, bioinformatics, optimization, and bio-inspired approaches to
various problems such as social networking, game theory, and language analysis.
Overall, these works provide a high-quality sample of the diversity in bio-inspired
research, as well as its wide potential for use in real-world applications and as a tool
for gaining a deeper understanding of biological and social processes.

Many people helped to make BIONETICS 2012 a successful event. In particular, I
would like to thank Guy Theraulaz (general co-chair), Enrico Natalizio (publicity



chair), Eduardo Feo (publication chair), Jawad Nagi (Web chair), and the BIONETICS
Steering Committee (Imrich Chlamtac, Iacopo Carreras, Falko Dressler, Tadashi
Nakano, Tatsuya Suda, Jun Suzuki). A special thank goes to the four invited keynote
speakers: Nicola Gatti, Jürgen Schmidhuber, Franco Zambonelli, and Anthony Weiss,
who presented an exciting and insightful overview of different applications and tech-
niques of bio-inspired computing. Finally, I also want to express my gratitude to the
European Alliance for Innovation (EAI), and in particular to Ms. Dina Shakirova and
Ms. Elisa Mendini who provided full management support, and to the Scuola Uni-
versitaria Professionale della Svizzera Italiana (SUPSI), which sponsored the event.

June 2014 Gianni A. Di Caro
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A Hybrid Exact-ACO Algorithm for the Joint
Scheduling, Power and Cluster Assignment

in Cooperative Wireless Networks

Fabio D’Andreagiovanni1,2(B)

1 Department of Optimization, Zuse-Institut Berlin (ZIB), 14195 Berlin, Germany
2 Department of Computer, Control and Management Engineering,

Sapienza Università di Roma, 00185 Roma, Italy
d.andreagiovanni@zib.de

http://www.dis.uniroma1.it/~fdag/

Abstract. Base station cooperation (BSC) has recently arisen as a
promising way to increase the capacity of a wireless network. Implement-
ing BSC adds a new design dimension to the classical wireless network
design problem: how to define the subset of base stations (clusters) that
coordinate to serve a user. Though the problem of forming clusters has
been extensively discussed from a technical point of view, there is still a
lack of effective optimization models for its representation and algorithms
for its solution. In this work, we make a further step towards filling such
gap: (1) we generalize the classical network design problem by adding
cooperation as an additional decision dimension; (2) we develop a strong
formulation for the resulting problem; (3) we define a new hybrid solu-
tion algorithm that combines exact large neighborhood search and ant
colony optimization. Finally, we assess the performance of our new model
and algorithm on a set of realistic instances of a WiMAX network.

Keywords: Cooperative wireless networks · Binary linear programming ·
Exact local search · Ant colony optimization · Hybridization

1 Introduction

Wireless communications have experienced an astonishing expansion over the
last years and network operators have consequently faced the challenge of pro-
viding higher capacity with the same limited amount of radio resources. In
this context, the capacity increase has been mainly pursued through interfer-
ence avoidance: by limiting interference, a higher number of users can indeed
be served, thus increasing network capacity. Interference avoidance can be first
obtained by a careful setting of the power emissions of the base stations consti-
tuting the network. In recent years, it was showed that an additional reduction

This work was partially supported by the German Federal Ministry of Education
and Research (BMBF), project ROBUKOM [4,27], grant 03MS616E. The Author
thanks Antonella Nardin for fruitful discussions.

G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 3–17, 2014.
DOI: 10.1007/978-3-319-06944-9 1, c© Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering 2014



4 F. D’Andreagiovanni

in interference can be obtained by allowing cooperation among the base stations:
the central feature of cooperation is that service can be provided by a number
of base stations forming a cluster, in contrast to classical systems where service
is provided by a single base station. These new wireless systems are called coop-
erative wireless networks (CWN). The advantage of a CWN is clear: a user that
requires a single powerful signal can be instead served by a (small) number of
signals of lower power, that reduce interference towards other users. Remarkable
gain in capacity are thus possible in wireless technologies supporting coopera-
tion, such as LTE [33] and WiMAX [2]. On the other hand, cooperation has
a cost and must be kept low: cooperating base stations must indeed coordinate
and need to exchange a non-negligible amount of information. For a detailed dis-
cussion of the potentialities and advantages of adopting cooperation in wireless
networks, we refer the reader to the recent work [21].

Cooperation introduces an additional decision dimension in the problem of
designing a wireless network, thus making an already complicated problem even
more complicated. In this context, Mathematical Optimization has arisen as a
very effective methodology to improve the quality of design, as proven in suc-
cessful industrial collaborations with major wireless providers [12,29,31]. Opti-
mization is furthermore able to overcome the limitations of the trial-and-error
approach commonly adopted by network engineers, by pursuing a much more
efficient usage of the scarce radio resources of a network.

Tough CWNs have attracted a lot of attention from a technical and theo-
retical point of view, there is still a lack of effective optimization models and
algorithms for their design. Moreover, available models and algorithms do not
treasure previous experience about how tackling specific computational issues
that affect the general design problem. The main objective of our work is to
make further steps towards closing such gap. Specifically, our original contribu-
tions are: (1) a new binary linear model for the design of cooperative wireless
networks, that jointly optimizes activated service links, power emissions and
cooperative clusters; (2) a strengthening procedure that generates a stronger
optimization model, in which sources of numerical issues are completely elimi-
nated; (3) a hybrid solution algorithm, based on the combination of a special
exact large neighborhood search called RINS [11] with ant colony optimization
[20] (note that tough generic heuristics and pure and hybrid nature-inspired
metaheuristics are not a novelty in (wireless) network design - see e.g., [3,5,9,14]
- to the best of our knowledge such combination has not yet been investigated).
This algorithm is built to effectively exploit the precious information coming
from the stronger model and can rapidly find solutions of very satisfying quality.

To our best knowledge, our model is the first that considers the joint opti-
mization of activated service links, power emissions and cooperative clusters.
Models available in literature have indeed focused attention on more specific
versions of the problem. In [34], a set covering formulation for selecting clusters
is introduced and solved by a greedy heuristic. A weakness of this work is that the
feasible clusters must be explicitly listed and their number is in general exponen-
tial. In [22], a linear binary formulation for the problem of forming cooperative
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clusters and assigning users to base stations is proposed and a limited computa-
tional experience on small-sized instances is presented. In [24] a non-linear model
for the joint optimal clustering and beamforming in CWN is investigated. Given
the intrinsic hardness of the resulting non-linear problem, the Authors propose
an iterative heuristic approach that makes use of mean square errors. In contrast
to our work, all these works do not consider the computational issues associated
with the coefficients representing signal propagation and thus their models are
weak and their solution approaches may lead to coverage errors, as explained in
[8,12,26].

The remainder of this paper is organized as follows: in Sect. 2, we introduce
our new model for the design of cooperative wireless networks and discuss its
strength; in Sect. 3 we present our hybrid metaheuristic; in Sect. 4 we present
preliminary computational results over a set of realistic WiMAX instances and,
finally, in Sect. 5, we derive some conclusions.

2 Cooperative Wireless Network Design

We consider the design of a wireless network made up of a set B of base stations
(BSs) that provide a telecommunication service to a set T of user terminals
(UTs). A UT t ∈ T is said to be covered (or served), if it receives the service
within a minimum level of quality. The BSs and the UTs are characterized by
a number of parameters (e.g., geographical location, power emission, frequency
used for transmitting). The Wireless Network Design Problem (WND) consists
in setting the values of the base station parameters, with the aim of maximizing
a revenue function associated with coverage (e.g., number of covered UTs). For
an exhaustive introduction to the WND, we refer the reader to [12,13,26].

An optimization model for the WND typically focuses attention only on a
subset of the parameters characterizing a BS. In particular, the majority of
the models considers the power emission and the assignment of served UTs to
BSs as the main decision variables. These are indeed two critical decisions that
must be taken by a network administrator, as indicated in several real studies
(e.g., [1,6,7,12,29,31]). Other parameters that are commonly considered are the
frequency and the transmission scheme used to serve a terminal (e.g., [10,17,30]).
Different versions of the WND are discussed in [13], where a hierarchy of WND
problems is also presented.

In this work, we consider a generalization of the Scheduling and Power
Assignment Problem (SPAP), a version of the WND that is known to be HP-
Hard [29]. In the SPAP, two decisions must be taken: (1) setting the power
emission of each BS and (2) assigning served UTs to activated cluster of BSs
(note that this corresponds to identify a subset of service links BS-UT that can
be scheduled simultaneously without interference, so we use the term schedul-
ing). Since we address the problem of designing a cooperative network, in our
generalization we also include a third decision: for each served UT, we want
to select a subset of BSs forming the cluster that serves the UT. We call the
resulting generalization by the name Scheduling, Power and Cluster Assignment
Problem (SPCAP).
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To model these three decisions, we introduce three types of decision variables:

1. A non-negative discrete variable pb ∈ P = {P1, . . . , P|P|}, with P|P| = Pmax

and Pl > Pl−1 > 0, for l = 2, . . . , |P|, representing the power emission of
a BS b. Such variable can be represented as the linear combination of the
power values Pl multiplied by binary variables: to this end, for each b ∈ B
we introduce one binary variable zbl (power variable) that is equal to 1 if b
emits at power Pl and 0 otherwise. Additionally, we must express the fact
that each BS may emit only at a single power level. If we denote the set of
feasible power levels by L, the definition of the binary power variables is:
pb =

∑
l∈L Plzbl, ∀b ∈ B, with

∑
l∈L zbl ≤ 1. We remark that a BS b such

that
∑

l∈L zbl = 0 has null power (i.e., pb = 0) and therefore is not deployed
in the network. Our model thus also decides the localization of the BSs to
be deployed, though this feature is not explicitly pointed out by defining a
specific decision variable.

2. A binary service assignment variable xt ∈ {0, 1}, ∀ t ∈ T , that is equal to 1
if UT t ∈ T is served and to 0 otherwise.

3. A binary cluster assignment variable ytb ∈ {0, 1}, ∀ t ∈ T, b ∈ B, that is equal
to 1 if BS b belongs to the cluster that serves UT t and to 0 otherwise.

Every UT t ∈ T picks up signals from each BS b ∈ B in the network and the
power Ptb that t gets from b is proportional to the emitted power pb by a factor
atb ∈ [0, 1], i.e. Ptb = atb · pb. The factor atb is an attenuation coefficient that
summarizes the reduction in power experienced by a signal propagating from b
to t [31]. The BSs whose signals are picked up by t can be subdivided into useful
and interfering, depending on whether they contribute either to guarantee or to
destroy the service. Given a cluster of BSs Ct ⊆ B that cooperate to serve t,
the BSs in Ct provide useful signals to t, while all the BSs that do not belong
to Ct are interferers. For a given service cluster Ct, a UT t is considered served
if the ratio of the sum of the useful powers to the sum of the interfering powers
(signal-to-interference ratio or SIR) is above a threshold δt > 0, which depends
on the desired quality of service [31]:

∑
b∈Ct

atb pb

N +
∑

b∈B\Ct
atb pb

≥ δt. (1)

Note that in the denominator, we highlight the presence of the system noise
N > 0 among the interfering terms. By simple linear algebra operations, we
can reorganize the ratio (1) into the following inequality, commonly called SIR
inequality :

∑

b∈Ct

atb pb − δt

∑

b∈B\Ct

atb pb ≥ δt N. (2)



A Hybrid Exact-ACO Algorithm 7

We now explain how to modify the basic SIR inequality (2), in order to build our
optimization problem. As first step, we need to introduce the service assignment
variable xt into (2), as we want to decide which UTs t ∈ T are served:

∑

b∈Ct

atb pb − δt

∑

b∈B\Ct

atb pb + M (1 − xt) ≥ δt N. (3)

This inequality contains a large positive constant M (the so-called big-M coef-
ficient [12,32]), that in combination with the binary variable xt either activates
or deactivates the constraint. It is straightforward to check that if xt = 1, then
(3) reduces to (2) and the SIR inequality must be satisfied. If instead xt = 0 and
M is sufficiently large (for example, M = +δt

∑
b∈B\Ct

atb Pmax + δt N), then
(3) becomes redundant, as it is satisfied by any power configuration of the BSs.
As second step, we need to introduce the cluster assignment variables ytb into
(3), as we want to decide which BSs b ∈ B form the cluster Ct serving t:

∑

b∈B

atb pb ytb − δt

∑

b∈B

atb pb (1 − ytb) + M (1 − xt) ≥ δt N. (4)

In this case, we extend the summation of the inequalities to all the BSs b ∈ B
and the service cluster Ct is made up of the BSs b such that ytb = 1. The BSs
that are not in the cluster act as interferers and this is expressed by including
the complement 1 − ytb of the cluster variables into the interfering summation.
By pb =

∑
l∈L Pl · zbl and by simply reorganizing the terms, we finally obtain:

(1 + δh)
∑

b∈B

∑

l∈L

atb Pl zbl ytb −δt

∑

b∈B

∑

l∈L

atb Pl zbl +M (1−xt) ≥ δt N. (5)

This last inequality constitutes the core of our model and is called SIR constraint.
It is actually non-linear as it includes the product zbl ytb of binary variables.
However, this does not constitute an issue, as this is a special non-linearity that
can be linearized in a standard way, by introducing a new binary variable vtbl =
zbl ytb for each triple (t, b, l) : t ∈ T, b ∈ B, l ∈ L, and three new constraints:
(c1) vtbl ≤ zbl; (c2) vtbl ≤ ytb, (c3) vtbl ≥ zbl + ytb − 1 [23]. If zbl = 0 or ytb = 0,
then by any of (c1), (c2) we have vtbl = 0. If instead zbl = ytb = 1, then by (c3)
we have vtbl = 1. After these considerations, we can finally state the following
pure binary linear formulation for the SPCAP:

max
∑

t∈T

rt xt −
∑

t∈T

ct

(
∑

b∈B

ytb − xt

)

(big-M SPCAP)

(1 + δh)
∑

b∈B

∑

l∈L

atb Pl vtbl − δt

∑

b∈B

∑

l∈L

atb Pl zbl + M (1 − xt) ≥ δt N

t ∈ T, (6)
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∑

l∈L

zbl ≤ 1 b ∈ B, (7)

vtbl ≤ zbl t ∈ T, b ∈ B, l ∈ L, (8)
vtbl ≤ ytb t ∈ T, b ∈ B, l ∈ L, (9)
vtbl ≥ zbl + ytb − 1 t ∈ T, b ∈ B, l ∈ L, (10)
xt ∈ {0, 1} t ∈ T, (11)
zbl ∈ {0, 1} b ∈ B, l ∈ L, (12)
ytb ∈ {0, 1} t ∈ T, b ∈ B, (13)
vtbl ∈ {0, 1} t ∈ T, b ∈ B, l ∈ L. (14)

The objective function maximizes the difference between the total revenue
obtained by serving UTs (each served UT t ∈ T grants a revenue rt > 0) and
the total cost incurred to establish cooperation between BSs (for each UT t, the
cooperation cost ct > 0 arises for each cooperating BS when at least two BSs
are cooperating; no cost arises when the service is provided by a single BS). The
linear SIR constraints (6) express the coverage conditions under cooperation.
The constraints (7) ensure that each BS emits at a single power level, while
the constraints (8)–(10) operate the linearization of the product zbl ytb. Finally,
(11)–(14) define the decision variables of the problem.

Strengthening the Formulation for the PSCAP. The formulation (big-
M SPCAP) constitutes a natural optimization model for the SPCAP. However,
because of the presence of the big-M coefficients, it is known to be really weak,
i.e. its linear relaxation produces very low quality bounds [32]. Moreover, as
the fading coefficients typically vary in a very wide range, the coefficient matrix
may be very ill-conditioned and this leads to heavy numerical instability in
the solution process. As a consequence, the effectiveness of standard solution
algorithms provided by state-of-the-art commercial solvers, such as IBM ILOG
Cplex [25], may be greatly reduced and solutions may even contain coverage
errors, as pointed out in several works (e.g., [8,12,13,15,26,29]).

In order to tackle these computational issues, we extend a very effective
strengthening approach that we proposed in [12,13,16]: the basic idea is to
exploit the generalized upper bound (GUB) constraints

∑
l∈L vtbl ≤ 1, implied

by the other GUB constraints
∑

l∈L zbl ≤ 1 (as vtbl ≤ zbl), to replace the SIR
constraints (6) with a set of GUB cover inequalities. For an exhaustive intro-
duction to the cover inequalities and to their GUB version, we refer the reader
to the book [32] and to [35]. Here, we briefly recall the well-known main results
about the general cover inequalities: a knapsack constraint

∑
j∈J ajxj ≤ b with

aj , b ∈ R+ and xj ∈ {0, 1}, ∀j ∈ J , can be replaced with a (in general exponen-
tial) number of cover inequalities

∑
j∈C xj ≤ |C|−1, where C is a cover. A cover

is a subset of indices C ⊆ J such that the summation of the corresponding coef-
ficients aj , j ∈ C violates the knapsack constraint, i.e.

∑
j∈C aj > b. The cover

inequalities thus represent combinations of binary variables xj that cannot be
activated at the same time (therefore, we can activate at most |C| − 1 variables
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in each cover C). The GUB cover inequalities are a stronger version of the simple
cover inequalities, that can be defined when there are additional constraints of
the form

∑
j∈K⊆J xj ≤ 1 (GUB constraints), that allows to activate at most one

variable in the subset K.
By applying the definition of [35] and reasoning similarly to [12], we can

define the general form of the GUB cover inequalities (GCIs) needed to replace
the SIR constraint (6):

xt +
|Δ|∑

i=1

λi∑

l=1

vtbl +
|Γ |∑

i=1

|L|∑

l=qi

zbl ≤ |Δ| + |Γ |, (15)

with t ∈ T , Δ ⊆ B, λ = (λ1, . . . , λ|Δ|) ∈ L|Δ|, Γ ⊆ B\Δ, (q1, . . . , q|Γ |) ∈
LI(t,Δ, λ, Γ ), with LI(t,Δ, λ, Γ ) ⊆ L|Γ | representing the subset of interfering
levels of BSs in Γ that destroy the service of t provided by the cluster Δ of BSs,
emitting with power levels λ = (λ1, . . . , λ|Δ|). Intuitively, for fixed UT, subset
of serving BSs and subset of interfering BSs, a GCI is built by fixing a power
setting of the serving BSs and defining a power setting of the interfering BSs
that deny the coverage of the considered UT.

If we replace the big-M SIR constraints (6) with the GCIs (15) in the big-M
formulation (big-M SPCAP), we obtain what we call a Power-Indexed formula-
tion (PI-SPCAP). The Power-Indexed formulation (PI-SPCAP) does not contain
big-M and fading coefficients and is very strong and completely stable. On the
other hand, it generally contains an exponential number of constraints and must
be solved through a typical branch-and-cut approach [32]: initially we define a
starting formulation containing only a suitable subset of GCIs (15), then we
insert additional GCIs if needed, through the solution of an auxiliary separation
problem (we refer the reader to [12] for details about the separation of the GCIs
of a Power-Indexed formulation). In our case, the starting formulation contains
the GCIs:

xt +
λ∑

l=1

vtβl +
|L|∑

l=q

zbl ≤ 2. (16)

Such GCIs are obtained by considering a relaxed version of the SIR constraints
(6), which contain only a single-server and a single-interferer (i.e., there are no
summations over multiple serving and interfering BSs). This relaxation comes
from the practical observation that it is common to have a server and an inter-
ferer BSs that are sensibly stronger than all the other and coverage of the user
just depends on the power configuration of them [12,15]. Computational experi-
ence also shows that the relaxed SIR constraints provide a good approximation
of (big-M SPCAP) [12]. The GCIs (16) of the relaxed SIR constraints can be
used to define a relaxed Power-Indexed formulation denoted by (PI0-SPCAP),
that constitutes a very good starting point for a branch-and-cut algorithm used
to solve (PI-SPCAP), as reported in [12].

Following the features of the improved ANT algorithm proposed in [28], in
our ANT algorithm presented in the next section, we make use of two lower
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bounds for the SPCAP: (1) the one obtained by solving the linear relaxation of
(PI-SPCAP), that we will denote by PI-bound ; (2) the one obtained by solv-
ing the linear relaxation of (big-M SPCAP), strengthened with the GCIs of
(PI0-SPCAP), that we will denote by BM-bound ; We remark that PI-bound is
consistently better than BM-bound, as it comes from a stronger formulation.
However, its computation takes more time than that of BM-bound, as it requires
to separate additional GCIs (we recall that (PI-SPCAP) initially corresponds to
(PI0-SPCAP) and its solution generally requires to generate additional GCIs).

3 A Hybrid Exact-ACO Algorithm for the SPCAP

Ant Colony Optimization (ACO) is a metaheuristic approach to combinatorial
optimization problems that was originally proposed by Dorigo and colleagues,
in a series of works from the 1990s (e.g., [20]), and it was later extended to
integer and continuous optimization problems (e.g., [19]). For an overview of
the theory and applications of ACO, we refer the reader to [5,18,19]. It is now
common knowledge that the algorithm draws its inspiration from the foraging
behaviour of ants. The basic idea of an ACO algorithm is to define a loop where
a number of feasible solutions are iteratively built in parallel, exploiting the
information about the quality of solutions built in previous executions of the
loop. The general structure of an algorithm can be depicted as follows:

UNTIL an arrest condition is not satisfied DO (Gen-ACO)

1. Ant-based solution construction
2. Daemon actions
3. Pheromone trail update

We now describe the details of each phase presented above for our hybrid exact-
ACO algorithm for the SPCAP. Our approach is hybrid since the canonical
ACO step 1 is followed by a daemon action phase, where we exactly explore
a large neighborhood of the generated feasible solutions, by exactly solving a
Mixed-Integer Program, as explained in Subsect. 3.2.

3.1 Ant-Based Solution Construction

In step 1 of the loop, m ∈ Z+ computational agents called ants are defined and
each ant iteratively builds a feasible solution for the optimization problem. At
every iteration, the ant is in a so-called state, associated with a partial solution
to the problem, and can complete the solution by selecting a move among a set
of feasible ones. The move is probabilistically chosen on the basis of its associ-
ated pheromone trail values. For a more detailed description of the elements and
actions of step 1, we refer the reader to the paper by Maniezzo [28]. The paper
proposes an improved ANT algorithm (ANTS), which we take as reference for our
work. We were particularly attracted by the improvements proposed in ANTS, as
they are based on the attempt of better exploiting the precious information that
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comes from a strong Linear Programming formulations of the original discrete
optimization problem. Moreover, ANTS also uses a reduced number of para-
meters and adopts mathematical operations of higher computational efficiency
(e.g., multiplications instead of powers with real exponents).

Before describing the structure and the behaviour of our ants, we make some
preliminary considerations. Our formulation for the SPCAP is based on four
types of variables: (1) power variables zbl; (2) cluster variables ytb; (3) service
variables xt; (4) linearization variables vtbl. Once that the power variables and
the cluster variables are fixed: (i) the value of the linearization variables is imme-
diately determined, because of constraints (8)–(10), and (ii) the objective func-
tion can be easily computed, as the served UTs can be identified by simply
checking which SIR inequalities (6) are satisfied. As a consequence, in the ant-
construction phase we can limit our attention to the cluster and service variables
and we introduce the following two concepts of power and cluster states.

Definition 1. Power state (PS): let L0 = L∪{0} be the set of power levels plus
the null power level. A power state represents the activation of a subset of BSs
on some power level l ∈ L0 and excludes that the same BS is activated on two
power levels. Formally: PS ⊆ B × L0 :∞ ∃(b1, l1), (b2, l2) ∈ PS : b1 = b2.

We say that a power state PS is complete when it specifies the power configura-
tion of every BS in B (thus |PS| = |B|). Otherwise the PS is called partial and we
have |PS| < |B|. Furthermore, for a given power state PS, we denote by B(PS)
the subset of BSs whose power is fixed in PS (we call such BSs configured), i.e.
B(PS) = {b ∈ B : ∃(b, l) ∈ PS}.

Definition 2. Cluster state (CS): let B̄ = B and let T × B̄ be the set of couples
(t, b) representing the non-assignment of BS b to the cluster serving UT t. A
cluster state represents the assignment or non-assignment of a subset of BSs to
the clusters serving a subset of UTs and excludes that the same BS is at the
same time assigned and non-assigned to the cluster of a UT. Formally: CS ⊆
T×B ∪ T×B̄ : ∞ ∃(t1, b1), (t2, b2) ∈ CS : b1 ∈ B, b2 ∈ B̄ and t1 = t2, b1 = b2 = b.

We say that a cluster state CS is complete when it specifies the cluster assignment
or non-assignment of every BS in B to every UT in T (thus |CS| = |T ||B|).
Otherwise the CS is called partial and we have |CS| < |T ||B|). Moreover, for
a given cluster state CS and UT t, we denote by Bt(CS) the subset of BSs
that are either assigned or not assigned to the service cluster of t in CS, i.e.
Bt(CS) = {b ∈ B ∪ B̄ : ∃(t, b) ∈ CS}.

In our ANT algorithm, we decided to first establish the value of the power
variables and then the cluster variables. So an ant first passes through a sequence
of partial power states, till a complete one is reached (power construction phase).
Then it passes through a sequence of partial cluster states, till a complete one is
reached (cluster construction phase). More formally, in the power phase, an ant
moves from a partial power state PSi to a partial power state PSj such that:

PSj = PSi ∪ {(b, l)} with (b, l) ∈ B × L0 : b ∞∈ B(PSi).
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Note that by the definition of power state, the added couple (b, l) may not contain
a BS whose power is already fixed in a previous power state.

In the cluster phase, an ant moves from a partial cluster state CSi to a partial
cluster state CSj such that:

CSj = CSi ∪ {(t, b)} with {(t, b)} ∈ T × B ∪ T × B̄.

Note that by the definition of cluster state, the added couple (t, b) may not con-
tain a BS that has been already either assigned or not assigned to the same UT.
Moreover, note that the definitions of power and cluster state can be immedi-
ately traced back to a sequence of fixing of the decision variables, thus relaxing
the concept of state and reducing a move to the fixing of a decision variable j
after the fixing of another decision variable i, as it is done in [28].

Every move adds a single new element to the partial solution. Once that the
construction phases terminate, the value of the decision variables (z, y) is fully
established and, as previously noted, we can immediately derive the value of the
other variables (x, v), thus obtaining a complete feasible solution (x, z, y, v) for
the SPCAP.

The probability that an ant k moves from a power (cluster) state i to a more
complete power (cluster) state j, chosen among a set F of feasible power (cluster)
states, is defined by the improved formula of [28]:

pk
ij =

α τij + (1 − α) ηij∑
f∈F α τif + (1 − α) ηif

,

where α ∈ [0, 1] is the parameter establishing the relative importance of trail and
attractiveness. Of course, the probability of infeasible moves is set to zero. As
discussed in [28], the trail values τij and the attractiveness values ηij should be
provided by suitable lower bounds of the considered optimization problem. In our
particular case: (1) τij is derived from the values of the variables in the solution
associated with the bound PI-bound, provided by the linear relaxation of the
Power-Indexed formulation (PI-SPCAP) (see the next subsection for the specific
setting of τij); (2) ηij is equal to the optimal solution of the linear relaxation
of the big-M formulation (big-M SPCAP) strengthened with the GCIs of (PI0-
SPCAP) and including additional constraints to fix the value of the variables
fixed in the considered state j. We denote the latter bound by strongBM-bound
and we recall that this can be quickly computed and its computation becomes
faster and faster as we move towards a complete state (the number of fixed
variables indeed increases move after move).

As previously explained, once that an ant has finished its construction, we
have a vector (z, y) that can be used to derive the value of the other variables
(x, v) and define a complete feasible solution (x, z, y, v) for the SPCAP.

3.2 Daemon Actions: Relaxation Induced Neighborhood Search

We refine the quality of the feasible solutions found through the ant-construction
phase by an exact local search in a large neighborhood, made for each feasible solu-
tion generated by the ants. Specifically, we adopt a modified relaxation induced



A Hybrid Exact-ACO Algorithm 13

neighborhood search (RINS) (see [11] for a detailed discussion of the method).
The main steps of RINS are (1) defining a neighborhood by exploiting infor-
mation about some continuous relaxation of the discrete optimization problem,
and (2) exploring the neighborhood through a (Mixed) Integer Programming
problem, that is optimally solved through an effective commercial solver.

Let SANT be a feasible solution to the SPCAP built by an ant and let SPI

be the optimal solution to the linear relaxation of (PI-SPCAP). Additionally,
let SANT

j , SPI
j denote the j-th component of the vectors. Our modified RINS

(mod-RINS) solves a sub-problem of the big-M formulation (big-M SPCAP)
strengthened with the GCIs of (PI0-SPCAP) where:

1. we fix the variables whose value in SANT and SPI differs of at most Ψ > 0,
(i.e., Sj = 0 if SANT

j = 0 ∩ SPI ≤ Ψ, Sj = 1 if SANT
j = 1 ∩ SPI ≥ 1 − Ψ;

2. set an objective cutoff based on the value of SANT;
3. impose a solution time limit of T ;

The time limit is set as the problem may be in general difficult to solve, so the
exploration of the feasible set may need to be truncated. Note that in point 1
we generalize the fixing rule of RINS, in which Ψ = 0.

3.3 Pheromone Trail Update

At the end of each construction phase t of the ants, the pheromone trails τij(t−1)
are updated according to the following improved formula (see [28] for a detailed
discussion of its elements):

τij(t) = τij(t − 1) +
m∑

k=1

τk
ij with τk

ij = τij(0) ·
(

1 − zk
curr − LB

z̄ − LB

)

, (17)

where, to set the values τij(0) and LB, we solve the linear relaxation of (PI-
SPCAP) and then we set τij(0) equal to the values of the corresponding optimal
decision variables and LB equal to the optimal value of the relaxation. Addi-
tionally, zk

curr is the value of the solution built by ant k and z̄ is the moving
average of the values of the last ψ feasible solutions built. As noticed in [28],
formula (17) substitutes a very sensible parameter, the pheromone evaporation
factor, with the moving average ψ whose setting is much less critical.

The overall structure of our original hybrid exact-ACO algorithm is presented
in Algorithm 1. The algorithm includes an outer loop repeated r times. At each
execution of the loop, an inner loop defines m ants to build the solutions. Once
that an ant finishes to build its solution, mod-RINS is applied in an attempt at
finding an improvement. Pheromone trail updates are done at the end of each
execution of the inner loop.
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Algorithm 1. Hybrid exact-ACO for the SPCAP.

1. Compute the linear relaxation of (PI-SPCAP) and use it to initialize the
values τij(0).

2. FOR t := 1 TO r DO
a) FOR μ := 1 TO m DO

i. build a complete power state;
ii. build a complete cluster state;
iii. derive a complete feasible solution to the SPCAP;
iv. apply mod-RINS to the feasible solution.
END FOR

b) Update τij(t) according to (17).
END FOR

4 Computational Experiments

We tested the performance of our hybrid algorithm on a set of 15 realistic
instances of increasing size, defined in collaboration with the Technical Strategy
& Innovations Unit of British Telecom Italia (BT Italia). The experiments were
made on a machine with a 1.80 GHz Intel Core 2 Duo processor and 2 GB of
RAM and using the commercial solver IBM ILOG Cplex 11.1. All the instances
refer to a WiMAX Network [2] and lead to the definition of very large and hard
to solve (big-M SPCAP) formulations. Even when strengthened with the GCIs
of (PI0-SPCAP), (big-M SPCAP) continues to constitute a very hard problem
and the simple identification of feasible solutions may be a hard task even for
Cplex. In particular, for most instances it was not possible to find feasible solu-
tions within one hour of computations and, when solutions were found, they were
anyway of low value (up to the 35 % of covered UTs). Our heuristic algorithm
was instead able to find good quality solutions.

After a series of preliminary tests, we found that a good setting of the parame-
ters of the heuristic is: α = 0.5 (balance between attractiveness and trail level),
m = |B|/2 (number of ants equal to half the number of BSs), ψ = m = |B|/2
(width of the moving average equal to the number of ants), Ψ = 0.01 (tolerance
of fixing in mod-RINS), T = 10 min (time limit in mod-RINS). Moreover, the
construction loop was executed 50 times. In Table 1, for each instance we report
its ID and size and the number |T ∗| of covered UTs in the best solution found
by mod-RINS (showing also the percentage coverage Cov %) and in the corre-
sponding ant solution. We also report the maximum size of a cluster in the best
solution. The solutions found by the hybrid algorithm have a much higher value
than those found by Cplex directly applied to (big-M SPCAP) and guarantee
a good level of coverage ranging from 45 to 80 %. Moreover, we note that the
execution of mod-RINS is able to increase the value of the ant solution from 5
to 13 %. Finally, it is interesting to note that the size of the clusters keeps in
general low, presenting a maximum dimension of 5. We consider the overall per-
formance highly satisfying, considering that our real aim is to use the solutions
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Table 1. Experimental results

ID |T | |B| |T ∗| (ACO) |T ∗| (ACO+RINS) Cov% Max size cluster

I1 100 9 55 60 0.60 3

I2 100 12 62 67 0.67 2

I3 121 9 52 55 0.45 2

I4 121 15 72 80 0.66 4

I5 150 12 94 106 0.71 3

I6 150 15 96 106 0.71 3

I7 150 18 103 112 0.75 3

I8 169 12 80 87 0.51 2

I9 169 15 103 116 0.69 4

I10 169 18 121 133 0.79 2

I11 196 15 136 144 0.73 3

I12 196 21 140 156 0.80 5

I13 225 9 125 142 0.63 3

I14 225 15 142 149 0.66 3

I15 225 18 152 163 0.72 4

generated by the algorithm to favour a warm start in an exact cutting-plane
algorithm applied to the Power-Indexed formulation (PI-SPCAP). Moreover, we
are confident that refinements of the components of the heuristic and further
tuning of the procedure can lead to the generation of solutions of higher quality.

5 Conclusions

Cooperative wireless networks have recently attracted a lot of attention, since
cooperation among base stations may lead to remarkable increases in the capac-
ity of a network and enhance the service experience of the users. Though base
station cooperation has been extensively discussed from a theoretical and tech-
nical point of view, there is still a lack of effective optimization models and algo-
rithms for its evaluation and implementation. To make a further step towards
filling such gap, in this work we have presented a new model and solution algo-
rithm for the problem of designing a cooperative wireless network. In partic-
ular, we have generalized the classical model for wireless network design, in
order to include cluster definition and assignment. We have then showed how to
strengthen the model, through the use of a special class of valid inequalities, the
GUB cover inequalities, that eliminate all the sources of numerical problems.
Finally, we have defined a hybrid heuristic based on the combination of ant
colony optimization and relaxation induced neighborhood search, that exploits
the important information provided by the relaxation of a strong formulation.
Computational experiments on a set of realistic instances showed that our heuris-
tic can find solutions of good quality, which could be used for a warm start in an
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exact branch-and-cut algorithm. Future work will consist in refining the compo-
nents of the heuristic (for example, by better integrating the power and cluster
state moves) and in integrating the heuristic with a branch-and-cut algorithm,
in order to find solutions of higher value and whose quality is precisely assessed.
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Abstract. Due to the best-effort nature of the Internet, delay and delay
jitter observed by a session always fluctuate, even if it generates CBR
(Constant Bit Rate) traffic. Buffering at a host and packet scheduling at
routers would solve the problem to some extent, but they require prior
knowledge of delay variation and traffic characteristics. In this paper, we
propose a novel rate control mechanism to achieve and maintain the tar-
get delay in the dynamically changing environment. Our proposal does
not filter or conceal fluctuation, but it exploits fluctuation to accomplish
the goal by using the attractor perturbation model derived from biolog-
ical behavior. Through simulation experiments, we confirmed that our
proposal could achieve and maintain the target delay when background
traffic changed.

Keywords: Attractor perturbation · Rate control · End-to-end delay

1 Introduction

When there are multiple sessions sharing the same physical network resources,
delay, delay jitter, and packet loss observed by a session always fluctuate, regard-
less of adopted protocol or characteristics of generated traffic. Since the origin of
fluctuation includes changes in the number of sessions and the amount of traffic,
the shadowing and fading of a wireless channel, rerouting of paths and others,
that cannot be predicted or controlled by an individual session, researchers had
made an effort to suppress fluctuations especially for delay-sensitive applications
such as IPTV (Internet Protocol TeleVision) and video streaming.

Delay fluctuation is generally managed by a playout buffer at a receiver [1,2].
A playout buffer defers video playout so that it can deposit the sufficient num-
ber of packets at the beginning and then provides a video player with buffered
packets. As such, as far as packets arrive at a receiver before a buffer becomes
empty, a video can be presented to a user without interruptions. However, delay
and delay jitter are not predictable. Therefore, it is very likely that a buffer runs
out of packets and a user experiences freezes. Increasing the number of packets
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 18–32, 2014.
DOI: 10.1007/978-3-319-06944-9 2, c© Institute for Computer Sciences, Social Informatics
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to buffer merely degrades the interactivity and timeliness of an application. For
delay-sensitive applications, researchers proposed methods to control and reduce
delay jitter by developing an intelligent packet scheduling algorithm at routers
[3–7] and by multipath routing [8]. In [3], comparative analysis shows that packet
scheduling at routers can reduce delay jitter even when buffering at a receiver
cannot prevent freezes. However, it requires all intermediate routers from a server
to a receiver to be equipped with the algorithm. On the contrary, a multipath
routing method still relies on prior knowledge of delay variation, which is unpre-
dictable in general. As a mechanism adopted at end systems, many rate control
algorithms have been studied [9,10]. They infer the network state by observing,
for example, delay, delay jitter, and packet loss and regulate the sending rate to
avoid network congestion. Although they can reduce the packet loss probability,
they do not take into account the delay sensitivity of interactive applications.

As long as the network condition, such as the degree of congestion, can easily
be predicted or estimated, it is trivial to control delay, delay jitter, and packet
loss. However, the ever-increasing size, complexity, and dynamics of an informa-
tion network prevent a control mechanism revealing the network condition even
with active and aggressive probing. Going back to the simplest paradigm, given
a complex system, what an end system can do is to apply a force and see how it
reacts. Only if there exists the clear relationship between them, one can obtain
the desired result by putting the appropriate force to a system. An answer can be
found in biology, which has the long history of investigating and understanding
complex systems, i.e. living organisms. The relationship is modeled by a mathe-
matical expression, called an attractor perturbation model [11,12]. It is derived
from the relationship between fluctuations inherent in a biological system and
its response against an external force. Biological systems are always exposed
to internal and external fluctuation or noise caused by, for example, thermal
fluctuation and phenotypic fluctuation. As a result, size, metabolic concentra-
tions, and gene expression differ among cells cultured in the same medium and
individuals are all different. Furthermore, gene expression of a cell dynamically
changes to adapt to the surrounding conditions such as temperature, pH, and
concentrations of chemical substances. Therefore, a cell is not always the same.
It is considered that such fluctuation or diversity is a source of flexibility and
adaptability of biological systems to environmental changes.

The attractor perturbation model explains how biological systems respond to
environmental changes, which act as a force to trigger biological responses. Based
on the model, given a change in the external force, the average of a measurable
variable, such as the concentration of metabolic substances and the number of
cells, shifts by the amount in proportional to the degree that a biological system
fluctuates, i.e. the variance of the measurable variable. That is, more a biological
system fluctuates, more it responds to the environmental change and alters its
behavior.

Fluctuation is intrinsic to an information network as well. Then, the attrac-
tor perturbation model may hold in an information network and we can develop
a control mechanism based on the model. When we regard a network as a
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biological system and injected traffic as an external force imposed on a sys-
tem, we can estimate how a network responds to a change in the injected traffic.
More specifically, by adopting the end-to-end delay as a measurable variable
of the attractor perturbation model, we can derive the appropriate amount of
increase or decrease of the sending rate to achieve the desired end-to-end delay
from the observed variance of delay. For example, assume that the measured
end-to-end delay is larger than the desired delay. When the variance is large, it
is enough to slightly decrease the sending rate to push down the delay to the
desired level. On the contrary, aggressive rate control is required in a network
with small fluctuation, which implies that a network is stable. With such a con-
trol mechanism based on the attractor perturbation model, efficient and effective
rate adaptation can be accomplished without detailed information about a net-
work system or tailored facilities.

The remainder of this paper is organized as follows. In Sect. 2, we briefly
introduce the attractor perturbation model. In Sect. 3, we verify the attrac-
tor perturbation principle in an information network. In Sect. 4, we propose a
novel rate control mechanism to achieve the stable end-to-end delay based on
the attractor perturbation model. Then we conduct simulation experiments and
evaluate the proposal in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Attractor Perturbation Model

The attractor perturbation model represents the general relationship between
inherent fluctuation and response in biological systems [11]. The following is a
mathematical expression of the attractor perturbation model.

∈w∀a+Δa − ∈w∀a = bΔaσ2
a (1)

where ∈w∀a and σ2
a are the average and variance of measurable quantity w,

e.g. protein concentration, under the force a, e.g. genetic mutation, respectively.
Δa is a small change in the force and b is a constant coefficient. The equation
indicates that a shift in the average of a measurable variable against a change
in the force is proportional to the variance of the measurable variable. From
Eq. (1), one can derive the following equation.

∈w∀a+Δa = ∈w∀a + bΔaσ2
a (2)

Equation (2) gives an estimate of an effect of increasing the force a to a + Δa
when the current average is ∈w∀a and the variance is σ2

a. From a viewpoint of
control of the force, we can consider the following equation.

Δa =
∈w∀a+Δa − ∈w∀a

bσ2
a

(3)

The equation gives the amount of change in the force, i.e. Δa, or the amount
of force, i.e. a + Δa, to obtain the shifted average ∈w∀a+Δa from the current
conditions ∈w∀a, a, and σ2

a. This brings a basic idea of our proposal.
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3 Attractor Perturbation Concept in Network

In this section, we verify that the attractor perturbation principle holds for a
network system. We regard the end-to-end delay as the variable w and the rate
of injected traffic as the external force a, and confirm the linear relationship
between fluctuation and response, i.e. the variance of delay and the shift in the
average delay.

3.1 Analytical Verification of Attractor Perturbation Concept
in M/D/1 Model

First in this section, we prove the attractor perturbation principle in an M/D/1
queuing system assuming Poisson arrival of fixed-length packets. In the following,
λ is the arrival rate, μ is the service rate, and ρ = λ/μ < 1 is the traffic intensity
or the load.

In [13], the author analyzes the mean time spent in an M/G/1 system, where
the service time has a general distribution with mean E(X). The first and second
moment of time spent in an M/G/1 system are denoted by E(T ) and E(T 2).

E(T ) =
λ

2(1 − ρ)
E(X2) + E(X) (4)

E(T 2) =
λ

3(1 − ρ)
+

λ2

2(1 − ρ)2
{E(X2)}2 +

E(X2)
1 − ρ

(5)

Since the service time in an M/D/1 is constant, by substituting E(X) = 1/μ
and E(X2) = 1/μ2 into the above equations, we can obtain the mean d(λ) and
variance σ2(λ) of time spent in an M/D/1 system as functions of the arrival
rate λ.

d(λ) =
2μ − λ

2μ(μ − λ)
(6)

σ2(λ) = E(T 2) − {E(T )}2

=
λ(4μ − λ)

12μ2(μ − λ)2
(7)

By differentiating d(λ) with respect to λ we obtain

d∈(λ) =
1

2(μ − λ)2
(8)

Assuming that Δλ is small, we further obtain the following relationship.

d(λ + Δλ) − d(λ)
Δλ

= d∈(λ) (9)
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d(λ + Δλ) − d(λ) = d∈(λ)Δλ

=
1

2(μ − λ)2
Δλ

=
6

ρ(4 − ρ)
σ2(λ)Δλ (10)

= b(ρ)σ2(λ)Δλ (11)

Therefore, the shift in the mean time spent in an M/D/1 queueing system is
given as a product of the variance σ2(λ), the change Δλ of arrival rate, and the
coefficient b(ρ). The coefficient b(ρ) is depicted in Fig. 1. Whereas b(ρ) exponen-
tially decreases in the region of ρ < 0.5, it can be represented by a constant in
the region of ρ ≤ 0.5. We consider that rate adaptation is necessary especially
when a network is moderately or highly loaded. Therefore, we can conclude
that the attractor perturbation model is applicable to rate control in a mod-
erately congested network system. In the next section, we verify the attractor
perturbation concept in a packet-based network by simulation experiments using
ns-2 [14].
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Fig. 1. variation of b(ρ)

3.2 Simulation-Based Verification of Linearity Between Fluctuation
and Response

Figure 2 illustrates topology that we used for simulation. The dumbbell network
models a bottleneck link of a network of arbitrary topology, which affects the
end-to-end delay the most on a path. Two senders S1 and S2 are connected with
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two receivers D1 and D2, respectively, through routers E0 and E1. All links
are full-duplex. The bandwidth and the propagation delay of a link between
routers E0 and E1 are 15 Mbps and 5 ms, respectively. Those of the other links
are 1 Gbps and 1 ms.

A drop-tail FIFO buffer with the capacity of 1000 packets is deployed on
each router. A CBR session called “session 1” is established between nodes S1

and D1. We observe the one-way end-to-end delay on session 1 while changing
the sending rate of UDP datagrams of a 1000-bytes payload. As background
traffic, another UDP session, where the inter-arrival time of datagrams follows
the exponential distribution and the payload size of a datagram is 1000 bytes,
is set between nodes S2 and D2. It is called “session 2”.

Fig. 2. Network topology used in simulation experiments

We observe the average ∈w∀a and variance σ2
a of one-way end-to-end delay

of session 1 at the sending rate a Mbps. We prepared 10 traffic patterns of
session 2 whose sending rate is 9 Mbps. For each of the pattern, we conducted
44 simulation experiments by increasing the sending rate a from 0.1 Mbps to
4.5 Mbps by 0.1 Mbps, i.e. Δa = 0.1. Then, from averages and variance obtained
from 440 simulation experiments, we derive 430 pairs of σ2

a and ∈w∀a+0.1 −∈w∀a,
i.e. σ2

1.0 and ∈w∀1.1 − ∈w∀1.0.
If the attractor perturbation principle holds, there exists the linear relation-

ship between Δa ·σ2
a and ∈w∀a+Δa −∈w∀a as Eq. (1) indicates. 430 pairs of 0.1σ2

a

and ∈w∀a+0.1−∈w∀a are plotted on Fig. 3 as crosses. The figure shows the positive
correlation between 0.1σ2

a and ∈w∀a+0.1 −∈w∀a and we can confirm the attractor
perturbation principle in a packet-based network. When the sending rate of CBR
session is low, there is little chance for packets to experience buffering at routers.
As a result, the variance becomes small and the small increase of sending rate
does not affect the delay much. Therefore, when the variance is small, the shift
in the average delay becomes small as well. On the contrary, as the sending rate
increases, the number of packets buffered at routers begins to fluctuate. It leads
to both of the larger delay and the variance. Consequently, we observe the linear
relationship between the variance and the shift in delay.

The proportional constant of the relationship between 0.1σ2
a and ∈w∀a+0.1 −

∈w∀a corresponds to the coefficient b of Eq. (1). In Fig. 3, we show an approximate
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Fig. 3. Attractor perturbation relationship of CBR traffic

line y = β1x + β2 obtained by the least squares approximation where x is 0.1σ2
a

and y is ∈w∀a+0.1 − ∈w∀a. The slope, i.e. β1, of the line can be regarded as the
coefficient b, and its value is 407.63. The load ρ at the variance σ2

a is calculated
by λ/μ, where μ is the service rate of the bottleneck link and λ is the arrival
rate when the variance is σ2

a. Therefore, ρ depends on σ2
a and the x-axis can be

mapped to ρ. In Fig. 3, y = b(ρ)x in the range of 0.6 < ρ < 0.9 is depicted.
To compare the analytical result of an M/D/1 system discussed in the previous
section, we convert b(ρ) to 750

ρ(4−ρ) by Δλ = Δa×106

8000 in Eq. (10). Although it is
not a linear function due to the variation of ρ, the slope b(ρ) is about 300 on
average in the range of 0.6 < ρ < 0.9. As shown in Fig. 3, there is a difference
in slope between the analytical result and the simulation result. For the same
variance, the shift ∈w∀a+0.1−∈w∀a is larger in the simulation than in the analysis.
Given the variance σ2

a, the load on a network in the case of the analysis, which
can be derived from Eq. (7), is smaller than that of the simulation, which can be
derived as (a+9)/15 considering that the amount of background traffic is 9 Mbps
and the capacity of the bottleneck link is 15 Mbps. In general, when the sending
rate increases, the end-to-end delay becomes larger in a congested network than
in an unloaded network. Consequently, the growth rate or the slope is larger
in the simulation than in the analysis. In Sect. 5, we used three alternatives of
coefficient b, that is, 407.63, 300, and b(ρ), to evaluate its influence.

4 Attractor Perturbation-Based Rate Control Mechanism

In this section, we propose a novel rate control mechanism based on the attractor
perturbation model. We regard the delay as the measurable variable x and the
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sending rate as the force a and derive the appropriate sending rate to accomplish
the target delay under the fluctuating environment.

We consider an application which communicates at least for several minutes.
An application specifies the target one-way delay T s, the maximum sending
rate amax Mbps, and the minimum sending rate amin Mbps. RTP/UDP and
RTCP/UDP are employed and the sending rate is adjusted by adapting a trans-
mission interval of RTP packets. Figure 4 illustrates how packets are exchanged
and the sending rate is adjusted.

Fig. 4. Outline of proposal

At the beginning of a session, a sender sends RTP packets at the minimum
rate amin Mbps. Besides this, to obtain average delay di and variance v2

i a sender
sends Sender Report (SR) packets at regular intervals of I s. The i-th SR packet
emitted at time ti s carries the information ti−1, i.e. the instance when the (i−1)-
th SR packet was sent, in its header. A receiver sends back a Receiver Report
(RR) packet in response to a SR packet.

Now consider that a receiver receives the i-th SR packet at ri s. It calculates
the average di−1 and variance v2

i−1 of one-way delay of RTP packets received
from ti−1 + 2(ri − ti) s to ri s (see Fig. 4). Since packets received from ri−1 s to
ti−1 + 2(ri − ti) s are sent before the rate adaptation initiated by reception of
the (i − 1)-th RR packet by a sender, they are excluded from the calculation.
Then, the receiver sends a RR packet carrying the derived average and variance
in an extended header.

On receiving the RR packet, the sender first calculates the amount Δa Mbps
of rate change by substituting the received values, the target delay T , and the
coefficient b to the following equation.

Δa =
T − di−1

bv2
i−1

(12)

Next, the sender updates the sending rate to anew Mbps , which is derived from
the following equation.

anew = min{amax,max(amin, a + Δa)} (13)
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If a sender does not receive any of the (i − n)-th RR packets (n ⊆ 1, 2, 3)
by ti + 1 + I s, i.e. an instance to send the i-th SR packet, it considers that a
network is considerably congested. Then, the sender reduces the sending rate by
half and quits sending the i-th SR packet at ti + 1 + I s. After additional I s,
if the sender receives any RR packets until then, it sends the i-th SR packet
carrying ti − 1 + I s in an extended header to a receiver. On receiving the SR
packet, the receiver calculates the average and variance of delay of RTP packets
received from ti−1 + I + 2(ri − ti) s to ri s and sends a RR packet to the sender.

5 Evaluation

In this section, we evaluate our proposal through simulation experiments. We
first describe a simulation model and measures. Then, we verify that our proposal
can achieve and maintain the target delay even when background traffic changes.

5.1 Simulation Setting

We used the dumbbell topology depicted in Fig. 2 and set a UDP session same
as Sect. 3.2. The amount of background traffic on session 2 is increased from
9 Mbps to 10.5 Mbps, in terms of load, from 0.6 to 0.7, at 200 s in a simulation
run of 400 s. We employ our proposal on session 1 established between nodes S1

and D1. The size of a RTP packet including RTP, UDP, and IP headers is set at
1000 bytes. The sizes of a SR packet and a RR packet including an IP header are
64 and 72 bytes, respectively. The maximum sending rate amax and the minimum
sending rate amin of our proposal are 15.0 Mbps and 0.1 Mbps, respectively. The
interval I of SR packets is 10 s. The target delay is set at 8.2 ms, which is the
one-way delay observed in the simulation experiments of the case of ρ = 0.8 in
Sect. 3.2. Parameters used in evaluations are summarized in Table 1.

In order to evaluate the influence of the coefficient b, we conduct simulation
experiments with b = 300, 407.63, and function b(ρ). b(ρ) enables dynamic adap-
tation of b with respect to the load condition. In the case of b(ρ), we assume that
a sender node can know the current load ρ of a network to derive the appropriate
rate change Δa, whereas it is not possible to have the accurate and up-to-date
information about the load condition of a network in an actual situation. More
specifically, at ti s, when a sender sends the i-th SR packet, the average load ρi

on the bottleneck link between ti−1 s and ti s is given and substituted into b(ρi).
For comparison purposes, we additionally conduct simulation experiments

for the cases of CBR traffic. In those cases, session 1 generates CBR traffic of
3 Mbps or 0.8 Mbps using RTP and RTCP. Note that a pair of SR and RR
packets is sent every 10 s, but it is not used for rate control. We denote a case of
CBR traffic with sending rate of 3 Mbps as CBR 3 Mbps and that of 0.8 Mbps
as CBR 0.8 Mbps.
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Table 1. Parameter setting

Parameter Value

amin 0.1 [Mbps]

amax 15 [Mbps]

Interval I of SR packets 10 [s]

T 8.2 [ms]

b 300, 407.63

5.2 Evaluation Measures

To evaluate how our proposal achieves and maintains the target delay, we intro-
duce the mean square error, the coefficient of variation, and the delay jitter
defined in the following. We consider the first control interval after the initial
transient state as the 0-th interval.

Mean Square Error. We evaluate the closeness to the target delay by the mean
square error. First, we calculate the average delay Ti of successfully received RTP
packets that are sent in the i-th control interval from ti s to ti+1 s. Note that Ti

is not equal to di, which is the average delay defined in Sect. 4. Then, we obtain
the mean square error M as follows.

M =
1

n + 1

n∑

i=0

(Ti − T )2 (14)

Here T is the target delay, n is the number of SR packets sent in the whole
simulation time. Therefore, Tn is the average delay of RTP packets that are sent
from tn s to the end of the simulation. A small M means that the average delay
is close to the target delay in most of cases.

Coefficient of Variation. We evaluate the stability of the average delay by
the coefficient of variation. We calculate the mean T̄ and the standard deviation
σ2 of the average delay in the simulation as below.

T̄ =
1

j + 1

n∑

i=0

Ti (15)

σ2 =

√
√
√
√ 1

n + 1

n∑

i=0

(Ti − T̄ )2 (16)

Then we obtain the coefficient C of variation as follows.

C =
σ2

T̄
(17)

A small C means that the average delay is kept constant and stable.
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Delay Jitter. We define the delay jitter J as follows.

J = max
0⊆i⊆n

{|Ti − T |} (18)

The delay jitter is the maximum difference between the target delay T and the
average delay Ti.

5.3 Evaluation Results

First we show an example of temporal variations in Figs. 5 and 6. In Fig. 5, vari-
ations of average delay Ti against the simulation time are depicted. In Fig. 6,
variations of averaged sending rate per control interval are depicted. All results
in the figures are obtained from simulation experiments with the identical back-
ground traffic pattern.

As shown in Fig. 5, CBR 3.0 Mbps results in the average delay close to the
target delay at the beginning, but the delay becomes larger after the increase of
background traffic. On the contrary, the average delay of CBR 0.8 Mbps is as low
as the target delay from 200 s, whereas it is smaller than the target delay in the
first half on the simulation run. Regarding our proposal, independently of the
setting of coefficient b, the average end-to-end delay stays close to the target delay
except for the period right after the sudden load increase. In the case of b = 300
for example, a sender node tries to decrease the sending rate on reception of a
RR packet from a receiver node at 201 s. However, the decrease is only 0.33 Mbps
at that time as shown in Fig. 6. It is because the delay and variance informed
by the RR packet are derived from RTP packets sent before the load increase.
At the next timing of rate control at 211 s, delay and variance have grown much
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to 9.07 ms and 3.23 ms2 respectively . Then, the amount of decrease derived at
the sender node becomes 0.90 Mbps. As a result of drastic rate reduction, the
obtained end-to-end delay approaches the target delay again. The instantaneous
increase of delay is basically unavoidable, but the duration can be shorten by a
shorter control interval, that is, frequent rate control. However, too short control
interval decreases the accuracy of variance derivation as a statistic and a sender
node cannot precisely capture the fluctuation of a network. We should emphasize
here that setting of constant value b does not affect the performance of our
proposal very much. It suggests that the prior knowledge or parameter tuning,
such that we did in Sect. 3.2, is not necessary.

Figure 7 summarizes results of all simulation experiments conducted 30 times
for each settings. Figure 7(a,b) show the relationship between the coefficient of
variation and the mean square error, and that between the coefficient of variation
and the delay jitter, respectively. In both figures, the closer the point is to the
origin, the more stable the end-to-end delay is around the target delay. Figure 7
shows that points of our proposal overlap with each other independently setting
of the coefficient b and they are in the lower left region. MSE of our proposal is
smaller than that of CBR 0.8 Mbps and much smaller than that of CBR 3.0 Mbps.
On the other hand, our proposal results in larger coefficient of variation in some
cases and larger delay jitter in all cases than CBR 0.8 Mbps. A reason is that the
average delay does not change much before and after the load increase due to
the low sending rate with CBR 0.8 Mbps. In contrast, our proposal suffers from
the instantaneous increase of delay after the load increase. It makes the delay
jitter larger than that of CBR 0.8 Mbps and affects the coefficient of variation
as well. From a practical view point, the delay jitter of as much as 1.2 ms on a
session of the propagation delay of 15 ms is small enough.
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In summary, we can conclude that our proposal can accomplish the stable
end-to-end delay facing to the sudden load increase except for the instantaneous
growth of delay right after the increase. We further showed that the setting
of coefficient b did not influence rate control very much, which supports our
motivation not to rely on the prior or detailed knowledge about characteristics
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of a network. That is, our proposal is insensitive to parameter setting as can be
seen in the flexibility and robustness of biological systems.

6 Conclusion and Future Work

In this paper, as an example of application of the attractor perturbation model,
we propose a novel rate control mechanism to achieve and maintain the target
delay in the dynamically changing environment. We first proved that the attrac-
tor perturbation principle held in a packet-based network as well as a general
M/D/1 queuing system. Next through simulation experiments, we confirmed
that our proposal could achieve the goal and more interestingly the setting of
coefficient b did not influence the performance of proposal very much.

As future work, we are going to conduct further evaluation to verify the
insensitivity of our proposal to characteristics of a network including the size,
topology, and competing sessions and their protocols. Furthermore, we plan the
comparison with other non-bio-inspired mechanisms for delay jitter suppression.
Some mechanisms such as a playout buffer can be incorporated with our pro-
posal. From a view point of the attractor perturbation principle, the behavior
of other incorporated mechanism is another origin of fluctuation of a network
system. As such, it only changes the variance of end-to-end delay observed by
our rate control mechanism. Then, we can expect that our proposal can work
well without any tuning, modification, or extension.
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tific Research (B) 22300023 of the Ministry of Education, Culture, Sports, Science and
Technology, Japan.
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Abstract. This paper introduces the Reactive ASR-FA algorithm which
is a novel ant routing algorithm that utilizes statistical models of packet
delay to detect changes in the network conditions. The algorithm is able
to quickly react to various load level changes by temporarily modify-
ing the learning parameter’s settings. We show in a set of experiments
that using the Reactive ASR-FA significantly speeds up the adaptation
process of ant routing algorithms and assures lower values of the mean
packet delay. It can be also employed in DoS and DDoS attacks detection.

Keywords: Adaptive routing · Ant algorithms · Computer networks

1 Introduction

Many similarities can be found between swarms of insects and parallel, dis-
tributed information systems that are controlled in a decentralized manner. An
example of such system is a communication network. The problem of design-
ing an adaptive routing algorithm that works efficiently under various network
conditions and traffic patterns is well suited to be solved using the Ant Colony
Optimization metaheuristic.

The ant algorithms have already proved to be effective for the purpose of
routing, thank to their adaptation abilities to changes in the environment. The
results reported in [16] showed that the ant routing algorithms have high adap-
tation abilities to various changes in the network load distribution, which may
occur in time as well as in space (non-homogeneous and non-uniform loads).
They easily adapt to periodical load level changes, and they are also able to
cope with non-uniform load patterns, such as a Denial of Service (DoS) or a
Distributed Denial of Service (DDoS) network attack.

However, the network’s adaptation to load level changes may be quite slow.
To a large extend, this is a result of the learning parameter’s settings [14]. For
some settings the adaptation would be fast, but the operation under constant
load would be unstable. On the other hand, other settings would result in a very
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 33–48, 2014.
DOI: 10.1007/978-3-319-06944-9 3, c© Institute for Computer Sciences, Social Informatics
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stable algorithm but lacking of the adaptation abilities. Therefore, the parameter
values should be optimized to work well and at the same time to preserve some
adaptation abilities.

The above issue is in some way related to insufficient information about the
network’s state. Typically, an ant routing algorithm adapts to changes of the
network traffic by updating the values of simple statistics collected by ants, such
as the mean packet delay. There is no explicit mechanism that would effectively
alert the routing agent about a sudden change in the network’s conditions. We
show that the use of more comprehensive information about the network’s state
can significantly increase the performance of ant routing.

We extend the accessible information by introducing the use of models of the
end-to-end packet delay in order to solve the stated problems. In our approach,
we build a statistical model that approximates the end-to-end packet delay dis-
tribution on the base of information collected by the backward ants. We use
statistical models of data packet delay to describe the current traffic conditions
on different paths in the network. We believe that thank to these models it will
be possible to detect and quickly react on various load level changes.

The paper is organized as follows. In Sect. 2 we shortly introduce the swarm
intelligence approach to adaptive routing and describe the ant-routing algo-
rithms. Section 3 describes the modeling scheme of the packet delay distribu-
tion for fixed networks. In Sect. 4 we present how to utilize the delay models
to develop a modification of the ASR-FA algorithm that is able to detect and
quickly react on various load level changes by temporarily modifying the learning
parameter’s settings. The experimental results are presented in Sect. 5. Section 6
concludes the paper.

2 Swarm Intelligence and Ant Routing

Swarm Intelligence is related to emergent collective intelligence of groups of
simple autonomous agents. The need of methods based on observations of nat-
ural systems was caused by unsatisfactory solutions provided by classical opti-
mization algorithms (e.g., dynamic programming). Classical methods are often
not able to cope with high dimensional problems, complex constraints, or high
and difficult to model variability in time. It appears that the use of stochastic
algorithms that draw from the natural systems may provide a more successful
solution.

Basing on the Swarm Intelligence paradigm and its derivative, the Ant Colony
Optimization scheme [11], there were various ant routing algorithms proposed
for both fixed and wireless telecommunication networks. The first ant routing
algorithm designed for asymmetric packet-switched networks was introduced by
Dorigo and di Caro [9]. Their AntNet algorithm implicitly achieves load balanc-
ing by employing a probabilistic distribution of packets on multiple paths. The
experiments reported in [7–9] proved that AntNet outperforms other competi-
tors, such as Q-routing [4], PQrouting [5], Shortest Path First (SPF) and OSPF
[12], in terms of the throughput and the delay. In [16] it was shown that AntNet
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performs very well under high and time varying load levels, including periodical
load level changes, and is also able to cope with non-uniform traffic patterns,
such as the Denial of Service (DoS) or a Distributed Denial of Service (DDoS)
network attacks.

Various modifications of AntNet have been developed within the following
years. Comprehensive reviews of routing protocols inspired by collective behavior
of social insects can be found in [3,13]. In this paper, we improve the ASR-FA
algorithm which is a modification of the ASR algorithm proposed in [19] and
analyzed under various network conditions in [15,16]. We will show that our
approach can better detect the changes of load distributions and thus enables
quick reaction to DoS or DDoS.

2.1 The ASR Algorithm

The Adaptive Swarm-based Routing (ASR) was proposed in 2004 for packet-
switched networks by Yong, Guang-Zhou and Fan-Jun [19] as a modification of
the AntNet algorithm [9]. As in AntNet, there are two types of simple agents
(ants): the forward ants that explore the network in order to find paths, and the
backward ants that use information collected by the forward ants to improve the
routing policies. Every network node k is assigned a routing table Tk that stores
the routing policy, and a traffic model Mk including some local traffic statistics.
The routing table Tk stores the probabilities tk(d, n) for each neighbor node n
and each destination node d, used to determine the probabilistic routing policy.
Both the routing tables and the statistical model are calculated iteratively during
the normal operation of the network.

The forward ants Fs∈d are launched at regular intervals from randomly
selected source nodes s to randomly selected destination nodes d. For each node
visited, the forward ant stores its age (i.e., the time elapsed from its launch)
and chooses the next node n to be visited according to a probability tk(d, n).
After reaching the destination node, the forward ant Fs∈d creates the backward
ant Bd∈s, transfers all the collected knowledge to the backward ant and is then
removed from the system. The backward ant travels back the same path as its
parental forward ant. In every visited node k it updates the values of the traffic
model and the routing probabilities for all the entries corresponding to every
node i visited on the path.

2.2 The ASR-FA Algorithm

The ASR-FA algorithm was proposed in [17] as a variant of the ASR algorithm.
ASR-FA introduces the same modifications to ASR as those proposed in [9] to
improve AntNet. Namely, in the ASR-FA algorithm both forward and back-
ward ants make use of high-priority queues which accelerates the propagation
of information about good paths in the network. Moreover, the forward ants do
not carry any information about the trip times they experienced. The backward
ants update the routing tables in the visited nodes using estimates of forward
ants trip times computed at each node k on the base of the dynamics of local
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links l and the actual queue sizes. On the base of this estimates, the statistical
traffic model Mk is built for each node k. The estimated trip time ôk(n) from
any node k to its neighbor node n is calculated as:

ôk(n) = dk(n) + (δk(n) + sa)/Bk(n) (1)

where dk(n) is the links propagation delay, δk(n) is the size of the output queue
to neighbor n (in bytes), sa is the ant’s size (in bytes) and Bk(n) is the link
bandwidth (the measure of available or consumed data communication resources
expressed in bits per second). As a result, the estimated trip times are computed
later and are more up-to-date than in the case of the basic ASR (where ant’s
past trip times are used). Thus, the statistical traffic model is also more reliable.

3 Packet Delay Modeling

Packet delay modeling is the first step toward network performance evaluation
and optimization. The objective of delay modeling is to find a mathematical
model that not only can characterize the data, but also provides tools for per-
formance evaluation and optimization.

Let us consider here a fixed telecommunication network controlled by an
ant routing algorithm. In such network, the delay distribution between a source
and destination node consists of several peaks. The ant routing algorithms are
multipath algorithms, so different packets within a single session can travel along
different paths. Thus, the successive peaks of the delay distribution correspond
to different paths traveled by a packet.

We model the empirical distribution of packet end-to-end delay in the con-
sidered network with a mixture of probability distributions. We intend to build
a simple but accurate model that can be easily computed on-line and, at the
same time, provides comprehensive information about the network’s state. To
model the empirical delay distribution of a single path, we introduce the gamma-
exponential-delta mixture model, denoted by ΓExΔ. The model is a mixture of
three probability distributions, namely the gamma distribution, the exponential
distribution, and the single point distribution, all delayed by a constant time.
We use the notation

fΓ (x|θΓ) =

{
λ

νΓ
Γ

Γ(νΓ)
xνΓ−1e− λΓ x x ≥ 0

0 x < 0
(2)

for the gamma distribution density with the rate parameter λΓ > 0 and the
shape parameter ΓΓ > 0, where λ (ΓΓ) =

∫ ⊆
0

zνΓ−1e−zdz is the gamma function.
Further we use

fEx (x|θEx) =

{
λEx e− λEx x x ≥ 0
0 x < 0

(3)

for the exponential distribution density with the rate parameter λEx > 0 and

fδ (x) = δ(x) (4)
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for the formal description of the single point distribution. We sometimes group
the parameters of each distribution, denoting then αΓ = (λΓ, ΓΓ) and αEx =
(λEx).

For a single hop path, the heuristics for our model follows an approximation
of a M/D/1 queue (Poisson arrival process, constant service time, 1 queue) [6].
We use the delta distribution to fit the delay of packets that did not wait in
any queue, the gamma distribution approximates the M/D/1 delay for small
and medium delays [18], and an exponential distribution approximates the tail
of the delay distribution of a M/D/1 queue. According to our experiments, the
ΓExΔ mixture model can be also used to approximate multi-hop paths with a
good accuracy.

The empirical delay distribution from a source to a destination node consists
of several peaks that correspond to different possible paths traveled by a packet.
Thus, the model of the overall packet delay distribution is a mixture of ΓExΔ
triplets, i = 1, . . . , M, t = 1, . . . , N , namely

f (xt|θ) =
M∑

i=1

(πΓ,i fΓ (xt − si|θΓ,i) + πEx,i fEx (xt − si|θEx,i) + πδ,i fδ (xt − si))(5)

where M is the number of possible paths from the source to the destination,
N is the data sample size, α = {(τΓ,i, τEx,i, τδ,i, αΓ,i, αEx,i, si) , i = 1, . . . , M} is
the parameter vector and si reflects the minimum delay for a given path, which
depends on the link delay and bandwidth. The mixing parameters satisfy the
following constraints τΓ,i ≥ 0, τEx,i ≥ 0, τδ,i ≥ 0,

∑M
i=1(τΓ,i +τEx,i +τδ,i) = 1.

Typically, a mixture model is estimated by using the Expectation Maxi-
mization (EM) method. The EM algorithm is used in statistics for finding the
maximum likelihood estimates of parameters in probabilistic models. Our models
have two particular features:

1. Each path in the network has its minimum delay s, so the ΓExΔ model for a
given path is delayed by s.

2. The ΓExΔ mixture model is a discrete-continuous model, as it contains a
single point distribution component (the density has the delta term).

It is easy to notice that the resulting likelihood function is not differentiable with
respect to the delay, hence its basic properties are not fulfilled, and the typical
estimation procedures may behave erratically. To overcome this problem, we
propose a two-stage estimation procedure:

1. Stage 1. Elimination of the discrete-type distribution by the estimation of
the delay.

2. Stage 2. Estimation of the elements of the mixture of continuous distribu-
tions using the EM algorithm.

In stage 1, we eliminate the discrete part of the distribution (the delta peaks)
together with the delays. In this order, we calculate the empirical cumulative
distribution function (ECDF) with a given bin width. We set a ΓExΔ model
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delay at the position of every ECDF jump. In the second stage, we use the
Expectation Maximization (EM) algorithm to estimate the parameters of the
mixture model. The EM algorithm provides an efficient iterative procedure to
compute the Maximum Likelihood (ML) estimates in the presence of missing
or unobservable data. It iterates two steps: in the expectation step (E-step) the
distribution of the unobservable variable is estimated and in the maximization
step (M-step) the parameters which maximize the expected log likelihood found
on the E-step are calculated.

The parameters of the gamma components are estimated similarly to the
way proposed in [1]. The difference is that we use robust parameter estimation
[10]. We weigh each data point in such way that the influence of this observation
on the value of the estimated distributions parameters decays with the distance
from the distributions mean. Consequently, the EM algorithm is more robust to
the noise and small insignificant peaks that we do not want to model, as they
may turn out to bias parameter estimates of nearby peaks (details in [10]).

For each possible path i = 1, 2, . . . ,M , the conditional probability densities
for the gamma components estimated in E-step are calculated as

pΓ,i(xt, θ
k) =

πk
Γ,i fΓ(xt − si|θk

Γ,i)∑M
j=1

(
πk

Γ,j fΓ(xt − si|θk
Γ,j) + πk

Ex,j fEx(xt − si|θk
Ex,j)

) (6)

and for the exponential components as

pEx,i(xt, θ
k) =

πk
Ex,i fEx(xt − si|θk

Ex,i)∑M
j=1

(
πk

Γ,j fΓ(xt − si|θk
Γ,j) + πk

Ex,j fEx(xt − si|θk
Ex,j)

) (7)

The robust parameter estimates are calculated in the M-step as follows:

πk+1
Γ,i =

1

N

N∑
t=1

pΓ,i(xt, θ
k) (8)

πk+1
Ex,i =

1

N

N∑
t=1

pEx,i(xt, θ
k) (9)

k+1

λ
Γ,i

=
νk
Γ,i

∑N
t=1 wΓ,it pΓ,i(xt, θ

k)∑N
t=1 wΓ,it (xt − sk

i )pΓ,i(xt, θk)
(10)

k+1

λ
Ex,i

=

∑N
t=1 wEx,it pEx,i(xt, θ

k)∑N
t=1 wEx,it (xt − sk

i )pEx,i(xt, θk)
(11)

νk+1
Γ,i = νk

Γ,i + akGa
νΓ,i

(X, θk) (12)

The parameters wit weigh the data points using the Mahalanobis distance dit =
|xt − μi|/ηi, for i = 1, . . . , M (see [10] for details).

4 The Reactive ASR-FA Algorithm

In this section we present the Reactive ASR-FA algorithm, which is a modifi-
cation of the ASR-FA algorithm that utilizes the delay models to speed up the
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adaptation process. In this solution, every node s in the network maintains a
delay model to every possible destination node d. Such the delay model consists
of several ΓExΔ triplets, corresponding to paths from s to d. We use the models
described in Sect. 3 that are calculated on-line in every node during the networks
operation, on the base of information gathered by ants.

We use the delay models to detect changes in the network conditions. At
given time intervals, we collect a small sample of ants delay values. We use the
Anderson–Darling test to assess whether the sample comes from the currently
maintained delay model.

The Anderson–Darling test is a modification of the Kolmogorov-Smirnov (K-
S) test that gives more weight to the tails than does the K-S test. As a result, it
is more sensitive. It makes use of the fact that, assuming the data arise from a
hypothetic distribution, it can be transformed into a uniform distribution. The
transformed sample data can be then tested for uniformity with a distance test.

The test statistic A verifies whether the sample data come from a distribution
with the cumulative distribution function (CDF) F . The data in the sample must
be put in ascending order Y1 < . . . < Yn. The test statistic A can be computed
as

A2 = −n − S (13)

where

S =
n∑

k=1

2k − 1
n

(ln F (Yk) + ln(1 − F (Yn+1−k))) (14)

The statistic A is then averaged over time, namely

A =
Am + Am−1 + . . . + Am−z

z
(15)

where z is the number of the averaged values of the statistic A, m is an index,
and Am is the current value of the statistic A.

The Anderson–Darling test is one-sided and the null hypothesis that the
distribution is of a specific form is rejected if the test statistic is greater than
the critical value Athr. We used A as our test statistic.

The main goal of the Reactive ASR-FA is to accelerate the process of adapta-
tion to the changing network conditions. Therefore, when the null hypothesis of
the Anderson–Darling test is rejected, one of the following actions is performed:

1. Action 1. If A ≥ Athr then Ψ = Ψm else Ψ = Ψa

The non-linearity parameter Ψ is modified. Parameter Ψ ≥ 1 in the ASR
algorithm is a non-linearity parameter that adjusts the exploring properties
of the routing policy. The higher value of Ψ, the more greedy is the policy
[19]. By decreasing the value of Ψ we allow a more exploring policy. This can
help the routing algorithm to find new paths in the network that may be a
better solution in the changed network conditions.

2. Action 2. If A ≥ Athr then ψ = ψm else ψ = ψa

The learning rate ψ is modified. As the average packet delay in the ASR algo-
rithm is calculated according to the exponential moving average (additionally
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smoothed), the learning rate ψ represents the degree of weighting decrease.
A higher ψ discounts older observations faster. Therefore, if a change in the
network conditions is detected, the ψ should be increased in order to limit the
history taken into account while calculating the average delay.

3. Action 3. If A ≥ Athr then ψ = ψm and Ψ = Ψm else ψ = ψa and Ψ = Ψa

Both the non-linearity and learning rate parameters are modified. The
approaches described above can be combined in order to increase the speed
of reaction on the changing network conditions.

The above improvements are implemented as follows. In every network node
and at given time intervals, the A is computed. If the statistic value exceeds the
given threshold Athr, the parameters of the routing algorithm are modified. The
following two approaches have been examined:

1. Approach 1. In the first approach, Ψ is decreased and/or ψ is increased if
at least for one destination node the value of the Anderson–Darling statistic
exceeds Athr. This means that if Ψ was already decreased, the value of the
Anderson–Darling statistic for all destinations must fall below Athr in order
to increase Ψ once again. In this approach the routing agent maintains only
one value of Ψ and ψ.

2. Approach 2. The second approach assumes maintaining separate values of
Ψ and ψ for each possible destination node. In this approach, if a delay model
to a certain destination is found invalid, only the parameters related to this
destination are modified.

In our solution, the critical value Athr was experimentally set to 20 by analy-
sis of the obtained delay models. The values of Ψa, Ψm, ψa, and ψm were set
according to our analysis presented in [14], where we studied the influence of
various parameter values on the performance of the ASR algorithm. Our experi-
ments showed that for constant load levels the best results can be obtained when
setting Ψ = 4 and ψ = 0.2. Lower values of Ψ introduce higher exploration, which
results in much longer learning times. Good and stable results can be obtained
for ψ ∈ [0.2, 0.5]. Setting ψ ≤ 0.2 increases the learning time and for ψ ≥ 0.5
both the learning time and the obtained mean delay have significantly worse
values. Thus, we use the following parameter values Ψa = 4, ψa = 0.2, Ψm = 1 or
Ψm = 2, and ψm = 0.35. Setting Ψm = 1 or Ψm = 2 introduces more exploration
in order to allow finding new paths, whereas increasing ψm to 0.35 shortens the
history of delays used to compute the average packet delay (see Action 2).

5 Experimental Results

We have performed experiments to test all the approaches described in the pre-
vious section. The presented simulations were performed using the NS2 network
simulator with additional custom made modules. We used a UDP agent in the
transport layer and the load level in the network was generated by CBR traf-
fic sources. At a predefined moment, the load level was increased by decreasing
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Fig. 1. SimpleNet (left) and the nippon telephone and telegraph (right) networks.

the packet interarrival time (mpia) in the CBR traffic sources. As a result, a
load level jump was obtained. Next, after a given amount of time, the load level
returned to the primary value. We present results for the SimpleNet network
proposed in [8], which is a test network structure, and a the Nippon Telephone
and Telegraph network (NTT), which is a Japanese backbone network (Fig. 1).
We used the parameters of the NTT network as described in [2].All the presented
results were averaged over 20 simulations.

Moreover, we present experiments for the NTT network that test the capabil-
ity of the proposed Reactive ASR-FA algorithm to detect a Distributed Denial
of Service (DDoS) network attack. In [16] the authors showed that the abil-
ity of adaptive routing algorithms to distribute the traffic over several paths
makes them robust to several network attacks, including DoS and DDoS network
attacks. Here, we examine whether adding a mechanism for detecting changes in
the network conditions can speed up the adaptation process after such attacks.

5.1 Single Values of the β and the η Parameters (Approach 1)

This section examines a performance of the approach in which the routing agent
maintains only a single value of Ψ and ψ for all destination nodes.

First, we present results concerning the SimpleNet network structure for
the following simulation scenario. After 500 s the load level in the network is
increased by decreasing the mpia. Next, after 1500 s from the beginning of the
simulation, the load level returns to the primary value. We verify whether the
modified ant routing algorithm is able to quickly detect such load level changes.

We compare the results obtained for Actions 1-3, described in Sect. 4, with
the original ASR-FA algorithm for different values of the load level jump (Fig. 2).
The value of beta alternates between 4 and 2 depending on A (Ψm = 2).

Let us call the initial process of finding the suitable routing policy - the learning
process, and the process of modifying the policy after the load jump - the adapta-
tion process. In most cases all the modifications speed up both the learning process
and the adaptation process (Fig. 2). In case of the learning process, the lowest
learning time was obtained when using the combined modification of both Ψ and
ψ (Action 3). The next best result was obtained by modifying solely Ψ (Action 1).
In case of the adaptation process, the lowest adaptation time can be obtained when
using Action 3 and the second best occurs to be Action 2 (see Sect. 4).
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Fig. 2. Performance comparison of different versions of the reactive ASR-FA algorithm
under different load level jumps. The jumps were caused after 500 s by mpia step
decrease = 0.54 (upper-left), 0.6 (upper-right), 0.66 (lower-left) and 0.72 (lower-right).
The value of βm set to 2.

It is worth noticing that we present only the results obtained for the selected
set of parameters. We chose the parameters experimentally, taking into account
both the adaptation capabilities and the stability of the network’s operation.
E.g., we were able to achieve better adaptation times when we used the value
of Ψm = 1 instead of Ψm = 2. But for the highest tested jump, this caused the
algorithm to diverge (it seemed that the level of exploration implied by Ψ = 1
was too high for the load level of the biggest jump).

We also compared other network performance indicators, namely the result-
ing mean packet delay after the adaptation process ends and the maximum
packet delay during the adaptation process (Fig. 3). In most cases, all actions
result in a shorter mean data packet delay (Fig. 3 left). Only for the smallest
load level jump, Action 1 results in a bigger delay then the original ASR-FA
algorithm. On the other hand, this modification assures the lowest mean data
packet delay for the biggest load level jump. Thank to this approach, under
high load levels, the algorithm is able to find more efficient routing policies by
temporarily allowing for intensive exploration. Under lower load level jumps, the
best results can be obtained when modifying solely the learning factor ψ or both
Ψ and ψ. The maximum data packet delay during the adaptation process shows
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a similar tendency (Fig. 3 right). In all examined cases all the proposed modifi-
cations lower these value in comparison to the original ASR-FA algorithm. The
lowest value can be obtained when modifying only the learning factor.

Moreover, we examined whether the Anderson-Darling statistic is a good
indicator of the changes in the network’s conditions. We present exemplary
results concerning the value of the averaged Anderson-Darling statistic for the
traffic from Node 1 to Node 5 in the SimpleNet network (Fig. 4). It can be seen
that the value of the averaged Anderson-Darling statistic increases rapidly after
the increase of the load level, and also after the decrease of the load level. As a
result, the value of the Ψ parameter (temporarily) decreases to 2 both after the
increase and the decrease of the load level in the network. It is worth noticing
that when analyzing the averaged delay between Nodes 1 and 5, no significant
peaks can be observed at the moments of the load level changes. This means that
in the considered scenario it would not be possible to detect the changes solely
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Fig. 3. Performance comparison of different versions of the reactive ASR-FA algorithm
in terms of the mean data packet delay (left) and the maximum packet delay during
the adaptation process (right)
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Fig. 4. The value of the averaged Anderson-Darling statistic A (left) and the averaged
delay (right), for the traffic from node 1 to node 5 in the SimpleNet network
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Fig. 5. Performance comparison of different modifications of the ASR-FA algorithm’s
learning model in terms of the mean data packet delay (left) and the maximum packet
delay during the adaptation process (right). The value of βm set to 1. NTT network

on the base of the simple delay analysis. Thus, employing a more comprehensive
information — i.e., the delay models — is well motivated here.

Now, let us validate the results obtained for the SimpleNet network in a
different network structure, namely in the NTT network. The load level was
increased by decreasing the mpia after 500 seconds. Next, after 1800 s from
the beginning of the simulation the load level returned to the primary value.
Our experiments showed that Ψm = 1 is the adequate value of the decreased Ψ
parameter for the NTT network.

As in case of the SimpleNet network structure, we compare the results with
the original ASR-FA algorithm for different values of the load level jump. We
show the resulting mean packet delay after the adaptation process ends and the
maximum packet delay during the adaptation process (Fig. 5). The mean delay
is lowest in case of the modification based solely on the learning factor ψ (Fig. 5
left). The other two modifications result in mean delays worse than in case of the
original ASR-FA algorithm (we will see in Sect. 5.2 that much better delays can
be achieved when using the Approach 2). On the other hand, all modifications
decrease the maximum data packet delay during the adaptation process (Fig. 5
right).

We skipped the detailed plots of delays, as they were similar to Fig. 2. How-
ever, we would like to point out the core observed properties. In all cases exam-
ined, the modifications speed up both the learning process and the adaptation
process. In most cases, the shortest adaptation time can be achieved by combin-
ing the modification of Ψ and ψ. All the routing algorithms managed to converge
for every size of the load level jump. However, the combined solution (Action 3)
and the solution using solely Ψ (Action 1) result in some small variations of the
mean delay after the adaptation process ends. This happens, since lowering of
Ψ to 1 introduces a very high level of exploration. If at some moment of time, Ψ
is unnecessarily decreased, suboptimal paths may be used and the mean delay
may grow until Ψ is increased again. We also noticed that — after the adapta-
tion porcess — the mean delay converges to a higher value in case of Action 1
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and Action 3 (modifying Ψ parameter) than in case of Action 2 and the original
ASR-FA algorithm (not changing beta). Additional experiments showed that we
can eliminate both problems by setting Ψm = 2, yet this results in a significant
increase of the adaptation times and reduces the advantages of our algorithm.

As for the SimpleNet network structure, we also examined the value of
the averaged Anderson–Darling statistic versus the averaged delay measured
in selected nodes of the NTT network. Again, the averaged Anderson–Darling
statistic increased rapidly after the increase of the load level and also after the
decrease of the load level. No such peaks could be seen on the mean delay plot.
Thus, our experiments show that it is not always possible to detect the changes
in the network conditions based solely on the mean delay, whereas it is possi-
ble to successfully detect such changes based on the A statistic and the delay
models.

5.2 Separate Values of the β and the η Parameters for Each
Possible Destination Node (Approach 2)

In this section we present the results for the approach in which the routing agent
maintains separate values of Ψ and ψ for each destination node (Approach 2). We
do not present the corresponding results for the SimpleNet network structure, as
our experiments showed that this network is small and a change of the conditions
near one node implies a change in the whole network’s conditions. Therefore, it is
reasonable to maintain common Ψ and ψ parameter values for all destinations of
each node. Yet, the NTT network structure is much more complex, so a change
of the traffic conditions near one node does not necessarily have to imply a global
change. Thus, it is worth to verify the merits in using the separate of Ψ and ψ
for each possible destination of a given node.

In this set of experiments we test the same scenario as in Sect. 5.1. The load
level is increased after 500 s and returns to the primary value after 1800 s from
the beginning of the simulation.

We compare the results obtained for Actions 1-3 with the original ASR-FA
algorithm for different values of the load level jump. It can be seen that using
separate values of Ψ and ψ influences mostly the mean delay of the data pack-
ets in the network (Fig. 6). When using one value of Ψ (Sect. 5.1), the mean
delays obtained by the ASR-FA were significantly lower than in case of the pro-
posed modifications. Using separate values of these parameters almost in all
cases results in lower mean delays than obtained when using the ASR-FA. The
learning times are similar for both approaches. The learning time in the modi-
fication concerning only the value of Ψ slightly increased, whereas the learning
time in the modification using both Ψ and ψ decreased. However, regardless of the
approach (common or separate values of Ψ and ψ), the proposed modifications
in almost all cases decrease the learning time of the ASR-FA algorithm. Best
results can be obtained when using the modification of both Ψ and ψ (Action 3).
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Fig. 6. Performance comparison of different versions of the reactive ASR-FA algorithm
in terms of the learning time (left) and the mean data packet delay (right). The value
of βm set to 1, β modified independently for each destination. NTT network

5.3 Using the Reactive ASR-FA Algorithm to Detect a DDoS
Network Attack

A Distributed Denial of Service attack (DDoS) occurs when multiple systems
flood the bandwidth or resources of a targeted system, usually one or more
web servers. In [16] the authors showed that, in comparison to the Shortest Path
routing, the ant routing algorithms are able to successfully adapt to non-uniform
load patterns, such as the Denial of Service (DoS) or the Distributed Denial of
Service (DDoS) network attacks.

We tested the performance of the the Reactive ASR-FA algorithm in presence
of such attacks. In this section, we present the most important results for the
NTT network structure. In the described simulation scenario, the DDoS attack
was aimed at node 20, started after 200 s and lasted for the next 800 s of the
simulation. During the attack, all nodes generated extra load towards the node
number 20.

We present results concerning the Approach 1, for the Actions 1-3 described
in Sect. 4. All results were averaged over 20 simulations.

The experiments show that all the proposed modifications speed up the adap-
tation process to the DDoS attack at a similar factor (Fig. 7 left). Namely, using
the Reactive ASR-FA algorithm shortens the adaptation time by about 50 %.
However, the modifications based on Ψ result in a higher mean delay in compar-
ison to the original ASR-FA, whereas the modification based on ψ maintains a
similar mean delay to the ASR-FA. Thus, in this case the best results can be
obtained by modifying the learning rate ψ.

Figure 7 (right) shows how the DDoS attack can be detected by analyzing
the averaged value of the Anderson–Darling statistic. There is a high peak on
the plot after the attack starts. It can be seen that also the end of the attack is
visible as a second peak on the plot.

The DDoS attack can be easily detected when using the Reactive ASR-FA
algorithm, as it implies a change in the network conditions. When a DDoS attack
occurs, the delay distribution to the attacked destination node changes because
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Fig. 7. Performance comparison of different versions of the reactive ASR-FA algorithm
in case of a DDoS network attack (left), the averaged Anderson-Darling statistic from
node 34 to node 20 (right). The value of βm set to 1. NTT network

of the extra traffic. As an effect, a different routing policy may be more appro-
priate. Therefore, it is essential to quickly detect the attack and to modify the
learning parameters in such way to enable faster convergence and recovery to
the normal network’s operation. It is worth noticing that a DoS attack can be as
well detected by this mechanism, as it also implies a change in the packet delay
distributions.

6 Conclusions

In this paper we showed that using more comprehensive information about the
network’s state in place of simple statistics can significantly increase the adapta-
tion abilities of ant routing algorithms. We propose to use statistical models of
the end-to-end packet delay to describe the current traffic conditions on different
paths in the network.

We introduced the Reactive ASR-FA algorithm as a modification of the ASR-
FA algorithm. We demonstrated that our algorithm successfully utilizes the pro-
posed delay models to detect changes in the network conditions. In particular,
it speeds up the adaptation process and achieves lower values of the mean data
packet delay. Moreover, we successfully employed the Reactive ASR-FA to detect
the DoS and DDoS network attacks and to adjust the routing policy accordingly.
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Abstract. The aim of this paper is to investigate how the length of
communication links could affect the reliability during operations, by
analysing how the Johnson-Nyquist (thermal) noise on the links affects
the probability of failure (defined as the probability of switching) of
devices/switches scaled to the limit like, e.g., ion channels but also
nanoscale CMOS transistors. To this end, we will consider classical CMOS
circuits, and base our analysis on statistical considerations. In particular,
our aim is to look for the existence of an optimum wire/link length in
this context, which would maximize the reliability of the simplest system
formed by a communication link (wire) driving a switch (transistor or
ion channel).

1 Introduction

An ideal vacuum tube has not sources of spurious noise. However, in 1918 it was
shown that the electrical current is still affected by two types of noise [1]. The
first one is due to the thermal motion of the electrons, and is commonly known
as thermal noise (or Johnson-Nyquist effect), and occurs in any conductor [2].
The second one is due to the discreteness of the carriers charge, and is called shot
noise. This one does not occur in any conductor. The power spectrum, P (ν), of
the noise is given by the Fourier Transform at frequency ν, of the current-current
correlation. Thermal noise power spectrum is related to the conductance G [3],
as long as hν < KT , where h is the Plank constant, K the Boltzmann constant
and T the temperature. In particular, for all devices whose electronic transfer
shows a Poisson statistics, the shot noise has a maximum value

P = 2eI, as long as 1/ν ∈ τ (1)

where I is the time average current and τ the one electron pulse interval. It
is expected that these two types of noises would play a key role when investi-
gating the reliability of deeply scaled devices, circuits and systems. Reliability
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 49–59, 2014.
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of nanoelectronic devices is anyhow becoming a very important and limiting
aspect, not only for CMOS technologies, but also for other beyond CMOS tech-
nologies under investigation, when approaching nanoscale dimensions. At such
scales the inputs start having more influence on the circuits reliability, due to
internal noises as well as variations and defects. As reported by the International
Technology Roadmap for Semiconductor (ITRS) [4], CMOS scaling significantly
affects the reliability of nanoscale circuits. Currently, new materials are being
developed to implement new channels and source/drain to better silicon. The
main goals are to increase the saturation velocity and reduce voltage supply,
hence also power dissipation, for 2018 and beyond. Under the light of what has
been done during the last few decades, there is a clear need to develop methods to
study not only the variability of critical dimensions, but also intrinsic noises such
as to identify reliability issues in advance. As the size of CMOS transistors is
being shrinked towards nanoscale significant voltage scaling are also required.
Hence future nanoscale devices are expected to operate at very low voltage (e.g.,
for saving power). Reducing voltage levels makes the data signal to approach
the thermal noise [5,6]. As a consequence, the signal-to-noise ratio is strongly
reduced. In order to design reliable circuits, formed of non-reliable nanoscale
transistors, several methods have been proposed. The first methods are due to
von Neumann. He introduced the N-tuple Modular Redundancy (NMR) tech-
nique as well as the von Neumann Multiplexing. Lately the concept of Stochastic
Computation was introduced. This approach includes the error statistics at the
architectural and the system level design, and allows a good balance between
robustness and energy efficiency. However, other approaches have been presented,
where reliability of circuits is not the main objective. The case of Probabilistic
CMOS is an example. Still, all the efforts during the last 50 years have focused
mostly on gates and devices while the wires have been mostly ignored, with a
few cases folding them either in the gates or in the devices.

2 Motivations

Reducing size is the main goal in VLSI design. The integration of high density
(very small) devices allowed the growth of memory size and clock frequency,
which had a strong impact on the economy. Moreover, the energy consumption
played a key role in the design criteria in terms of electronic device autonomy.
Several studies [7,8] proved that in CMOS technology wire switching dissipates
well over 50% of the overall dynamic power, a percentage that will only grow with
scaling. In this context, wires become extremely important, because of the large
power/energy they dissipate. Despite significant improvements of the transis-
tors performances (due to scaling), the wires have hardly enjoyed improvements
of performances. Additionally, with scaling line edge roughness (LER) becomes
more of an issue [9], leading to the variability in resistance and capacitance, and
in turn to variability in delay and power consumption. Therefore, wires have a
strong impact on the overall circuit performance, and should be carefully con-
sidered besides transistors and their variations. In this context, the switching
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of a CMOS device should include the interconnecting wires. Figure 1 shows the
simplest possible structure: a transistor connected to an interconnecting wire.
In such a setting reliability has also been considered with respect to the electro-
migration [10,11], in order to understand the relation with the current density.
This aspect proved to be quite important in terms of reliability, since the current
density increases as the transistor and wire sizes are down-scaled. This paper
focuses on thermal noise on a wire. In particular, we analyze how the reliabil-
ity, of the system transistor and interconnect wire, is affected by the thermal
noise. In this context we try actually to answer a more fundamental question: Is
there a an optimum wire length which could maximize the reliability of trans-
mission over the wire followed by the switching of the transistor? In order to
perform our analysis, we consider scaled CMOS transistors [12], while the wire
will be considered as a classical connecting element. The analysis is performed
in the framework of the statistical modeling, where the voltage fluctuations are
described by suitable distribution functions.

3 Analysis

This section aims to present a reliability analysis of a nMOS transistor1 opera-
tion, in order to investigate whether (and eventually how) the thermal (Johnson-
Nyquist) noise on the interconnecting wire affects the probability of failure, i.e.,
the switching probability of the transistor.

3.1 The Probability of Failure: Definition

While preserving the generality, we consider a nMOS transistor and recall shortly
the basic concept of probability of failure, which will be used here. The threshold
voltage vTh is assumed to be distributed as a Normal Gaussian defined by a
mean value VTh and standard deviation σVT h

fTh(vTh) =
1∀

2πσVT h

exp

[

− (vTh − VTh)2

2σ2
VT h

]

. (2)

To get the nMOS device in conduction, the condition VG > VTh must be satisfied,
where VG denotes the gate voltage2. If there are not external perturbations on
the gate voltage VG, this condition can be represented in Fig. 2, where VG would
denote a specific point on the voltage axis. In our case we assume VG to be equal
the voltage supply VDD. In any case, there will be a non-zero probability for
the occurrence of the wrong operation, VG < vTh. As measure of the systems
reliability, we define the probability of failure as follows

Pf =
∫ +∈

VT h+βσVT h

fTh(vTh)dvTh, (3)

where β is an arbitrary, positive real parameter3.
1 The case about pMOS would not change the core of the analysis.
2 Here, to simplify the notations, VG = VGS = VGate − VSource.
3 Usually, and for our analysis, it will be β = 6.0.
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DrainSource

Gate

Wire

Fig. 1. A nMOS transistor connected to a wire.

3.2 Thermal Noise on Wire Interconnections

If thermal noise disturbances affect the wire (showed in Fig. 1), VG cannot be
considered constant anymore, and the fluctuations on the wire need to be taken
into account. To this end, the thermal noise is modelled by a stationary Gaussian
stochastic voltage fluctuation process with mean supply voltage VDD and stan-
dard deviation σVG

. We assume that the wire can be treated as a passive device,
whose capacitance CW increases as the wire length increases. In particular, for
our computation without losing generality, the wire capacitance is expressed as
αCG, where α is a real positive parameter proportional to the wire length, and
CG is the gate capacitance. Therefore we can write the standard deviation as
follows [12]

σVG
=

√
KT

αCG
, (4)

where K is the Boltzmann constant and T is the absolute temperature. We
assume that the wire voltage distribution is a Normal Gaussian density function,
defined by standard deviation σVG

and mean value VDD, as follows

fG(vG) =

√
αCG

2πKT
exp

[

−αCG(vG − VDD)2

2KT

]

. (5)

3.3 A Wire Driving an nMOS

Once the wire is coupled to the gate of an nMOS transistor (as shown in Fig. 1),
the previous definition of probability of failure needs to be extended. Let us
suppose that a voltage (of mean value) VDD (> VTh) is applied on the gate of a
nMOS with mean threshold voltage VTh. The probability of failure depends on
two conditions

vG < vTh, vTh > VTh + βσVT h
. (6)

The inequalities (6) have to be regarded as statistical, because vTh and vG are
stochastic variables described by their respective distribution functions (2) and
(5). Moreover, these inequalities lead us to observe that the probability of failure
must be computed by a joint distribution function, which models the statistical
events of failure in terms of the independent Gaussian distributed variables vG

and vTh.
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Fig. 2. Threshold voltage PDF: VTh = 205.6 mV, σVT h = 25.88 mV.

To carry out our analysis, we define a new variable: Δv = vG − vTh. Thus,
the probability of failure has to be computed as follows

Pf (α, VDD) =
∫ 0

−∈

∫ +∈

VT h+βσVT h

fα,VDD
(Δv, vTh)dvThdΔv, (7)

where α and VDD can be considered real parameters, once the temperature T
and the nMOS transistor have been fixed. To construct fα,VDD

, we start by
observing that Δv and vTh are not statistically independent. Furthermore, we
remark that the mean value ≤Δv⊆ and the standard deviation σΔv are4

≤Δv⊆ = VDD − VTh, σΔv =
√

σ2
VG

+ σ2
VT h

. (8)

The statistical correlation coefficient ρΔv,vT h
can be evaluated as follows

ρΔv,vT h
= cov(Δv,vT h)

σΔvσVT h

= ⊆(Δv−⊆Δv∗)(vT h−VT h)∗
σΔvσVT h

.
(9)

This simplifies to
ρΔv,vT h

= − σVT h√
σ2

VG
+σ2

VT h

= − σVT h

√
αCG√

KT+αCGσ2
VT h

.
(10)

4 Here vG’s mean value is denoted by VDD in order to simplify the notation, since
it relates to the voltage applied to the gate. As a generic parameter, it should be
denoted by VG.
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Two significant remarks can be made here, about the dependence of ρΔv,vT h
on

α. In the limit cases, we have

lim
α→0+

ρΔv,vT h
= 0, lim

α→+∈ ρΔv,vT h
= −1, ≥T > 0. (11)

The first limit in (11) shows that when the wire is not considered (α = 0), vari-
ables Δv and vTh are fully un-correlated, i.e. statistically independent. This is
physically consistent, as in case the wire is not taken into account, the computa-
tion of joint probability must reduce to (3). The second limit, on the other hand,
shows a complete anticorrelation. It is also pretty interesting to observe how the
temperature affects the correlation coefficient. This is shown in Fig. 3, and it is
related to the nMOS-1 transistor [13] described in Table 1. Once the correlation
coefficient is computed, we can construct the joint (multivariate) distribution
function as follows

fα,VDD
(Δv, vTh) =

1
√

2π|Σ| exp
[

−1
2
(v − ≤v⊆)T Σ−1(v − ≤v⊆)

]

, (12)

where the components of the v vector are the stochastic variables Δv and vTh,
while Σ is the covariance matrix5

v =
(

Δv
vTh

)

, Σ =
[

σ2
Δv cov(Δv, vTh)

cov(Δv, vTh) σ2
VT h

]

. (13)

Once (12) is used in (7), we can compute the probability of failure, taking into
account the thermal noise on the wire, and evaluate how α and the supply voltage
VDD affect the overall reliability.
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Fig. 3. Correlation coefficient for the device nMOS-1 in Table 1

5 This notation is commonly used in statistical calculations.
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4 The Energy Distribution

As we have been considering the supply voltage as a stochastic variable distrib-
uted as a Normal Gaussian, it is straightforward also to look for the distribution
of energy on the wire. We expect it depends on α, and in general also on VDD.
The energy Ew, stored on the wire, once charged under a voltage supply vG is
Ew = 1/2αCGv2

G. A simple manipulation shows that

Ew = 1
2αCGv2

G = 1
2KT αCG

KT v2
G

= 1
2KT

(
vG

σVG

)2

= 1
2KTξ2.

(14)

therefore the energy distribution follow the distribution of the stochastic variable
ξ2. As vG is a normal Gaussian distributed variable and σVG

is the related
standard deviation, the probability density function fξ of ξ2 is the non-central
chi squared, with one degree of freedom [14]

fξ(vG;α, VDD) =
1
2

exp
(

−vG + λα

2

)(
vG

λα

)− 1
4

I− 1
2
(
√

λαvG), (15)

where λα is the non-centrality parameter and I− 1
2
(z) is the modified Bessel

function of the first kind, in the particular case of one degree of freedom6

λα =
(

VDD

σVG

)2

, Iν(z) =
(z

2

)ν ∈∑

j=0

(z2/4)j

j!Γ(ν + j + 1)
. (16)

5 Results and Discussions

The numerical tests that we have performed are based on the data in Table 1 and
the results are showed in Figs. 4, 5 and 6. The devices qualitatively present the
same behaviour. The probability of failure decreases as VDD increases, although
this trend is not preserved as α decreases. This, physically consistent result,
is a direct consequence of using the model (4) for the standard deviation of
the Gaussian distribution of the voltage on the wire affected by the thermal
noise. The probability of failure does not depend significantly on VDD because of
its high statistical dispersion (high standard deviation σVG

). The reliability
changes dramatically in a very small α’s range, and the results show how reli-
able the wires are as their capacitance is bigger than the transistor’s gate one.
Energy stored in the wire follows a non-central chi squared distribution and the
values are in agreement with [15]. It is to be noted that as α increases, the local
maximum in the probability density function is located at higher energy. In par-
ticular, it is possible to have the most likely stored energy value in the wire,
once the length is given. This is better showed by the maps in Figs. 7, 8 and 9.
All the numerical calculations have been performed at 0.9VDD, but it does not
affect the generality of the method.
6 It is also possible to write the non-central chi distribution in terms of the hyperge-

ometric functions.
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Table 1. Parameters of the nMOS transistors, used for the numerical calculations.

Parameters nMOS-1 nMOS-2 nMOS-3

Technology (nm) 16 22 32

VDD(mV) 700 800 900

VTh(mV) 289.06 321.22 336.23

σVT h(mV) 166.22 101.02 615.24

CG (Faraday) 1.4112E-17 2.7470E-17 5.5134E-17
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Energy distribution map
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6 Conclusion

In this paper we developed a statistical mathematical model to analyse the
reliability of a nanoscale CMOS when the thermal noise on wires is considered.
The results show that, despite an optimum length is not present, the wire length
plays an important role in term of reliability, in particular when its capacitance
is lower than the CMOS gate one. A map of the stored energy in the wire has
been constructed, showing how the energy is distributed, depending on the wire
length, for a generic voltage VDD.
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Abstract. How humans are able to move the arm so to reach an object
in space is far from being completely understood. The problem is often
addressed computing a visuomotor mapping between image features and
arm joints configurations.Wepropose abiologically inspired controller able
to compute the visuomotor mapping of a simplified humanoid model. The
simulated robotic system is composed by a redundant active stereo head
and by a 3 degrees of freedom arm with human-like mechanics constraints.
The head is driven by a biologically plausible controller based on the
Hering’s law of equal innervation. The overall system is able to perceive a
feature in space through the stereo cameras, compute the head joint angles
to foveate it and,withoutmoving thehead, toperformthemappingbetween
the foveation angles and the final joints configuration of the arm for reach-
ing that feature. The visuomotor mapping is obtained over a radial basis
network, using as input the foveation angles of the head.The network train-
ing is performed following themotorbabbling schema,usinga10-fold cross-
validation technique to validate the robustness of the mapping. Our results
show how the visuomotor mapping is able to efficiently cover the whole arm
workspace.

1 Introduction

Solving the reaching task problem means to compute the final hand position in
space whereas a sensory stimulus -usually vision- has indicated the position of
a target. Before computing the trajectory of the arm it is necessary to esti-
mate the target position with respect to the arm frame of reference (FoR).
More specifically, the controller has to be able to compute the chain of coor-
dinate transformations from the sensory input to the actuation, considering also
that the dimensionality of the input and output spaces often differs.

A way to define these transformations is to compute a sensorimotor map
that correlates the sensory input space with the actuators space. According to
neuroscience findings and in particular to the theory of neural modelling, the
system can learn the sensorimotor mapping over a radial basis framework [19].
In principle, it is possible to compute sensorimotor maps among several sensory
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DOI: 10.1007/978-3-319-06944-9 5, c© Institute for Computer Sciences, Social Informatics
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systems and actuators systems but for our purposes we always refer to the visual
sensory system; the mapping between the feature space of the visual stimuli and
the joints space of the actuator is named visuomotor mapping.

In our study an active stereo head, mimicking the human control strategy,
processes the incoming visual information. Given a target, the active stereo head
is able to foveate it in a specific joints configuration. If the target is the arm’s
end-effector the learning strategy correlates the arm joints configuration with
the head joints configuration to foveate the target. The learning of visuomotor
mapping is then obtained with an active stereo head and an arm. Three degrees
of freedom are enough in our study since we only need to reach a position point,
regardless of its orientation.

Among the others, this mapping can be learned after foveating several random
arm movements; this technique is named motor babbling [23]. Motor babbling is a
learning schema (or system identification) where the robot autonomously develops
an internal model of its body in the environment either randomly or systematically
exploring different configurations. This approach could be particularly suitable for
those cases in which the robot kinematics is unknown or too difficult to infer.

In this work we present a bioinspired approach for reaching; we show how
data from a redundant stereo camera structure, driven by a controller fitting the
Hering’s law of equal innervation are used to build a visuomotor map in the radial
basis framework. The main contributions of this paper are briefly summarized.
The first contribution is to successfully exploit the synergy between an active
stereo vision system based on the Hering’s law and a radial basis network that
performs the visuomotor mapping. The second contribution is to show how a
redundant stereo camera controller can be effectively used to train a sensorimotor
map.

This paper is organized as follows. In Sect. 2 we present several related works,
in Sect. 3 we design the system architecture that performs the implicit sensori-
motor mapping, in Sect. 4 we present the experimental results and in Sect. 5 we
draw our conclusions.

2 Related Works

Even though the problem of sensorimotor representation has been widely treated
in literature (see [11] for a review), for the purposes of our work we consider only
those papers approaching the visuomotor mapping through motor babbling [23].
We start with a review of recent works on active stereo systems and then we
present some approaches to the sensorimotor mapping problem.

The problem of controlling an active stereo head for the foveating task is
well known in literature, as surveyed in [3]. The proposed control architectures
are either bioinspired or not. Many applications are presented, describing how
an active stereo head can be effectively used to solve the arising problems (e.g.
localization, object recognition, tracking, and mapping). Among the different
surveyed approaches, it is worth noting that the most of bioinspired architectures
are based on the disparity energy model [17], directly controlling vergence and
version.
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The biologically inspired strategies to design a control system for active stereo
head are based on autonomous development through reinforcement learning
[28,29], on the disparity energy neurons [7,8,21,25,26], or on or on Hering’s
law of equal innervation [15,24]. Other classical approaches address the problem
of controlling the vergence of an active stereo head through algorithms such as
fuzzy systems [14], or SIFT [1].

The disparity energy neurons are a model of the neural architecture of the
primary visual cortex, dealing with the binocular fusion [17]. They are based
on the Gabor-like filters, modelling the receptive fields of the energy neurons.
These filters can either be predefined [4,16,20,27] or estimated through statisti-
cal learning [12,13,18]. The neural population responses of the disparity energy
models are robust features both for the disparity estimation [16,27] and the
computation of the vergence angle [26]. The Hering-based models are paramet-
ric open-loop controllers, based the law of equal innervation. They receive as
input the retinal position of both eyes and produce in output the final joints
configuration of the head to foveate the target. The models internally compute
the vergence and version angles that are used to compute the movement in the
head joints space.

The visuomotor mapping is the correlation between the visual representa-
tion of the target and the arm joints configuration to reach it. Chinellato et al.
show a bidirectional visuomotor mapping of the environment built on a radial
basis function framework that is trained through exploratory actions (gazing and
reaching) and implemented on a real humanoid robot [5]. Saegusa et al. propose
a method to infer the body schema based on stochastic motor babbling. The
babbling is driven by the visuomotor experience [22]. In another work, Saegusa
et al. propose a new method to produce a motor behaviour which improves the
reliability of the state prediction [23]. Hemion et al. report a competitive learning
mechanism to infer the way the robot actuators can influence its sensory input
without a preprocessing step of self-detection [10]. Gläser et al. claim the first
implementation of a framework that includes a population coding layer for the
representation of the schemata in a neural map and a basis function representa-
tion for the sensorimotor transformations where schemata refers to a cognitive
structure describing regularities within experiences that is similar to the motor
primitives reported for vertebrates [9]. Further references on the radial basis
networks used for sensorimotor mapping can be found in [5].

3 System Architecture

The simulated robotic system is composed by a head and an arm. The head is
a 4 DOF structure with 2 DOF for the pan command for both eyes, 1 DOF for
tilting, and 1 DOF for the neck component; the arm is composed by 2 DOF for
the shoulder and 1 DOF for the elbow as in Fig. 1. We define the properties of
the head and the arm to be as much as possible compatible with the human
characteristics (see Fig. 1 right pane, for the head please refer to [15]).

We evaluate the system for a reaching task: given a target feature in space
the system must be able to perceive it with the stereo cameras, compute the joint
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Fig. 1. System architecture. (left pane) The schematic model of the working environ-
ment with the active stereo system and the arm initial position. The aim is to detect
the target position in space through the stereo cameras, compute the head joint angles
to foveate the target and directly compute the final joint configuration of the arm to
reach the target location. The sensorimotor map is learned using the end-effector itself
as a target for the vision system. (right pane) The schematic of the arm. It has 3 DOF
with links lengths compatible with human counterparts. The range of θ1 is [−π

2
, π
2
],

the θ2 range is [−π
2
, π
2
] and the θ3 range is [0, 3

4
π].

angles of the head to foveate that 3D point and, without physically foveating it,
use these head angles to map the head joints space into the arm joints space for
reaching the target position with the end-effector.

The control architecture for reaching can be functionally subdivided in two
main modules: the first module is the vergence control system that controls the
stereo cameras system, and the second module is the RBF network that computes
the final arm joint configuration for reaching, only knowing the joint configu-
ration of the stereo system to foveate the target. Conceptually, the training is
equivalent to the motor babbling schema; given a set of random movements of
the arm it is possible to correlate the arm joints space and the foveating joint
angles of the head. After an initial training phase, where the system explores
the environment and gathers data, the radial basis network is trained and the
performance is verified on a test set of 3D points (knowing the ideal arm joints
configurations to reach them).

3.1 Active Stereo System

The active stereo system is driven by a bioinspired controller based on the
Hering’s law [15]. The vision system is redundant and it is trained indepen-
dently, before constructing the sensorimotor map. The system uses a propor-
tional model which needs to be trained to learn the proportional parameters.
The fundamental equations are:

θ̇version = K1(xL + xR)
θ̇vergence = K2δ

θ̇tilt = K3(yL + yR)
θ̇neck = K4(xL + xR)
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where xL and xR are the feature x-position on the left and right image plane,
whereas yL and yR are the feature y-position on the left and right image plane.
The disparity of the projected feature is represented by δ, and [K1,K2,K3,K4]
are the parameters that must be estimated.

We can compute the pan, tilt and neck angles as following:

θ̇r = θ̇version − θ̇vergence

θ̇l = θ̇version + θ̇vergence

θ̇t = −θ̇tilt

θ̇n = θ̇neck

where θ̇r is the pan command for the right camera, θ̇l is the pan command for
the left camera, θ̇t is the tilt command for the head and θ̇n is the command for
the neck in order to foveate the target.

The parameters K are estimated through gradient descent, based on the
minimization of the following cost function:

c(X,Y,Z) = e2L + e2R +
∑

j

| θ̇l |j +
∑

j

| θ̇r |j +
∑

j

| θ̇t |j +
∑

j

| θ̇n |j

K = argminK1,K2,K3,K4

∑

x

∑

y

∑

z

c(x, y, z)

where eL and eR are the Euclidean distances in the image plane between the
image centre and the projection of the target into the left and right image plane,
respectively. The sum terms are introduced to avoid trajectory oscillations and
to minimize the trajectory duration. After the training, the estimated Ks para-
meters in [15] are:

K1 = 0.0167 K2 = 0.5543 K3 = 0.1584 K4 = 0.3542 (1)

The performed experiments show the robustness and the effectiveness of the
controller; moreover the trajectories generated from this controller are compat-
ible with the human head trajectories in foveating tasks [2]. Finally, comparing
the performance with those reported by [24], the controller solves the redundancy
improving both the performance and the robustness of the system.

For the purpose of this work, we take into account only the final joint con-
figuration in foveating tasks regardless the followed trajectory.

3.2 Motor System and Sensorimotor Map

Given a target in 3D space, the motor system should be able to compute the
final joint configuration of the arm to reach the target. This computational task
is performed by the sensorimotor mapping. The subsystem receives as input only
the joint angles of the head to foveate the target and it is able to compute the final
configuration of the arm without physically moving the head. The basis functions
can be combined linearly to approximate any nonlinear function, e.g. mapping
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of the peripersonal space (or the working space of the robot). According to
[19], basis functions are suitable to model the computational framework of the
posterior parietal cortex where the sensorimotor transformations are performed.

The radial basis network is an artificial neural network where the activation
function of each node is a radial basis function. The radial basis network is
typically composed by a nonlinear hidden layer and a linear output layer. Each
nonlinear hidden neuron is represented by a radial basis function. We use a
Gaussian radial function:

h(x) = exp
(

− (x − c)2

r2

)

(2)

where h(·) is the basis function, x is the head joints vector, c is the basis center
and r is the spread. The output neuron is defined as:

f(x) =
m∑

j=1

wj hj(x) (3)

where m is the number of hidden neurons, wj is the weight and f(x) is the
estimated arm joints vector.

We will discuss more in the following section the details of the dataset gen-
eration. On the dataset we perform a 10-fold cross-validation, selecting with a
uniform distribution samples in the populated dataset [6]. With 9 folds we train
the network and with the last fold we evaluate the performance, repeating this
procedure for each possible combination of folds. This procedure is equivalent
to motor babbling since the folds are populated by randomly choosing samples
from the whole dataset. Moreover, to improve the accuracy of the sensorimo-
tor mapping, we perform a “meta-learning” over all the possible combination of
the folds, varying the spread of the basis to infer the best spread value. Once
we selected the best spread value, we perform the cross-folding validation to
evaluate the radial basis network. The controlled 3 DOF arm has human-like
characteristics (see Fig. 1 right pane). The lengths of the links are compatible
with those of the human counterpart and the range of the joints is similar to
those of the humans.

4 Experiments and Results

In this section we present the obtained results related to the sensorimotor map-
ping. The learning procedure of the active stereo system controller is not
presented here in detail, since it is discussed in [15].

4.1 Method

Training the active stereo head results in the definition of its parameters [15].
We discretized the arm joint space in fine steps of 12∈ along each axis, for a total
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number of 1062 samples. For each position in the joint space the direct kinematics
is computed. Knowing the position of the end-effector and its projection onto
the image planes of the stereo cameras, we compute the vergence-version angles
to foveate the end-effector itself. With the calibration parameters of the stereo
cameras we compute the foveating point in 3D space in order to compute the
Euclidean error between the 3D position of the end-effector and the foveated
point in space. This is an intrinsic error of the active visual controller and it
does not depend on the arm controller. The trained network should be able to
manage it, estimating the end-effector position regardless the foveation error.
Figure 2 (left pane) shows the generated dataset; each point represents a valid
end-effector position. Moving selectively the arm in space we build a dataset
where each sample is composed by:

• 3D position of the end-effector
• arm joints configuration
• head joints configuration, foveating the 3D position of the end-effector (pro-

jected into the image planes of the cameras)
• Euclidean error in 3D space between the foveated point and the position of

the arm (due to the vision system intrinsic error).

We split the dataset in 10 folds to perform the cross-validation in the training
phase of the radial basis network where each testing fold is composed by 118 sam-
ples. Cross-validation is widely used to evaluate the performance of the radial
basis network, using the mean square error (MSE) as evaluation criterion to con-
trol the stopping of the training phase. In order to improve as much as possible
the accuracy of the network, we implemented an optimization loop to detect the
best spread value for the basis that minimizes the mean Euclidean error between
the estimated arm joint configuration and the real arm configuration. The range
of the evaluated spread values is [0.5, 1.3] rad.

Fig. 2. (left pane) Complete dataset. The points in space represent the end-effector
positions used as targets for the active stereo head. In the dataset, each end-effector
position is associated with the corresponding arm joint configuration, the foveating
joint angles of the head, and the Euclidean error between the foveation point and the
end-effector position. This dataset is used for the cross-folding validation. (right pane)
The Euclidean error between the real end-effector position and the one estimated by
the radial basis network; the error is quite low except for that 3D points that are very
near to the head and to the shoulder.
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4.2 Results

In this paper we extend previous results adding a 3 DOF arm, to quantita-
tively evaluate the capability of learning a visuomotor map. We briefly summa-
rize how to train the head control system, according to [15]. We had trained
the head controller on the whole space with the gradient descent technique; the
obtained results pointed out the robustness of the system. It is worth noting
that the head is redundant with 4 DOF. According to previous results, we con-
firm that the best performances are obtained with a decoupled control eye-neck.
The trajectories generated by the head controller are compatible with humans
[2]. The experiments show the capability of the head controller first to foveate
targets in a wide region of the 3D space starting from a initial head position
and, second to foveate a specific 3D target starting from a generic head joints
configuration.

On the other hand, we implemented the radial basis network to encode the
visuomotor mapping between the head joints space and the arm joints space.
The evaluation of the radial basis network is mainly composed by two phases:

1. choose the best spread value
2. evaluate the network performance with the cross-folding technique (using the

optimal spread value).

In the first phase, we execute an optimization loop over the 10-fold cross-
validation, varying the spread value of the basis functions. In the optimization
phase, we found that the best spread value is equal to 1.25 [rad]. After the esti-
mation of the optimal value, we use it to perform the 10-fold cross-validation
over the dataset, evaluating the overall performance related to the reaching task.

Figure 2 (right pane) shows the scatter of the Euclidean error between the real
position of the end-effector and the estimated one for the test set. As previously
said, we use the 10-fold cross-validation so the dataset is split in 10 folds and the
error is given for each fold used in testing (each fold is used as testing set and
the other 9 are used as training set). Here the error generated from the testing
of each fold is plotted. The figure clearly shows that the error is very low in the
whole workspace with the exception of the points that are very near to the head
and shoulder. Knowing the foveation angles of the head, the network is able to
correctly compute the arm joint angles to reach the targets that are seen. The
mean error is 0.0320m and the standard deviation is 0.0591m inside a error
range of [0.0001, 0.9603]m. We notice that the maximum error of 0.9603m is
associated to a point in the border of the workspace, very near to the head. This
error is due to the constraints that we have imposed to the arm joints range,
when the forearm is at 132∈ over 135∈.

Figure 3 shows the Euclidean distance between the estimated arm position
and the desired target. The blue dots represent the targets and the red lines
are the distance in space between the target and the arm position computed by
the network. In the left pane is shown the projection on the X-Z plane of the
world frame of reference; the error is distributed in the whole space but decreases
when the Z value increases. This is due to the constraints imposed on the arm
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Fig. 3. Error directions projected on different planes of the world frame of reference.
The blue dots represent the targets and the red lines are the distance in space between
the target and the arm position computed by the network. For visualization reasons,
we do not plot the estimated end-effector position. (left pane) Error projection into
the plane X-Z. (right pane) Error projection into the plane Y-Z (Color figure online).

Fig. 4. Radial basis centers distribution in the input space. The red circle represents a
basis center, the blue dots are the testing values and the cyan dots are the values used
for the training phase (Color figure online).

range. The right pane shows the same projection on the Y-Z plane and clearly
indicates that the error is not due to the shoulder component in the tilt direction,
since the red lines are along the same shoulder position. This is due to the fact
that the network in input receives only one tilting component of the head respect
to the horizontal head movements that are generated by the left, right and neck
components.

Figure 4 shows the radial basis centers distribution in the input space and is
referred to a single training of the cross-folding validation. The training phase has
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selected m = 82 neurons. The red circle represents a basis center, the blue dots
are the testing values and the cyan dots are the values used for the training phase.
The left pane shows the centers distribution projected on the plane of θL-θR that
command the pan movements of the camera. The centers are distributed along
a straight line and it is in agreement with the highly cooperation-competition
of the two pan angles. Furthermore, the θL and θR values used as input for
the network are well-distributed along the same line. In the middle pane we
project the same center on the θN -θT plane and the centers distribution is quite
uniform mainly because the two angles are conceptually independent. Finally in
the right pane we project the input data on the plane θN -θL and also in this
case we have a correlation between the neck component and the left camera. It
is clearly shown that the neck performs the raw movements and the camera only
executes small movements to correct the vergence. Also in this case the centers
are mainly distributed in the region containing the common movements but for
the outliers, there are ad-hoc centers created during the training phase.

5 Conclusions

In this paper we have presented a novel computational system that is able to
compute the visuomotor map between a target (perceived through a redundant
active stereo head) and a 3 DOF arm, designed with human-like mechanics
constraints. The system is composed by an active stereo camera controller, fitting
the Hering’s law, that is able to foveate a generic point in space and a 3 DOF arm
that can move around its peri-personal space through a radial basis network that
computes the visuomotor mapping. Through an optimization phase we select the
best spread value for the basis functions that are part of the neural network. We
confirm the robustness of the mapping through a 10-fold cross-validation. After
the training the overall controller is able to detect in space a target and without
moving the head, but just computing the angles of foveation, to reach it with
the arm. However, the capability of reaching a target without moving the head
is due to the implicit mapping between the head joints space and the arm joints
space.

The results confirm the robustness and the accuracy of the system to reach
target in peri-personal space. Moreover, the Hering-based stereo controller gen-
erates the joint angles that are robust features to drive the network for the
visuomotor mapping. The next step is to validate the model with a real robot
with the same characteristics described above and adding new degrees of free-
doms to the arm to make it redundant and more humanoid.
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Abstract. This paper presents a distributed control technique based on
the Particle Swarm Optimization algorithm and able to drive in unknown
environments a group of autonomous robots to a common target point.
In this paper, we consider in particular the case of underwater vehicles.
The algorithm is able to deal with complex scenarios, frequently found
in benthic exploration as e.g. in presence of obstacles, caves and tunnels,
and to consider the case of a mobile target. Moreover, asynchronous
data exchange and dynamic communication topologies are considered.
Simulations results are provided to show the features of the proposed
approach.

Keywords: AUVs · Particle swarm optimization · Multi-robot systems ·
Distributed control · Obstacle avoidance

1 Introduction

In this article, a navigation control technique able to drive a group of autonomous
underwater vehicles (AUVs) is presented. Main features of this technique are
its distributed structure and intrinsic robustness with respect to the presence of
unknown obstacles, tunnels and dead ends, and also with respect to losses of one
or more units. Moreover, the case of mobile final target has also been considered.

This technique is based on the fairly recent theory of Swarm Intelligence,
[1] which takes into account the study of self-organizing systems. This means
that the action expressed by the whole group results from the combination of
coordinated actions by individual entities. Initially, simple motion rules have
been defined from the study of these actions [2]. More recently, more complex
techniques have been introduced, such as the optimization algorithm initially
considered for the development of our navigation technique. The Particle Swarm
Optimization algorithm (PSO) [3] is a meta-heuristic algorithm biologically
inspired by flocks of birds. It is a non-gradient and direct-search based optimiza-
tion strategy, in which a set (a population) of N possible solutions (a swarm
of particles) is iterated in parallel. They search for the best solution in a multi-
dimensional space (or domain). As a matter of fact, this technique has some
interesting features that can be exploited in the guidance of a swarm of robots,
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 75–90, 2014.
DOI: 10.1007/978-3-319-06944-9 6, c© Institute for Computer Sciences, Social Informatics
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such as its reliability and flexibility, its intrinsic simplicity, the robustness to
failures and the relatively small amount of information needed to create desired
emergent behaviors. PSO approach was originally developed in 1995 to study
social interactions, [4]. Later, many modifications to original formulation of the
algorithm have been proposed in order to improve its efficiency [5] and, more
recently, PSO algorithms have been applied to robot navigation ([6,7]) and path
planning ([8]). PSO has also been used in a hybrid fashion with other bio-inspired
techniques: Genetic Algorithm (GA) [9] and Artificial Neural Network (ANN)
[10]. Concerning control strategies for autonomous underwater vehicles, many
papers have been presented in the literature, see e.g. [11,12]. Some applications
of the PSO algorithm on AUVs can even be found e.g. in [13,14], although prob-
ably the most interesting modification to original PSO algorithm, useful to guide
a swarm of robots, has been only recently introduced: the asynchronous and com-
pletely decentralized features described e.g. in [15], where each particle evaluates
PSO rules autonomously and a dynamic communication topology is considered
[16]. Recent applications of these features are presented in e.g. [7,17,18].

In this article, a novel improvement of the algorithm is presented, starting
from its asynchronous version in order to use it in the navigation of underwater
vehicles. The purpose is to make the group of robots suitable for seabed and
cave exploration, being simultaneously able to avoid collisions with obstacles
and team-mates. Navigation algorithm is completely decentralized and struc-
tured in three levels. The two upper levels, which are directly based on PSO,
provide navigation way-points and obstacle avoidance respectively. The third one
is devoted to AUV control with standard techniques. Each agent is autonomous
and it exploits not only its own knowledge of the environment, but also the
data received from reachable neighbors. A particular feature of this technique
is the addition of obstacle avoidance. Unknown environment barriers, perceived
by vehicle sensors, are displayed by the algorithm as constraints into the search
space. During the navigation, agents exchange data about best locations and
encountered obstacles. The sharing of these information creates a kind of col-
lective memory that is used in the selection of future way-points towards final
destination. This procedure runs asynchronously and in an intermittent fashion,
depending on a free communication topology which is a function of inter-agent
distances.

This paper is organized as follows: In Sect. 2, background material on PSO
and related algorithm is provided. The main result of the paper is reported in
Sect. 3, where our PSO technique is described. The simulations used to validate
our approach are presented and discussed in Sect. 4 and, finally, conclusions and
future work are reported in Sect. 5.

2 Background on PSO

In literature, PSO is usually considered as an optimization algorithm, i.e. it is
typically used to solve optimization problems defined in a m-dimensional space
by a fitness function f(·), that is subject to predefined constraints and whose
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value has to be minimized (or maximized). In the original PSO formulation,
optimal solution is computed by simulating a group of n particles that explore
the search space of the problem in order to find the best fitness value. Each
agent (or particle) moves in the solution search space with known position and
velocity, and with the ability to communicate with other agents. In particular,
PSO is based on a population P of n particles that represents a set of possible
solutions of the given m-dimensional problem, i.e. ∈P∈ = n where the operator
∈ · ∈ computes the cardinality of a given set. Position and velocity of the i-th
particle at the k-th iteration of the algorithm are identified by the m-dimensional
vectors

pi(k) = [pi,1(k) . . . pi,m(k)]T

v i(k) = [vi,1(k) . . . vi,m(k)]T
i = 1 . . . n

When the algorithm is initialized, a random position pi(0) and a starting random
velocity v i(0) are assigned to each particle. At each iteration, a set of candidate
solutions is optimized by the particles which are moving through the search space
toward better values of the fitness function f(·). Each particle knows the value
of the fitness function corresponding to its current position in the m-dimensional
search space and it is able to remember data from previous iterations. In par-
ticular, each particle is able to remember the position where it has achieved the
best value of fitness function, namely p∈

i (called local best). This value can be
exploited by neighbors to change their behavior. In fact, assuming the possibility
of a global communication between the particles, each of them can gather the
positions p∈

j of other team-mates where they have detected their best fitness
value. Therefore, the best value p+

i of all the particles can be defined (global
best). The propagation of p+

i through the swarm depends on communication
topology, thus it may happen that non-communicating particles have temporar-
ily different values. Moreover, each agent can use the best current fitness value of
its neighbors p×

i (called neighborhood best) as another term to define its behav-
ior. Figure 1 clarifies this concept in a 2D space.

In conclusion, at each iteration of the algorithm, the behavior of each particle
is defined by a proper function made of three factors: p∈

i (the local best), p+
i

(the global best), and p×
i (the neighborhood best). From these considerations,

it follows that the communication topology chosen to route information among
the particles is an important feature able to drastically change the behavior
of the whole swarm. Therefore, it has to be carefully chosen. There are many
works on the importance of swarm topological configurations, see e.g. [16,19].
As an example, in case of a static communication topology, the contribution of
p+

i generates a quite static behavior. Therefore it is not guaranteed that the
search space is fully and properly explored. As a matter of fact, in this case
the movements of each particle must be somehow limited in order to remain
connected to the neighbors. The consequence is that the search possibilities also
become limited. It follows that this approach could drive the system to a local
minimum and thus to a local optimal solution. Furthermore, if the chosen static
communication topology has not enough connections, each agent could even have



78 R. Grandi and C. Melchiorri

pi,x(k) p∗
i,x(k) p+

i,x(k) p×
i,x(k) pi,x(k + 1)

pi,y(k)

p∗
i,y(k)

p+
i,y(k)

pi,y(k + 1)

p×
i,y(k)

x

y

pi(k)

wivi(k)

ω×
i (k) Δt

ω∗
i (k) Δt

ω+
i (k) Δt

pi(k + 1)p+
i (k) − pi(k)

p+
i (k)

p∗
i (k) − pi(k)

p∗
i (k)

p×
i (k) − pi(k)

p×
i (k)

Fig. 1. Original PSO algorithm applied to particles moving in a 2D environment.
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Fig. 2. Examples of a 2D communication graph in case of ≥P≥ = 8 with Δi = Δ,
i = 1 . . . 8: a ring graph, 2(a), and a Δ-disc graph, 2(b).

a different value for p+
i since the data could not be updated properly. In this

case, the swarm could eventually reach dispersed configurations. The ring graph
depicted in Fig. 2(a) is an example of a static communication topology where
each agent chooses a well defined neighbor, always keeping the same connections.

In order to avoid these problems, we have assumed a dynamic communication
topology that depends on inter-particle distances. Each particle can move with-
out constraints in the search space and can communicate with any other neighbor
in its communication range. In this way we have obtained a better exploration
of the search space and a faster update of data related to the environment. If a
particle has better data on the environment, its neighbors automatically tend to
aggregate around it to reach the best available position.

Communication graphs, whose topology depends on inter-agents distance,
are usually addressed as δ-disc graphs, see Fig. 2(b). This kind of topology is
typically applied to 2-D networks. With abuse of notation we have addressed
distance-based communication topology as δ-disc graphs also in case of agents
defined in m > 2 dimensions. To this purpose, we have defined the neighbor
set of the i-th particle as the set of all the particles whose distance from pi is
smaller than a predefined threshold δi

Ni =
⎛
j ∀ P : ||pi − pj || ≤ δi

⎝
(1)
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where || · || computes the length of a vector. At the k-th iteration of PSO algo-
rithm, the state of each particle is updated as follows

v i(k + 1) =Δ0
⎞
wiv i(k) + ω∈

i (k) + ω+
i (k) + ω×

i (k)
⎠

(2)
pi(k + 1) =pi(k) + v i(k + 1) δt (3)

where wi is a scalar constant that represents the inertia of the particle, Δ0 is
a parameter called constriction factor [20] (introduced to avoid the dispersion
of the particles), the term wiv i(k) is addressed in literature as persistence and
represents the tendency of a particle to preserve its motion direction, δt is the
simulation time step. The terms ω∈

i (k), ω×
i (k) and ω+

i (k) represent historical
and social contributions to control action and are defined as

ω∈
i (k) = Γ r∈

i (k) (p∈
i (k) − pi(k))/δt

ω+
i (k) = Γ r+i (k) (p+

i (k) − pi(k))/δt

ω×
i (k) = Γ r×

i (k) (p×
i (k) − pi(k))/δt

The first term represents the contributions to the velocity given by the best
individual value of the self particle. The second and third elements represent the
swarm and the neighborhood contribution respectively. Each term is a vector
attracting each particle towards the corresponding point into the search space.
The parameters r∈

i (k), r+i (k) and r×
i (k) are usually selected as uniform random

numbers in [0, 1] and they are computed at each iteration of the algorithm to
give a range of randomness to the particle’s behavior. The parameter Γ is used
to modulate the maximum influence of this random behavior. Because of its
importance in tuning PSO parameters, the value of Γ has been determined in
literature by using many methods, see e.g. [21], often with empirical approaches
as in our case. As a matter of fact, after many simulations and considering in
particular the capability of the swarm to overcome obstacles without loosing any
particles, we have set Γ = 3.5, see Sect. 4.

3 The Algorithm

The algorithm presented in this paper has been developed with the aim to drive
a swarm of underwater vehicles Vi, i = 1, . . . , n moving in unknown 3D environ-
ments. Each vehicle is autonomous: this means in particular that a local version
of PSO algorithm is executed individually by each agent, and that all the deci-
sions are made on the basis of the data locally available at the k-th step. In order
to apply PSO algorithm to AUV 3D navigation, there are some problems to be
solved: the matching of each particle to a single vehicle; the matching of the PSO
search space with the environment surrounding the swarm and how to embed
obstacle avoidance capabilities; local minima avoidance; the transformation of
exchanged information, collected by each vehicle, into a unique collective map.

3.1 Matching Particles with Physical Vehicles

In this Section, we describe the model of the vehicles considered in the PSO
algorithm (see also Sect. 4), the general control structure, and the matching
between the mobile robots and the particles of the algorithm.
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Fig. 3. Figure 3(a) shows the AUV with the reference frames and the state variables;
the global control scheme is depicted in Fig. 3(b), while Fig. 3(c) shows a way-point
navigation test.

Table 1. Kinematic variables

Name Description Unit Name Description Unit

x Position with respect to x0 m u Linear velocity along xb m/s

y Position with respect to y0 m v Linear velocity along yb m/s

z Position with respect to z0 m ω Linear velocity along zb m/s

Ω Roll angle with respect to x0 rad w Angular velocity about xb rad/s

Ψ Pitch angle with respect to y0 rad ψ Angular velocity about yb rad/s

Θ Yaw angle with respect to z0 rad θ Angular velocity about zb rad/s

Model of the AUV. Since our interest is mainly focused on the distributed
control algorithm, we have taken into account only the kinematic model of the
vehicle, neglecting its dynamics as also done in many other papers. We define
a body reference frame bFi = {xb,i, yb,i, zb,i} for each vehicle, and a common
inertial (base) frame oF = {x0, y0, z0}, as shown in Fig. 3(a) (for the sake of sim-
plicity, in the following the subscript i will be neglected). Moreover, we assume
that each vehicle is equipped with an engine generating a linear velocity u along
the xb direction, and with four fins that can change the orientation of the vehicle
itself with respect to oF . We have used RPY angles to describe the orientation of
the vehicle with respect to oF , as shown in Fig. 3(a). In this way, the state of the
vehicle can be defined by: the body-fixed linear velocity vector bẋ = [u, v, w]T ,
the body-fixed angular velocity vector bω = [λ, α, τ]T and the three RPY angles
(see Table 1). The correspondence between velocity in body and inertial frame
is expressed by (see also [11])

ẋv =

⎡

⎣
ẋ
ẏ
ż

⎤

⎦ = Rzyx(η,Ψ,ψ) bẋ Γ̇v =

⎡

⎣
ψ̇

Ψ̇

η̇

⎤

⎦ =
1
cΨ

⎡

⎣
cΨ sΩsΨ cΩcΨ

0 cΩcΨ −sΩcΨ

0 sΩ cΩ

⎤

⎦ bω (4)
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where

Rzyx(Θ, Ψ, Ω)=Rz(Θ)Ry(Ψ)Rx(Ω)=

⎡
⎣cΘcΨ cΘsΨ sΩ − sΘcΩ cΘsΨ cΩ + sΘsΩ

sΘcΨ sΘsΨ sΩ + cΘsΩ sΘsΨ cΩ + cΘsΩ

−sΨ cΨ sΩ cΨ cΩ

⎤
⎦

is the matrix that represents the relative orientation of the two frames, and
ca = cos(a), sa = sin(a). Notice that this model presents a singular configuration
if Ψ = ±π

2 rad: this is acceptable since the vehicles typically do not operate close
to this configuration. However a different representation, free of this kinematic
singularity, can be defined as in [22], where quaternions have been used. Notice
also that, due to the non-holonomic characteristics of the vehicle, velocities v
and w are always null.

Finally, the inverse homogeneous transformation matrix between bF and
oF is:

bTo =
[

oRT
b −oRT

b x v

0T 1

]

(5)

where oRT
b = Rzyx(η,Ψ,ψ). Control inputs available to drive the vehicle are

engine thrust, that in our model corresponds to the velocity u along xb, and the
position of the four fins. In particular (see Fig. 4), if ‘fin up’ (Fu), ‘fin down’ (Fd),
‘fin left’ (Fl), and ‘fin right’ (Fr), represent the four fins, three fin configurations
can be defined:

– ξ: Fu and Fd both rotated of an ξ angle on the right of vertical axis. This
produces a Yaw angle rotation of the vehicle.

– β: Fl and Fr both rotated of a β angle over the top of horizontal axis. This
produces a Pitch angle rotation of the vehicle.

– γ: all the fins are rotated on the left of the relative fin’s axis. This produces a
Roll angle rotation of the vehicle.

We have assumed that the range of motion of each fin is bounded, i.e. ξ, β, γ ∀
[−0.26, 0.26] rad. Furthermore, when the vehicle is moving and fin positions are
not null, angular velocities are not null as well. We have modelled the relation
between fin positions [ξ, β, γ]T and angular velocities [λ, α, τ]T in bF with a
(non-linear) function

bω = Kω u sin
⎞
[γ, β, ξ]T

⎠
(6)

where Kω is a proper diagonal gain matrix. In conclusion, taking into account
that control input consists in the vector τ = [u, ξ, β, γ]T and that velocities v
and w are null, the kinematic model of each AUV is given by (4) and (6).

General Structure of the Control System. On the basis of the results
presented in [11], we have designed the vehicle’s low-level control (the Vehicle
Controller Unit (VCU)) as an autopilot that provides a point-to-point navigation
mode (see Fig. 3(b)). To this purpose, we have assumed that the AUV state vari-
ables (see Table 1) are available, that a desired way-point bxV CU

d = [xd, yd, zd]T
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Fig. 4. Rear view of AUV with directional fins in α, β, γ configurations.

and a desired velocity vector bẋV CU
d have been assigned in the body-frame (pro-

vided by PSO algorithm, see below). Then, VCU has to generate both the linear
speed u and the fin angular positions ξ, β, γ. Linear speed is computed by using
the following simple control law

b ˙̂x v = bẋV CU
d + K p ( bxV CU

d − bx v) (7)

from which u = ||b ˙̂x v||. K p is a proper constant (diagonal) matrix used to tune
the proportional term. The steering variables [ξ, β, γ]T are also computed on the
basis of the desired position bxV CU

d . In fact, with a simple transformation from
Cartesian to spherical coordinates given by

⎧
⎨

⎩

Ψd = atan2(yd, xd)
ηd = atan2(zd,

√
x2

d + y2
d)

εd =
√

x2
d + y2

d + z2d

(8)

azimut (Ψd) and elevation (ηd) values are obtained and used to compute the
desired rotational velocities in bF as

α = kΨ (Ψd − Ψ), τ = kΘ (ηd − η) (9)

from which, by exploiting (6) and assuming λ = 0, it is finally possible to obtain
fin positions ξ and β useful to reach the given way-point as

[0, β, ξ]T = arcsin
(

1
u
K−1

ω [0, α, τ]T
)

(10)

Notice that it is not necessary to reach a specific final AUV orientation, but
only to reach the target. For this reason, the γ fin configuration, for the control
of the ψ rotation, has not been considered. The parameter εd in (8) is used by
the algorithm as an estimation of remaining distance between the robot and the
way-point target. A way-point navigation test is depicted in Fig. 3(c).
As described in Sect. 2, PSO algorithm considers each particle/unit as a single
integrator in x, y, z coordinates, i.e. it calculates a velocity vector v i(k) ∀ R

3

without taking into account vehicle’s kinematic constraints deriving from its
non-holonomic characteristic. In order to solve this problem, we have developed
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an algorithm structured into two levels, called PSOnav and PSOoav. They pro-
vide navigation and obstacle avoidance respectively, see Fig. 3(b). Each level is
managed by a proper software agent (SA).

Both levels’ agents run on-line in a decentralized fashion on each AUV and
compute their respective targets as detailed below. PSOnav has a distributed
structure and each SAnav considers itself as a particle and the neighbor vehicles
as other particles inside its work-space. By exploiting the information given by
sensors and team-mates, the SAnav computes its future position according to
the PSO basic rules, see Sect. 2. This position is taken as a temporary way-point
xnav

wp of the global path in order to reach the final target. In the lower level,
the PSOoav agent adopts as optimization target the way-point xnav

wp provided
by SAnav, and it tries to find the best way to reach this point while avoiding
obstacles (see next Section on obstacle avoidance). SAnav runs only when the
previous way-point is reached by the vehicle. Instead, SAoav runs continuously,
in a real-time fashion, providing a series of better local positions over the time,
namely x oav

wp . Notice that the unit computes both the PSOnav and the PSOoav

in an asynchronous and completely decentralized fashion. Finally, the way-point
x oav

wp is transformed from the base frame oF to the body frame bF by using (5)
and it is exploited by the unit’s VCU as the desired bxV CU

d in (7) and (8). When
the vehicle reaches xnav

wp , the loop starts again until final target is reached.

3.2 Matching the Environment with the Search Space

The solution of this problem is not easy because in real space there are phys-
ical obstacles that need to be mapped, creating therefore a constrained search
space. We will show how the search space on which PSO algorithms work can be
modified to embed the detected obstacles, and how SAoav exploits these modi-
fications for obstacle avoidance. As first step, it is necessary to define the fitness
function used to solve optimization problems.
The fitness function used in both PSO levels is a simple distance function
between two points in a 3D space, i.e.

f(pj
i ,p

j
goal, k) = γj

i ∈pj
goal(k) − pj

i (k))∈, i = 1, . . . , nj j = nav, oav (11)

where the parameter γi can be tuned to modify the relevance given by each par-
ticle/agent to the target point. Considering PSOnav algorithm, the parameter
pi = [xi, yi, zi]T is the position of the ith–AUV (Vi), while pgoal is the global tar-
get that the swarm must reach. Notice that from VCU’s point of view pi = x v.
The parameter nnav is equal to ith–AUV’s neighbors. On the other hand, in
case of PSOoav, the parameter pi = [xi, yi, zi]T identifies the position of the ith

scout particle used by the algorithm to perform obstacle avoidance, pgoal is the
way-point given by PSOnav and noav is the number of scout particles.

Obstacle Detection. In the simulated environment, we have used for simplicity
spherical obstacles Oj , where j ∀ [1 · · · no]. Moreover we have assumed that
each vehicle is equipped with a spherical proximity sensor device that detects
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(a) (b) (c)

Fig. 5. Fig. 5(a) shows a collision area. Figure 5(b) shows its corresponding virtual
patch with a 2D-Gaussian probability distribution created in the search space as a
constraint. Figure 5(c) shows SAoav that computes PSOoav for obstacle avoidance.

obstacles in surrounding space. When a vehicle Vi detects an obstacle Oj , it
appends that the sensor sphere Si intersects it in a circular section Ci,h = Si⊆Oj

(Fig. 5(a)). This section, centred in (xp
0, y

p
0), is used to create a virtual patch

PC
i,h (Fig. 5(b)) in the search space of SAoav with the same positions of Ci,h.

Indexes i, h represent respectively the vehicle which detects the collision and a
time-marker that identifies each patch during the exchanging information phase
later explained. The patch data-set stored in unit’s internal database consists of
several elements: the point (xp

0, y
p
0), the set of angles [Pitch, Yaw ] of the section’s

orientation (respect to oF ) and the collision’s probability data. Indeed each patch
is characterized by a collision probability function, described with a Gaussian
distribution (see Fig. 5(b)) as

f(xp, yp) = A exp(− ⎞
(xp − xp

0)
2/2σ2

xp + (yp − yp
0)

2/2σ2
yp

⎠
) (12)

xp, yp are the coordinates of the points belonging to the intersection plane which
incorporates Ci,h. Considering a probability threshold cth = 0.5, we have tuned
Gaussian function’s parameters σxp , σyp and A, in order to adapt the func-
tion to the PC

i,h border, in correspondence of cth. This way it has been cre-
ated a plateau of values whose collision is certain and thus we have considered
the points with coordinates xp, yp, belonging to the patch PC

i,h whose value is
f(xp, yp) ∀ [0.5 . . . 1], as valid collision points. In this fashion PC

i,h becomes a
virtual wall in the search space. The procedure is repeated for all the obstacles
encountered. Roughly speaking we can consider this procedure like as throwing a
balloon full of fluorescent paint against a wall in the dark. After several launches
(i.e. collision detections) a virtual wall made of fluorescent patches appears. So
obstacles become visible and it is possible to plan the right path.

Obstacle Avoidance. As we have explained before, obstacle avoidance is
directly performed by the lower PSO control level. Each patch is created inside
the SAoav search space and this modifies AUV’s movements as follows. SAoav

computes PSOoav algorithm by using noav particles called scout-particles. When
it generates next particle positions poav

i (k + 1), i = 1 . . . noav exploiting (3), a
proper validation procedure checks if the segments that connect current with
future particle positions cross an existent patch. If so, the algorithm recovers
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collision values of all the cross-points from the related patch data-sets. New posi-
tions are considered valid if collision probability values of related cross-points are
below cth. Only valid particles are considered by SAoav that performs PSOoav

computation over nk = 10 iteration steps. Among all the positions reached by
particles during this session, the one with best fitness value is selected as global
“low-level best” (see Fig. 5(c)), that is useful to VCU’s way-point navigation. The
nk value has been empirically chosen as best trade-off between computational
speed and good results. During AUV’s flocking, many different collisions can
be detected, therefore the sum of all the patches

∑
i,h PC

i,h creates a distributed
wall structure that limits particle movements in search space and AUV’s move-
ments in real space. Moreover, during the flocking, team-mates are perceived
like obstacles but AUVs’ positions are shared in communication’s data-flows, so
that a simple check on inter-vehicle distances, performed by connected neigh-
bors, allows them to discard team-mates from static obstacles. Other units are
only considered by SAoav to perform the on-line obstacle avoidance but they
are not stored in internal database. PSOnav also helps to avoid obstacles: the
same validation procedure that acts on next positions of the particles belonging
to PSOoav is exploited to select a valid high-level free-of-collision way-point.
Finally notice that SAoav, basing its computation on scout particle’s always
available data, exploits a standard structure version of PSO algorithm, that is
different from the asynchronous and decentralized one of PSOnav.

Local Minima Avoidance. The presence of local minima is always a problem
because a single AUV or all the swarm could remain stuck in the same position
for a long time, loosing the possibility to achieve final target. When a robot
detects a possible local minimum, suggested by the long time elapsed in the
same position far from the target, a virtual spherical patch PV

i,h is produced by
the stuck AUV on its position. This patch affects the search space, creating a
virtual obstacle with the same benefit of the 2D patch previously described. This
way the dangerous zone is avoided by remaining team-mates and the good result
given by this position, in term of fitness value, is cancelled. So the agent possibly
entrapped in a local minimum can follow its better fitness values outside the
virtual patch area or it can be dragged out by the team-mates’ data contribution.

3.3 Exchanging Information

As already mentioned, from a global point of view, SAnav runs by using a
completely decentralized version of PSO algorithm. This way each vehicle is com-
pletely autonomous. In order to permit the algorithm’s correct behavior, infor-
mation exchanged between vehicles is very important. As described in Sect. 2,
the communication topology adopted in this work allows agents to exchange
data with any other close agents, meanwhile distributing information on envi-
ronment. Any information exchanged have a time-stamp to identify them in
temporal flow. Briefly we can sum up the set of exchanged information between
two rendez-vous agents as: (1) current positions of the known AUVs; (2) indi-
vidual global best value; (3) collision patch information. Taking into account for
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example a two team-mate rendez-vous, respective current position recorded at
each nk time step is exchanged and stored in a proper table with time-stamp
and vehicle’s owner number. Moreover the two vehicles do not only exchange
their two data-sets but also past data-sets, deriving from previous exchanging
with other vehicles. This way a vehicle’s data can be viewed as broadcasted on
vehicles’ network established during every rendez-vous. As previously described,
individual global best value is provided by PSOnav algorithm of each vehicle dur-
ing the flocking and it is shared in the same fashion of position’s data. SAnav

that receives this value, it uses this p∈
i data as a neighbor value useful to com-

pute PSOnav. Data belonging to other vehicles are updated whenever two or
more vehicles have a match. The data managing background routine computes
the same sharing procedure on collision patches’ data. Each patch individually
collected by each AUV is shared with all the connected team-mates. Update
cycle is continuous and information run on established network. Finally, the
last procedure executed by control algorithm, is the merging of all the received
data, in which each unit collects most recent data among the ones received. To
conclude, each unit updates environmental information with “best zones” and
team-mate positions. Ideally, the updates of environmental data are broadcasted
to the entire swarm and so it is possible to consider a sort of shared collective
memory used by all the units. Notice that a long-lived connectionless situation
can produce a warp perception of the environment by unconnected units and a
delay on task accomplishment. In our simulations we have detected that in order
to reach the target point at least two agents must be connected.

4 Simulations

The presented PSO algorithm has been intensively tested in a Matlab 3D sim-
ulated environment. In particular, we have considered an environment volume
whose dimensions range in [30 . . . 300] [m3] and three different types of scenar-
ios: a map with obstacles randomly disposed (Fig. 6(a)), different simulated
tunnels (Fig. 6(b)) and caves (Fig. 6(c)). In order to maintain the simulated
physical parameters closer to real devices ([23]), each unit has been modelled
as an ellipsoid whose dimensions are [0.7 × 0.4 × 0.3] [m] , maximum velocity
umax = 5 [m/s], four fins with equal opening speed wmax = 0.07 [rad/s], max
fin’s opening angle δa = 0.26[rad], sensor range rS ∀ [5 − 25] [m] and communi-
cation range δ ∀ [10 − 50] [m]. A sample time of δt = 0.02 [s] has been selected
for the controller. Notice that the virtual time step δtv perceived by the high-
level agent SAnav is equal to 0.2 [s] due to the fact that the computation session
of PSOoav runs over nk = 10 time steps. The number of scout particles noav = 5.
The first scenario (e.g. Fig. 6(a)) has been created by using obstacles modelled as
spheres of arbitrary radius rO ∀ [0.5 · · · 5] [m] randomly deployed in the middle
of the testing volume. On the contrary, in the second and in the third ones the
sphere’s radius is fixed at rO = 2.5 [m] but it has been changed the dimension
of the built structures. In the second scenario (e.g. Fig. 6(b)) it has been cre-
ated a simulated tunnel by composing a different number of spherical obstacles
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(a) (b) (c)

Fig. 6. Figures depict some simulation snapshots. Scenario in Fig. 6(a) presents obsta-
cle avoidance technique with mobile target performed in a random map. In Fig. 6(b) a
navigation test through a tunnel is shown and in Fig. 6(c) instead is shown a navigation
inside a cave.

(a) (b) (c) (d)

Fig. 7. Statistical results for scenario 1 are depicted with respect to a fixed (Fig. 7(a))
and a mobile target (Fig. 7(b)). In Fig. 7(c)–(d) for scenarios 2 and 3 respectively. All
the figures represent the mean of the units’ distances between respective start and goal
areas. In the simulation depicted in Fig. 7(c) the number of units is 20

disposed along a spline. The aperture radius of the tunnel rt
a in the different

simulation varies in [4 . . . 8] [m]. The last type of scenario (Fig. 6(c)) tests the
algorithm in a simulated cave whose dimensions are WxHxD = [14, 10, 15] [m].

Statistical Results and Parameter Selection

In order to gather statistical results about the performance of the proposed PSO
algorithm, we have performed hundreds of simulations for each scenario. In each
simulation of the first scenario the obstacles positions and dimensions have been
changed. Despite of this, it is possible to notice in Fig. 7(a) that AUVs are able
to overcome obstacles and achieve the target even in case the target is moving, as
reported in Fig. 7(b) mobile target velocity ṗnav

goal = [−4, 0, 0] [m/s]. The enlarge-
ment of the standard deviation in the middle of the statistic graphs describes
the various path followed by vehicles to overcome obstacles. Figure 7(a) shows
data related to ϕ = 3.5 in scenario 1 that produces the best algorithm’s per-
formances. This choice has been done on the basis of the simulations made by
changing ϕ = 1, 1.5, 2, depicted in Fig. 8(a). From top to bottom it is possible
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(a) (b) (c)

Fig. 8. Figure 8(a) shows simulations about different values of ϕ parameter. From top
to bottom ϕ = 1, 1.5, 2. Figure 8(b) shows the relation between the number of robots
that start simulation and the number of robot that reach the target on scenario 2 with
tunnel rta = 4. In Fig. 8(c) is depicted the same simulation with rta = 8

to notice how performances increase. When ϕ > 3.5 randomness is too high,
standard deviation increases and the swarm’s behavior is not controllable any
more, so units do not converge. This ϕ value has been adopted for all three sce-
narios. We have considered swarms with a number of units ranging from 2 to 50.
From these case-studies, it appears that in case there is only one vehicle, target
is not reached even in simple scenarios, the information on the environment is
too poor and the random part of the particle’s velocity provides too much noise,
making difficult to accomplish the task. Even in tuning the random parameters
in different way, we have not reached good results with a single vehicle. Moreover
simulations shows that there are some problems with robots number in scenario
2, indeed the using of more than 25–30 robots create too many collisions and the
algorithm fails to maintain the group compact. In this case, the swarm breaks
up into smaller groups that reach the target autonomously. Enlarging tunnels
aperture this problem tends to disappear but it reoccurs increasing the number
of units.

5 Conclusions and Future Work

In this paper, a novel version of the Particle Swarm Optimization algorithm has
been proposed in order to drive a group of AUVs in unknown underwater envi-
ronments from a starting point to a final one, that can be possibly mobile. In
particular, we have used a double-level and a completely asynchronous, decen-
tralized version of PSO to manage swarm’s coordination. Moreover, PSO algo-
rithm has been modified in order to consider robots’ physical constraints, i.e.
their dimensions and their interaction with the environment. Vehicles know their
own position, and are able to broadcast data to neighbors and to sense the sur-
rounding environment by using spherical sensors. During the navigation, units
collect data on the environment not only to reach the target but also to map the
environment. This technique could be useful for example in benthic exploration
or search and rescue. The performances of the algorithm have been validated
using data collected in several simulations, where different groups of AUVs have
been simulated in many complex environments. Future work will include deeper
analysis of the relation between environmental features, parameters optimization
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and performances. Also we will study the possibility of controlling team-mates
distances according to environmental conditions. Moreover, the possibility of
using dynamic patches to map both moving and evanescent obstacles, exploit-
ing proper predictive algorithms will be considered. Finally, applications of this
algorithm to more complex systems, like groups of heterogeneous robots (e.g.
groups of robots including both naval and aerial vehicles) and to more complex
environments will be considered.
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Abstract. In this work we present the simulation of a swarm of nanobots
that behave in a distributed fashion and communicate through vibra-
tions, permitting a decentralized control to treat endogenous diseases of
the brain. Each nanobot is able to recognize a cancer cell, eliminate it
and announces through a communication based on acoustic signals the
presence of the cancer to the other nanobots. We assume that our nano-
devices vibrate and these vibrations cause acoustic waves that propa-
gate into the brain with some intensity that we evaluated by taking
into account the specific physical factors of the context, the nano-metric
nature of the vibrant devices and the characteristic of the fluid where the
devices are immersed. An important aspect of our approach is related
to the communication based on vibrations. This choice is related to the
application context where is not advisable either to use indiscriminate
chemical substances or electromagnetic waves. Whereas, ultrasonic waves
are used in the most frequent diagnostic techniques and the use of this
kind of techniques should not have negative collateral effects. Specifi-
cally, we propose an approach based on bees’ behavior in order to allow
our devices to communicate, coordinate and reach the common objective
to destroy the cancerous tissues. In order to evaluate the effectiveness of
our technique, we compared it with other techniques known in literature
and simulation results showed the effectiveness of our technique both
in terms of achievement of the objective, that is the destruction of the
cancerous cells, and velocity of destruction.

Keywords: Acoustic communication · Nanobots · In-vivo applications

1 Introduction

Nanotechnologies are a new approach based on comprehension and deep knowl-
edge of the properties of the matter at the nanoscale level: a nanometer
corresponds to the length of a small molecule. At nanoscale, behaviors and char-
acteristics of the matter drastically change, making it necessary a synergy among
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many different disciplines. A great percentage of the nanosytems world is repre-
sented by technologies derived from micro-electronics, pushed up to nanoscale,
in order to obtain electronic, optical, fluidic, integrated mechanic functions to
be applied to different fields ranging from microelectronic, telecommunications
and sensor, to environmental and bio-medical. The latter field could be literally
revolutionized from the potential applications of nano-devices, both in the diag-
nostic and pharmaceutic fields [9]. One of the most interesting applications is
the controlled release of drugs over time and exactly localized in cells or organs
that need it, drastically reducing the side effects. Nanotechnology is already
used in the field of diagnostics through the use of synthetic tracer molecules for
investigating biological processes in a non-invasive fashion. In the cancer fight,
as for the treatment of some diseases related to the cardiovascular system more
and more often you hear speak about nano-therapy. Among the first applica-
tions to be postulated in the early ’90s and also among the most fascinating of
nanomedicine is the idea of using nanorobots [8]. A device of a few nanometers
(nanorobots will typically be 0.5 to 3 microns large with 1–100 nm parts), could
be introduced into the body without causing injury and, if equipped with sen-
sors that transmit precise images could facilitate the early diagnosis of cancer
and carry drug to the target or to perform other tasks that would otherwise
require invasive surgery [1,3]. In order to prevent attacks from immune system
a nanorobot in vivo should be characterized with a smooth and flawless dia-
mond exterior, because this prevents Ieukocytes activities since the exterior is
chemically inert and have low bioactivity [2].

A nanorobot is a system able to modify the surrounding in a controlled
and predictable fashion, with size at the molecular or even atomic scale. In
practice, a nanorobot is either a passive or active structure able to detect, signal
and elaborate information. The very limited size of the devices implies limited
capabilities and reduced computation resources, therefore it is necessary to make
devices collaborate by applying design techniques such as Swarm Intelligence in
order to realize complex systems through the interaction and the cooperation of
very simple agents [11].

This work is inspired by the paper of Lewis Anthony and Bekey George
developed in 1992 at Southern California University and entitled “The Behav-
ioral Self-Organization of Nanorobots Using Local Rules” [4], where the objective
was the evaluation of a swarm of nanobots, organized without any centralized
unit, only trough simple local rules, to destroy cancer cells inside the brain.
Thanks to the technological development, the assumptions made in [4] are plau-
sible and it is possible to design molecular nanobots constituted from two poly-
mers able to deactivate the production of a protein that causes the death of the
cells attached [7]. Lewis’s work has an early work for the assumption of using
robots for in vivo applications through a swarm technique. In [4] and in other
next works [5,6], the communications are performed by chemical mechanisms,
that is, the report of either some events or object is realized through the release
of chemical substances that diffuse by attracting other nanorobots through the
gradient associated to the signal intensity. Specifically, Lewis’s strategy is based
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on three chemical substances that attract the swarm of nanobots in a gradual
fashion to achieve the total elimination of the diseased cells. An early part of the
work is devoted to the tuning of the characteristic parameters of the algorithm
where objective difficulties emerged, first of all the extremely reduced dimensions
of the devices, their limited computational capabilities and the structural space
needed to install sensors and interfaces to capture all the chemical substances
involved. For these reasons, we considered a different approach inspired from
bees’ behaviors that use vibration to communicate the distance and the position
of food sources to the rest of the colony. Our choice for this specific kind of
communication has been lead by the simplicity of the components required from
the devices, and the fact that many diagnostic instruments are already based
on microwaves, which are considered not dangerous for the human. A useful
summary of communication paradigms to interconnect nanobots in a body area
network is given in [13]. Preliminary results of Bee’s algorithm are presented in
[15]. The rest of the paper is structured as follows. In Sect. 2 we give some details
about Lewis’s approach. In Sect. 3 we describe our bees’s approach. In Sect. 4
we give the details about the simulation environment and the results. Finally,
we conclude the paper in Sect. 5 and we give some directions for future works in
Sect. 6.

2 Lewis Algorithm

When Lewis and Bekey presented their work in 1992, the Swarm Intelligence
concept had not yet been fully defined. In fact, authors refer to a μ − colony as
a set of robots that coordinate activities autonomously to perform some specific
tasks. The colony could be constituted by hundreds or thousands of μ− robots,
and each of them has simple computational capabilities like a colony in nature.
As we already outlined, the technique they proposed was based on chemical
communication. Each μ − robot is able to mark its surrounding through chemi-
cal substances, recognizes the different chemical signals and follows the different
gradients until it reaches the cancer cells. The colony is injected close to the
cancer. Once injected into the body, the μ − robots move randomly until they
reach cancer cells. After the first contact the μ − robot emits a substance in its
surrounding called CHEM-1. This substance is absorbed by the body after a
certain time. A certain percentage of μ − robots differentiate in guidepost, stop
and start to secrete substances that permit the transmission of the signal over
long distances. These substances are CHEM-2 and CHEM-3 and are used as
repeaters. The number of μ − robots that differentiate in guideposts determines
the efficiency, which is the convergence of μ − robots to defeat the tumor. The
number of guideposts is very important. In fact, if too many nanobots differen-
tiate it is difficult to reach and destroy the tumor. On the other hand, if the
number of guideposts is too low, the colony is not able to complete the task. For
this reason, authors considered a differentiation probability p = 0.01 and related
the total number of guideposts to the total number of μ− robots n and the cur-
rent time t, pnt. In what follows we show the pseudo-code of the Lewis-Bekey
approach:
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Algorithm 1. Lewis and Bekey Algorithm

IF There is no chemical Markers and No Tumor
THEN Do a random Walk

IF A Tumor is detected
THEN Destroy the cell, Differentiate and Broadcast CHEM-1; w/prob 1

IF The Mag. of CHEM-1 is greater than Θ
THEN Do a random Walk

IF CHEM-1 is detected
THEN Move up the gradient of CHEM-1; w/prob p
or differentiate and Broadcast CHEM-2; w/prob(1-p)

IF CHEM-2 is detected
THEN Move up the gradient of CHEM-2; w/prob p
or Differentiate and broadcast CHEM-3; w/prob(1-p)

IF CHEM-3 is detected
THEN Move up the gradient of CHEM-2; w/prob 1

The algorithm’s efficiency is strictly related to some additional parameters,
like the threshold value of CHEM-1, Θ. The environment considered is the cere-
bral cortex that is represented in the simulator NSl [10] as a cells array. The
modeled chemical communication takes into account the generation, the diffu-
sion of the substances immersed in a fluid and the absorption factor. A single cell
is the measure unit of the space and only one nanobot at a time can occupy a
single cell. The cancer and the colony are positioned inside the grid. Each robot
is able to move step by step in one of the 8 adjacent cells. Once a μ−robot reaches
a cancer cell it is able to perceive the tumor and to signal its presence to other
robots. In our simulation, we adopted two different convergence criteria. The
first one is represented by the total elimination of the cancer cells and the other
is a maximum number of iterations (1000), that is not an actual convergence cri-
terion but we need to stop the simulation when the algorithm fails to eliminate
all the cells. Even if the algorithm is strictly related to the setting of different
parameters, the aim of the authors was mainly to show how behavioral algorithm
is able to make the colony reach a common objective. It is worth to note that,
the use of three chemical signals implies at least three different interfaces to
capture the different substances. Moreover, a single nanobot needs to physically
transport three different substances. By considering the reduced dimensions it
seems very difficult to imagine how this algorithm could be realized.
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3 Bees’ Approach

As we already outlined above, the acoustic communication we propose in this
work is inspired from bees exploration technique for food searching. In practice,
our nanobots borrow from the bees the capabilities to communicate through
vibration (waggle dance for the bees). The self-organization of the bees is based
on very simple rules related to the behavior of each individual. Moreover, the con-
cept of swarm applied in the context of in vivo application has several advantages
compared to isolated nanobot. For example, acoustical nanobots could form in
vivo communication networks that could transfer data across much larger dis-
tance than possible with direct transmission by considering the attenuation at
high frequencies [16]. Generally, nanorobots can improve their performance and
they are able to accomplish complex tasks, by coordinating their actions in a
decentralized fashion. A similar approach is considered in [17]. We refer to this
bees’ inspired technique as NanoBee and is supported by the possibility of using
acoustic waves as transmission means in communications in vivo without specific
risks associated to. We exploited the analysis made in [9] to characterize our sim-
ulation model and tune the parameters. The vibrations associated to the devices
generate acoustic waves that propagate in an elastic medium and cause pressure
variations and movement of the particles that compose the medium and that can
be perceived and detected from an acoustic detector. This perturbation, that car-
ries both the information and the energy, propagates while every particle, also
in the case of a fluid, remains nearby its original position. In practice, there are
local vibrations (compression and rarefaction) of the particles and in the case of
fluid, where there can not be cutting efforts, the vibrations are parallel to the
propagation direction of the wave, i.e. longitudinal waves. The dimension or mag-
nitude of sound can be indifferently expressed as sound power, sound intensity
or sound pressure. Sound power is the total amount of acoustic energy emitted
from a sound source and is measured in watt. Sound intensity is the ratio of the
power of a sound wave and the crossed superficial area, it is usually measured
in watt/meter2. Sound pressure is the value of the pressure variation of a corps
in a generic point inside the sound field and is measured in newton/meter2. It
is worth to note that for a given sound, sound power is constant while both
intensity and pressure depend on the specific measure conditions. The simplest
case is sound or noise that propagate freely without any obstacle. With this
assumption and when the medium considered is non-dissipative, intensity (I),
power (P) and pressure (p) are correlated as it follows:

I =
W

2πr2
=

p2

ρc
(1)

where ρ is the density of the fluid and c is the light speed. It is worth to note
that both intensity and pressure decrease with the square of the distance (r).
Based on these considerations we assume the possibility to design a technique
based on acoustic communication by modeling the propagation of signals with
sound intensity. NanoBee technique considers nanobots as point sources, since
their size is small compared to the distance from the receiver. Each nanobot is
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able to signal the presence of a cancer cell by stopping its movement and start-
ing vibrating, mimicking the bees behavior, in order to transmit a sound signal
to alert other agents (nanobots). Every nanobot that receives the signal moves
towards the gradient of the intensity received. Vibrating time is limited since
it depends on the force associated to each device to accomplish the movement.
In order to simulate the spatial variation of intensity sound, we assume three
different probabilistic intervals, that simulate both the spatial propagation and
the attenuation of the sound. Specifically, we choose higher probabilities values
close to the nanobot that is dancing and probabilities values smaller when dis-
tances are greater by simulating in this way the attenuation with the square
of the distance. A more realistic version of the algorithm must take into account
the temporal attenuation of a sound signal which introduces a decrease of both
the intensity and the distance reached by the signal. The first version, where we
do not take into account the temporal attenuation of the signal is referred as
NanoBee ON-OFF, where ON and OFF indicate whether the device is “ON” (it
vibrates with the maximum power) otherwise it is “OFF” (and does not vibrate
at all). The second version of our algorithm is referred as NanoBeeEvan and is
related with a temporal attenuation of the sound signal. From a computational
point of view, our devices are very simple since the algorithm only requires that
each device has capabilities of:

– recognition of a cancer cell;
– destruction of a cancer cell;
– emission of vibrations to signal the position of the cancer;
– detection of acoustic waves.

In what follows we give the pseudo-code of the NanoBeeAlgorithm:

Algorithm 2. NanoBee

Repeat
for each “active” nanobot i:
pick up any sound signal in its surrounding;
IF there are not any signal/cancer cells
search randomly;
IF discovered a cancer cell
THEN eliminate the cell and starts to dancing;
IF a signal has been received
THEN moves towards the higher intensity of the signal;
Until there is an “active” nanobot

A nanobot is active when it has enough energy, above a certain predetermined
threshold and it has not discovered any cancer cell yet.
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4 Simulation Results

We simulate the systems previously described with Neural Simulation Language
(NSL), [10]. NSL possesses many features that facilitated the simulation devel-
opment, including graphics capabilities, and language constructs for handling
layers of grid object. In order to evaluate our techniques in different situations
we consider the possibility to have different initial configurations of the cancer. In
fact, based on the specific geometry of the processes, different cancer forms char-
acterize different cancer types. Specifically, we consider the possibility to have
metastases detached from the original tissue. Usually, metastases are a group of
cells and only rarely they are isolated, but for completeness we considered the
three different scenarios: “aggregated”, “scattered groups” and “isolated”.

4.1 Different Initial Configuration

The space where nanobots move and act is a grid of cells modeling the vertebral
cortex. In Fig. 1 we show the initial configuration when the “aggregated” case
is considered, in Fig. 2 the initial configuration of the cancer is with “groups”
of cells and in Fig. 3 we show the initial configuration of the cancer with “iso-
lated” cells. Specifically, the number of cancer cells is 42 in every configuration
and the cancer cells are represented in blue, while the nanobots, that are 289 in
every configuration, (as in [4]), are represented in black.

4.2 Convergence Time

The input parameters we consider in order to evaluate the performance of the
various techniques are summarized in Table 1. The algorithms considered in this
work are based on the concept of nanobots swarm, which allows us to consider a

Fig. 1. Initial Configuration of the “aggregated” case.
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Fig. 2. Initial Configuration of the “scattered groups” case.

Fig. 3. Initial Configuration of the “isolated” case.

Table 1. Simulation parameters

Searching space 50 × 50 cells

N Nanobots 289

Cancer size 42 cells

Size of nanobots 0.5 µm

Frequency 10 MHz

Power 0.5 pW

Simulation time 1000 runs

Prob values [1-0.7],[0.69-0.3],[0.29,0]

Confidential interval 95 %
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Fig. 4. Convergence Time in the case of “aggregated” configuration.

reduced dimension of devices with available power smaller than that necessary
if only a device is considered as observed in [12]. Frequencies ranging from 1 to
5 MHz are typically used for the head [12], thus, we choose the value of frequency
equal to 1 MHz. Moreover, in our bees’ approach, communication activity is only
related to the achievement of the target. In practice, nanobots start to vibrate
when they discover a tumor and not when they move. We apply the method of
Independent Replications with a confidence interval of 95%.

In Fig. 4 we show the convergence time of each considered algorithm for the
“aggregated” case. The first important observation is related to Lewis approach
(referred in the diagram as NanoLewis) that is not able to totally destruct the
cancer cells even if we consider the maximum number of nanobots. Concerning
Lewis’approach we had to set many parameters and after conducting a sensitivity
analysis we chose the set of parameters that guarantee the best performance in
terms of convergence. During the simulation we observed as the combination of
the three chemical substances creates a kind of “barrier effect”. In practice, after
the first nanobots enters in contact with cancer cells and a part of the devices
differentiate and start working as a kind of relay by sending CHEM-1. At this
point, it is very difficult for the other nanobots to attack the most internal cancer
cells. When the stations differentiate like “guidepost” and start send CHEM-2 if
they already entered in contact with CHEM-1 or CHEM-3 if they were touched
from CHEM-2, the situation worsens. Bees’ approaches behave similarly, with
the difference that NanoBee ON-OFF is able to eliminate all the cancer cells
with less nanobots than NanoBeeEvan. NanoBee ON-OFF is more effective in
this case cause of the signal propagation that reaches farther during the time
and is able to attract more nanobots. NanoBeeEvan consideres the attenuation
of the signal power during the time. Hence, after a certain period the signal only
reaches a shorter distance.

In Fig. 5 we can observe how the NanoLewis is not yet able to destruct all
the cancer cells, in the “scattered group” algorithm. In this case we observe a
little improvement of the NanoBeeEvan. This latter, through the “evanescence”
of the signal in the time, implies more randomness of movement of the nanobots.
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Fig. 5. Convergence Time in the case of “scattered groups” configuration.

Fig. 6. Convergence Time in the case of “isolated” configuration.

Hence, when tumor cells are scattered in the region of interest, this randomness
is useful to reach the various points of interest more quickly.

This reasoning is confirmed in Fig. 6 where NanoBeeEvan overcomes the
NanoBee ON-OFF, for the case of “isolated” cells.

It is worth to note how both the nano-bee approaches require less nanobots
to reach the goal to eliminate all the cancer cells in respect of those needed
by Lewis algorithm. In our opinion the analysis of the performance in terms of
both effectiveness, that is the capability to destruct all the cancer cells, and the
rapidity to do it by varying the number of nanobots, is very important because it
is very important to use the minimum number of nanobots in a similar context.
Furthermore, it is very important to try to reduce both the chemical and the
acoustic messages as much as possible.
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Fig. 7. Number of eliminated cancer cells in the case of “aggregated” configuration.

4.3 Amount of Eliminated Cancer Cells

In this section we present another type of analysis related to the variation of the
number of nanobots but also related to the capability to eliminate the cancer
cells. The simulation parameters are always those summarized in the Table 1.

In Fig. 7 we can observe how the number of cancer cells eliminated by the
NanoLewis technique is always smaller than the other two techniques. As already
outlined before, we observe that the algorithm is effective when the first nanobot
attaches the tumor, but the barrier created through the chemical substances does
not allow to penetrate inside the body of the cancer. In fact, even if the number
of nanobots increases, above all, in the first configuration (where we have only a
single tumor), the effect does not change. This shows that the scarce efficiency
is not related to the small number of nanobots. On the contrary, with our bees
techniques we have that an increasing number of nanobots corresponds to an
increased capability to attack the cancer. In fact, in the “aggregated” case, we
pass from around 18 cells to 42 cells.

In Fig. 8 we can observe how the barrier effect of the NanoLewis approach
is mitigated in the “scattered groups” configuration. Moreover, for this specific
configuration the bees approaches behave very similarly.

In Fig. 9 we can notice how the effects of the randomness improves the behav-
ior of the NanoBeeEvan that is very close in terms of performance to the NanoBee
ON-OFF.

From the analysis conducted is clear that the algorithms considered with the
associated parameters in terms of size of devices, available power, etc. are feasible
for nanobots operating in the specific environment as we defined (i.e. the brain).
When a different environment is considered, the characteristic parameters have
to be re-defined and the effectiveness of the technique needs to be proven. In-
vivo applications need a very accurate choice of available parameters, that can
change based on the specific application they are considered for.
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Fig. 8. Number of eliminated cancer cells in the case of “scattered groups”
configuration.

Fig. 9. Number of eliminated cancer cells in the case of “isolated” configuration

5 Conclusions

In this work we considered and evaluated the possibility of using and exploit
a swarm of nanobots in medical applications for the treatment of endogenous
diseases and through this preliminary study we showed how this is possible.
Specifically, we focused on the communication and organization aspects, neces-
sary for the control of a single nanobot through very simple rules and based
only on local information exchange. We took inspiration from a previous work
where the behavior of the swarms of nanobots was defined through chemical
signals able to attract the devices. After an accurate evaluation of the types of
communication physically feasible for in vivo communications and based on the
bees behavior in the supply phase, we proposed an algorithm based on acoustic
signals, NanoBee. This choice is supported from the common use of sound waves
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for medical applications. By assuming the possibility for a nanobot to generate
a vibration when it picks up a cancer cellular tissue, we evaluated this approach
and compared the algorithms via simulation by a neural simulation tool, NSL.
We showed that nano-bee techniques are more effective to face cancer with dif-
ferent initial shape than Lewis’approach, by eliminating all the malignant cells.
Communications are more efficient and nodes only need to perceive the “sound”
by moving a step at each time. We showed how the proposed techniques based
on the bees behaviors are effective also when the number of nanobots is smaller
than that considered in the Lewis and Bekey technique.

6 Future Works

Concerning the future works there are many aspects that are worth to be consid-
ered in a deep way. The first one is concerning the chemical communication app-
roach considered from Lewis and Bekey. In fact, during the simulation we were
able to observe that the “barrier effect” worsens when CHEM-2 and CHEM-3
are activated. Maybe, an approach with only a single chemical substance would
be more effective, and in terms of nanobot design it would be more feasible.
An other important aspect is the validation of the probabilistic approach we
adopted to simulate the attenuation of the signal with the square of the dis-
tance. It would be interesting to evaluate a real model of the brain and compare
it with our probabilistic approach. Another important aspect to be considered is
related to a more realistic simulation environment, where “obstacles” (i.e. oth-
ers cells) are explicitly taken into account and the interaction of the signals is
analyzed.
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Abstract. These studies are part of our broader project that aims at revealing
relevant aspects of human-dog interactions, which could help to develop and
test robot social behaviour. We suggest that the cooperation between assistance
dogs and their disabled owners could serve as a model to design successful
assistance robot–human interactions.

In Study 1, we analysed the behaviour of 32 assistance dog–owner dyads
performing a fetch and carry task. In addition to important typical behaviours
(attracting attention, eye-contact, comprehending pointing gestures), we found
differences depending on how experienced the dyad was and whether the owner
used a wheel chair or not.

In Study 2 we investigated the reactions of a subsample of dogs to
unforeseen difficulties during a retrieving task. We revealed different types of
communicative and displacement behaviours, and importantly, dogs showed a
strong commitment to execute the insoluble task or at least their behaviours
lent a ‘‘busy’’ appearance to them, which can attenuate the owners’ disap-
pointment. We suggest that assistant robots should communicate their inability
to solve a problem using simple behaviours (non-verbal vocalisation, orienta-
tion alternation), and/or could show displacement behaviours rather than sim-
ply not performing the task.

In sum, we propose that assistant dogs’ communicative behaviours and
problem solving strategies could inspire the development of the relevant
functions and social behaviours of assistance robots.

Keywords: Assistance robot � Dog behaviour model � Ethological approach �
Social interaction

1 Introduction

Considering the aging western industrialized societies, in the near future it will be an
absolute necessity that the elderly and disabled people could successfully communi-
cate and cooperate with home assistance robots. There are many different endeavours
to design technological aids helping the rehabilitation of the physically disabled,
ranging from intelligent wheelchairs to different types of assistant robots [1]. Most of
these robots are designed for some specific roles and functions. Assistance systems are
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also developed, for example the small home robot, Mamoru-Kun is able to inform his
owner where an object is located communicating verbally or by pointing at the object,
and it can also cooperate with his humanoid buddy and ask it to get the object for the
user. This bigger robot is able to clean up rooms, manipulate dishes, open and close
doors, do the laundry, and it even learns from its mistakes [2]. Another example can
be the mobile robotic assistant of the Nursebot project, Pearl. She has two functions:
reminding the elderly about their routine activities and guiding them through their
environments [3].

However, the commercialization of either type of assistance robots is planned only
in ten years, partly because people usually find them disturbing and/or complicated to
operate or communicate with. To make humans feel the interactions with the robot
more natural, in addition to the technical aid it is essential for the robot to act in
accordance with the given social context and to show relevant social abilities [4].

Based on the general assumption that people find a similar companion easier to
deal with, the most common strategy both in scientific and commercial environment is
to design humanoid robots that have (seemingly) humanlike features and capacities.
One of the potential problems with the use of anthropomorphic behaviours lies in the
controversy that humanoid robots are likely to raise the expectations of the user in
terms of its capabilities and interactional affordances, but present-day robots are
simply not able to fulfil these expectations [5]. Recently an alternative suggestion has
come up arguing for the use of non-human social animals as models for robot social
behaviour: emphasizing the fact that human–animal interaction provides a rich source
of knowledge for designing social robots that are able to interact with humans under a
wide range of conditions [6]. The idea that in addition to its technical help a robotic
assistant could be a suitable companion directed the attention of researchers to use
pets as potential behavioural models [7].

In case of assistant robots, the type of function and the limited abilities (compared
to that of human assistants) suggest an asymmetrical social relationship between the
human user and the robot, which is similar in many ways to the dog-owner rela-
tionship [8]. Recently, scientific evidence has supported the idea that dog-human
interactions provide a promising model system to study the emergence of social
competence [9]. Assistant dogs can successfully communicate and cooperate even
with a disabled owner, and show social behaviours, such as attachment, which humans
can easily understand without massive prior learning. This way, beside technical
assistance, these trained dogs provide social support for their owners [10].

It has already been suggested that using service dog models to design subtle motor
behaviours for the manipulation skills of assistance robots is a highly beneficial and
cost effective method [11]. We would go further and give dogs a more ambitious role:
based on the arguments above we suggest that the social behaviour of dogs and
specifically the owner–assistant dog interactions should be used as a model in
developing robot companions.

As there were efforts to implement the ethological model of the dog to Sony’s
developmental robot, AIBO [12], we want to stress that our aim is not to develop a
doggy robot. We do not believe that a robot that resembles a dog, for example AIBO,
would be an ideal assistance robot. Rather, we propose the use of an embodiment
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optimally fitted for the specific function of the robot and applying specific behavioural
models for different technical/social functions, such as service dogs for the disabled
owners or hearing dogs for deaf people.

In order to do so we plan to create plenty of rich, relevant and realistic contexts for
the interactions, in which we can observe and evaluate the joint activities of dogs and
humans. After extracting the relevant set of behaviour elements based on the desired
function, we can adapt the applicable ones to robots of different embodiments and
capacities.

Our first attempt to support the dog-model idea applied one of the typical scenarios
between service dogs and their disabled owners: when the dog helps the transportation
of objects. In this study an appearance-constrained Pioneer robot used dog-inspired
affective cues to communicate with its owner and a guest in a fetch and carry scenario.
The findings suggested that even limited modalities for non-verbal expression
(proxemics, body movement and orientation, camera orientation) offered by the robot
were effective for developing/helping the communication [13]. In the present paper we
wanted to provide deeper insight into such interactions by detailed analyses of the
behaviour of a large and diverse sample.

To develop a life-like and flexible behavioural set for assistance robots it is
inevitable to prepare assistant robots for problem situations because it does not seem
too pessimistic to assume that they will face several insoluble problems and cannot
meet their owners’ requirements while performing their tasks. When a ‘machine’
cannot fulfil our requirements, we are disappointed and annoyed. In contrast when a
trained assistant dog cannot obey the owner’s commands the owners seem to be rather
indulgent and forgiving. We assume that dogs may show different types of commu-
nicative behaviours, such as vocalisation or gaze alternation to signal the problem to
the owner. Moreover, they may try to perform some alternative activities that are
connected to the original task to some extent. In addition, we expected the dogs to
perform displacement behaviours, which can influence or even inhibit the negative
feelings of the owners, similarly to ‘‘guilty’’ behaviour after transgression [14].
Displacement behaviour emerges both in humans [15] and non-human animals [16] in
conflicting situations. For instance, when dogs find themselves in a situation when
they are unable to solve a task or a problem, they show typical out-of-context
behaviours (e.g. mouth-licking, yawning, sniffing the ground, scratching the ground,
pace up and down between the owner and the showed place), which reflect their
confusion.

In this paper we observed the interaction of assistance dog–owner dyads in two
studies. In Study 1, we investigated the types of behaviours and interactions that can
be observed in dog-owner dyads when they perform a fetch and carry task. Moreover,
we examined whether there are any difference in the above behaviours depending on
how experienced the dyad was and whether the owner used a wheel chair or not.
In Study 2, we observed a subsample of dogs in two different types of inhibited trials
and described both their typical responses and individual differences when they
encountered an unsolvable task commanded by the naïve owners.
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2 Study 1 – Fetch and Carry

The fetch and carry task may include picking up, carrying and placing objects at home
or outside the house. This ability of the assistance dogs increases the owners’ inde-
pendence and allows a greater range of activities, because while assistive, still requires
movement and actions on the part of the owner, thus increasing the amount of physical
activity available to him rather than decreasing it.

In this study the dog was supposed to fetch and carry a basket from a start point to
a given target place. An assistant capable of performing the task properly need to be
able to: go to the person on command, understand human communicative cues to
identify the target object, hold and carry the basket, follow or go with (beside) owner
or go ahead (with continuous feedback for owner’s orientation/instructions), put down
the basket on command.

The only instruction for the owners was that they cannot touch the dog or the
basket enabling us to reveal spontaneous cues and behaviours of the dyads during the
interactions.

2.1 Method

Subjects
We observed 32 dog–owner dyads. All dogs were trained assistance dogs, either
therapy dogs or assistance dogs for the disabled. They were tested with their owner
(O). Half of the dyads were novice, with dogs having the same training as the other
group, but not as much experience in various contexts. The other 16 dyads were
experienced; these dogs had been working with their Os for years. In case of 8 dyads
in both the novice and experienced group Os were wheel-chaired. All dogs were more
than one year old. (Table 1 contains the data of the dogs.) The training of these dogs
were based on the principle that they should be eager to please their owner, that is,
they must do their best to find out the task the owner communicates and to cooperate
in its execution, even if the human’s communication is not completely clear.

Table 1. Independent data of the dog sample

N = 32 Novice Experienced

Owner 4 males, 4 females
Mean age: 4 yrs.
Breeds: Belgian sheepdog, sheltie,

golden retriever, border collie,
Airedale, 2 lab mixes

3 males, 5 females
Mean age: 3.8 yrs.
Breeds: 3 Belgian sheepdogs,

vizsla, lab mix, 3 mongrels

Wheel-chaired
owner

5 males, 3 females
Mean age: 2.6 yrs.
Breeds: Belgian sheepdog, golden

retriever, cavalier, cocker, poodle,
lab mix, leonberger mix, mongrel

5 males, 3 females
Mean age: 5.6 yrs.
Breeds: 3 Belgian sheepdogs, 3 golden

retrievers, collie mix,
lab mix
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Procedure
The tests were conducted at a visually separated location in a park that was familiar to
the dogs. The dog and O were positioned at the start point. The experimenter (E)
placed the basket in front of them. The target place was positioned 10 m from the start
point and marked by three 80 cm long sticks forming an equilateral triangle. The
behaviour of the dog was recorded from the side by E from a distance of 5–6 m. The
records were analysed later (Fig. 1).

Data Analysis
During the analysis our main focus was on the communication between dog and O
(paying and getting attention, communicating target object, target location and
expected actions) and the dynamics of their movements (relative position of the dog
while carrying the object). Since the duration of the whole task depended greatly on
O’s motor ability, the three main parts of the test; (1) picking up, (2) carrying, and
(3) placing the basket, were analysed separately. The following variables were coded:
joint attention (yes-no), number of verbal instructions, pointing gestures (yes-no),
position of the dog (relative to the owner) when performing the carrying task (ahead –
beside – behind), duration of the picking up and placing tasks (s).

Multivariate analysis of variance was applied to compare durations and number of
commands. Kruskal-Wallis test and Mann-Whitney test were used to compare the
position of dogs in different groups.

Fig. 1. Behavioural sequence of the test: joint attention, pointing, picking up basket, carrying
basket ahead of owner, placing basket at target area

What Could Assistance Robots Learn from Assistance Dogs? 109



2.2 Results

Types of Verbal Communications
The owners’ verbal instructions could be categorised as commands (verbs), name of
dog, name of object (‘‘basket’’), praises (‘‘well done’’), and inhibitions (‘‘no’’,
‘‘don’t’’) in all three parts of the test. The proportion of the categories during the entire
test duration was as follows: commands (verbs) 63 %, name of dog 14 %, name of
object 8 %, praises 13 %, and inhibition 2 %.

Picking Up (Interaction Initiation)
We observed joint attention in case of all dog-owner dyads at the very beginning of
the task. This means that the dog and O looked at each other before the dog got hold of
the basket. In most cases eye-contact was spontaneous, that is, the dog oriented to O
right after having been seated at the start point. If the dog oriented somewhere else
(N = 10), O tried to attract its attention by calling its name before giving any
instructions. After this, all but four Os pointed at the basket when communicating the
task to the dog. Three of the exceptions were from the advanced/wheel-chaired group,
where Os either needed both hands for driving the mechanical wheel chair, or could
not move their arms. All four Os ‘‘pointed’’ toward the basket with their head.

The number of verbal instructions and the duration of the task showed significant
correlation, and both varied according to the experience, because novice dogs needed
more time and more verbal instructions to execute the task.

Carrying
Compared to the novice group, experienced dogs tended to carry the basket more
frequently by going ahead of O than going behind. Using a wheel chair in itself did not
make a general difference in this respect, however, post hoc tests revealed that in the
experienced wheel-chaired group dogs had the tendency to carry the basket going
ahead of their Os (Fig. 2).

Fig. 2. Position of dogs during carrying: proportion of dogs that walked ahead, beside or
behind the owner in the four groups
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Novice dogs needed more verbal instructions to fulfil the task. Although the
carrying part of the test took more time for the wheel-chaired Os, they did not talk
more to their dog.

Placing
The number of verbal instructions and the duration of the task showed significant
correlation. We found significant effect of both the experience and if the owner was
wheel-chaired or not. The significant interaction of these effects revealed that the
novice wheel-chaired group needed much more time and instructions for successfully
placing the basket than the other three groups (Table 2).

3 Study 2 – Inhibited Tasks

In this study after the dogs successfully performed a well-known and easy task several
times, we presented them with an insoluble version of the same task. We assumed that
dogs mainly would show two types of response to the situation. They would either
react actively by trying to communicate with the owner (e.g. vocalizing, gaze alter-
nation) [17], or passively, by showing displacement behaviour (e.g. lip licking,
yawning, stretching). These behaviours may help the owner to realize that his/her
request is ambiguous or not executable. Analysing dogs’ responses in such scenarios
can help to reveal how a robotic assistant should behave in such situations and/or how
they should communicate a problem to the human.

3.1 Method

Subjects
A subsample of dyads was tested in this study: novice group (N = 4), novice–wheel-
chaired group (N = 4), experienced group (N = 5), experienced–wheel-chaired group
(N = 6).

Procedure
The two tests took place in an unfamiliar laboratory room at the Department of
Ethology, ELTE, Budapest. The dogs entered the room together with O and were
allowed to explore the test room for a few minutes before the test.

Table 2. Number of dyads where joint attention and/or pointing gesture could be observed
during the given task

Pick up Carry Place

joint att point joint att point joint att point

Novice 8 8 1 0 4 2
Novice – wheel-chaired 8 8 7 4 7 7
Advanced 8 8 4 3 8 7
Advanced – wheel-chaired 8 5 6 2 4 5
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The two tests were both simple fetch and carry tasks and always followed each
other in a fixed order. In test 1, the task was insoluble because the basket was not
at the place where it was supposed to be. In test 2, the dog encountered a non-
cooperative experimenter (E) who inhibited the fulfilment of the task by not handing
over the basket. E who manipulated the basket was always a trained woman. The tests
were video recorded and analysed later.

Test 1
There were two chairs inside: one in the middle for O and one in the corner for the
dog’s leash. The dog was sitting next to its O off leash. In the other end of the room
there was a small cupboard and a barrier attached to it making one of the corners
invisible for the dog and the owner. Opposite to the barrier there was an open door.

Prior to the test E explained the scenario shortly to O and laid down two rules: (1)
to use only the following 3 commands: ‘‘bring’’, ‘‘basket’’ or ‘‘come’’ (to avoid the use
of commands such as ‘‘seek’’ or ‘‘find’’) and (2) after sending the dog to fetch the
basket, they are not allowed to give further commands till the dog initiates eye contact
with them.

Warm up phase
The test began with a basic basket retrieving task, which is a basic task for these dogs
given that this is a cornerstone of their training (and an everyday activity for the
experienced ones). First E showed the basket to the dog, put it down to the floor in the
middle of the room about 2 m from the dyad, closed the door and settled at the wall.
The dog was commanded by O to retrieve the basket. Then in the two following trials
after showing the basket to the dog it was hidden behind the folding, and the dog had
to retrieve it from there when asked. After the completion of the task the dog always
returned to its original position at the side of O. Next, the scenario was completed with
a new element to prepare for the test trial: after hiding the basket O had to cover the
dog’s eyes and also close his/her own eyes. Non-visible to them E closed the door,
stepped back to her place, and instructed the O to open her or his eyes, uncover the
dog’s eyes and execute the basket collecting task in the same way as before. This
procedure was repeated two times.

Testing phase
The fifth trial was the inhibited one. When the eyes of the dog and O were closed, E
removed the basket to the neighbouring room (far enough from the door, so the dog
was not able to smell it from the experimental room), closed the door, returned to her
usual position and instructed the owner to execute the same procedure as usual. The
duration of the trial was 2 min measured by E from the moment that the dog was faced
with the lack of the basket behind the cover. E stood still at her usual place. After
2 min E opened the door and gave the basket to the dog that returned it to O and was
praised.

Test 2
E showed the basket to the dog, sat down onto a chair placed about 2 m from the dyad
in the middle of the room, and instructed O to command the dog to bring back the
basket. However, when the dog got hold of the basket E did not hand it over, but clung
on it. The trial lasted for 1.5 min measured by E from the moment the dog discovered
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that E did not allow it to take away the basket. The same rules were applied for giving
commands to the dog as in Test 1. After 1.5 min E released the basket, the dog could
return it to O and was praised.

Data Analyses
The analyses of these tests focused mainly on the behaviour description of the dogs in
the specific situations.

The following variables were coded in Test 1: latency of looking at owner and
experimenter (s), approaching owner (yes-no), vocalization (yes-no), displacement
behaviours (yawn, stretch, paddle, scratch itself, lick its lip, shake) (yes-no), fetching
other object (yes-no), duration of looking for basket in 1 m around cupboard (s) and at
other places in the room (s).

The following variables were coded in Test 2: latency of looking at owner (s),
looking at experimenter when not manipulating the basket (yes-no), approaching
owner (yes-no), vocalization (yes-no), displacement behaviours (yawn, stretch, pad-
dle, lick its lip, shake) (yes-no), fetching other object (yes-no), duration of pulling (s)
and chewing (s) the basket.

Due to the relatively small number of dyads from the specific groups the data were
mostly analysed as one sample. Multivariate analysis of variance was applied to
compare durations of searching in different places across the groups.

3.2 Results

Test 1
All but one dogs looked at O at least once during the inhibited trial, the mean number of
gazes were 4.2, and the mean latency of the first gazing was 32 s. A large proportion of
dogs (63 %) also approached O, and 74 % of them even gazed at E. The latency for
gazing E was bigger than that of gazing at O. Several dogs showed even more explicit
forms of communication: 26 % vocalised while confronting the problem.

Passive forms of expressing confusion could be also observed: 32 % of the dogs
exhibited displacement behaviours, and 26 % fetched or manipulated some other
object, mainly the leash or tiny pieces of the test set up (tape).

Moreover, dogs kept on looking for the basket on the average for 35 s around the
cupboard and for 58 s at other places in the empty room. Dogs of wheel-chaired Os
looked for the basket less at irrelevant places (Fig. 3).

Test 2
When E did not allow them to take the basket, 63 % of dogs looked at O, the mean
latency for gazing was 33 s. Moreover, 32 % of the dogs approached O, and 67 % of
them gazed at E. Many dogs (32 %) vocalised while facing the non-cooperative E, and
a relatively large proportion of dogs (42 %) exhibited displacement behaviours.

Dogs tried to manipulate the basket in different ways. All dogs pulled the basket
strongly; mean duration for pulling was 28 s. All but 4 dogs also chewed the basket;
the mean duration for chewing was 27 s. The durations of pulling and chewing did not
correlate with each other. In this test only two dogs retrieved another object to O
(Fig. 4).
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4 Discussion

These studies range from finding the plausible channels of communication in human-
robot-dog swarms applied for specific rescue purposes, through adapting the behav-
ioural characteristics of dog-human attachment bond to robot-human dyads [18], to
modelling exploratory behavior of assistance robots designed for home-care appli-
cations [19]. Although nowadays mainly assistance dogs help the elderly and disabled
humans in their every-day life, in ten years assistance robotics will certainly make a
significant breakthrough in this field. In order to enhance the effectiveness and quality
of the interaction between humans and robots, users should be able to interact with
assistance robotic systems in a natural way. Presently most assistance robots try to
mimic human capacities, embodiment and behaviour, even though neither their
function nor their abilities make them comparable to a human assistant yet. We argued

Fig. 3. Proportion of dogs that vocalised, exhibited displacement behaviours, fetched other
objects or exhibited some combination of these behaviours when they could not find the object
the owner asked for.

Fig. 4. Proportion of dogs that vocalised, exhibited displacement behaviours or did both when
the experimenter did not hand over the object
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that the adaptation of some relevant behaviour patterns observed in assistance
dog–owner interactions could improve the ability of assistance robots of different
embodiments to provide successful social and physical assistance of elderly people in
a home environment. In order to design such a robot we have to examine owner-dog
interactions with a special focus on the situations the assistant robot will face during
its duty.

Our observations of a fetch and carry task showed that even the crucial elements of
the interaction, such as attention getting behaviours and the human partner’s verbal
communication, can show both context specific and dyad specific features (see for
similar results [20].). The contribution of the simple verbal instructions to the suc-
cessful execution of the different tasks (fetching, carrying, placing) needs further
analyses, but importantly, during the interactions owners’ verbal activity was com-
plemented by non-verbal communication. This draws attention to the significance of
the ability for parallel perception and processing of human verbal and non-verbal
communication, for instance the need to be able to interpret gestures in assistance
robots (see e.g. [21]). We revealed that joint attention was required for the initiation of
task execution. As a rule, owners draw their dog’s attention before giving any
instruction, and they look at each other before performing further actions. This implies
that even very simple non-humanoid robots should show their ‘‘attentional state’’ by at
least the orientation of their body and/or head to show ‘‘attention’’ and facilitate the
initiation of the interaction.

Pointing at an object to be manipulated by the assistant also proved to be a typical
action, and dogs were very successful in relying on this gesture. Convincing evidence
proves that for this no special training is required because dogs are successful in
spontaneous use of human pointing gesture [22]. Dogs’ ability to select the requested
object from several objects placed close to each other need further investigation, but
we suggest that the interpretation of simple pointing gestures (using extended vectors
of the outstretched arm/pointing finger) could be a very useful skill for assistance
robots and ongoing research (e.g. [23]) should proceed forward in this area applying
results from dog cognitive studies (e.g. [24]).

During the carrying task the dogs seemed to apply different strategies depending
on their experience. Novice dogs followed the owner toward the target area or walked
beside them [25], however, experienced ones could use more subtle information to
find out the correct direction, using the owner’s pointing gesture or verbal instructions,
or by extrapolating the direction of the initial movement of the owner to predict the
location of the target. The more advanced performance of the wheel-chaired group is
important to note, because in real life situations the ability to navigate the assistant in
front of them and not being forced to look back regularly could be especially useful
for owners in wheel-chair. Although this particular activity (carrying) is mainly driven
by the user’s capabilities, because the movement speed of the user regulates the time
needed for dog, wheel-chaired owners did not use more verbal instructions for this
task. This implies that the number of commands is not simply linked to the duration of
the task, but rather to the quality of the cooperation.

In addition to group level differences, we could observe marked within group
(individual) differences during the interactions. Placing an object to a predefined place
could be difficult for the novice wheel-chaired group because the usual end of the
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basket carrying task is to hand over the basket to the owner and some inexperienced
dogs were not used to flexibly combine the learnt behaviour elements on command
(that is, placing the object at the target point).

In Study 2 dogs faced two situations they might encounter in everyday activities
when they are not able to perform the tasks they had been asked for. Both scenarios
were based on the fetch and carry abilities of dogs, but the situations differed in a
crucial element. In Test 1, there was no object at the location indicated by the naïve
owner. In Test 2, the object was there but the execution of the required action was
actively inhibited by the experimenter. As expected, most dogs tried to express their
confusion and negative inner state in at least one way. In contrast to Study 1, during
the inhibited trials dogs displayed some specific vocalisation, that is, they emitted high
pitched voices that could reflect their inner state in an explicit manner, which needs no
training to interpret by humans [26].

There was also a tendency to use more passive forms of expressive behaviours by
showing displacement behaviours. We must admit that exhibiting such behaviours
cannot be regarded as communication of the ambiguity of the situation, and might
only be effective if the owner is sensitive or experienced enough to read these
unintentional behavioural signals. However, one of the approaches of social psy-
chology [27, 28] sees the roots of human embarrassment in the appeasement behav-
iours of animals. These unintentional actions have appeasement-related functions,
pacify partners in case of social transgressions by reducing aggression and evoking
social approach in others, thus restoring the social interaction and relation. So the
calming value of these behaviours – processed by the owners either consciously or
unconsciously – can account for the difference in the reactions of humans to the
failures of the dogs and robotic agents.

The major message of the results of the inhibited trials is that dogs do not give up
easily if they face a ‘‘seemingly’’ insoluble task. Almost each dog showed a strong
commitment to execute the task or at least the behavioural elements discussed above
lent a ‘‘busy’’ appearance to them. This strong endeavour to fulfil the task can be an
attractive characteristic in the eyes of the owners and can attenuate their disap-
pointment. These behaviours (e.g. hesitantly turning around, moving around close to
the place of the task to be executed, looking/moving back and forth between the user
and the aimed object, emitting some high pitched sound) should be adapted to
assistance robots to enhance their similarity to a living helper. Thus we could count on
the empathy, understanding and forgiveness in humans that living beings are able to
evoke in such situations. Obviously, we do not suggest that an assistance robot should
whine, yawn or scratch itself when it is in an ambiguous situation. We propose that the
problem solving strategies of assistant dogs could inspire the development of the
relevant functions and social behaviours of assistance robots. We suggest that it would
make HRI more fluent and less stressful if assistant robots could communicate their
inability to solve a problem using simple behaviours like non-verbal vocalisation or
orientation alternation, and/or could show displacement behaviours rather than simply
not performing the task.

In sum, it is important to stress once again that the dog model does not imply that
the robot needs to have a dog-like appearance (as a matter of fact we suggest that it
should not look like a dog); instead we try to identify simple basic behaviours
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available to even a mechanical-looking embodiment, such as orientation, proxemic
behaviour, gross body movements, comprehending some gestural and verbal com-
munication of the human partner, and being able to show complex and variable
repertoire of simple behaviour elements in relevant social situations.

In one of the first application of the above theory we investigated the dynamics of
feedback processes during the interaction between a robot used as a hearing aid and
human subjects who played the role of the deaf owner [29]. The behaviour patterns of
the robot, which had no arms and verbal capacities, were designed based on the
interactions between hearing dogs and deaf owners. Dog-inspired behaviour sequen-
ces and decision making strategies were used to program and control the robot during
the trials. Findings indicate that untrained and uninformed participants could correctly
interpret the robot’s actions, and that head movements and gaze directions during
signalling, leading, and feed-back processes were important and effective for com-
municating the robot’s intentions.
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Abstract. Recent work in socio-biological sciences have introduced
simple heuristics that accurately explain the behavior of pedestrians
navigating in an environment while avoiding mutual collisions. We have
adapted and implemented such heuristics for distributed obstacle avoid-
ance in robot swarms, with the goal of obtaining human-like naviga-
tion behaviors which would be perceived as friendly by humans sharing
the same spaces. In this context, we study the effects of using differ-
ent sensing modalities and robot types, and introduce robot’s emotional
states, which allows us to modulate system’s group behavior. Experimen-
tal results are provided for both real and simulated robots. The extensive
quantitative simulations show the macroscopic behavior of the system in
various scenarios, where we observe emergent collective behaviors – some
of which are similar to those observed in human crowds.

Keywords: Dynamic obstacle avoidance · Human-friendly navigation ·
Mobile robots · Emerging macroscopic behaviors · Emotions

1 Introduction

Which mechanisms do pedestrians use in order to navigate around moving
obstacles in a dynamic environment? Social anthropologists and researchers con-
cerned with simulating crowd behavior have proposed several different models for
explaining human obstacle avoidance behaviors. Among these, Moussäıd et al. [1]
have recently proposed a simple heuristic (inspired by specific functions of the
human eye and the brain) which is able to accurately predict observed tra-
jectories, as well as macroscopic behaviors, observed in crowds – such as the
spontaneous formation of ordered lines of opposite flow in corridors.

We propose to adopt the same obstacle avoidance heuristic in robot swarms,
and present a working implementation on real robots and simulations. If robots
follow the same mobility criteria as pedestrians, their trajectories will be pre-
dictable and legible to humans sharing the same spaces. The resulting behaviors
would then be perceived as friendly and acceptable, ultimately enabling efficient
sharing of spaces among humans and robot swarms, which is the long-term goal
of our research.
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 120–134, 2014.
DOI: 10.1007/978-3-319-06944-9 9, c© Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering 2014



Bioinspired Obstacle Avoidance Algorithms for Robot Swarms 121

Unlike humans, which can be modeled as agents with practically homoge-
neous dynamic and sensing abilities, robots are characterized by a much larger
variability in terms of operational capabilities. For example, different kinds of
robots may move at quite different speeds, or may be able to sense other agents
based on different fields of view and accuracy. Given these core differences, in
which conditions can we still observe human-like macroscopic behaviors? Can
we introduce simple variations to the core heuristic to promote the emergence of
novel collective behaviors useful in typical swarm robotic scenarios? This paper
presents our first results in answering such questions by means of quantitative
simulations of large robot swarms. In turn, simulation results are validated with
an implementation of the same algorithms on real robots, the foot-bots [2].

The rest of the paper is organized as follows. Section 2 relates our work to
other obstacle-avoidance algorithms in robotics and to recent research in crowd
modeling. In Sect. 3 we briefly describe the core obstacle-avoidance heuristic,
first proposed in [1], then detail our implementation in robotics and describe
its parameters. Moreover, we discuss simple variations aimed at promoting new
meaningful behaviors in robot swarms, such as the autonomous, emotion-driven
formation of homogeneous groups of robots with similar attitudes and character-
istics. Section 4 shows the details of our implementation for real robots and our
simulation environment, which in used in Sect. 5 to run a number of quantitative
experiments considering different scenarios.

2 Related Work

The problem of dynamic obstacle avoidance is widely studied both in robotics
and social sciences. Our works builds upon results in both fields.

In robotics, the most common approach is based on the concept of velocity
obstacle [3], also known as collision cone or forbidden velocity map, meaning
the sets of velocities that will lead a robot to collision: choosing a velocity out-
side such set ensures that no collision will occur. Different variations of these
ideas have been presented to improve the prediction accuracy of other agents’
trajectories, to add recursion and account for sensing errors in a probabilistic
framework [4], and to ensure smooth trajectories by sharing the responsibility
to avoid a collision with other agents (reciprocal velocity obstacle [5]). Appli-
cations to very crowded scenarios also introduce asymmetries in the obstacle
velocity construction [6], requiring to enforce conventions to allow smooth and
deterministic interactions between agents. The velocity-obstacle model was also
successfully applied to explain certain characteristics of pedestrian behavior [7].

All the mentioned works basically build on a mechanicistic and artificial
approach to navigation, which is designed to ensure safety, and is adapted to
produce smooth trajectories. On the contrary, our work stems from a cognitive
heuristic [1] modeling human behavior – which produces paths with good effi-
ciency, smoothness, and legibility – to which we add some modifications to also
ensure safety (a primary objective in robotics). This paper represents the first
implementation of this heuristic to robotics. Implementation-wise, such a heuris-
tic allows us to decouple the computation of speed and desired heading for the
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navigating agent. This leads to a simpler implementation than velocity-obstacle
approaches, which requires a search over the two-dimensional velocity space.

Animals are able to visually control locomotion through optical flow [8],
which provides a direct estimation of the current time to contact δ with a
moving obstacle. For instance, humans use optical flow to control the speed
of walking [9] and to perceive upcoming collisions [10], both from internal and
external point of views, drivers use it to control braking (δ̇ strategy) and to adjust
for a safe distance from the preceding car [11]. This sensing information is fed
into a spatial-temporal integration and temporal prediction cognitive layer [12]
for collision prediction and, in general, is incorporated into higher level cogni-
tive processes. Through neuromodulation [13] internal brain states, like those
related to emotions, modulate the sensing and behavioral process. In robotics,
this provides a framework to improve learning, flexibility, robustness and control
the emergence of cooperative behaviors [14,15]. Following these observations, we
also include the use of emotional states as modulators of navigational behaviors.

Mutual avoidance and sharing of space in human groups has been extensively
studied in sociological research for the prediction of the behavior of crowds,
among other topics that have been considered. The original models are based on
the study of proxemics [16], which formalizes the concept of personal and social
space, where pedestrian behavior based on social forces [17] enforces people
to keep a minimum distance from neighbors whenever possible. Such modeling
approach was successfully used for crowd simulation and also inspired several
human tracking and avoidance models in robotics. The density dependence of
the speed of a flow of people along a street can be explained by the net-time
headway mechanism [18], according to which each pedestrian keeps a constant δ
time away from the surrounding pedestrians to avoid collisions and stops walking
if this would imply a low speed. Moussäıd et al. [1,19] recently incorporated this
rule in a new model of pedestrian navigation based on a simple heuristic, which
we build upon and extend it for use in robot swarms. Among other topics the
authors also addressed the bidirectional pedestrian flow scenario that is relevant
for virtual crowds simulation and for the study of emerging behaviors like lines
formation [20]. We also consider similar situations.

3 The Models for Human and Robot Navigation

We first discuss the heuristics explaining human behavior for obstacle-avoidance
as introduced by [1] (Sect. 3.1), then present our adaptation to robotics (Sect. 3.2)
and an extension for including artificial emotional states, which depend on the
presence of close by robots with similar attitudes and characteristics, and is used
to modulate group behavior (Sect. 3.3).

3.1 Human Behavioral Model

Given a 2D reference frame F , a moving agent directed to a target point ΔO is
characterized by an optimal (open space) moving speed vopt and a horizontal
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Fig. 1. Illustration of variables and functions for the human navigation model.

field of view 2Γ (in radians). In the reference frame F , Δx(t) and Δv(t) are agent’s
position and velocity vectors at time t, and λ(t) is agent’s heading, (i.e., the
direction it is facing with respect to F ’s horizontal axis). We assume that agent’s
ground occupancy is approximated by a circle of known radius r.

To direct its movements, the agent makes use of a cognitive function f(λ), λ ∈
[λ(t)−Γ, λ(t)+Γ], based on visual information, that maps each heading λ within
its field of view to the distance that the agent can travel in λ∈s direction before
colliding with any visible obstacle when moving at speed vopt. The distance is
bounded by a maximum horizon H. With s(λ) we denote the 2D segment con-
necting Δx with the point at distance f(λ) along the direction λ (i.e., the point of
first collision for heading λ). When computing f(λ), all obstacles are assumed
to keep their current heading and speed, thus moving according to a uniform
linear motion (Fig. 1).

Given the above notations, the agent walking behavior can be explained by
the following simple heuristic rules.

First, the agent determines its desired heading λdes(t) as the direction allow-
ing the most direct path to destination point ΔO, taking into account the presence
of obstacles:

λdes(t) = argminα d
⎛
s (λ) , ΔO

⎝
, (1)

where d(· · · ) denotes the minimal distance between a line segment and a point.
The desired velocity vector Δvdes(t) is then determined. Its direction is defined

by the heading λdes(t), and its modulus vdes(t) is set to allow stopping in a fixed
time δ1 within the free distance D(λdes) ∈ [0,H], currently perceived along
direction λdes:

vdes(t) = min
⎞

vopt,
D (λdes)

δ1

⎠

. (2)

The actual velocity vector Δv(t) is continuously adjusted depending on Δvdes(t):

dΔv

dt
=

Δvdes(t) − Δv(t)
δ2

, (3)
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where the fixed parameter δ2 represents the time constant characterizing the
exponential speed profile, which in practice modulates the smoothness of motion.
From controlled laboratory experiments for pedestrians in normal walking con-
ditions it has been observed that δ1 = δ2 = 0.5 s [21].

Note that, since computing f(λ) values involves a rough prediction of agent’s
and obstacles’ future trajectories, the resulting behavior is proactive in that it
attempts to avoid potential collisions well before they are expected to occur.

3.2 Implementation of the Model for Robotic Agents

The model described above results in smooth paths, which have shown to closely
match the characteristics of pedestrian motion in large-scale controlled experi-
ments, both for single trajectories and macroscopic crowd motion patterns [19].
Robots following the same rules, and with human-like sensing and locomotion
ability, are therefore expected to exhibit the same large-scale, macroscopic behav-
iors observed in human crowds. They would also exhibit behaviors which are
predictable (and thus acceptable) by humans sharing the same environment.

Unfortunately, the presented heuristic does not ensure collision-free behavior:
in fact, small collisions (e.g., shoulder to shoulder) among humans happen fre-
quently and contribute to shape the behavior of tightly-packed crowds. However,
collisions are not really acceptable in robotics. The problem is further aggravated
by inaccuracies in localizing other agents (especially when using low resolution
cameras, as typical in swarm systems). Therefore, we introduce a system para-
meter safety margin ms, defined by augmenting the radius of all obstacles, to be
accounted for during the computation of the f(λ) function (in the experiments
we set ms = 0.1 m).

Through an experimental study we investigate the small-scale (Sect. 5.2) and
macroscopic (Sects. 5.3 and 5.4) properties of the robot navigation algorithm as
described above. In the next section we discuss a specific enhancement of the
model which promotes the emergence of interesting macroscopic behaviors in
robot swarms, which is experimentally tested in Sect. 5.5.

3.3 Enhancements for Socially Active Robots

We consider the setting in which the robots in the swarm belong to different
classes. Such classes may represent different types of robots, possibly with dif-
ferent locomotion characteristics and navigation attitudes. However, even in a
swarm composed by physically homogeneous robots, different classes may rep-
resent other types of relations, such as different roles or responsibilities in the
swarm, or different levels of behavioral affinities among groups (e.g., elderly vs.
youngsters). In this context we investigate a bio-inspired approach for promoting
the autonomous emergence of grouping behaviors among the robots in the same
class.

To each agent a we associate an internal, time-variant state wa ∈ R – an
adimensional quantity which we refer to as wellness. The wellness of an agent
represents its emotional state in relation to the navigation and the presence of
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agents of the same or different groups. The perception of wellness modulates the
obstacle-avoidance behavior of an agents, and depends on how well, in terms of
class membership, the robot fits within its neighborhood. Let us define

α(a, b) =
⎡

+1 if a and b belong to the same class
−1 otherwise (4)

then, wa is computed as:

wa =
⎣

b⊆visible neighbors

α(a, b) e− d(a,b)
g , (5)

where d(a, b) denotes the distance between the agents a and b, and g defines the
spatial scale of the influence of the neighbors on the agent’s wellness.

An agent with a large wa value feels well and safe, since most of its closest
visible neighbors belong to its own class. On the contrary, agents whose closest
visible neighbors belong to a different class are associated to negative wellness
values. A lonely agent feels neutral (wa = 0). wa may alter different aspects of the
agent’s sensing and/or behavior as to mimic human brain neuromodulation [13].
In the following, we let wa modulate the agent’s optimal speed (vopt in Eq. (2))
such that a robot, when it does not feels safe, will tend to be more cautious and
move slower. In Eq. (2), we replace vopt with vopt − τ(wa). τ(wa) is defined as
follows:

τ(wa) =

⎤
⎦

⎦

0 if wa ∀ 0 ,

τmax if − kwa > τmax ,

−kwa otherwise ,

(6)

where τmax ∀ 0 (measured in m/s) is a parameter bounding the maximum
effect of wellness on the optimal speed, and k ∀ 0 (also measured in m/s) is a
parameter controlling how much effect the agent’s wellness has on its own speed.

Section 5.5 shows that this modeling results in robots of the same class clus-
tering together, led by cautious group leaders.

4 Implementation on Real and Simulated Robots

The navigation algorithm described in Sect. 3 has been implemented on real
robots (the foot-bots) as well as in simulations.

4.1 The Foot-Bot Real Robot Platform

The foot-bot robot is a small mobile platform, directly derived from the
marXbot [2], specifically designed for swarm robotics [22]. The robot is 17 cm
wide and 30 cm tall, and is based on an on-board ARM-11 processor programmed
in a Linux-based operating environment. Differential-driven motorized tracks
allow mobility at speeds up to 0.3 m/s.
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Fig. 2. Six foot-bot robots implementing our algorithms, moving towards opposite sides
of a circle without collisions. Full video at http://bit.ly/WkJ0ld

In the context of this work, foot-bots sense neighbors by means of a forward-
facing camera with a 2Γ = 50∗ field of view and a down-sampled resolution of
128 × 92 px, which is used for localizing humans, navigation targets, and walls
at 25 frames-per-second (Fig. 2).

Since our main focus is on navigation algorithms and not on sensing, we
use straightforward techniques for processing camera images: entities of interest,
(e.g., landmarks used to identify a destination point, or humans) are marked with
differently colored bands at a known height from the floor. Robots convert each
frame to the HSV color space, and segment pixels corresponding to each object.
After performing connected component analysis, this results in a set of binary
blobs. From the image coordinates of each blob’s centroid, the robot computes
distance and bearing of the corresponding entity by means of an homography
transform, which can be estimated in advance given that the camera parameters
and height of each entity are known. The velocity of humans is estimated by
finite differencing, after smoothing position readings with a moving average filter
defined over a period of 0.5 s. Note that the position of targets (i.e., destination
points) is sensed online through vision, and not given by an external observer or
a higher-level path planning algorithm.

Robot controllers operate on a 0.1 s timestep and are not synchronized with
each other. At each timestep, rules in Eqs. (1) and (2) yield the desired values
for heading (λdes) and speed (vdes), respectively. Both in simulation and in the
implementation on the foot-bots, we use a mobility model similar to Eq. (3) that
takes into account the robots constraints and independently controls the speed
of the two differential driven track wheels.

4.2 Robot Simulation

We developed a custom simulator for the efficient and accurate simulation of
large foot-bot swarms. In the simulation experiments, the observed position and

http://bit.ly/WkJ0ld
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speed of neighboring agents (i.e., the readings of simulated sensors) are arti-
ficially corrupted by random localization errors approximating the statistical
properties of errors observed in the real implementation. This means a precise
and uniform bearing resolution but large uncertainty in depth estimation, which
increases for objects farther away. More specifically, given an obstacle whose
ground truth relative position is expressed in robot-centered polar coordinates
as (η, α), the observed position (η∈, α∈) is given by (α∈ = α + Γe; η∈ = η + ΨηΓe).
In the formulae, e ≤ N (0, ψ) models the localization error in the normalized
image space, Γ denotes the camera field of view, and Ψ is a constant depending
on the characteristics of the depth estimation approach. In the following, we set
ψ = 1/128 (i.e., 1 pixel on a 128 × 96 sensor) and Ψ = 10. In both the real
and simulated robot implementations, velocity vectors are estimated by finite
differencing.

5 Experimental Results

In this section, we report the results of experiments aimed at studying the effect
of the proposed algorithm in terms of: (i) efficiency of individual trajectories
(Sect. 5.2), and (ii) emergence of macroscopic behavioral patterns (Sects. 5.3, 5.4
and 5.5). These aspects are investigated in two different experimental settings,
denoted as cross and periodic corridor, respectively.

In the cross setting, we consider four target destinations at the vertices of a
square with an edge of 4 m. N robots are divided in two equally-sized groups:
robots of each group travel back and forth between two opposite vertices, thus
creating a busy crossroad in the middle (see Fig. 3). In this setting, we use

Fig. 3. Experimental results (left) for scalability in the cross scenario (pictured on the
right). Large filled markers correspond to results measured on real robots. Blue thick
line with round markers denotes relative throughput. Green thin line with diamond
markers shows path irregularity. Dashed lines delimit ± standard deviation over 100
randomly initialized replicas. In this experiment, both real and simulated robots use
360◦ range-and-bearing sensing, H = 3 m, ms = 10 cm (Color figure online).
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infrared range and bearing sensors for robot-robot detection both in real robot
implementation and in simulation. In the periodic corridor setting, N = 60
robots travel along a straight corridor with a given width wC and fixed length
lC = 16m, whose opposite ends “wrap around” as if the corridor was the lat-
eral surface of a cylinder. This setting is often considered in the crowd analysis
literature, and allows us to observe emerging macroscopic behaviors.

For each experiment we study the effects of one or two parameters. For each
setting of the parameters we perform 100 simulation runs (replicas), each lasting
360 s of simulated time. For each run, robots are positioned in randomly chosen
initial locations.

5.1 Performance Metrics

We define several metrics, for quantifying the quality of individual trajectories
(relative throughput and path irregularity), and for observing the emergence of
macroscopic behaviors in the periodic corridor scenario (line order, group order,
and number of clusters).

Trajectory Quality Metrics
Relative throughput is defined as the number of targets that a robot has reached
during the simulation, expressed as a fraction of the number of targets that the
robot could reach if traveling along straight paths and ignoring collisions (which
is an ideal upper bound for throughput). The measure is adimensional and is
averaged over all the robots in the simulation.

Path irregularity is defined as the amount of unnecessary turning per unit
path length performed by a robot, where unnecessary turning corresponds to the
total amount of robot rotation minus the minimum amount of rotation which
would be needed to reach the same targets with the most direct path. Path
irregularity is measured in rad/m, and is averaged over all the robots in the
simulation.

Macroscopic Order Metrics
For the periodic corridor scenario, following [1], we extend the approach in [23]
and define three macroscopic order metrics quantifying interesting characteristics
of the agents’ spatial configuration at a given moment in time.

Let L denote the set of all longitudinal corridor bands with width τL and
spanning the entire length of the corridor. Let L(x) = [x, x + τL] × [0, lC ] ∈ L
denote one specific band. Similarly, let T denote the set of all transversal corridor
bands with length τT , and let T (y) = [0, wC ]×[y, y+τT ] ∈ T denote one specific
band.

Let nk(B) be the number of agents of class k whose center lies inside a
transversal or longitudinal band B ∈ L ⊆ T . In the 2-class case, the Yamori’s
band index Y (B) [23] measures the prevalence of any class in B, and is defined as:

Y (B) =
|n1(B) − n2(B)|
n1(B) + n2(B)
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Line order: the line order OL is defined as the average Yamori index of longitu-
dinal bands of width τL = 0.3 m over L, and measures how agents of the same
class tend to position themselves along ordered longitudinal lines. OL is bounded
between 0 (random configuration) and 1 (representing perfect organization of the
swarm classes in longitudinal lines).

OL = ≥Y (B)∪B⊆L
Group order: the group order OG is defined as the average Yamori index of
transversal bands of length τT = 0.6 m over T , and quantifies how agents of
the same class tend to group themselves in compact clusters. 0 ∞ OG ∞ 1, with
OG = 1 meaning perfect organization of the swarm classes in clusters.

OG = ≥Y (B)∪B⊆T
Number of clusters: the number of clusters NG is computed as follows. Let
{T1, T2} denote a pair of adjacent transversal bands of length τT = 0.6 m.
NG is defined as the number of such pairs where the majority class in T1 differs
from the majority class in T2.

5.2 Algorithm Scalability and Trajectory Efficiency

Within scenario cross, we initially verify the scalability of the algorithm versus
an increasing number of agents, and validate simulation results by compari-
son with the performance measured on foot-bot robots. Results are reported
in Fig. 3. We can observe that the results obtained with real robots in the
same conditions closely match simulations. As the swarm size grows, relative
throughput decreases and path irregularity increases, because robots must fol-
low longer and more curvy trajectories in order to avoid collisions. Performance
scales well, since, even in very dense scenarios, paths remain efficient, smooth,
and predictable.

In the real robot implementation, despite the severe hardware limitations, the
navigation controller requires invariably less than 20 ms of computation time per
timestep. In simulation, we also tested robustness to timesteps longer than 0.1 s,
and found that in all considered scenarios, performance begins to degrade only
when the timestep exceeds 0.4 s.

5.3 Formation of Ordered Lines of Opposite Flow

For the remaining experiments, we consider the periodic corridor scenario. We
observe that robots traveling in opposite directions, just like pedestrians, tend to
form stable ordered lines of flow from initial random settings. This macroscopic
collective behavior results in increased efficiency, since agents can follow more
direct trajectories. In Fig. 4 we illustrate this process, and show that there is a
critical corridor width below which robots are too dense to reach an ordered for-
mation. Such critical density is also influenced by robot parameters. Figure 4 e∃
shows that the critical width depends on the value of vopt: faster robots need
larger maneuvering spaces, and therefore require a larger corridor for reaching
an ordered configuration.
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Fig. 4. Formation of flow lines when the corridor is shared by 60 robots traveling in
different directions (30 dark blue: to the left; 30 bright yellow: to the right). a≥– c≥:
configuration at t = {0, 30, 100} s. d≥: line order (color value) as function of time (x axis)
and corridor width (y axis), for robot speed vopt = 0.3 m/s. Datapoints corresponding
to configurations a–c are marked. e≥: line order at t = 120 s, as function of vopt (x axis)
and corridor width (y axis) (Color figure online).

Fig. 5. 30 slow (dark blue) and 30 fast (bright yellow) robots sharing the corridor
(wc = 2 m) traveling in the same direction (right), for different values of the half-field
of view φ of slow robots. a≥, b≥: configuration at t = 300 s, for φ = 1 rad and φ = π rad,
respectively. c≥: line order at t = 300 s as a function of φ. Dashed lines represent ±1
standard deviations over 100 replicas (Color figure online).

5.4 Effects of Sensing on Line Order

In Fig. 5 we study how the sensing methodology used for localizing neighbors
affects swarm’s macroscopic behaviors. Unlike humans, which exhibit very little
variations in their ability to sense the environment, different types of robots may
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Fig. 6. Two classes of 30 robots (with wellness-controlled speed) sharing the corridor
(width wC = 2 m), traveling in the same direction (right). a≥– c≥: configuration at
t = {0, 40, 120} s, with g = 2 m, k = 0.2 m; robot colors are mapped to their wellness
value wa (dark red: low; bright green: high); note formation of groups led by cautious
robots with low wa. d≥: group order (thick blue line) and number of clusters (thin
green line) against time (x axis). e≥: group order (color value) against time (x axis)
and value of speed modulation strength k (y axis), with g = 2 m. f≥: number of clusters
in the same context. g≥: group order (color value) against g (x axis) and k (y axis) at
t = 120 s. h≥: number of clusters in the same context (Color figure online).

feature very different sensing subsystems. We consider the case in which two
types of robots – fast and slow – move along the corridor in the same direction,
with different speeds, equal to 0.1 m/s and 0.3 m/s. We study how the field of
view Γ of the slow robots affects the ability to reach an ordered configuration.

With low Γ values, slow robots cannot perceive and react to fast robots
approaching behind them. In contrast, fast robots frequently need to steer around
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slow ones. As a consequence, fast robots tend to form ordered but zigzagging
line-like structures, whereas slower robots remain scattered because they rarely
need to navigate around obstacles.

On the contrary, when slow robots are able to perceive neighbors in a large
field of view (e.g., by using omnidirectional cameras or additional back-pointing
sensors), both robot types reach a well-ordered configuration. In fact, slow robots
are now able to anticipate that they are being overtaken, and steer accordingly.
This enables the formation of flow lines for both groups, therefore resulting in a
very efficient configuration.

5.5 Emergence of Homogeneous Groups with Socially
Active Robots

Figure 6 illustrates how the socially-active, emotion-driven behavior model
described in Sect. 3.3 leads to the emergence of collective grouping behaviors.
Two classes of robots are considered. They are identical in terms of mobility and
travel along the corridor in the same direction. After a short time, the robots
cluster in a limited number of class-homogeneous groups, led by cautions agents
with low wellness values: such agents only perceive neighbors of a different class.

We study how group order improves with time while robots cluster in fewer,
larger groups. When the wellness-induced speed modulation k is large, robots
quickly reach an ordered setting, whereas they require a much longer time for
small k. We also show how the g parameter, which defines the influence radius
of neighbors on an agent’s wellness, has little effect on the speed of the process,
but it affects the number (and size) of the resulting groups. In particular, when
g is large, robots tend to cluster in a few, large groups. Otherwise, stable con-
figurations with several small groups emerge.

6 Conclusions

We introduced a novel obstacle avoidance algorithm for robot swarms based
on a heuristic that closely models the behavior of human pedestrians. We have
presented an implementation on real robots as well as on a simulator capable to
handle several different scenarios of interest. We studied the characteristics and
the efficiency of the obtained navigation trajectories in a number of extensive
simulation tests (validated by real robot tests).

We observed that robot swarms implementing our algorithm exhibit several
macroscopic behaviors which can also be observed in human crowds, such as
the formation of ordered lines of flow in corridors. We investigated how different
environment properties or algorithm parameters affect such emergent behaviors,
and introduced a simple neuro-modulation/emotional model which promotes the
emergence of new behaviors, such as the ability to form groups in heterogeneous
swarms.

We are currently advancing the implementation on real robots in order to
test the system in scenarios in which the space is shared between humans and
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robots, and/or among robots with very different mobility characteristics. More-
over, we are running simulations comparing our approach with state-of-the art
obstacle avoidance algorithms. In addition, we are designing experiments for
quantitatively evaluating our main objective, i.e. the predictability and perceived
friendliness of robots’ trajectories by humans.
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Abstract. In this paper we extend our artificial life platform, called
GReaNs (for Genetic Regulatory evolving artificial Networks) to allow
evolution of spiking neural networks performing simple computational
tasks. GReaNs has been previously used to model evolution of gene
regulatory networks for processing signals, and also for controlling the
behaviour of unicellular animats and the development of multicellular
structures in two and three dimensions. The connectivity of the regu-
latory network in GReaNs is encoded in a linear genome. No explicit
restrictions are set for the size of the genome or the size of the net-
work. In our previous work, the way the nodes in the regulatory network
worked was inspired by biological transcriptional units. In the extension
presented here we modify the equations governing the behaviour of the
units so that they describe spiking neurons: either leaky integrate and
fire neurons with a fixed threshold or adaptive-exponential integrate and
fire neurons. As a proof-of-principle, we report the evolution of spiking
networks that match desired spiking patterns.

Keywords: Evolutionary algorithms · Gene regulatory networks · Spik-
ing neural networks · Signal processing · Leaky integrate and fire neu-
rons · Adaptive-exponential neurons

1 Introduction

Drawing from biology when building artificial systems aims to distil the cru-
cial features of natural processes which allow in Nature for the existence and
constant generation of extremely complex, efficient entities – biological organ-
isms. Research in one of the fields using this approach, Artificial Life, often
centres around software (or, more rarely, hardware) platforms which are based
on a particular biologically-inspired paradigm. We are building one such plat-
form, based on the paradigm of the encoding of regulatory network in a linear
genome. This platform, GReaNs (which stands for Gene Regulatory evolving
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 135–149, 2014.
DOI: 10.1007/978-3-319-06944-9 10, c© Institute for Computer Sciences, Social Informatics
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Fig. 1. Schematic structure of the genome in GReaNs. The left part shows the internal
structure of a genetic element which consists of an integer specifying the type (cis-
regulator, C; trans-regulator, T; or external element, E), a sign field (1 or −1, which
determines if a trans-cis interaction is inhibitory or excitatory), and real numbers that
specify a point in space (which determines trans-cis affinity). The genome (left) is a
series of genetic elements that build regulatory units, which correspond to nodes in the
regulatory network. A regulatory unit is at least one cis-regulator followed by at least
one trans-regulator. External elements correspond to the inputs and outputs of the
network. In the work presented here, the activity of the input is driven by a random
Poisson spike source, while the spiking pattern of the output is used to measure the
fitness of the network in the genetic algorithm.

artificial Networks) has been previously used to evolve regulatory networks to
control development of multicellular structures in two dimensions [1,2, which
also introduced a method to transform the structures into soft-bodied animats
swimming in a fluid-like environment] and three dimensions [3–5], and to investi-
gate the ability of single cells to forage for resources in an artificial environment
[6,7] and to process signals [8].

In our previous work we were inspired by the way transcriptional units work
in biology to formulate the rules governing the nodes in the regulatory network.
The structure of the network in GReaNs is encoded in a linear genome (Fig. 1).
The genome consists of “regulatory units”: series of “genetic elements” of type
C, followed by a series of elements of type T. C stands for “cis-regulators”
(it is common to use the term promoters in the field, although this does not
follow strictly the biological nomenclature). T elements code for “products”,
some of which act as “trans-regulators”. Trans-regulators have “affinity” to cis-
regulators. This affinity determines the computational properties of the network.
All products can change concentration in each simulation step. All products
coded in the same regulatory unit have the same concentration. In addition to
the elements of type C and T, there are elements of type E. This letter stands
for “external”: the elements of type E allow for external inputs and outputs of
the network.

Each genetic element is by itself a series of numbers: an integer specifying
the type, a bit specifying the sign (signs determine if a particular cis-trans inter-
action is inhibitory or excitatory), and real numbers (coordinates) that specify
a point in space (affinity is a function of the Euclidean distance between the
corresponding points). Because the connection is always from a product-coding
element (a “gene”) to the cis-regulator, the connections between regulatory units
are asymmetric. The net regulatory eΓect of a one unit (let us call it A) on the
other unit (B) results from the combined eΓect of all trans-regulators coded in
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A on all cis-elements of the unit B. An important feature of our encoding is that
the topology of the network is not restricted, although in most experiments (also
here) we do not allow for direct connections between the input and the output.
However, we do not limit in any way the size of the genome, and thus of the
network. There is, of course, a limit imposed by the computer memory, but it is
never reached in practice.

In our previous papers [1–8] each regulatory unit in GReaNs was considered
to be an analogue of a node in a biological gene regulatory network. But they
could equally well be seen as computationally equivalent to neurons (or groups of
neurons) in a neural network. Indeed, the recurrent networks explored previously
in GReaNs can be seen as networks of discretely or continuously variable artificial
neurons (cf. [9,10]). In this paper we explore the analogy further by analysing
the evolvability of a model in which linear genomes encode the structure of a
spiking neural network (SNN), in other words, when the equations governing each
computational unit produce a spiking behaviour. We have recently introduced
two models in GReaNS: the leaky integrate and fire model with a fixed threshold
(LIF) [11,12] and the adaptive exponential model (AdEx) [11–14]. Both models
are computationally simple, but the less simple one, AdEx, can show much richer
and biophysically plausible behaviour [11,13,14].

In biology the encoding of the neural structures in the genome is much
more indirect, so at this point our model has little to do with biological real-
ity. However, the introduction of spiking neuron models in GReaNs is the first
step towards a more biologically plausible model. Furthermore, this introduction
allows us to investigate the evolvability of this encoding, and its potential for
possible practical applications. The work presented here extends our previous
preliminary results (presented as an extended abstract, [15]).

2 Evolving Spiking Neural Networks in GReaNs

To provide more detail to the description above, the connectivity of the network
is specified in GReaNs by trans-cis affinity, using a function that relates the
weights of the connections in an inverse exponential way to the Euclidean dis-
tance between points in the abstract space of interactions, with a cut-oΓ value
to prevent full connectivity.

Once the topology of the network and the weights are determined, every reg-
ulatory unit is transformed into a single neuron, the value of the concentration
of the products in the unit to the neuron membrane potential, and the connec-
tions between the regulatory units, to synapses. If both elements determining
the connection have the same value of the sign field, the connection is excitatory.
If the signs diΓer, it is inhibitory.

In the work presented here, we allow for one input and one output of the
network. The first external element in the genome whose type field specifies it
is an input is connected to a Poisson spike source. In other words, its spiking
pattern is determined externally to the network, and its connectivity to other
neurons (interneurons) determines the activation of the network. We do not allow
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for a direct connection between the nodes in the network that correspond to the
input and output. The connectivity of the output unit is determined by the first
element in the genome whose type specifies it is an output. Its spiking pattern
is used in the calculation of the value of the fitness function for a particular
network.

In the experiments described here, units in the network work as either of
LIF or AdEx neurons. In the former case, their behaviour is described by the
equation:

dV

dt
=

gL(VR − V ) + gE(Erev,E − V ) + gI(Erev,I − V )
C

(1)

where V is the membrane potential, VR = −65.0 mV is the resting potential,
gL = 0.05µS is the leak conductance, gE is the conductance of the excitatory
synapses, gI is the conductance of the inhibitory synapses, Erev,E = 0 mV is
the reversal potential of the excitatory input, Erev,I = −70.0 mV is the reversal
potential of inhibitory input, and C = 1 nF is the capacitance of the mem-
brane. When the membrane potential of a LIF neuron crosses the threshold
(Vthreshold = −50 mV), a stereotypical spike is created: the membrane potential
is first forced to reach a maximum value, and then it decreased to the reset
voltage value (V ← Vreset, Vreset = −70.0 mV).

The AdEx neurons are described by two equations:

dV

dt
=

gL(EL − V ) + δe
V −VT

δ + gE(EE − V ) + gI(EI − V ) − W

C
(2)

dW

dt
=

a(V − EL) − W

τW
(3)

where V is the membrane potential, EL = −65.0 mV is the leak reversal poten-
tial, δ = 2.0 mV is the slope factor, VT = 50.0 mV is the threshold potential,
gL = 0.05 S is the leak conductance, gE (or gI) is the conductance of the excita-
tory (inhibitory) synapses, EE = 0mV (EI = −70.0 mV) is the reversal potential
of the excitatory (inhibitory) input, W is the adaptation variable, C = 1 nF is the
capacitance of the membrane, a = 4.0 nS is the adaptation coupling parameter,
and τw = 40.0 ms is the adaptation time constant.

In contrast to the LIF neurons, AdEx neurons do not have a fixed threshold
for spike generation, but when the neuron is activated enough, its membrane
potential will diverge to infinity. It is necessary, therefore, to specify the max-
imum value of the potential. When this value is reached (Vspike = −40.0 mV),
both the potential and the adaptation variable are decreased or increased, respec-
tively, in a discontinuous manner (V ← Vreset, w ← w + b, where Vreset =
−65.0 mV, and b = 0.0805 nA). It has been shown that the behaviour of the
AdEx model does not depend on the value of the maximum potential. In other
words, the behaviour would be essentially the same if a more biologically realistic
value (e.g., +40 mv) was used for Vspike [14].

AdEx neurons, compared with LIF, while remaining computationally sim-
ple, have a more biophysically plausible behaviour, including, for example, spike
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latency, and rebound spiking/bursting, phasic/tonic spiking/bursting, initial
bursting, or even chaotic behaviour [11,13,14], depending on the value of the
parameters. The parameters used in this work allow for phasic spiking.

In GReaNs, as in other implementations of SNNs, a spike is marked at time
t when the threshold is crossed (V = Vthreshold) for the LIF neuron, or V =
Vspike, for AdEx. This spike will arrive at all the connected neurons at the next
simulation time step (t + 1), and the membrane potential of these neurons will
be aΓected by this spike starting from the next step still (t + 2). The way it is
aΓected depends on the weight of the synaptic connection (determined by the
Euclidean distance between the points specified by the genetic elements, in this
paper we use two coordinates for both LIF and AdEx) and its sign (positive for
excitatory, negative for inhibitory; a product of the sign of the genetic elements).

The conductance of the synapses was modelled using decaying exponential
functions:

dgE
dt

=
−gE
τE

and
dgE
dt

=
−gI
τI

(4)

where τE = 5.0 ms and τI = 5.0 ms are the decay time constants of the excitatory
and inhibitory synaptic conductance, respectively. Each arriving spike produces
an increase of conductance which is directly proportional to the weight of the
synapse.

In this paper we use a genetic algorithm to evolve SNNs which are able to
generate a specific spike pattern if presented with a specific input. The pop-
ulation size was kept constant (300 individuals). The genetic algorithm used
the tournament selection (pick two, select the best). The genomes in the initial
population were generated randomly (with random signs and coordinates of the
elements), with 5 regulatory units, but a random number of C and T elements
in each. At each generation, a new population was formed by taking the best 5
individuals from the previous one without mutation (elitism), 100 with crossover
and mutation, and 195 with mutation only. Mutations could change the element
type, sign, coordinates, or consist of a deletion of a random number of elements
or a duplication of a random number at a random position, so the number of
regulatory units (and neurons in the network) could change over generations
from the initial 5.

While we use GReaNs for the time-integration of the network, we have
allowed for the export of the network description using PyNN [16] which allows
testing the network with other simulation backends, e.g. Brian simulator [12] (we
have used IF cond exp class for LIF and EIF cond exp isfa ista class for AdEx
in pyNN, and Euler integration with 1 ms integration time step in both Brian
and GReaNs).

The genetic algorithm used a fitness function which rewards the match
between the output of the recurrent network in GReaNs with the desired output:

ffit =
α|Sdesired − SGReaNs| + β(Sdesired − mGReaNs)

Sdesired
(5)

where Sdesired is the desired number of spikes, SGReaNs is the number of spikes
generated by a network under evaluation, mGReaNs is the number of matching
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Fig. 2. The membrane potential of the output neuron of the best network (in terms of
generalization, in 10 independent evolutionary runs) of LIF neurons evolved with GRe-
aNs (blue line) to match the spikes of one AdEx neuron (red line), shifted by 20 ms in
response to the Poisson spike train (green) used during evolution. The evolved network
had 1 input neuron, 1 output neuron and 5 interneurons, with recurrent connections
(Color figure online).

spikes in these two spike trains, while α and β are constant fractions (α+β = 1,
we used α = 0.3 and β = 0.7 in this work). We have searched for matching spikes
over the window [tdesired − 9, tdesired + 9] and weighted them using a Gaussian
function, fGaussian = e(tdesired−tGReaNs)

2/15, where tdesired is the spike time in
the desired output, and tGReaNs is the spike time in GreaNs. Only one specific
spike train was used for evaluation during evolution (Figs. 2, 3, 4, 5).

3 Results

In this paper we used GReaNs to evolve recurrent SNNs able to perform two
types of tasks. In one task the network generates a specific spike train in response
to a specific input, generated by a Poisson spike source with 100 Hz spike fre-
quency. The target spike train was generated by one LIF or AdEx neuron (mod-
elled, for convenience, using Brian, with the same parameters as the LIF/AdEx
neurons in the evolving network, with the exception of using Vreset = −65.0 mV
for the LIF neuron in Brian).

Because direct connection of the input to the output was not allowed in the
evolving networks, and because synaptic connection introduce delays, it is not
possible to match the desired output exactly unless the spikes are “shifted”.
Therefore, in this type of task we evolved networks which produced an output
shifted (in comparison to one LIF or AdEx neuron) by 20 ms. In our previous
preliminary report [15], we investigated also shorter shift times: 5 ms and 10 ms;
these tasks were much easier.
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Fig. 3. The membrane potential of the output neuron of the best network (in terms of
generalization, in 10 independent evolutionary runs) of LIF neurons evolved with GRe-
aNs (blue line) to double the spikes of one AdEx neuron (red line), shifted by 5 ms in
response to the Poisson spike train (green) used during evolution. The evolved network
had 1 input neuron, 1 output neuron and 8 interneurons, with recurrent connections
(Color figure online).

Fig. 4. The membrane potential of the output neuron of the best network (in terms
of generalization, in 10 independent evolutionary runs) of AdEx neurons evolved with
GReaNs (blue line) to match the spikes of one LIF neuron (red line), shifted by 20 ms in
response to the Poisson spike train (green) used during evolution. The evolved network
had 1 input neuron, 1 output neuron and 12 interneurons, with recurrent connections
(Color figure online).

The second task consists also of producing a specific output, but here the
target is created by first presenting the input (also generated by a Poisson source,
with 75 Hz frequency) to, again, one neuron (same as above, modelled using
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Fig. 5. The membrane potential of the output neuron of the best network (in terms
of generalization, in 10 independent evolutionary runs) of AdEx neurons evolved with
GReaNs (blue line) to double the spikes of one LIF neuron (red line), shifted by 5 ms in
response to the Poisson spike train (green) used during evolution. The evolved network
had 1 input neuron, 1 output neuron and 9 interneurons, with recurrent connections
(Color figure online).

Brian), then shifting the spikes by 5 ms, and then adding one spike 20 ms after
each spike generated by the Brian neuron. In other words, the task consists of
producing a “doubled-shifted” output.

For each task, we have evolved a network or LIF neurons to match (shifted
or doubled-shifted) output of one AdEx neuron or vice versa. We have run 10
independent evolutionary runs in each case, with either 500 generations (for shift-
ing) or 750 generations (for doubled-shifting). This proved sufficient to obtain
networks able to perform these tasks (Table 1, Figs. 2, 3, 4, 5).

We have then tested if the networks could generalize the tasks: we tested what
was the fitness value when the desired output was generated using a diΓerent
specific Poisson spike train as an input (Table 1, Figs. 6, 7, 8, 9). The values of the
fitness function were higher than for the spike train used during evolution (our
genetic algorithm aims to minimize the ffit), but still quite low, especially for
AdEx networks evolved for shifting. Not surprisingly, there was some trade-oΓ
between the value of ffit that a particular network has reached during evolution
(this can be seen as the performance for the training set) and its generalization.
For example, the best shifting network of LIF neurons in 10 runs (ffit = 0.146)
had only ffit = 0.652 when tested on a diΓerent input, while the best generalizing
network (ffit = 0.517 for generalization, Figs. 2, 6) had ffit = 0.285 for the
input used during evolution. The situation was similar for doubled-shifting LIF
networks (the best network: ffit = 0.112 for “training”, and ffit = 0.327 for
generalization; the best generalizing network: ffit = 0.240, and ffit = 0.290,
respectively). For the AdEx networks, the best shifting network (ffit = 0.006
for “training”) had also the best fitness for a diΓerent input (ffit = 0.142),
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Table 1. The average ± standard deviation and range (square brackets) of the fitness
function and size of the networks evolved with GReaNs for the best networks in each
of 10 independent evolutionary runs for each task, both for the input spike train used
during evolution and for another Poisson spike train (generalization).

Type of the network ffit, input used ffit, another Network size
and task for in evolution input
evolution

LIF network
matching a
shifted output of
one AdEx neuron

0.240 ± 0.043
[0.146, 0.309]

0.730 ± 0.130
[0.517, 0.963]

8.3± 3.2 [5, 15]

AdEx network
matching a
shifted output of
one LIF neuron

0.087 ± 0.062
[0.006, 0.158]

0.390 ± 0.175
[0.142, 0.625]

9.6± 4.1 [5, 16]

LIF network
matching a
doubled-shifted
output of one
AdEx neuron

0.235 ± 0.057
[0.112, 0.300]

0.379 ± 0.055
[0.290, 0.434]

11.2 ± 5.5
[4, 26]

AdEx network
matching a
doubled-shifted
output of one
LIF neuron

0.258 ± 0.042
[0.171, 0.301]

0.478 ± 0.042
[0.373, 0.541]

8.1± 3.7 [4, 17]

Fig. 6. The membrane potential of the output neuron of the same LIF network as in
Fig. 2 in response to an input (Poisson spike train) not used during evolution (green),
compared with the response of one AdEx neuron (red line), shifted by 20 ms (Color
figure online).
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Fig. 7. The membrane potential of the output neuron of the same LIF network as in
Fig. 3 in response to an input (Poisson spike train) not used during evolution (green),
compared with the response of one AdEx neuron (red line), shifted by 5 ms. The output
network was evolved to double-shift the spikes (Color figure online).

Fig. 8. The membrane potential of the output neuron of the same AdEx network as in
Fig. 4 in response to an input (Poisson spike train) not used during evolution (green),
compared with the response of one LIF neuron (red line), shifted by 20 ms (Color figure
online).

but the trade-oΓ was observed for doubled-shifting: the best network in 10 runs
(ffit = 0.171) had one of the worst fitness for generalization (ffit = 0.501),
while the worst (ffit = 0.301) was the best for generalization (ffit = 0.373).

To sum up, evolving a network of AdEx neurons to match a shifted output
of one LIF neuron proved the easiest task, and generalized the best. In contrast,
evolving a LIF network to match an output of one AdEx neuron proved more
difficult, and the evolved networks did not generalize well. Doubled-shifting was
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Fig. 9. The membrane potential of the output neuron of the same AdEx network as in
Fig. 5 in response to an input (Poisson spike train) not used during evolution (green),
compared with the response of one LIF neuron (red line), shifted by 5 ms. The output
network was evolved to double-shift the spikes (Color figure online).

also difficult, regardless of the type of the network, but the solutions generalized
quite well.

Shifting could in principle be accomplished by a feed-forward network in
which the first layer, connected directly to the input, has one neuron (or sev-
eral) which would generate the desired output without any shift (after all, it was
generated by one neuron), while the neurons in subsequent layers would gener-
ate a spike for every spike received (to provide the shift). Doubled-shifting could
be achieved in a similar fashion, using two feed-forward networks (of diΓerent
sizes) working in parallel. However, we did not observe any such trivial topology.
Instead, all the best networks were heavily interconnected, with recurrent con-
nections, so (as is typical in the field of evolving networks) it is difficult to find out
how they actually work. The analysis of the spiking pattern of the interneurons
did, however, reveal that there is sometimes a match between their spiking pat-
tern and the target pattern. Perhaps even more interestingly, we have observed
the presence of neurons spiking with very high frequency in the doubled-shifting
networks. We plan to investigate this latter issue in more detail in further work.

4 Discussion and Future Work

We have described here a biologically-inspired (even if not biologically plausible)
system for evolution of SNNs. In our system the networks are encoded in a linear
genome without imposing any limitations on the size of the network or on the
size of the genome. We use this encoding and the genetic operators inspired by
the biological mutations (point mutations, deletions, duplications; the last two
may also result from cross-over) to evolve recurrent SNNs able to perform simple
processing tasks.
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Our platform, GReaNs, is only one of several existing approaches to the
evolution of genetic and neural networks (see e.g., [17] and references therein
for examples, and [18] and references therein for approaches involving SNNs).
Space limitations prevent us from providing an exhaustive comparison of various
approaches, but they may be divided into 3 groups [17].

In one group of methods, the connections between units are encoded directly
in the genome. In such systems, usually, the number of nodes in the network is
fixed. The approach explored here belongs to another group of methods, in which
implicit encoding is used. In these systems, the connections are determined by
first extracting the nodes from the genome, and then by analysing the regions
of the genome encoding the nodes to determine connectivity, following the rules
specific for each system. The genome and the genetic operators are formulated so
that duplications, deletions and transpositions of fragments of the genome can
allow for network complexification. The hope is that these features would allow
for higher evolvability. The same hope [19,20] drives the work on another still
group of systems in which the mapping between the genome and the structure of
the neural network is even more indirect, and inspired by biological development,
with simulated cell division and growth of neurites (see [21] for one of the earliest
work using this approach).

We have explored 2- and 3-dimensional development in GReaNs before [1–5],
but the possibility for the cells to be converted into neurons and to establish
connections has not been so far included in our platform. We plan to do so, and
we hope that the implementation of various methods for specifying connectivity
of the networks in one platform will make their comparison easier. Such com-
parison lies within our interests, but it is a daunting task: it requires finding
appropriate benchmarks with selection pressures, and optimal parameters for
each approach.

The task of comparing particular platforms is also daunting because even sys-
tems which share paradigms diΓer in design principles and details. For example,
when compared to Analog Genetic Encoding [17], GReaNs uses an entirely dif-
ferent way of specifying the connection weights, and the number of connections
per unit is not pre-specified. On the other hand, Analog Genetic Encoding uses
a mechanism inspired by biological homologous recombination for the cross-over
during the genetic algorithm. Such a mechanism may allow for better evolvabil-
ity, and we plan to include it in our future extensions of the GReaNs platform.

As we have already mentioned, the investigation of the evolvability of the
system requires a set of tasks (benchmarks). The networks evolved in this paper
are able to perform quite simple (but not trivial) tasks. We are currently working
on other signal processing tasks and also on using the spiking neurons to control
the behaviour of animats in a simulated environment, a subject we have explored
previously using evolving gene regulatory networks in GReaNs [6,7]. The results
presented here can be seen as a proof-of-principle; they demonstrate that after
the extension of our system with SNN models, it remains evolvable at least for
simple tasks.
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The possible advantage of using the spiking nodes in the network over non-
spiking units is that the evolved networks could be implemented in neuromorphic
hardware [22], or even evolved using such hardware. Both models used here, LIF
and AdEx, have been implemented in neuromorphic silicon neuron circuits (both
analogue circuits and digital very large scale integration circuits, and implemen-
tations are available also for multi-core based architectures, based on multiple
ARM cores and GPUs) [18, and references therein]. Such circuits might allow for
a speed-up of the evolutionary process, especially for larger networks. This is one
the directions of research we are already pursuing, allowing for the possibility of
interfacing through diΓerent software/hardware platforms using Python scripts
(such as PyNN [16]).

In simulations reported here we have investigated the evolution of SNNs with
homogeneous nodes: all nodes had the same, specific values of the parameters in
the equations describing their behaviour. We are currently investigating how the
values of these parameters aΓect the ability of the system to evolve networks per-
forming the tasks, and if there are tasks which can be best approached with some
type of nodes (for example, with tonic as opposed to phasic, or with bursting or
chaotic response spiking [13,14]). We also plan to explore if there is any advan-
tage of including learning mechanisms (synaptic plasticity) in the model (this
may be of particular interest for animat control), and of using heterogenous
spiking networks, in which nodes would have diΓerent parameters. Regarding
the latter issue, the approach we would like to explore first is not to evolve the
parameters in a continuous fashion, but rather to specify several stereotypical
neurons (with particular behaviour). In other words, one mutation in the system
would change the type of the neuron (setting in one step another set of values
specific for another stereotype). We believe that this approach can keep the size
of the search space small enough for the genetic algorithm to explore efficiently
the search space of solutions.
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trolling the development and behavior of multicellular animats by gene regulation
and diffusive signals. In: Artificial Life XIII: Proceedings of the 13th International
Conference on the Simulation and Synthesis of Living Systems, MIT Press (2012)
349–356
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15. Wróbel, B., Abdelmotaleb, A., Joachimczak, M.: Evolving spiking neural networks
in the GReaNs (gene regulatory evolving artificial networks) platform. EvoNet2012:
Evolving Networks, from Systems/Synthetic Biology to Computational Neuro-
science Workshop at Artificial Life XIII, pp. 19–22 (2008)
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Abstract. The learning capability of a network-based computation
model named “Algorithmically Transitive Network (ATN)” is extensively
studied using symbolic regression problems. To represent a variety of
functions uniformly, the ATN’s topological structure is designed in the
form of a truncated power series or a Padé approximant. Since the Padé
approximation has better convergence properties than the Taylor expan-
sion, the ATN with the Padé can construct an algebraic function with a
relatively small number of parameters. The ATN learns with the standard
back-propagation algorithm which optimizes intra-network parameters
by the steepest descent method. Numerical experiments with benchmark
problems show that the ATN in the form of a Padé approximant has bet-
ter learning capability than linear regression analysis in a power series,
the standard multi-layered neural network with the back-propagation
learning, the support vector machine using the radial basis function as
kernel, or the simple genetic programming.

1 Introduction

“Algorithmically Transitive Network (ATN)” [32–35] is a novel model for com-
putation and learning which is a kind of combination of ‘data-flow computer’
[6,28] and ‘artificial neural network’ (ANN). Like the data-flow computer, a
program (algorithm) is represented by a data-flow network whose nodes rep-
resent arithmetic/logical operations and whose edges transmit data tokens for
variables. After propagating tokens forward in the network for calculation, the
ATN propagates tokens backward in the netowrk and revises its internal para-
meters using the same mechanisms as the back-propagation learning in the ANN
[24,25,41]. Moreover, the network topology (algorithm) can be modified/revised
by the execution of movable agents in the network.

In [35], Suzuki et al. altered the ATN by both the parameter learning and
topological alteration and succeeded in organizing networks for some simple
arithmetic functions. These results, however, are unsatisfactory from the follow-
ing points. First, the learning and topological alteration are mixed with each
other, and no information for the assessment/improvement of each operation
was provided. Second, the implemented agent operations were far from being

G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 150–166, 2014.
DOI: 10.1007/978-3-319-06944-9 11, c© Institute for Computer Sciences, Social Informatics
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optimized, and as a consequence, the demonstrated ability to produce functions
was only shown for a few elementary arithmetic functions.

To remedy these problems and examine the ATN’s ability for regression,
Suzuki focused on the learning aspect of the ATN and conducted some prelim-
inary experiments [36]. The ATNs describing two universal formulas, truncated
Taylor expansion and Padé approximant [2,42], were prepared (manually desig-
ned) and fixed, and their coefficient parameters were optimized by the super-
vised learning. The present paper considerably extends this former study, and
fully examines the ATN’s regression ability using standard benchmark prob-
lems with up to three input variables. Some other conventional models are also
applied to the same problems and compared, and it is demonstrated that the
ATN in the form of the Padé approximant is a more powerful regression tool
than linear regression analysis, the ANN, the support vector machine, and simple
Genetic Programming. By visualizing the results for one-dimensional problems
in input-output (sensor-answer) planes, characteristics of the tested methods are
also clarified.

In the following, Sect. 2 presents the model description. After the experi-
mental methods and numerical results are presented in Sect. 3, the results are
discussed in Sect. 4. Possible future research directions are argued in Sect. 5, and
concluding remarks are given in Sect. 6.

2 The Model

2.1 ATN Architecture

The ATN was originally invented by the combination of a network-based com-
putational model for artificial chemistry [31] and ‘active network’ in the com-
munication network [38]. By propagating agents/packets and delivering var-
ious functions to the processing units/routers, both methods enable flexible
emulation/control of complex chemical/communication systems. Borrowing this
mechanism, the ATN propagates computational or learning tokens in a data-
flow network (namely, a program) and revises the program by using the learning
tokens’ information while executing computation.

In actual operations of the ATN, the computational tokens are initially cre-
ated at the variable/constant nodes and are propagated forward to ‘answer’
nodes. When the answer nodes receive those tokens, the nodes evaluate energy
error between the answer values and teaching signals given from the outside,
and generate the learning tokens which are propagated backward towards the
constant nodes. Like the original back-propagation learning in the ANN, the
learning tokens include information for the derivatives of the energy error, and
when they arrive at the constant nodes, the constants’ values are updated so
that the energy error might be minimized by the steepest descent method. See
[35] for more detailed implementation of the ATN.
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Fig. 1. ATN for the [2/2]th-order Padé approximant of a single variable. Here, shown
inside of the nodes are the single-character operation codes (B, c, ˆ, etc.) and the
operation names (sns=‘sensor’, ans=‘answer’, Begin, and End) or values (2, 0.1). Values
written in the form of real numbers (e.g., 0.1) are learnable (changeable), and values
in the form of integers (e.g., 2) are unlearnable (unchangeable). The graph is drawn by
a graph visualization software named aiSee [1].

2.2 Topological Design

By the learning, the ATN can optimize any form of mathematical formula com-
prising arithmetic and logical operations. To apply this scheme to regression, here
we assume two types of universal functions and translate them to the ATNs. The
ATN topology is fixed to those forms and is never changed during a simulation
run. Let M be the number of variables (sensor nodes), s and s ∈ {sm} be the
sensor value and sensor vector, respectively, k ∈t (k1, · · · , kM ) be the index vec-
tor, a be the answer value, and c ∈ {ck} or c ∈ {ck}, p ∈ {pk} or p ∈ {pk}, and
q ∈ {qk′} or q ∈ {qk′} be the coefficient vectors to be optimized. The universal
forms we take in this paper are the Kth-order power series (truncated Taylor
expansion)
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a =
K∑

k=0

cks
k = c0 + c1s + · · · + cKsK (single variable’s case), (1a)

a =
K∑

k=0

cks
k1
1 · · · skM

M (multiple variables’ case), (1b)

or the [K0/K1]th-order Padé approximants

a =
∑K0

k=0 pks
k

∑K1
k′=0 qk′sk′ =

p0 + p1s + · · · + pK0s
K0

q0 + q1s + · · · + qK1s
K1

(single variable’s case), (2a)

a =
∑K0

k=0 pks
k1
1 · · · skM

M
∑K1

k′=0 qk′s
k′
1

1 · · · sk′
M

M

(multiple variables’ case). (2b)

Here, the summation
∑K

k=0 in Eq. (1b) is over all the integer vectors satisfy-
ing 1 ∀ ≤m ∀ M , 0 ∀ km ∀ K and k1 + · · · + kM ∀ K. The number of
such integer vectors, i.e., the number of terms in the expansion of Eq. (1b) is
given by

∑K
k=0 MHk =

(
M+K
M

)
. The same argument applies to the numera-

tor/denominator of Eq. (2b) as well.
ATN for the single-variable, [2/2]th-order Padé approximant is shown in

Fig. 1. In this figure, the coefficients’ values expressed as real numbers (‘c,0.1’)
are optimized through the ATN learning, and the index values expressed as
integers (‘c,2’) are kept constant. In this way, we are able to construct an ATN
for the Padé approximant of arbitrary order, which is automated by a program
and is used in the subsequent experiments.

3 Experiments

The methods we take in this paper for experimental comparison with regression
problems are as follows:

Method (1): Linear regression analysis of a power series,
Method (2): Linear regression analysis of a Padé approximant,
Method (3): ATN learning with a power series,
Method (4): ATN learning with a Padé approximant,
Method (5): Layered ANN with the back-propagation (BP) learning,
Method (6): Support Vector Regression with soft margin (ν-SVR) [4,26],
and
Method (7): Genetic Programming (GP) [15].

Method (1) uses a polynomial formula Eqs. (1a) or (1b). Because these for-
mulas are linear in terms of the coefficients c, we can analytically calculate the
coefficients that minimize the sum-of-squares error

E =
1
2

∑

j

{tj − a(sj , c)}2 +
λ

2
⊆c⊆2 (3)
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by the standard least square method. Here, j is the sample number, sj and tj are
the jth sample’s sensor vector and teaching value, respectively, aj ∈ a(sj , c) is
the jth answer value, and λ is the regularization coefficient. The summation for
j is over all the sample pairs (sj-tj pairs) of the training data. The regularization
term in Eq. (3) is necessary to suppress ‘over-fitting’ and enhance robustness (an
extensive argument on this issue is found, for example, in [4]). Method (1) is an
analytic but powerful method to represent functions. Actually, if we take the
order K of Eqs. (1a) or (1b) to be sufficiently large, Method (1) can be regarded
as a superset of STROGANOFF [10,21], which automatically constructs a poly-
nomial function using evolutionary operations. The STROGANOFF is a kind of
‘offspring’ research of the GP (Method (7)), and it is reported in [10] that the
STROGANOFF’s regression ability is comparable to or higher than the original
GP.

Similarly, Method (2) uses a Padé formula Eqs. (2a) or (2b), but this time,
we minimize the error function defined as

E =
1
2

∑

j

{

tj
∑

k′
qk′sk

′ −
∑

k

pks
k
j

}2

+
λ

2
(⊆p⊆2 + ⊆q⊆2) , (4)

in the single variable’s case. Since the expression in the curly brackets is linear in
terms of the coefficients p and q, we can apply the standard least square method
to Eq. (4) and calculate the coefficients.

Methods (3) and (4) use the polynomial formula Eqs. (1a)/(1b) and the Padé
formula Eqs. (2a)/(2b), respectively, but the both methods try to determine
the coefficients not analytically but numerically using the learning of the ATN
without regularization term. Some arguments on the generalization in this and
other methods are described later.

Based upon some preliminary experiments, we take the following ‘optimized’
simulation constants/conditions: λ = 0.01 in Method (1), λ = 0.1 in Method (2),
η1p = 0.1 and the initial coefficient values 0.1 uniformly in Methods (3) and (4),
the learning coefficient 3.0, the hidden layer number 3, the neuron number per a
hidden layer 20 (total 3 × 20 = 60 hidden neurons), and the initial edge weights
randomly chosen within [−0.5, 0.5] in Method (5), the kernel function in the form
of a radial basis function exp(−β⊆x−y⊆2) (where β is the reciprocal of the input
variable number), the ν parameter 0.8, and the C parameter 10000 in Method
(6), and the population size 200, the number of node functions 4 (+, −, ≥, and
/), the number of terminal constants 110 (randomly generated within [−5, 5]),
the maximum depth of initial inidividuals 5, the maximum node number in an
inidividual 10000, the tournament size of selection 2, the probability of creating
new individuals via crossover 0.9, and the mutation probability (per node) 0.05
in Method (7). The simulation program is implemented in Java and is run on a
standard desktop computer with Intel Duo processor (1.86 GHz).

3.1 Single Variable Problems

In regression with a single input variable, the problems (sj-tj pairs) and results
(sj-aj pairs) can be plotted in a two-dimensional space. Figures 2 and 3 are
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Fig. 2. Results for regression problems with a single sensor variable. (0) Original train-
ing image, and the results for Methods (1)≥(3) are plotted. Here and in the next figure,
integers are column indices, and alphabets are row indices. To specify a particular cell,
we sometimes use such notation as (a3) in text.
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Fig. 3. Results for regression problems with a single sensor variable. (0) Original train-
ing image, and the results for Methods (4)≥(7) are plotted.
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matrices of the two-dimensional planes, where sample values ((sj , tj)s) are plot-
ted in black (in the (0)th column) or gray (in the other columns). Each plane’s
horizontal and vertical domain is [0, 1]. We prepare the eight different problems,
which are made up of (a) 457 samples/pixels representing scattered dotts, (b)
2023 samples/pixels representing a quadratic function, (c) 3958 samples/pixels
representing a cubic function, (d) 3977 samples/pixels representing a quartic
function, (e) 1960 samples/pixels representing a sin function, (f) 4744 sam-

ples/pixels representing a ‘fraction’ function defined as t =
4.4 − 24.8s + 35.2s2

13 − 64s + 80s2
,

(g) 3255 samples/pixels representing a polyline function, and (h) 3908 sam-
ples/pixels representing a man-made curve.

In the experiments of this subsection, we focus on the basic representation
ability of each method, and do not distinguish between the training and the test
data. Methods (1), (2), and (6) take all the samples to calculate coefficients, and
Methods (3), (4), and (5) randomly choose a training sample for one-pass (one
return) learning out of all the black pixels in the figures. Only Method (7) needs
a set of samples to evaluate fitness of an individual, in which case we take 30
representative pixels distributed at (almost) even intervals within the domain
[0, 1] and calculate [fitness] ∈ −∑

j |tj − aj | for each fitness case.
From some preliminary experiments, the orders of the polynomials/Padé

approximants were taken to be optimal values, K = 19 for Methods (1) and
(3), and K0 = K1 = 9 for Methods (2) and (4). These numbers are fairly large,
but the problems in Figs. 2 and 3 have so many samples (pixels) as the training
data that we do not have to worry about the ‘over-fitting’ problem here [4].

The columns (1)∪(7) in Figs. 2 and 3 show the results for Methods (1)∪(7),
respectively. We conducted 1,000,000-time iterations for Methods (3), (4), and
(5) and fifty trials of 100-generation runs with different random number sequences
for Method (7), during which functions created at one-third, two-third, and
three-third of the run or the best run (in the GP) are plotted in black, blue, and
red, respectively. The columns (1), (2), and (6) plot the analytic results in red.
To obtain these results, Methods (3), (4), and (5) read total 1,000,000 samples
for the training, and Method (7) evaluates individual fitness 50 × 100 × 200 =
1, 000, 000 times. Note that since the GP uses 30 representative samples per a
single fitness evaluation, the GP actually uses 30 times 1,000,000 of sample eval-
uations in total. This means that the GP uses much more samples to obtain the
results, but as discussed later, the GP’s results are not better than those of the
others.

See the columns (1)∪(4) inFigs. 2 and3.According to thesefigures, polynomial-
based Methods (1) and (3) produces similar results; both are not able to precisely
approximate (a), (d), (f), and (h). Specifically, the fraction function (f) is diffi-
cult for the polynomials, which means that a truncated power series has only lim-
ited ability to represent functions with strong nonlinearity. This situation is much
improved when we replace the power series with a Padé approximant. Figure 3(4)
shows good agreement between the Method (4)’s results and the original images
with almost all theproblems.The only (a) is difficult for (4),which suggests that the
ATN in the Padé tries to avoid over-fitting to some extent even without
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Table 1. Padé coefficients for the quartic function

(2) (4)

Order Numerator Denominator Numerator Denominator

0 0.835 1.0 0.861 (0.0136) 1.0 (0.0157)

1 −4.47 2.904 −6.82 (−0.107) 3.44 (0.0543)

2 −29.08 28.68 18.2 (0.287) −2.66 (−0.0420)

3 391.11 −391.24 3.46 (0.0546) 3.36 (0.0531)

4 −1624.30 1624.27 −7.53 (−0.119) 6.71 (0.106)

5 3570.65 −3570.64 −10.1 (−0.160) 6.39 (0.101)

6 −4664.94 4664.98 −6.90 (−0.109) 3.90 (0.0616)

7 3656.76 −3656.71 −0.798 (−0.0126) 0.281 (0.00444)

8 −1594.09 1594.15 6.46 (0.102) −3.63 (−0.0574)

9 297.50 −297.44 13.8 (0.218) −7.41 (−0.117)

Coefficients of the Padé approximants obtained in Figs. 2(d2) and 3(d4). The
numbers in the parentheses of column (d4) are raw data by the ATN’s learning.
For comparison with column (2), those numbers are normalized in order that the
order-0 coefficient of the denominator might become 1.0. The larger magnitude
of coefficients by Method (4) is more than hundred times as small as those by
Method (2)

regularization. This is also supported by the results in Fig. 2(1, 3), where the ATN
without regularization gives the same result as the analysis with regularization.

According to Figs. 2(2) and 3(4), however, the analysis and the ATN do not
give the same results for the Padé approximant’s identification. The primary
reason is in the existance of poles (zeros of the denominator) of the Padé by
the linear regression analysis. See Table 1 which shows typical coefficient sets of
the Padé obtained by the the analysis (Method (2)) and the learning (Method
(4)). As evident from this table, the ATN’s learning makes the Padé with much
smaller coefficients than the analysis, which surely helps create a fitting curve
with no singular points. The analysis, on the other hand, tries to find a rigorous
function by calculating an inverse matrix, which finally creates a kind of ‘brittle’
function with some divergent points.

Columns (5)∪(7) in Fig. 3 are the results for representative other models in
machine learning and evolutionary computation. As was theoretically proved [8]
and demonstrated by a number of experimental studies [9,27], the ANN with a
sufficient number of hidden neurons is able to represent any function. The results
in Fig. 3(5) support this fact. Figure 3(g5) might seem to be an exception; but
in this case, we tested a run of 2, 000, 000-time (two times larger) iterations and
observed that the ANN eventually fits the polyline almost perfectly. When we
are given sufficient time to repeat learning iterations, the ANN with the BP can
be a powerful method to construct a function.

By contrast, as exemplified by Fig. 3(6), the support vector machine has
limited ability to represent functions. This highly artificial method is reported
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to be parameter-sensitive [5,30], and when the sample number is fairly large, it
is said to be difficult to choose an appropriate kernel set to construct a function.
In the current optimized parameter setting, the ν-SVR is unable to represent the
fraction function (f) like the polynomial-based methods (1) and (3). Also, the
SVM’s intrinsic ability in generalization makes the result in Fig. 3(a6) similar to
those in Figs. 2(a1), (a3), and 3(a4).

As compared to these learning methods, the GP is much worse with the tested
regression problems. As mentioned before, to create Fig. 3(7), the GP uses thirty
times as many sample evaluations as the other methods; nevertheless, none of
the functions obtained by the GP fits the training data except for the quadratic
function (b) and the polyline function (g). We can say that the GP which is
unable to adjust constants in the model has poor performnace with regression.

3.2 Multiple Variable Problems

In the case of regression on two or more input (sensor) variables, the variables’
domain is so large that it is practically impossible to prepare the training data
covering the entire domain. With such problems, we wish to construct a ‘gener-
alized’ function that produces good answers for both the training and test data
only by teaching the training data. To examine this ability with Methods (1) and
(4) to (7), here we take several difficult target functions from [10,14,23,39,40]
(which are listed in Table 2), and prepare the training data (30 sj-tj pairs) and
test data (300 sj-tj pairs) separately by randomly chosing sensor values within
the domain.

The iteration numbers and the orders of the polynomials/Padé approximants
are determined from the criterion of genaralization. In regression, the general-
ization (i.e., avoidance of over-fitting) is one of the most well-studied topics
in machine learning [4], and now we have a number of options to incorporate it
in a model: (A) reducing the model’s degree of freedom (taking a small order in
Methods (1)∪(4), a small number of hidden neurons in Method (5), and supress-
ing the size of a program tree in Method (7)); (B) preparing a large number of
training samples; (C) adding a regularization term to the error function (e.g.,
the λ-term in Eq. (3) or Eq. (4)); (D) stopping the learing when the error with
the test data begins to increase (early stopping); (E) estimating the model para-
meters using the maximum likelihood method by assuming the Gaussian noise
and a prior probability.

In Sect. 3.1, we had so many training samples (450 to 4700 pixels in Fig. 2(0))
that the generalization was semi-automatically met by option (B). In this sub-
section, however, we just have 30 training samples and implement/rely on other
methods for generalization: (C) in Model (1), and (D) in Models (4), (5), and
(7). We intentionally avoided (A) because the optimal value of the degree of
freedom is problem-dependent and difficult to identify in advance.

See Fig. 4 which shows a typical result for the effects of the order and iteration
number in Method (4). We can say from this figure that the mean square error
with the training data is always smaller than the error with the test data, and
that the former monotonously decreases with an increase in the iteration number,
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Table 2. Results for regression problems with multiple sensor variables

The number on the left-hand side of a ‘/’ is the mean square error with the train-
ing samples, the number on the right-hand side of a ‘/’ is the mean square error
with the test samples, and the number in a pair of parentheses is the iteration
number at which the smallest test error was observed in Methods (4) and (5).
Using the sensor variables s1, s2, and s3, the target functions are written as (i)
8/(2 + s21 + s22) [−3, 3], (j) s41 − s31 + s22/2 − s2 [0, 1], (k) s31/5 − s32/2 − s2 − s1

[−3, 3], (l)
(s1 − 3)4 + (s2 − 3)3 − (s2 − 3)

(s2 − 2)4 + 10
[0, 6], (m)

1

1 + s−4
1

+
1

1 + s−4
2

[−5, 5], (n)

ss21 [0, 1], (o) sin(s1) + sin(s22) [0, 1], (p) 2sin(s1)cos(s2) [0, 1], (q) s1s2 + sin((s1 −
1)(s2 − 1)) [−3, 3], (r)

exp(−(s1 − 1)2)

1.2 + (s2 − 2.5)2
[0, 4], (s) 120

(s1 − 1)(s3 − 1)

(s2 + 2)2(s1 − 10)
[0, 2], and

(t)
√

(s1 + s2 + s3)(−s1 + s2 + s3)(s1 − s2 + s3)(s1 + s2 − s3)/16 (Heron’s formula)
[0, 1], where each formula’s subsequent value pair in the square brackets are the
domains of the variables. The functions (i) to (r) have two input variables, and the
functions (s) and (t) have three input variables. In each row, comparing values with
the test data, the best (smallest) entry is marked with �, entries not larger than
three times the best are marked with ∪, entries not larger than thirty times the best
are marked with ⇒, and the others are marked with ×.
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Fig. 4. Order- and iteration number-dependency of Method (4)’s results with Problem
(r) (see Table 2). Mean square errors by the order-[3/3] (blue), [5/5] (red), [7/7] (green),
and [9/9] (pink) Padé approximants are plotted as a function of the iteration number.
The circular/square dots are values for the training/test data, respectively (Color figure
online).

whereas the latter, beyond some threshold, begins to increase with the iteration
number. The threshold is smaller with a larger order of the Padé approximant
(333, 333 with K0 = K1 = 5, but 100,000 with K0 = K1 = 7 and 9), but the
minimal mean square errors at the thresholds make little difference if the order
is large enough to express the target function.

From these observations, to make the models powerful enough to represent
functions and accelerate the learning, we take fairly large orders, K = 19 in
Methods (1) and K0 = K1 = 9 in Method (4) (the same numbers as in the
previous subsection). During a run in Methods (4) and (5), we intermittently
(every 10,000 iterations) observe the mean square error for the test data, and
stop the run if the mean square error becomes three times as large as the minimal
error or the iteration number exceeds a very large limitation 1,000,000. The final
error values with the training/test data are taken from the values at the threshold
iteration number. Methods (1) and (6) calculate the model parameters with the
30 training samples, and Method (7) evaluates the fitness with the 30 training
samples. As in the previous subsection, Method (7) conducts fifty runs (i.e.,
1,000,000 fitness evaluations) for each problem and the best of them is taken as
the result.

The results are shown in Table 2. According to this table, we can say that
Methods (4), (5), and (6) are far better than Methods (1) or (7). Specifically,
Method (4) gives the best results with seven out of twelve problems, which is
better than the second best (Method (6)) or the third best (Method (5)). We
can also see that the threshold iteration numbers in the early stopping are much
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larger in Method (5) than in Method (4) with many problems, namely Method
(5) is slower in convergence than Method (4).

4 Discussion

4.1 Completeness and Compactness

When we try to solve regression in a parametric way, the model function we
prepare and optimize is the most important factor that determines the learning
performance. The model function should satisfy the two antithetic conditions,
completeness and compactness; in this sense, the Padé approximant is one of the
most ideal functions we can utilize. The Padé is able to approximate any function
(i.e., complete) because the Padé is a superset of the truncated Taylor expansion,
and the Padé needs far fewer terms than the Taylor expansion to represent a
function (i.e., compact) since the Padé approximant’s error is suppressed in
much wider variable domain than the Taylor expansion. (The Taylor expansion
is known to swiftly magnify the convergence error with an increase in the distance
from the center.)

This paper first translated the Padé approximant to a data-flow network and
succeeded in optimizing it through the supervised learning.

4.2 Learning Speed, Stability, and Generalization

As shown in the results in Table 2, the ATN learns much faster than the ANN in
general. This is rooted in the difference of network structures between the ATN
and ANN. An ANN nodes’ output function which is typically sigmoidal does not
usually respond to a change in the weight/input strongly unless the weighted
sum of the inputs is close to zero. This helps stabilize the ANN’s output, but
at the same time, makes the ANN go into a long period of stasis from time to
time, decelerating the ANN’s learning.

In the ATN without such a strong nonlinear factor, on the other hand, the
situation is very different. In the ATN, every slight change in a parameter/input
directly affects the output value, which causes incessant changes of the ATN’s
answer during the learning. This surely helps accelerate the learning, but at
the same time, makes the ATN unable to converge without adjusting the learn-
ing coefficient (η) appropriately depending upon the error function between the
answer and teaching values. The normalization scheme of η (Eq. (6) in [35]) is
devised to mitigate this instability. Without this scheme, the ATN cannot have
properties of both high speed learning and convergence stability.

From the generalization’s point of view, these two methods are also contrast-
ing. The ANN with a large number of strongly nonlinear elements is able to
represent any functions precisely (see Fig. 3(a5, h5)). Without such elements,
the Padé has limited ability to represent functions (see Fig. 3(a4, h4)), but this
limitation surely enhances the ATN-Padé’s ability for generalization as evident
from the results in Table 2.
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5 Future Directions

5.1 Combining Evolution and Suprevised Learning

As shown in Fig. 3 and Table 2, out of the seven methods tested in this paper,
the simple GP exhibits the worst performance in regression. This is primarily
because the simple GP cannot adjust constants in a program tree.

Of course, up to the present, some researchers have proposed optimizing
constants within the framework of the GP. These works include Group Method
of Data Handling (GMDH) [12], Adaptive Transformation Network [3], Adaptive
Learning Networks [29], STROGANOFF [10,21] which limit the program search
space to polynomials and optimize constants with the least square method (i.e.,
Method (1)), and Iba et al.’s approaches [7,11,17] which apply reinforcement
learning (Q-learning) to adjusting node parameters in a GP program tree.

Along this line of research, the ATN implemented more powerful supervised
learning in a GP-like program graph and achieved high ability in functional
regression. The paper proposed constructing a data-flow network in the form
of the Padé approximant and making it learn, but the ATN’s learning scheme
itself is topology-free and applicable to any network with differentiable node
functions. The author surmises that incorporating the ATN’s learning scheme
into a GP program tree or other program graphs (PADO [37], Cartesian GP
[19,20], GNP [17], or whatever) would be an interesting research topic to be
tackled in the future. This would also provide a way to solve an intrinsic problem
of the Padé approximant, whose term number

(
M+K0

M

)
+

(
M+K1

M

)
increases in a

higher polynomial order with the input number M .

5.2 Applicability to Motion Control

On the other hand, the ATN in the present form can be directly applied to
control which requires fine estimation/modeling of the controlled object with
limited actuators. The regression method established in this paper (Method (4))
has the following advantages in this problem domain.

First, the Padé function obtained through the ATN’s learning has a kind of
‘mild’ coefficients with no pole (see Figs. 2(2), 3(4), and Table 1). Regression is
called ‘system identification’ in control, and the above result suggests that if we
apply Method (4) to identifying the transfer function (whose form is the same as
the single-variable Padé), we would be able to construct a transfer function with
much more stablilty than by the classical system identification method utilizing
an (iterative) least square method [16].

Moreover, the Padé’s algebraic form gives another advantage to the method.
As is well known, in system identification for motion control, we want to con-
struct an ‘inverse model’ from a kind of ‘forward’ information observed from the
controlled object. Here, the forward information consists of actuator-to-sensor
value pairs, and the inverse model calculates the actuator signal from the sen-
sor signals. Several strategies have been proposed: The ‘feedback error learning’
[13] prepares a conventional feedback controller and an inverse model (typically,
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implemented with the ANN) and gradually replaces the former’s answer with
the latter’s answer through the learning. Since the inverse model by the ANN is
difficult (time-consuming) to modify, to make the controller adaptable to envi-
ronmental changes, some hybrid methods, for example, a hybrid of forward model
and Kalman filter [18] and a hybrid of inverse model and iterative control (which
uses the Newton method in a wide sense) [22], have been also proposed. When
applied to motion control, on the other hand, the ATN first constructs a forward
model in the form of the Padé approximant (whose input number, i.e., actuator’s
number is typically very small) with the supervised learning. After or during the
learning, we can solve the Pad’e formula (algebraic function) inversely with the
Newton method in a wide sense, and obtain the actuator signal. In other words,
the forward model can be used as the inverse model as well. Because the ATN’s
learning is faster than the ANN (Table 2), this controller will be able to modify
the model itself faster than the inverse controller by the ANN.

6 Conclusion

Focusing on function regression problems, the learning capability of Algorithmi-
cally Transitive Network (ATN) was extensively studied. The ATN’s topology
is manually designed in the form of the truncated Taylor expansion or the Padé
approximant, and its coefficients were optimized through the supervised learning
that brings about forward and backward propagation of tokens in the network.
From the experiments using a number of benchmark functions, it was demon-
strated that the ATN with the Padé is able to identify and represent a variety
of target functions on up to three input variables better than linear regression
analysis with regularization, layered Artificial Neural Networks (ANN) with the
BP learning, Support Vector Regression with soft margin (ν-SVR), or simple
Genetic Programming (GP).

References

1. aiSee: Commercial software for visualizing graphs with various algorithms such as
rubberband. http://www.aisee.com/
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Abstract. The potentiality of using a common developmental map-
ping to develop not a specific, but different classes of architectures (i.e.,
species), holding different structural and/or computational phenotypic
properties is an active area of research in the field of bio-inspired systems.
To be able to develop such species, there is a need to understand the gov-
erning properties and the constraints involved for their development. In
this work, we investigate how common developmental genomes influence
evolution and how they push the developmental process in directions
where it would have been impossible to achieve with ordinary genomes.
Relations between mutation and evolution along with a comprehensive
study of developmental mechanisms involved in development are worked
out. The results are promising as they unveil that common developmental
genomes perform better in more complex and random environments.

Keywords: Common developmental genomes · Evolvability · Cellular
automata · Boolean network · L-systems

1 Introduction

The importance of development in life is crucial since it enables multicellular
organisms to grow in well-defined stages. Besides ‘direct-development’, which
is the simplest form of development, one can also find ‘indirect development’
through which the organism changes radically. These changes impose a new kind
of adult organism over a period of evolutionary generations [1]. In the artificial
analog, one can find a “simplified” artifact comprised of a genotype targeting
a special phenotypic structure or other computational goal (a.k.a., Evo-Devo
systems).

Taking a step further, there is a possibility of creating a genome (i.e., a
genetic representation), which can be common for more than one phenotypes. In
previous work, we studied whether the same mapping (i.e., common developmen-
tal genomes), can favor the evolvability of different computational architectures
under the same (single-cell) environment (i) with limited resources [2], and (ii)
in problems with increasing complexity [3].
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The ability of common developmental genomes to drive evolution lies in the
developmental process and has a positive influence in directing evolution, as
it has been seen so far. In other words, common developmental genomes may
be the essence for what is called developmental drive [4]. Though, it is not yet
clear how common developmental genomes influence evolution and how they
push the developmental process in directions where it would have been impossi-
ble to achieve with ordinary genomes (i.e., genomes evolved separately for each
architecture at hand). Also, it is still unclear whether and in what way the
environment affects the ontogenetic pathways of development. Therefore, fur-
ther research is needed towards three aspects. First, how genetic operators (i.e.,
mutation) affect evolution (i.e., selection) in common developmental genomes,
as they are part of the “orienting mechanism” of both short-term and long-
term evolution. Second, whether development and the developmental dynamics
of common developmental genomes prescribe a certain pathway for evolution.
Third, it is interesting to see if the external environment is at all important to
the final phenotype.

The motivation for this work is to identify potential relations between muta-
tion and selection in the underlying genetic process, discover inherent ontogenetic
directionalities during the stages of evolution, and see whether environmental
conditions affect the outcome in some way.

The rest of the article is laid out as follows. Section 2 describes the challenges
involved in designing such a developmental model. The common genetic repre-
sentation is given in Sect. 3. Detailed explanation of the genetic representation
and developmental model can be found in [5]. The definition and structure of the
environment is given in Sect. 4. Experiments come in Sect. 5 with the conclusion
and future work in Sect. 6.

2 Development for Sparsely-Connected Computational
Structures

The developmental goal is to be able to generate not a specific, but different
classes of structures (i.e., species), using the same developmental model. This
should be achieved through the same developmental approach. Such develop-
mental approach requires sufficient knowledge of the targeted computational
architectures and of their governing properties. That is, for the 2-dimensional
cellular automata (CA) architecture, the properties of dimensionality and neigh-
borhood must be defined, where the connectivity is predetermined (i.e., the
Euclidean space). For boolean networks (BN), the connectivity (i.e., the node
connections of the network), must be determined. The problem just described
can be better expressed as three-challenge problem: (a) the genome challenge,
(b) the developmental processes involved in the model, and (c) the developmental
model challenge.
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2.1 The Genome Challenge

Based on the properties of a 2D-CA, the genome contains information about
the cells at each developmental step, in order to place them on a 2D-CA lat-
tice structure. The wiring of the cell is given by the CA’s neighborhood. At the
same time and based on the properties of a boolean network, the genome con-
tains enough information to feed the developmental model to develop a boolean
network, at each developmental step.

2.2 The Developmental Processes Challenge

The resulting structure is able to grow, alter the functionality of a cell/node, and
shrink. These processes are introduced in the developmental mapping through
growth, differentiation, and apoptosis (i.e., the death of the cell/node). Having
these properties in mind, our genome incorporates the notion of chromosomes
- inspired by biology. Each chromosome contains respective information about
the structural and/or functional requirements. More specifically, a chromosome
will contain the information required for the cell/node creation (i.e., for the CAs
and BNs), where another chromosome will contain the information required for
wiring the nodes (i.e., for BNs). The notion of chromosomes allows us to exploit
the genome in a modular way in the sense that if an additional computational
architecture needs to be described through the same genome, more chromosomes
can be added to it. To better illustrate how these processes will influence the
developing structure, Fig. 1 shows the three developmental processes as applied
to a developing cellular automata.

2.3 The Developmental Model Challenge

The developmental model is able to develop these structures, taking into account
the special properties employed by each architecture. Figures 2 and 3, illustrate
this requirement. The developmental model receives the same genome as input,
regardless of the target architecture. Then, it is possible – depending on some
properties of the genome – to discriminate whether it will develop a CA or a BN.

Figure 2, visualizes this by showing step-by-step the development of a cellular
automata from the developmental model. At DS 0, the first cell of the cellular
automata is created. At DS 1, the cellular automata grows in size and a new
cell is added. At DS 2, the architecture grows again by adding one more cell to

Fig. 1. The developmental model should be able to incorporate the processes of growth,
differentiation and apoptosis. Here, each of the processes are illustrated as the model
develops step-by-step a 2D cellular automata.
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Fig. 2. The developmental model should be able to develop a cellular automata. Here,
the development of the automata is shown from developmental step (DS) 0 until the
final developmental step (DS) n.

Fig. 3. The developmental model should be able to develop a boolean network. Here,
the development stage of a BN is shown from developmental step (DS) 0, until the last
developmental step (DS) n.

the cellular automata. At DS n, development has stop and the cellular automata
has its final structure (adult organism).

Similarly, Fig. 3 presents step-by-step the development of a boolean network
with the same developmental model. At DS 0, the first node with its self-
connections is created. At DS 1, the boolean network grows in size and a new
node is added to the network. This will cause new connections to be created for
all the nodes existing in the network. At DS 2, the network adds another node
and new connections are created for the existing nodes. This algorithm continues
until the boolean network has created all the nodes and the connections for the
existing nodes at DS n).

3 The Common Genetic Representation

In biology, a specie is often used as the basic unit for biological classification and
for taxonomic ranking [6]. As such, an organism with unifying properties and
same characteristics can be of the same specie. Figure 4, shows how the genome
looks like. The genome is split into two parts (chromosomes). The first chro-
mosome is responsible for creating the cells/nodes. The second chromosome is
responsible for creating the connectivity (i.e., for the BNs). Each chromosome is
built out of rules. Each rule has sufficient information for cell/node creation and
connectivity. Also, the rules are of certain length. Those destined for cell/node
creation are different from the ones for connectivity. Consequently, chromosomes
contain different rules.
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Fig. 4. This is how the genome looks like with the genome split into two (chromo-
somes). The first chromosome is responsible for generating the cells/nodes whereas the
second chromosome is responsible for generating the connectivity of the network

3.1 An L-system for the Genetic Representation

A rewriting approach was chosen due to the ease of defining a specific rule set,
that can target to rewrite specific features of a structure, e.g., connections or
node functions that enable a way of splitting genetic information into separate
information carrying units (i.e., chromosomes).

A prominent model is L-systems. They are rewriting grammars, able to
describe developmental systems, simulate biological processes [7], and describe
computational machines [8]. Since there are different types of rules in the two
chromosomes, there is a need for two separate L-systems. The first L-system
processes the rules of the first chromosome, while the second L-system deals
with the connectivity rules of the second chromosome.

3.2 The L-system for the First Chromosome

The L-system used here is context-sensitive. As such, development is using the
strict predecessor/ancestor to determine the applicable production rule. The
rules are able to incorporate all the cell processes. Table 1(a), shows the type of
symbols used by the L-system of the first chromosome. Some cells perform spe-
cial cell processes and influence the intermediate and final phenotypes. Symbol
a is the axiom. Apart from the symbols a, b, and c, which perform growth of
the phenotype, symbol d performs apoptosis, leading to the deletion of the cur-
rent rule (i.e., cell/node), of the intermediate phenotype. Additionally, symbols
X and Y, are responsible for differentiation, leading to the replacement of the
predecessor cell/node (i.e., if X∈Y the outcome will be Y, whereas, if Y∈X the
outcome will be X). The length of each rule is 4 symbols (i.e., 4x8bits=32bits).
For node/cell generation the L-system runs for 100 timesteps and then it stops.
As such, the intermediate phenotypes generated by development are of variable
size.

Figure 5(a), gives an example of a L-system for the first chromosome. A sim-
ple example with step-by-step development of a 2D-CA architecture is illustrated
in Fig. 6. Development starts with the axiom (a) representing a cell at develop-
mental step (DS) 0. Since the axiom is found in the L-system rules, development
continues and the next rule triggered is the a∈bX. This rule will create two more
cells b and X, resulting in growth of the CA, at DS 1. The next rule triggered is
bX∈Y. Since X∈Y denotes differentiation, the symbol X is replaced by Y, at DS
2. For differentiation to occur, the rules should either be X∈Y, or Y∈X. Next,
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(a) (b)

Fig. 5. (a) Example of L-system rules for the first chromosome, (b) Example of L-
system rules for the second chromosome

Fig. 6. A step-by-step development of a 2D-CA architecture based on the example
L-system for the first chromosome

rule Y∈c triggers causing again growth of the CA, at DS 3. At DS 4, the rule
c∈da is triggered, causing the death of the cell c and the growth of the CA with
the cell a. From DS 5 up to DS 8, the rules are being triggered once more in the
same sequence.

3.3 The L-system for the Second Chromosome

The rules are able to generate the connections necessary for the wiring of the
nodes. They contain symbols which when executed by the L-system, result in
creating a connection forward or backwards from the current node. Each node
in the network has unique numbering; the current node has always the number
zero and any nodes starting from the current node forward have positive num-
bering, where nodes that exist from the current node backwards, have negative
numbering. So, there is a need to differentiate between the current and the next
node, using different symbols and also a need to describe whether a connection
will be created forward or backward from the current node.

The rules involved for connectivity are not as complex as the ones found in
the first chromosome. The length of the rules here is also 4 symbols/rule. Also,
there is a need to assure that the chromosome will have sufficient information
for the developmental processes (i.e., growth, differentiation and apoptosis). The
L-system uses a D0L (i.e., with zero-sided interactions). An example L-system
for the second chromosome is shown in Fig. 5(b), and the symbols used are
explained at Table 1(b). The axiom rule for the second chromosome is x∈y. It
means that development initially searches if the axiom exists. If so, development
continues and looks for rules of type xy∈+value, or xy∈-value. In short, these
two rules imply that if two different (i.e., distinct) nodes are found (x ∀=y), then
it creates a connection forward (if the rule includes a ‘+’), or backwards (if the
rule includes a ‘-’). The field value is encoded in the genotype and denotes the
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Table 1. (a) Symbol table for node generation, (b) Symbol table for connectivity
generation

(a)

Symbol Description

a (AXIOM) Add (growth)
b Add (growth)
c Add (growth)
d Delete (apoptosis)
X Substitute (differentiation)
Y Substitute (differentiation)
→ Production

(b)

Symbol Description

x Node (different from y)
y Node (different from x)
+ Connect forward
– Connect backwards
→ Production

node number for the generated connection. For example, rule xy∈+3 denotes
that a connection will be created from the current node (node 0), to the one
being three nodes forward. Similarly, rule xy∈-3, denotes that a connection
will be created starting from the current node (node 0), to the one that is three
nodes backwards. If value=0, a self-connection is created to the current node.
A step-by-step development of a boolean network based on the chromosomes
of Table 1(a) and (b), can be found in [5] and is not shown here due to page
limitation. The modularity of the genome, gives the possibility to develop itself
to enable or disable parts of it (chromosomes), when this is required and driven
by the goal set. For example, if the target architecture is a 2D-CA, the second
chromosome (i.e., connectivity) is disabled, since connectivity is predetermined.
Similarly for BN development, both chromosomes are enabled (i.e., nodes and
connectivity).

3.4 The Genetic Algorithm for the Common Genetic Representation

A genetic algorithm is used to generate and evolve the rules found in the genome
(i.e., in the chromosomes). Since there are two separate L-systems involved in
development, the evolutionary process comprise of two phases: node and con-
nectivity generation phases. Mutation and single-point crossover were used as
genetic operators. Mutation may happen anywhere inside the 4-symbol rule,
ensuring that the production symbol (∈) is not distorted by mutation. In short,
we want to make sure that after mutation, the production symbol is still in
the rule (i.e., the rule is valid). Single-point crossover between two parents is
executed at the location of the production symbol, ensuring that a valid rule is
created as offspring. The evolutionary cycle ends after a predetermined number
of generations.

4 Definition of the Environment

Here, we define the ‘environment’ in a consistent way. In the literature, the environ-
ment has been used in various levels, depending on the system. In [9] for example,
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(a) (b) (c)

Fig. 7. The three different environmental setups. (a) Single-cell environment/genome
evaluation, (b) Random environment/genome evaluation, (c) Multiple-random envi-
ronments/genome evaluation.

the environment is used within the cell itself (i.e., the cell’s metabolism [9,10]). In
most models, environment refers to inter-cell communication, where cells can com-
municate their protein levels [11] or chemical levels and cell types [10]. The neigh-
borhood of the underlying architecture (i.e,. cellular automata) can also become
the environment, as in [10] with a 2D von Neumann neighborhood. Herein, we con-
sider only an external environment, where the emerging organism needs to survive
in it. Also, the behavior of the organism - interpretation of the state plot, may be
distinctly different for the same organism when developed in two different envi-
ronments [9]. As such, we introduce different external environments and give the
possibility to the developing organism to adapt its behavior.

Figure 7 shows the various external environmental setups applied to the devel-
oping organisms. In the first subfigure, the individuals are evaluated based on
environment A. In the second subfigure, the individuals are still being evaluated
in a single environment, but the environment can be different (i.e., environment
A, environment B, etc.). In the third subfigure, each individual is being assessed
on a set of different environments. The environment in Fig. 7(a), is a single-cell
environment where everywhere except in the first node/cell has a value of zero.
The first cell/node holds initially the value of one. The environments in Fig. 7(b)
and (c) are random. Feeding evolution with different information (i.e., environ-
ments), is expected to affect the genome, intermediate phenotypes and the final
phenotype, not only in terms of cell types (i.e., for CA, BN), but also in terms
of connectivity (i.e., for the BN).

5 Experiments

The motivation in Sect. 1, dictates a need to identify whether common devel-
opmental genomes have an inherent advantage over the separately developed
genomes. We take different approaches to be able to draw solid conclusions.
First, the influence mutations may have to the final phenotype and in driving
evolution in different environmental conditions (Subsect. 5.1). Second, we try
to discover inherent ontogenetic trends of common developmental genomes, by
focusing on the developmental mechanisms and how these are deployed under
different environments. This is studied in Subsects. 5.2 and 5.3.
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5.1 Influence of Mutation Over Evolution

In this experiment, we study whether mutations help to determine the direc-
tion of phenotypic evolution. That is, try to identify specific patterns by simply
counting the positive, neutral or negative influence a mutation has over the phe-
notype for each generation. The new phenotype after a mutation is compared
to the phenotype from the previous generation. If the fitness of the new phe-
notype is bigger, then the mutation is considered positive. Neutral mutation is
when both phenotypes have the same fitness where negative mutation will have
a destructive influence to the phenotype.

5.2 Influence of Developmental Processes Over Evolution

Here, the mechanisms involved in development, i.e., the developmental processes
during evolution, are investigated. More specifically, the appearance rate of
growth, apoptosis and differentiation per individual are measured for each gen-
eration. In this way, we hope to get a better understanding of how development
works for the separate and common genomes respectively.

5.3 Influence of Conditional Developmental Processes Over
Evolution

Taking one step further, we capture conditional appearance for each process,
given a certain process has appeared earlier during development. For example,
we measure the number of growths after an apoptosis has occurred (growth|
apoptosis) or after a differentiation has occurred (growth|differentiation).
Given we have three different developmental processes and each process can
be in one of the three different conditional cases, we conclude to a total of 9
conditional cases for evaluation (Table 2).

5.4 Experimental Setup

The experiments were performed both for separate genomes and the common
genome cases. Each experiment is based on the different settings shown in Fig. 7.
For each setup, 20 runs were performed resulting in 20 different organisms. The
developmental process was apportioned of 1000 state steps. The fitness func-
tion gives credit for cycle attractors between 2 and 800; the best score 100 is
assigned to individuals with a cycle attractor of 400. The fitness scores have a

Table 2. Conditional appearance of the developmental processes

Cond. case 1 Cond. case 2 Cond. case 3

growth|growth growth|apoptosis growth|differentiation
apoptosis|growth apoptosis|apoptosis apoptosis|differentiation
differentiation|growth differentiation|apoptosis differentiation|differentiation
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Table 3. Cell types with their functionality

Cell type Function name

a NAND
b OR
c AND
d IDENTITY CELL
X XOR
Y NOT

bell-curve “distribution” with the worst score 4 being assigned at limit values. A
total number of 70 rules for node generation (i.e., total size 70x32=2248bits).
For the second chromosome, we use the same number of rules (i.e., a size of
70x32=2248bits). In this setup, each rule can be used more than once during
development. For the common developmental genomes case, fitness is the aver-
age of CA and BN fitnesses. In the multiple-random environment case, fitness
is the average over 10 evaluations (i.e., different external environments). The
evaluation of CA and BN phenotypes was based on the cell types of Table 3.

The 2D-CA is non-uniform of size 6x6. The BN network has a maximum size
of N = 36 nodes. The reason for this choice is that we want the architecture to
have the same state space. The number of outgoing connections per node is K =
5. For inputs more than 5, a self-connection to the originating node is created
instead. Generational mixing protocol was used as the GA’s global selection
mechanism and Rank selection for parental selection. For CA development, the
mutation rate was set to 0.005 and crossover rate at 0.001. The population size
is 20. The GA was set to 10000 generation/Run.

5.5 Results

The result figures were generated after sampling the data every 100 values.
To present the influence mutation has over evolution, an average number for
each mutation type (i.e., positive, neutral and deleterious), is drawn across all
runs along with the standard deviation per generation. Common developmen-
tal genomes show higher ratio of positive mutation during evolution for the
single-cell environment (Fig. 8(a), (b) and (c)). Neutrality levels seems to be less
throughout evolution. Deleterious mutations follow positive mutations across all
species. In the random environment case, common genome holds a constant level
of neutrality which is slightly higher than the separate genomes for CA and BN
(Fig. 8(d), (e) and (f)).

Higher neutrality ratio gives genomes the ability to choose amongst larger
span of potential trajectories in the fitness landscape, and greater ability to cope
with uncertain and random environments. The same applies for the multiple-
random environment, where common genome has a higher constant ratio on
positive and neutral levels as compared to the other architectures (Fig. 8(g), (h)
and (i)). Also, common genomes appear to have lower standard deviation, for
the random and multiple-random environment cases.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 8. Mutational analysis. Single-cell environment: (a) CA, (b) BN, (c) Common
developmental genome. Random environment; (d) CA, (e) BN, (f) Common develop-
mental genome. Multiple-random environment: (g) CA, (h) BN, (i) Common develop-
mental genome.

To present the influence of developmental processes over evolution, an aver-
age for each developmental process (i.e., growth, apoptosis and differentiation),
is drawn along with the standard deviation per generation. Common develop-
mental genomes hold higher growth and differentiation ratios for the single-cell,
random and multiple-random environments (Fig. 9(c), (f) and (i)). Growth and
differentiation are crucial components of a genome towards evolvability [2]. Here,
it is obvious that as the environment becomes more difficult (i.e., from the single-
cell to the multiple-random), common genomes acquire higher ratios of growth
and differentiation, if compared to the other architectures. Apoptosis levels are
close to zero in all cases. Higher standard deviation is shown for the multiple-
random environment case.

Each conditional developmental process is averaged across all 10 runs and
the standard deviation is shown per generation. The conditional developmental
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 9. Developmental processes for the single-cell environment: (a) CA, (b) BN, (c)
Common developmental genome. Random environment; (d) CA, (e) BN, (f) Common
developmental genome. Multiple-random environment: (g) CA, (h) BN, (i) Common
developmental genome.

processes ratios for the single-cell environment seem homogeneous in all architec-
tures (not shown). What is worth noting is that the ratio of the apoptosis|growth
conditional process for the common genome looks like a convolution of the other
two architectures (Fig. 10(a), (b), and (c)), with values being spread out over a
larger range (i.e., high standard deviation). It is not yet clear why and what effect
this has for common genomes development. The conditional growth and differ-
entiation processes show similar behavior across all architectures (not shown).

The same result is obtained also for the random environment. The over-
all pattern is similar across all architectures (not shown). The ratio of the
apoptosis|growth conditional process for the common genome looks (again) like
a convolution of the other two architectures (Fig. 11(a), (b) and (c)).

The last set of experiments on the multiple-random environment, contributes
clearly to the overall findings. For the common genome case, there is higher
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(a) (b) (c)

Fig. 10. Conditional apoptosis process for the single-cell environment. CA (a), BN (b),
Common developmental genomes (c).

(a) (b) (c)

Fig. 11. Conditional apoptosis process on a random environment. CA (a), BN (b),
Common developmental genomes (c).

(a) (b) (c)

(d) (e) (f)

Fig. 12. Conditional developmental processes on multiple-random environment. CA:
Conditional growth (a), apoptosis (b). BN: Conditional growth (c), apoptosis (d). Com-
mon developmental genomes: Conditional growth (e), apoptosis (f).
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exploitation of growth|differentiation and growth|apoptosis conditional
processes (Fig. 12(e)). Also, a higher exploitation ratio of apoptosis|growth and
apoptosis|differentiation conditional processes (Fig. 12(f)), and higher stan-
dard deviation is observed. No apoptosis|differentiation conditional processes
were observed for any of the architectures (not shown). Higher ratios of these
conditional processes dictates the complexity of the multiple-random environ-
ment and the effect it applies on the common genomes as they need to respond
and better adapt to the environment.

6 Conclusion

In this study, we investigated potential relations or patterns that exist between
mutation and evolution for the common developmental genomes and how these
are limited by the different environmental conditions. Also, we studied the devel-
opmental processes and the inherent dynamics involved and how environmental
conditions affect the outcome. In this line, we also made a comprehensive work to
identify directionalities during ontogeny by looking at conditional developmen-
tal processes and identifying which processes are triggered mostly under certain
conditions.

Concluding, common genomes showed higher positive and neutral mutation
ratios in more complex environments giving an inherent ability to cope with
such environments. Also, they acquired higher ratios of growth and differentia-
tion processes as compared to the other architectures. Lastly, high exploitation
ratios of growth|differentiation and growth|apoptosis conditional processes,
offered to common genomes the ability to perform in random environments.
They have also shown a larger plurality of conditional processes during devel-
opment. More work is needed towards conditional developmental processes and
how these affect evolution and the final phenotype.

As future work, we shall change the way of looking into the architectures, i.e.,
instead of looking at them as different species, we can consider them as organs
of a common developing biological entity. In this case, architectures need to be
merged (as is the case in biological organs). The overall goal of this study is to
target more adaptive scalable systems able of complex computation. The explo-
ration of these architectures (i.e., hybrid architectures) with common genomes,
the current developmental model and the ability to shape the phenotype of the
system as modules, to change the dynamic properties of the entire system (i.e.,
phenotypic shaping), seem promising as future research.
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Abstract. In this paper, we propose adding enzymes to the propaga-
tion environment of a diffusive molecular communication system as a
strategy for mitigating intersymbol interference. The enzymes form reac-
tion intermediates with information molecules and then degrade them so
that they have a smaller chance of interfering with future transmissions.
We present the reaction-diffusion dynamics of this proposed system and
derive a lower bound expression for the expected number of molecules
observed at the receiver. We justify a particle-based simulation frame-
work, and present simulation results that show both the accuracy of
our expression and the potential for enzymes to improve communication
performance.
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1 Introduction

Molecular communication is the use of molecules emitted by a transmitter into
its surrounding environment to carry information to an intended receiver. This
strategy has recently emerged as a popular choice for the design of new com-
munication networks where devices with nanoscale components need to commu-
nicate with each other, i.e., nanonetworks. Molecular communication is suitable
because its inherent biocompatibility can facilitate implementation inside of a
living organism; many mechanisms in cells, organisms, and subcellular structures
already rely on the transmission of molecules for communication, as described in
[1, Chap. 16]. It is envisioned, as in [2,3], that by using bio-hybrid components
(such as synthesized proteins or genetically-modified cells), we can take advan-
tage of these mechanisms for a range of applications that can include health
monitoring, targeted drug delivery, and nanotechnology in general.

The design of molecular communication systems should reflect both the lim-
ited capabilities of small individual transceivers and the physical environment
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in which they operate. The state-of-the-art has only begun to take advantage of
the unique characteristics of molecular communication systems and their oper-
ational environments. The simplest and arguably most popular molecular com-
munication scheme proposed has been communication via diffusion. Diffusion is
a naturally-occurring process where free molecules tend to disperse through a
medium over time. Diffusion requires no added energy and can be very fast over
short distances; bacterial cells, many of which are on the order of one micron in
diameter, can rely on diffusion for all of their internal transport requirements;
see [4, Chap. 4]. By adopting diffusion, network designers do not need to worry
about the development of the infrastructure required for active methods such as
the molecular motors described in [5].

The major drawbacks of using diffusion are the need for a large number of
information molecules to send a single message, long propagation times over
larger distances, and the intersymbol interference (ISI) due to molecules taking
a long time to diffuse away. Fortunately, biological systems commonly store large
numbers of molecules for release at specific instances, such as the storage of Cal-
cium ions in cellular vesicles until they are needed for signalling or secretion, as
described in [1, Chap. 16]. Thus, delay and ISI become the performance bottle-
necks. Strategies in the literature for mitigating ISI have been limited to making
the transmitter wait sufficiently long for the presence of previously-emitted mole-
cules to become negligible, as in [6–8]. The primary drawback of this strategy is
a reduced transmission rate.

We propose adding reactive molecules to the propagation environment to
significantly decrease the ISI in a molecular communication link when a single
type of information molecule is used. The reactive molecules transform the infor-
mation molecules so that they are no longer recognized by the receiver. If using
chemical reactants, then they must be provided in stoichiometric excess relative
to the information molecules, otherwise their capacity to transform those mole-
cules may be limited over time. However, a catalyst lowers the activation energy
for a specific biochemical reaction but does not appear in the stoichiometric
expression of the complete reaction so (unlike a reactant) is not consumed.

An enzyme is a biomolecule that acts as a catalyst, often by providing an
active site (a groove or pocket) that encourages a particular molecular confor-
mation; see [1, Chap. 3]. Compared to catalysts in general, enzymes can have the
advantage of very high selectivity for their substrates. Thus, we are specifically
interested in enzymes as reactive molecules because a single enzyme can be recy-
cled to react many times. Enzymes play a key role in many essential biochemical
reactions. For example, acetylcholinesterase is an enzyme present in the neuro-
muscular junction that hydrolyzes diffusing acetylcholine to prevent continued
activation in the post-synaptic membrane because the receptor in the membrane
does not recognize acetate or choline, as described in [4, Chap. 12]. Acetylcholine
is called the substrate for acetylcholinesterase. The physical environment of the
neuromuscular junction is referred to as a reaction-diffusion system because reac-
tion and diffusion can take place simultaneously. From a purely communications
perspective, the enzyme in this example is reducing the ISI of the substrate.
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There are many potential benefits for using enzymes to aid in developing new
molecular communication systems. The reduction in ISI would enable transmit-
ters to release molecules more often, simultaneously increasing the data rate
and decreasing the probability of erroneous transmission. There would also be
less interference from neighbouring communication links, so independent sender-
receiver pairs could be placed closer together than in an environment dominated
by diffusion alone. These gains can be achieved with no additional complexity
at the sender or receiver, which is a very useful benefit for the case of individual
nanomachines with limited computational capabilities. The enzymatic reaction
mechanism could also be coupled to a mechanism that regenerates information
molecules once they are degraded so that they are returned to the sender for
future use (as is the case for acetylcholinesterase). Of course, it is necessary to
select an enzyme-substrate pair that would not otherwise damage the environ-
ment where the nanomachines are in operation.

Most existing work in molecular communications, including [9,10], have con-
sidered enzymes only at the receiver as part of the reception mechanism. In these
cases, the ability for the enzymes to mitigate ISI is limited. Two works that have
considered information molecules reacting in the propagation environment are
[11,12]. In [11], the spontaneous destruction and duplication of information mole-
cules are treated as noise sources, whereas in [12], information molecules undergo
exponential decay in an attempt to mitigate ISI. Papers that have considered
reaction-diffusion systems with enzymes in the propagation environment from a
biological perspective, such as [13,14] for acetylcholinesterase, have focussed on
providing an accurate simulation model for specific biological processes with a
particular physical layout and not the manipulation of parameters for the design
of new communication systems.

In this paper, we present a model for the analysis of diffusion-based communi-
cation systems with enzymes that are present throughout the entire propagation
environment. We start with the fundamental dynamics of both diffusion and
enzyme kinetics to derive a bound on the expected number of molecules within
the volume of an isolated observer placed some distance from the transmitter.
In this context, we assume that the reader has a communications background
and is not familiar with reaction-diffusion dynamics. We justify a particle-based
simulation framework to assess the accuracy of our analytical results, and show
that adding enzymes drastically reduces the “tail” created by relying on diffusion
alone.

The rest of this paper is organized as follows. In Sect. 2, we introduce our
model for transmission between a single transmitter and receiver. This model is
based on both reaction and diffusion. In Sect. 3, we derive the number of infor-
mation molecules expected at the receiver. We present the simulation framework
in Sect. 4 before giving numerical and simulation results in Sect. 5. In Sect. 6, we
present conclusions and discuss the on-going and future direction of our analysis.

Unless otherwise noted, we use meters (m) for distance, seconds (s) for time,
and molecules per m3 for concentrations (concentrations are typically given in
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Fig. 1. The Michaelis-Menten reaction mechanism. Substrate molecule A can react
with enzyme molecule E if they collide with sufficient energy and in the correct orien-
tation. The reaction produces an intermediate EA that can either return to its original
constituents or degrade particle A into AP . The enzyme is not degraded by this process
so it can react with multiple A molecules. An A molecule, once degraded, cannot be
returned to its original state via this mechanism.

moles per litre, but molecules per m3 makes our analysis easier to follow by
limiting the number of conversions).

2 System Model

We consider an unbounded 3-dimensional aqueous environment. There is a sender
fixed at the origin, treated analytically as a point source but as a sphere in sim-
ulation. The receiver is a fixed spherical volume of radius robs and size Vobs,
centered at the point defined by r0 = {x0, y0, z0}. The receiver acts as a passive
observer by not disturbing the diffusion of any molecules in the environment.
This is not a strong assumption, since many small molecules are able to diffuse
freely through cells and other objects if the molecules are non-polar or if there
are protein channels specific to the molecules in the cell’s plasma membrane;
see [1, Chap. 12]. The immobility of both the sender and receiver is generally
impractical at the nanoscale unless they are anchored to larger objects, but here
we assume immobility for ease of analysis.

Before describing our communication process, we must overview the envi-
ronment’s chemical dynamics. There are three mobile species (types of mole-
cules) in the system that we are interested in: A molecules, E molecules, and
EA molecules. The number of molecules of species S is given by NS where
S ∈ {A,E,EA}. A molecules are the information molecules that are released
by the sender. These molecules have a natural degradation rate that is negligi-
ble over the time scale of interest, but they are able to act as substrates with
enzyme E molecules. We assume that A and E molecules react according to the
following Michaelis-Menten reaction mechanism (which is generally accepted as
the fundamental mechanism for enzymatic reactions; see [4,15], and Fig. 1):

E + A
k1−∀ EA, (1)

EA
k−1−−∀ E + A, (2)

EA
k2−∀ E + AP , (3)
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where EA is the intermediate formed by the binding of an A molecule to an
enzyme molecule, AP is the degraded A molecule, and k1, k−1, and k2 are the
reaction rates for the reactions as shown with units molecule−1m3 s−1, s−1, and
s−1, respectively. We see that A molecules are irreversibly degraded by reac-
tion (3) while the enzymes are released intact so that they can participate in
future reactions. We are not interested in the AP molecules once they are formed
because they cannot participate in future reactions.

We assume that every molecule of each species S diffuses independently of
all other molecules, unless they are bound together. We assume that all free
molecules are spherical in shape so that we can state that each molecule diffuses
with diffusion constant DS , found using the Einstein relation as [4, Eq. 4.16]

DS =
kBT

6πηRS
, (4)

where kB is the Boltzmann constant (kB = 1.38 × 10−23 J/K), T is the temper-
ature in kelvin, η is the viscosity of the medium in which the particle is diffusing
(η ≤ 10−3 kg m−1s−1 for water at room temperature), and RS is the molecule
radius. Thus, the units for DS are m2/s. The diffusion of a single molecule along
one dimension has variance 2DSt, where t is the diffusing time [4, Eq. 4.6].

We note that reaction rate constants are experimentally measured for spe-
cific reactions under specific environmental conditions (i.e., temperature, pH,
etc.) using large populations of each reactant. By “large”, we mean sufficiently
large for the rate of change of species concentrations to be deterministic. Diffu-
sion also becomes deterministic with sufficiently large populations. We are not
interested in such large populations due to the size of our system. However, the
rate constants also describe the stochastic affinity of reactions in single-molecule
detail, as proven in [16]. It is impossible to precisely predict where a specific
molecule will diffuse and if or when it will react with other molecules, but the
diffusion and reaction rate constants will be used to generate random variables
when executing stochastic simulations of system behavior.

We can now describe the communication process. The sender emits impulses
of NA A molecules, which is a common emission scheme in the molecular com-
munication literature; see, for example, [6]. We deploy binary modulation with
constant bit interval TB , where NA molecules are released at the start of the
interval for binary 1 and no molecules are released for binary 0 (there have been
works studying the use of different TBs depending on the values of the current
and previous bit, as in [8], since, for example, consecutive 0s can be transmitted
with less risk of intersymbol interference). NE E molecules are randomly (uni-
formly) distributed throughout a finite cubic volume Venz that includes both
the sender (TX) and receiver (RX), as shown in Fig. 2. Venz is impermeable to
E molecules (so that we can simulate using a finite number of E molecules)
but not A molecules (in simulation, we make EA molecules decompose to their
constituents if they hit the boundary). Therefore, the total concentration of the
free and bound enzyme is constant. Venz is sufficiently large to assume that it
is infinite in size, such that there would be negligible change in observations at
the receiver if Venz were also impermeable to A molecules.
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Fig. 2. The bounded space Venz in 2-dimensions showing the initial uniform distribu-
tion of enzyme E. Venz inhibits the passage of E so that the total concentration of free
and bound E remains constant. A molecules can diffuse beyond Venz.

The receiver counts the number of free (unbound) A molecules that are within
the receiver volume, without disturbing those molecules. For a practical bio-
hybrid system, the A molecules would need to bind to receptors on either the
receiver surface or within the receiver’s volume, but we assume perfect passive
counting in order to focus on the propagation environment. We also assume that
the degraded AP molecules were modified in such a way that they cannot be
detected by the receiver, so AP molecules can be ignored.

3 Observations at the Receiver

Generally, the spatial-temporal behavior of the three mobile species can be
described using a system of reaction-diffusion partial differential equations. Even
though these equations are deterministic, we noted in Sect. 2 that they will enable
stochastic simulation. In this section, we use the deterministic partial differen-
tial equations to derive the expected number of information molecules at the
receiver.

3.1 Diffusion Only

For comparison, we first consider the dynamics when there is no enzyme present,
i.e., NE = 0. So, we only consider the diffusion of A molecules in the unbounded
environment. By Fick’s Second Law we have [4, Chap. 4]

∂CS(r, t)
∂t

= DS⊆2CS(r, t), (5)

where CS(r, t) is the point concentration of species S at time t and location r.
Closed-form analytical solutions for partial differential equations are not always
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possible and depend on the boundary conditions that are imposed. Here, we
have no E molecules, so there are also no EA molecules, and we immediately
have CE(r, t) = CEA(r, t) = 0 ≥ r, t. Assuming that the A molecules are released
from the origin at t = 0, we then have [4, Eq. 4.28]

CA(r, t) =
NA

(4πDAt)3/2
exp

(−|r|2
4DAt

)

. (6)

Equation (6) is the form that is typically used in molecular communications
to describe the local concentration at the receiver; the receiver is assumed to
be a point observer, as in [7,17], or the concentration throughout the receiver
volume is assumed to be uniform and equal to that expected in the center, as
in [6]. Equation (6) is the baseline against which we will evaluate our proposed
system design.

It has been noted that Fick’s second law violates the theory of special relativ-
ity, since there is no bound on how far a single particle can travel within a given
time. A finite propagation speed can be added as a correction, as in [18], but we
assume that Fick’s second law is sufficiently accurate without this correction.

3.2 Reaction-Diffusion

We now include active enzymes in our analysis. If we write CS(r, t) = CS ,
S ∈ {A,E,EA}, for compactness, then the general reaction-diffusion equation
is [19, Eq. 8.12.1]

∂CS

∂t
= DS⊆2CS + f (CS , r, t) , (7)

where f (·) is the reaction term. Using the principles of chemical kinetics (see
[15, Chap. 9]), we write the complete partial differential equations for the species
in our system as

∂CA

∂t
= DA⊆2CA − k1CACE + k−1CEA, (8)

∂CE

∂t
= DE⊆2CE − k1CACE + k−1CEA + k2CEA, (9)

∂CEA

∂t
= DA⊆2CEA + k1CACE − k−1CEA − k2CEA. (10)

This system of equations is highly coupled due to the reaction terms and has
no closed-form analytical solution under our boundary conditions. We seek such
a solution, so we must make some simplifying assumptions. We first note that the
total concentration of enzyme, both free and bound to A, over the entire system
is always constant CETot

= NE/Venz. A common next step for the Michaelis-
Menten mechanism in (1)–(3) is to assume that the amount of EA is constant,
i.e., ∂CEA

∂t = 0, in order to derive an expression for CEA; see [15, Chap. 10] and
its use when considering enzymes at the receiver in [10]. We will use a slightly
different assumption to directly derive a lower bound expression. We assume that
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both CE and CEA are not time-varying, i.e., CE and CEA are both constants.
It is then straightforward to show that, in our system, (8) has solution

CA ≤ NA

(4πDAt)3/2
exp

(

−k1CEt − |r|2
4DAt

)

+ k−1CEAt, (11)

and we ignore (9) and (10). Next, we assume that the amount of EA at any
time is small, such that k−1CEA ∀ 0. If CEA is small, then we can approximate
CE with its upper bound CETot

. All concentrations and rate constants must be
non-negative, so we can write the bound

CA ∪ NA

(4πDAt)3/2
exp

(

−k1CETot
t − |r|2

4DAt

)

, (12)

which is intuitively a lower bound because the actual degradation due to enzymes
can be no more than if all enzymes were always unbound. In other words, (12)
describes the point concentration of A molecules as k2 ∀ ∞ and k−1 ∀ 0.
A convenient property of this lower bound is that, while it loses accuracy as
EA is initially created (CE < CETot

), it eventually improves with time as all A
molecules are degraded and none remain to bind with the enzyme (CA, CEA ∀ 0,
CE ∀ CETot

, as t ∀ ∞). We also note that, had we started with the ∂CEA

∂t = 0
assumption, then we would have arrived at a similar expression to (12), where
k1 is replaced with k1k2/ (k−1 + k2).

Equation (12) can be directly compared with (6). The presence of enzyme
results in an additional decaying exponential term. This decaying exponential is
what will eliminate the “tail” that is observed under diffusion alone. It can be
shown that adding enzymes will always lead to a faster degradation of CA from
its maximum value for a given r than when not adding enzymes. Furthermore,
the maximum value is achieved sooner when enzymes are present, but this value
is smaller. These statements are apparent from the results in Sect. 5, and future
work will prove these statements analytically.

We have already established that the receiver is able to count the number
of free A molecules that are within the receiver volume. Equations (12) and (6)
give us the expected point concentrations with and without active enzymes,
respectively. We can readily convert these concentrations to the expected num-
ber of observed A molecules, NAobs(t) = CA(r0, t)Vobs, if we assume that the
concentration throughout the receiver is uniform, as in [6].

4 Simulation Framework

In the previous section, we derived (12) as a lower bound on the local con-
centration when enzymes are present throughout the propagation environment.
We now require an appropriate simulation framework to evaluate the accuracy
of (12). This framework will be used to perform stochastic simulations of the
system of equations described by (8–10).
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4.1 Choice of Framework

Commonly used stochastic reaction-diffusion simulation platforms can be placed
into one of two categories. The first are subvolume-based methods, where the
reaction environment is divided into one (if diffusion is ignored) or many well-
stirred subvolumes. By well-stirred, it is meant that molecules in a specific
subvolume are uniformly distributed throughout that subvolume, and that the
velocities of those molecules follow the Boltzmann distribution; see [16]. In other
words, every subvolume should have more nonreactive molecular collisions than
reactive collisions. Stochastic subvolume-based methods are based on the sto-
chastic simulation algorithm, which generates random numbers to determine the
time and type of the next reaction in the system; see [20]. We note that these
methods, though subvolume-based, still consider discrete species populations.
However, the precise locations of individual molecules are not maintained, and
diffusion is modeled as transitions of molecules between adjacent subvolumes;
see [21].

The second category of simulation platforms use particle-based methods,
where the precise locations of all individual molecules are known. Every free
molecule diffuses independently along each dimension. These methods require
a constant global time step Δt and there is a separation in the simulation of
reaction and diffusion; see [22]. First, all free molecules are independently dif-
fused along each dimension by generating normal random variables with variance
2DSΔt. Next, potential reactions are evaluated to see whether they would have
occurred during Δt. For bimolecular reactions, a binding radius rB is defined
as how close the centers of two reactant molecules need to be at the end of Δt
in order to assume that the two molecules collided and bound during Δt. For
unimolecular reactions, a random number is generated using the rate constant
to declare whether the reaction occurred during Δt.

Particle-based methods tend to be less computationally efficient, but they
do not have to meet the well-stirred requirement. Our system has an impulse of
molecules being released into an environment with highly reactive enzymes (we
will discuss specific rate constants in Sect. 5, but for now we note that we are
generally interested in large k1). A general criterion for subvolume size is that
the typical diffusion time for each species should be much less than the typical
reaction time; see [23]. We cannot guarantee the satisfaction of this criterion for
subvolume sizes that make physical sense (i.e., significantly larger than the size
of individual molecules), so we adopt a particle-based method.

4.2 Simulating Reactions

Our bimolecular reaction (1) (the binding of E and A to form EA) is reversible,
so we must be careful in our choice of binding radius rB , time step Δt, and what
we assume when EA reverts back to E and A molecules. A relevant metric is
the root mean square step length, rrms, between E and A molecules, given as
[22, Eq. 23]

rrms =
√

2 (DA + DE) Δt. (13)
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If reaction (2) occurs, then the root mean square separation of the product
molecules A and E along each dimension is rrms. Unless rrms ∃ rB , then these
two reactants will likely undergo reaction (1) in the next time step. Generally,
we need to define an unbinding radius specifying the initial separation of the A
and E molecules when reaction (2) occurs. However, in the long time step limit,
we can define rB as [22, Eq. 27]

rB =
(

3k1Δt

4π

) 1
3

, (14)

and this is valid only when rrms ∃ rB . Thus, if rrms is much greater than rB

found by (14), which we can impose by our selection of k1 and Δt, then we
do not need to implement an unbinding radius. Also, the evaluation of rB is
much more involved when we are not in the long time step limit and requires
generating a lookup table; see [22] for further details. We will select parameters
so that rrms ∃ rB is satisfied, even if rrms becomes comparable with the size of
the receiver, so we simply use (14).

We have a few additional comments on simulating reaction (1). It does not
require the generation of any random values, besides those that are used to
diffuse the individual molecules. However, we must check the position of every
unbound A molecule with that of every unbound E molecule to see whether
they are closer than rB . For computational efficiency, we create subvolumes so
that we only need to check the positions of enzymes in the current and adjacent
subvolumes of the current free A molecule. If we find a pair close enough, then
we move both of them to the midpoint of the line between their centers and
re-label them as a single EA molecule.

Our two unimolecular reactions have the same reactant, EA, so we must con-
sider both of them when calculating the probability of either reaction occuring.
For (2), we have [22, Eq. 14]

Pr{Reaction (2)} =
k−1

k−1 + k2
[1 − exp (−Δt (k−1 + k2))] , (15)

where Pr{·} denotes probability and (3) has an analogous expression by switch-
ing k−1 and k2. A single random number uniformly distributed between 0 and
1 can then be used to determine whether a given EA molecule reacts. If it does,
then we place the products at the same coordinates.

4.3 Simulating the Sender and Receiver

When the sender releases an impulse of NA A molecules, we enforce an initial
separation of 2RA between adjacent A molecules, placing them in a spherical
shape centered at the origin. At the receiver, we make observations at integer
multiples of time step Δt. When an observation is made, all free A molecules
whose centres are within Vobs are counted.
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4.4 Selecting Component Parameters

We now discuss practical parameter values for the underlying reaction-diffusion
system. Specific enzymatic reactions, such as the breakdown of acetylcholine by
acetylcholinesterase, are represented by specific molecules and are characterized
by specific reaction rate constants. Most enzymes are proteins and are usually on
the order of less than 10 nm in diameter; see [1, Chap. 4]. From (4), smaller mole-
cules diffuse faster, so we are most likely to select small molecules as information
molecules. Many common small organic molecules, such as glucose, amino acids,
and nucleotides, are about 1 nm in diameter. In the limit, single covalent bonds
between two atoms are about 0.15 nm long; see [1, Chap. 2].

Higher rate constants correlate to faster reactions. Bimolecular rate constants
can be no greater than the collision frequency between the two reactants, i.e.,
every collision results in a reaction. The largest possible value of k1 is on the
order of 1.66×10−19 molecule−1m3s−1; see [15, Chap. 10] where the limiting rate
is listed as on the order of 108 L/mol/s. k2 usually varies between 1 and 105 s−1,
with values as high as 107 s−1. In theory, we are not entirely limited to pre-
existing enzyme-substrate pairs; protein and ribozyme engineering techniques
can be used to modify and optimize the enzyme reaction rate, specificity, or
thermal stability, or modify enzyme function in the presence of solvents.

5 Results and Discussion

We are now prepared to present results comparing the observed number of
A molecules at a receiver with and without the presence of enzymes in the
propagation environment. We assume that the environment has a viscosity of
10−3 kg m−1s−1 and temperature of 25 ∈C. The sender emits NA = 104 A mole-
cules, each having radius RA = 0.5 nm, in a single impulse. Venz is defined as a
cube with side length 1μm and centered at the origin, so its size is on the order
of a bacterial cell. NE = 2 × 105 E molecules having radius RE = 2.5 nm are
uniformly distributed throughout Venz. For simplicity, we assume that REA =
RA + RE = 3 nm. In consideration of the limiting values of reaction rate con-
stants, we choose k1 = 10−19 molecule−1m3s−1, k−1 = 104 s−1, and k2 = 106 s−1.
We also set Δt = 0.5µs, resulting in rrms = 22.9 nm and rB = 2.28 nm, so that
rrms ∃ rB is satisfied.

We compare the number of molecules observed at a receiver due to a single
emission from the sender. In Fig. 3, we consider two receivers with radii robs =
{25, 45} nm and their centers placed at a distance of |r0| = {150, 300} nm from
the sender, respectively. The expected number of molecules is calculated using
either (12) or (6) for enzymes present and absent, respectively. The observed
number of A molecules via simulation is averaged over at least 15000 independent
emissions by the sender at t = 0.

Let us first consider the receiver placed 150 nm from the sender. The maxi-
mum number of molecules is received about 8µs after emission. The maximum
value is less than 15 % higher in the absence of active enzymes; over 14 molecules
are expected and observed on average via simulation without enzymes, compared
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Fig. 3. Number of particles counted by receivers with radii robs = {25, 45} nm that
are placed |r0| = {150, 300} nm from the sender, respectively. The source releases 104

molecules at t = 0. Simulation and analytical results are shown both with and without
active enzymes.

to 12 molecules expected and 12.5 molecules observed with active enzymes. The
decay from the maximum value is slower in the absence of active enzymes; 60µs
after emission, 3 molecules are expected and observed without enzymes while
1 molecule is expected and observed with enzymes, a threefold difference. We
see that, as previously noted, the expected number of observed A molecules
when active enzymes are present is a lower bound on the average number of A
molecules observed in simulation, and this is a relatively tight bound.

The simulation and analytical results for the receiver placed 300 nm from the
sender follow the same general trends as those for the closer receiver, but with
a few noteworthy differences. Obviously, the time elapsed before receiving the
maximum number of molecules is greater and the maximum value is less than for
the closer receiver, even though the receiver is larger (the receiver being larger
accounts for how it is possible for this receiver to observe more molecules than
the closer receiver after 23µs). However, the change in the number of molecules
received is much greater in the presence of active enzymes; the peak number
of molecules is observed relatively sooner (about 25µs instead of about 35µs
after emission), but the maximum number of molecules is less than 60 % of
that expected without enzymes (about 6 molecules instead of 10.5 molecules).
Intuitively, being further from the sender gives more time for the E molecules
to bind to and then degrade the A molecules.
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Fig. 4. Number of particles counted by receivers with radii robs = {25, 45} nm that
are placed |r0| = {150, 300} nm from the sender, respectively. The source releases 104

molecules from a point at t = 0. Simulation and analytical results are shown both with
and without active enzymes, where k2 = ∞ and k−1 = 0. The resultant difference
between this figure and Fig. 3 is that here the curves generated via simulation are
tighter to the curves generated by the analytical expressions.

Both receivers in Fig. 3 show that adding enzymes decreases the “tail” of
diffusion while still providing a peak to be detected at the receiver. It is clear that
the sender could emit impulses more often with less risk of ISI. For example, if the
criterion for designing the bit interval TB was the time at which the expected
number of particles is some fraction of the maximum expected number, then
this time should be shorter in the presence of active enzymes. Alternatively,
sender-receiver pairs could be placed closer together with less risk of co-channel
interference. We leave formal proofs of these statements for future work, but
they are intuitive given the results in Fig. 3.

Finally, we consider in Fig. 4 the limiting case that we used to derive the
bound (12), i.e., set k2 = ∞, k−1 = 0, and co-locate all A molecules at the origin
when emitting. In this case, an E molecule binding to an A molecule immediately
degrades the A molecule while releasing the E molecule, so all enzymes are always
available to react. We otherwise maintain the same parameters that we used
for Fig. 3. We see that the average number of particles observed via simulation
with active enzymes agrees very well with that expected from (12), and that
the average number of particles observed via simulation without active enzymes
matches the value expected from (6), even though we are still assuming uniform
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CA throughout the receiver volume. This confirms that the looseness of the
lower bound (12) in Fig. 3 comes from both the finite emission volume and the
creation of EA molecules. The slight looseness of the lower bound in Fig. 4 for
the receiver 300 nm away and when enzymes are present is likely due to having a
finite Venz; some A molecules are able to diffuse beyond Venz, where they cannot
be degraded, and then enter the receiver volume after returning to Venz. This
effect is negligible at the receiver 150 nm away.

6 Conclusions and Future Work

In this paper, we introduced the concept of using enzymes in the propagation
environment to improve the performance of a diffusive molecular communication
system. Enzymes that break down information molecules are able to reduce the
time that a sender must wait before being able to send additional information
molecules. There is potential to increase the data rate and to decrease the prob-
ability of error. This gain in performance comes with no additional complexity
required at either the sender or receiver.

The emphasis in this paper was the description of the underlying reaction-
diffusion model and the selection of an appropriate simulation framework, thereby
providing a foundation for performance analysis. On-going work includes the
derivation of the bit error rate for this binary-coded communication network
when multiple emissions are made by the sender given a bit interval TB and the
reception scheme at the receiver. Furthermore, we are currently evaluating the
analytical accuracy of the assumption that the concentration observed at the
receiver is uniform. We must also consider the ability to choose reaction rate
constants based on specific enzymes, as well as the enzyme concentration. In
addition, dimensional analysis is useful to arbitrarily scale our system, compare
different parameter sets, and derive the looseness of our receiver bound in terms
of a dimensionless parameter. We also note that we could forego the use of
enzymes altogether and use A molecules with a faster natural degradation rate,
as in [12], but without using the number of counted molecules as the amount
of information received. This case would allow simpler and accurate analysis
though we would have to be concerned with maintaining a stockpile of these
molecules at the sender without them degrading before emission. Other relevant
problems of interest include interference from nearby sender/receiver pairs and
the potential mobility of the sender and receiver.
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Abstract. Taking advantage of techniques from the field of Computational
Intelligence, the goal of our research is to construct systems that can compu-
tationally design polymer optical fiber formulations with specified desirable
consumer characteristics and to develop computational tools which can be used
to rationalize and predict properties of polymeric materials, such as the glass
transition temperature.

Keywords: Computational intelligence � Polymer design � Glass transition
temperature � Artificial neural network � Genetic algorithm

1 Introduction

Quantitative Structure Property Relationships (QSPRs) are (generally linear) rela-
tionships that are used to correlate the structure of compounds with their physical or
molecular properties. These types of relationships show considerable potential in a
wide range of scientific areas, including thermodynamics, computational drug design,
and material science. Within the last of these areas, material science, the formulation
of a new polymer with desired properties usually involves a laborious and expensive
trial-and-error procedure, but this may largely be avoided using computer search
techniques. Artificial Intelligence (AI) based methods [1], which we consider in this
paper, are increasingly used, and their use can avoid a subtle disadvantage of tradi-
tional approaches; this is that in the latter the choice of candidate molecules is within
the control of the researcher, which can prejudice the nature of the modifications
which candidate molecules suffer. Should the optimum polymer formulation exist in
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an unexpected region of search space, that ideal solution will never be located if the
researcher believes investigation of that region will be fruitless. AI methods operate
without this sort of bias.

In this research, we are using two promising techniques from the field of Artificial
Intelligence: Artificial Neural Networks (ANNs) and Genetic Algorithms (GAs) [2].
The role of an artificial neural network in the first application we describe is to solve
the ‘‘forward problem’’, which is the prediction of the properties of a polymer, given
its molecular structure. A modified Genetic Algorithm has been prepared to solve the
‘‘backward problem’’, that is, designing the structure of a novel polymer whose
properties match as closely as possible those in a list of desirable properties. Various
factors in addition to the molecular structure may affect the properties of a finished
polymeric product, so we approach the problem first as one of monomer design, and
then expand it to include polymerization process conditions, fiber spinning, yarns and
fabrics. We report here some results from the ANN approach and also from a further
study in which a combined ANN-GA algorithm is used to investigate polymer
properties.

2 Polymer Design

Polymers offer considerable potential as the base material for cost effective optical
components, such as optical fibers and lenses. If polymer-based products are to be
commercially attractive as optical transmission components, it is essential that the
polymers be easy to manipulate and sufficiently robust that they can tolerate rough
handling during installation; they must also of course possess the required optical
properties and reliability. In this paper we focus on one of the parameters which can
influence the properties of polymer optical fibers, the glass transition temperature, Tg,.
Ballato et al. [3] suggested that performance can be optimized by engineering a
polymer that exhibits a lower refractive index and Tg.

Numerous attempts have been made to correlate Tg with polymer structure,
including the construction of a variety of group contribution and empirical or semi-
empirical models. Van Krevelen [4] for example used a group contribution approach
to calculate values not only for the glass transition temperature, but also for other
physical and mechanical properties. Following on from Van Krevelen’s work, further
empirical correlations have been developed. Zuniga and Trevino [5] devised a simpler
group contribution scheme to predict Tg. They calculated 66 contribution values of
relatively small groups in an approach that was more flexible than that used by Van
Krevelen.

In a new group contribution method, Marrero and Gani [6] divided chemical
groups into three levels. The first included the simple functional groups required to
describe a wide variety of compounds, while the second and third levels included
polyfunctional and structural groups carrying information which was not contained in
the first order groups. The main shortcoming of such group contribution methods is
that they are applicable only when the group contribution values for the polymers are
known in advance. A secondary disadvantage is that their predictions of Tg tend to be
related only weakly to the position of functional groups, as opposed to the identity of
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the groups. Consequently, the properties of isomeric polymers which contain the same
functional groups but with different geometry are usually predicted to be very similar.

In this paper, we describe how an artificial neural network approach has been
employed to attack the glass transition temperature prediction problem. In order to
obtain an effective network, descriptors that physical and chemical considerations
suggest can be expected to be of relevance were selected by combining the AI
methods mentioned above. Contribution information was collected without requiring
explicit values for each contribution, thus avoiding the limitation which restricts the
applicability of group contribution methods. Descriptors that relate to chemical
bonding and to intermolecular bonding were included.

3 Glass Transition Temperature Database

A database of 71 polymers, represented by their repeating units, was compiled.
Experimental data for polymer glass transition temperatures were taken from Van
Krevelen [4], Zuniga and Trevino [5], Katritzky et al. [7], and suppliers’ datasheets.
Polymers have a high molecular weight because they contain many monomeric units,
so the influence of the pair of end – cap groups is expected to be slight; these groups
were therefore neglected in the calculations. Twenty one polymers were selected at
random from the database for prediction testing and the remaining 50 polymers were
used for network training.

The structure of each polymer was described by its constituent groups in both the
main and the side chain. A linear correlation of Tg and constituent groups was
developed by multiple linear regression analysis, expressed by:

Tg ¼
P

YiNiP
MiNi

þ constant

In this equation, Yi is the contribution of group i to the glass transition temperature,
Ni is the number of group i in the repeating unit and Mi is the molecular weight of
group i. The value of Tg calculated from this equation was used as one of the
descriptors in the development of a model with 10 descriptors.

As reported in [8], Cao and Lin found that it was the size of the terminal group
(Rter) in the side chain rather than the total size of that chain that correlates with the
glass transition temperature of polymers, when other factors are excluded. Therefore,
two descriptors of the volume of the terminal group in the side chain, MV(Rter), and
the free length of the side chain (LF) were introduced to study how the geometry of the
side chain affected Tg. Individual and intermolecular bond energies were also
considered.

The Free Energy change on melting is related to the mobility of the polymer chain
and the intermolecular forces that exist between the chains. The main chain bond was
recorded as the type of bond, such as C – C, C – O or C – N, in the backbone of the
polymer. Hydrogen bonding is the strongest type of intermolecular bond and, when
present, may substantially increase Tg. In the database the number of hydrogen bonds,
the hydrogen bond energy and the density of hydrogen bonds were recorded. Nylon is
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a notable example of the influence of hydrogen bond density on Tg. In naming
Nylons, the number after the name is the number of carbon atoms between two
nitrogen atoms, which can participate in the formation of hydrogen bonds. As this
number increases, the hydrogen bond density decreases, and Tg also decreases, from
around 398 K for nylon 6 to roughly 310 K for nylon 12. In our database, aromatic
rings in repeating units were recorded as hydrogen bond acceptors, and treated as a
participant in a hydrogen bond. The density of hydrogen bonds in the database could
then be expressed as:

Density ¼ minðno: of hydrogen bonding donor, no: of hydrogen bonding acceptor)
no: of atoms in main chain

4 Model Development

A model was formed using a back propagation artificial neural network. 28 descriptors
were classified into three groups: polymer structure descriptors, main chain bond
descriptors and hydrogen bond descriptors. The goal was to find models that required
a small number of descriptors, yet generated high R2 values, in this way identifying
the descriptors that are most strongly linked to Tg. This goal was found to be best met
by replacing the constituent group descriptors by the pre-calculated Tg, reducing the
number of descriptors to 10. This reduction in the total number of descriptors not only
leads to a marginal improvement in processing speed, but can also lead to a more
robust network.

As an alternative to the empirical approach described here, Principal Component
Analysis (PCA) can also be used as an identification tool (Fig. 1) to pick out key
descriptors. In this approach the set of descriptors is transformed mathematically from
a space in which some descriptors may be correlated, or even redundant, into a new
space in which a smaller number of orthogonal, and therefore uncorrelated, vectors
exist. If several descriptors are found grouped together after the transformation, they
can be replaced by a single new descriptor which accounts for all the variability in the
descriptors that have been replaced. The use of PCA to reduce the size of a descriptor

Fig. 1. Preliminary reduction of a descriptor set using Principal Component Analysis.
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set is widespread, especially when the set that forms the starting point for an analysis
is large (perhaps as many as several hundred). In the current study the number of
starting descriptors is much smaller, so the PCA approach is not essential.

5 Results – Group Contributions Model

A set of randomly selected test polymers was studied. From the database of 71
polymers, 21 polymers (30 %) were selected at random to test the predictability of the
neural network trained by the remaining 50 polymers. Two separate models were
developed in the case study, one with 28 descriptors and a second with 10 descriptors.
R2 values for predictions were as follows: for 28 descriptors R2 = 0.89, and for 10
descriptors R2 = 0.85.

6 Glass Transition Temperatures for Terpolymers

In related studies, we have also investigated the use of ANNs to predict Tg for a series
of terpolymers synthesized from varying ratios of the monomers n-octadecyl acrylate,
ethyl acrylate and acrylonitrile. Tg for materials formed by co-polymerisation of these
monomers varies significantly with composition, and shows a non-linear correlation
with mole fraction, covering a range of 232.9–343.9 K for the polymers in our ter-
polymer database. Input to the ANN comprised composition of the polymer by mole
fraction, while output was the calculated glass transition temperature.

7 Results – Glass Transition Temperatures for Terpolymers

A neural network working with this database initially showed little sign of learning.
As Fig. 2 indicates, a negligible reduction in training error was evident over 500
epochs; in addition, during this period the network output showed almost no correlation
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Fig. 2. Variation of network error with epoch.
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with the desired output. Investigation showed that during this phase of training a
scaling of the inputs by the neural network’s connection weights was taking place.
Once this scaling was largely complete, at around 600 epochs, learning commenced,
leading to the creation of a neural network capable of effectively predicting Tg values
from terpolymer composition.

Table 1. Experimental and predicted glass transition temperatures.

Experimental Tg Predicted Tg

343.9 319.1
307.9 311.6
301.9 297.2
299.9 316.6
295.9 310.3
309.9 292.2
269.9 270.9
312.9 310.9
285.9 296.2
265.9 272.4
300.9 303.3
276.9 281.8
257.9 260.6
253.9 254.3
289.9 290.4
269.9 268.9
237.9 253.5
256.5 250.1
251.9 244.8
270.2 271.2
285.9 283.6
285.5 282.8
264.9 263.5
244.9 253.4
237.9 248.9
234.9 237.6
279.9 277.6
259.9 260.6
274.9 251.0
232.9 242.6
244.9 272.2
279.9 271.1
269.9 269.8
239.9 236.2
266.9 267.5
277.9 273.2
280.9 271.3
267.4 271.1
277.9 271.1
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A typical set of results is shown in Table 1, in which it is evident that the
agreement between experimental and predicted glass transition temperatures is gen-
erally good.

Table 2. Polymer composition predicted from glass transition temperature.

n–octadecyl acrylate
fraction

Ethyl acrylate
fraction

Acrylonitrile
fraction

Error

0.726 0.050 0.223 1.007
0.304 0.664 0.031 1.292
0.326 0.061 0.611 0.175
0.603 0.013 0.383 0.606
0.514 0.160 0.325 0.563
0.404 0.220 0.375 0.387
0.288 0.205 0.505 0.188
0.159 0.364 0.476 0.122
0.652 0.014 0.333 0.603
0.452 0.274 0.272 0.384
0.098 0.624 0.276 0.240
0.179 0.458 0.361 0.154
0.079 0.479 0.441 0.086
0.059 0.284 0.655 0.009
0.363 0.376 0.259 0.213
0.451 0.213 0.335 0.245
0.367 0.351 0.281 0.118
0.378 0.193 0.428 0.084
0.147 0.373 0.479 0.010
0.483 0.287 0.229 0.122
0.033 0.489 0.476 0.031
0.112 0.577 0.310 0.033
0.177 0.113 0.708 0.213
0.288 0.210 0.501 0.088
0.295 0.383 0.321 0.045
0.455 0.464 0.079 0.232
0.183 0.327 0.489 0.118
0.064 0.446 0.489 0.013
0.045 0.512 0.442 0.005
0.051 0.135 0.812 0.259
0.494 0.135 0.369 0.158
0.222 0.295 0.482 0.012
0.372 0.132 0.494 0.489
0.709 0.208 0.081 0.574
0.215 0.753 0.031 0.129
0.246 0.554 0.199 0.023
0.501 0.093 0.405 0.290
0.071 0.250 0.677 0.207
0.716 0.115 0.167 0.351
0.137 0.421 0.440 0.045
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The reverse process, in other words, using Tg as the sole input to an ANN and
requiring prediction of the composition of the polymer, is considerably harder. This is
because the inverse relationship between composition and Tg is not unique: a polymer
of specified composition can have only one transition temperature, but by contrast one
particular transition temperature may be associated with several polymers of different
composition. To investigate the extent to which it might be possible to use Tg values
to determine polymer composition, we have used a combined ANN-GA model, with
the transition temperature as the sole input, and the terpolymer composition as output.
The role of the GA here is to optimize the neural network’s architecture (the number
of hidden layers and the number of nodes within those layers) and the adjustable
parameters that govern network learning, including the learning rate and the type
of activation function [2]. The error in the prediction of fractional composition is
given by:

E ¼
X

k

ðpredictionk � targetkÞ2

Some typical results appear in Table 2.
As the table shows the glass transition temperature is adequately predicted for a

significant proportion of the samples. As we argued above, it would be unrealistic to
expect that the composition of every sample could be predicted correctly from its Tg,
no matter what type of model is used. Nevertheless, we believe that calculations of
this type may be helpful in identifying those materials that have a glass transition
temperature that is strongly influenced by composition (and which, therefore a neural
network might reasonably be expected to learn) and other materials which have a Tg
which is much less dependent on composition (and for which therefore there is little to
guide the network towards the correct composition). In the former case composition
prediction should be accurate and the error low, while in the latter case the error will
be high.

8 Conclusions

Hydrogen bonding is an important factor in determining Tg of polymers. Thus,
introducing hydrophilic groups, such as –OH, into a polymer structure should improve
both moisture regain and the glass transition temperature. The optical performance of
polymer fibers can be adjusted by engineering a polymer exhibiting a lower refractive
index and Tg. As recommended by Ballato [3], it would be beneficial to develop
perfluorinated polymers to obtain lower refractive index, since any C-H bonds will
lead to increased adsorption. Refractive index can be predicted using the same
approach as described in this paper, once refractive index data is included in the ANN
training set. The approach used in this study could be used to obtain polymers with
both low refractive index and Tg.

It is possible also to use ANNs to establish a direct link between composition and
Tg without using group contribution methods. Prediction of Tg from terpolymer
composition can be accomplished satisfactorily, while the reverse process, deter-
mining composition from a single measurement of Tg, is more difficult. Nevertheless,
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an analysis of the errors in such a calculation may help identify the regions in which
Tg is most sensitive to changes in composition and the use of a GA to optimize the
ANN for this calculation can reasonably be expected to improve the likelihood of
valid predictions.
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Abstract. This paper discusses DNA watermarking for authentication, privacy
protection, and the prevention of illegal copying and mutation of DNA
sequences. We propose a DNA watermarking scheme that provides mutation
robustness and amino acid preservation. The proposed scheme selects a number
of codons as the embedding target at the regular singularity in coding regions.
The scheme then embeds the watermark in the watermarked codons such that
the original codons are still transcribed as the same amino acids. From in silico
experiments using HEXA and ANG sequences, we verified that the proposed
scheme is more robust to silent and missense mutations than the conventional
scheme, while it also preserves the amino acids of the watermarked codons.

Keywords: DNA watermarking � Coding DNA (cDNA) � Codon coding
table � Amino acid preservation � Mutation attack

1 Introduction

The genetic code encoded by DNA contains profound personal information. It may be
considered as a personal diary, and its disclosure may be considered as a grave
invasion of privacy and violation of human rights. Legal measures have been estab-
lished to ensure the safety and security of procedures for collecting human genetic
information [1–3]. There are ethical laws or guidelines for HGI (human genome
information) usage, but security techniques for preventing illegal copying and piracy
of HGI are urgently required. DNA is considered as a new biometric storage medium
for storing huge amounts of data, because 1 g of DNA can store 108 TB of data. Thus,
DNA storage demands that DNA security techniques are addressed.

G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 208–219, 2014.
DOI: 10.1007/978-3-319-06944-9_15, � Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering 2014



Recent research in the area of cryptography [4, 5] includes information hiding by
steganography and watermarking [7–16] using DNA/RNA sequences, where a char-
acter stream of A, G, T(or U), C, encrypts or hides the information of a GMO
(genetically-modified organism). These studies were validated by in vivo or in vitro
experiments, i.e., with whole living organisms or with isolated components of
organisms [4, 5, 7–9, 11, 12], and by in silico experiments, i.e., via computer simu-
lation [10, 13]. The genome contains all of an organism’s hereditary information, and
it includes coding sequences, which are translated to proteins, and noncoding
sequences, which are not translated to proteins. The former is known as coding DNA
or cDNA, whereas the latter is known as noncoding DNA or ncDNA. DNA stega-
nography or watermarking methods can be designed differently depending on whether
the information is embedded in cDNA [10–13] or ncDNA [7–9].

In this paper, we present a cDNA watermarking method that provides robustness
to mutation and amino acid preservation. We analyze the method’s performance using
in silico-based experiments. Our method allocates all codons to integer values using a
codon coding table before re-allocating them to floating numerical values with a
circular angle using circular coding. Our method then selects a set of three consecutive
codons based on the singularity detection of circular angles and it embeds the
watermark into the angle differences of three codons, while preserving codon
equivalence. The codon coding table and circular coding were newly designed for
cDNA watermarking, unlike conventional genetic codes. The circular coding of
numerical sequences makes the numerical transformation easier and it allows symbol
errors in arbitrary positions to be estimated, before allocating codons that are trans-
lated to the same amino acid using neighboring numerical values. The performance
results of our in silico experiments verified that this method ensured amino acid
preservation and it was more robust to substitution, insertion, and deletion mutations
compared with the conventional method.

2 Related Works

Watermarking can be classified as private and public, depending on the detection
method. The first detects a watermark using the original sequence and the watermark,
whereas the second detects the watermark without the original sequence and the
watermark. Private watermarking has many problems in terms of security, so DNA
watermarking must be public. In this paper, we present a public DNA watermarking
method with amino acid preservation and robustness to mutations, and we analyze the
capacity and security of our method. Research into DNA cryptography or steganog-
raphy began in the late 1990s and DNA watermarking has been researched since the
late 2000s.

Clelland et al. [4] presented the first DNA steganography method using DNA
microdots and they implemented it in vitro. This method hides a secret message in
DNA microdots based on a simple permutation cipher. However, this method requires
the start and end primers to recover the message. Leier et al. [5] mixed binary-encoded
plaintext with DNA dummy strands in DNA steganography. This method also
required knowledge of the primer sequences. Anam et al. [6] reviewed DNA
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cryptography methods using PCR (Polymerase Chain Reaction) and DNA steganog-
raphy methods using DNA or DNA chip technology. They found that the difficulties
of DNA cryptography and steganography were due to the lack of a theoretical basis
and practical methodologies that could be readily implemented in the field of infor-
mation security. Further, most existing steganography methods are based on ncDNA
sequences, and they cannot be applied to cDNA sequences using the genetic code.

There are several methods for embedding watermarks into ncDNA sequences.
Yachie et al. [7] redundantly embedded duplicated data encoded by nucleotide
sequences into multiple loci of the Bacillus subtilis genome. Heider et al. [8] applied
the DNA-Crypt algorithm [9] to ncDNA sequences using in vivo experiments with the
small cytoplasmic RNA I in yeast and the lac promoter region of Escherichia coli.
However, their results showed that the watermark can deactivate promoter regions and
it further affected the secondary structure of regulatory RNA molecules, although the
watermarked RNA and one of the watermarked promoters had no significant differ-
ences in the wild type RNA and promoter regions. Therefore, they concluded that
watermark embedding is not suitable for regulatory regions such as promoters or
regulators.

The following are methods for embedding watermarks into cDNA sequences.
Shimanovsky et al. [10] combined codon redundancy with arithmetic encoding and
public key cryptography when embedding watermarks into cDNA sequences. They
allocated four bases to 2-bit binary and converted the binary sequence to a decimal
number from 0 to 1, which was used as the target number in repeated subdivision steps
of arithmetic encoding. However, this method failed to accurately extract the target
number in each step if any codons were mutated. Arita et al. [11] embedded a short
signature into the cDNA sequence of B. subtilis bacteria based on the degenerate
genetic code and a permutation cipher function. However, this method required the
original sequence to recover the embedded message. Heider et al. [12] inserted
encrypted information into cDNA sequences of the yeast S. cerevisiae using the DNA-
Crypt algorithm [9]. This method only produced the protein profile because they did
not consider the redundancy of the genetic code. Shuhong et al. [13] permuted a third
base symbol for codons according to a bit of the watermark bit, which was similar to
LSB (Least significant bit) permutation based on Arita’s genetic code. This method
can only be applied in cases where the cardinality of bases in the amino acid is four.
Balado et al. [14–16] used Shannon’s theory to model the maximum capacity of data
with mutation robustness.

Conventional cDNA watermarking methods have some problems with amino acid
preservation and their robustness to substitution, deletion, and insertion mutations.

3 Proposed DNA Watermarking

Figure 1 shows the proposed embedding process, which consists of the numerical
mapping of codons using a codon coding table, the selection of target codons by
DWT-based singularity detection, bit embedding into target codons, and generation of
the watermarked DNA sequence. The index of target codons is used as a key for
extracting the watermark. The watermark is extracted using a similar process to
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embedding, as shown in Fig. 1. The main notations used in our paper are as follows.
A nucleotide base is b = {G, A, C, T} and a codon of triplet bases is c = b1b2b3.
An amino acid of a codon c is S = f(c) and f jC! S is the translation from codons to
amino acids. |S| is the number of codons that are translated to an amino acid S, which
is known as the cardinality of an amino acid S.

3.1 Numerical Coding

The proposed method uses a codon coding table that is suitable for a watermarking
system and it maps 64 codons to integer values of 6-bits based on this table, before
converting them to circular angles. First, we set b = {G, A, C, T} to {0, 1, 2, 3} and
we map a codon c = b1b2b3 to the integer value n of 6-bits using a polynomial
expression.

n ¼ 42 � b1 þ 41 � b2 þ 40 � b3 ð1Þ

We then transform n to the circular angle g(c); g cð Þ ¼ 2np
64 or 2np

64 � 2p. g(c) is
allocated to an angle such that the difference from the initial codon angle g(c-1) of
two angles is small.

g cð Þ ¼
2np
64 ; if j 2np

64 � gðc�1Þj\j 2np
64 � 2p� gðc�1Þj

2np
64 � 2p; if 2np

64 � g c�1ð Þ
�
�

�
�[ j 2np

64 � 2p� gðc�1Þj

(

ð2Þ

Codon c can be easily recovered from a circular angle g(c) using the inverse
mapping. From Eq. (3), the integer value n can be obtained as follows.

Fig. 1. The proposed process of watermark embedding and extracting.
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n ¼
64
2p gðcÞ; ifg cð Þ[ 0

64
2p ð2pþ g cð ÞÞ; otherwise

(

ð3Þ

Three bases of a codon c = b1b2b3 are b1 ¼ n
42, b2 ¼ n%42

4 , b2 = (n % 42) % 4. We
refer to the sequence of circular angles for a codon sequence as the numerical
sequence. Thus, a codon is coded to n by the sequential mapping of three bases.
Because the integer value n of the codon is simply a code value that is similar to the
decimal point in ASCII code, it has nothing to do with the physical quantity.

3.2 Watermark Embedding

The proposed method embeds a binary watermark wi = {0, 1} into selected triplet
codons Ci = {ck - 1, ck, ck + 1}. The triplet codons can be randomly selected as the
embedding target. However, we detect the singularity codons in the numerical
sequence using DWT hard-thresholding and we use these codons as the embedding
target. In this section, we explain two parts of codon searching and individual bit
embedding for the watermark embedding.

Target Codon Searching. The numerical sequence of codon circular angles appears
to be random noise. The proposed method removes irregular perturbations in the
sequence and then searches for codons on regular singularities to locate the embed-
ding target. Thus, we compute 5-level DWT transform coefficients, W g cð Þð Þ ¼ GðcÞ,
for the numerical sequence g cð Þ and we perform hard-thresholding according to Birgé-
Massart strategy, which produces numerical sequence without irregular perturbations,
W�1 G cð Þð Þ ¼ g0ðcÞ, using the inverse DWT transform. Daubechies wavelet filter was
used for DWT in this study.

We define the local maxima, LM, in the thresholded sequence g’(c) as follows.

LM ckð Þ ¼
g
0 ðckÞ; if ðlk [ th and rk [ thÞg0 ðck�1Þ 6¼ LM

0; otherwise

(

where th ¼ a� m

ð4Þ

Thus, the local maxima is the numerical value g0 cð Þ where all cardinalities of
amino acids for a codon and its left and right codons are not one, such as
|S(ck - 1)| [ 1, |S(ck)| [ 1, |S(ck + 1)| [ 1, while the numerical values of their codons
are not local maxima and the numerical differences with left and right codons are
above th. Thus, the codon ‘TGG’ of amino acid S = ’W’ of |S| = 1 is not selected. A
variable m for the threshold th is the average of the numerical differences with
neighbor codons.

m ¼ 1
N � 2

XN�1

k¼2

lk þ rk

2
;

where lk ¼ g0 ckð Þ � g0 ck�1ð Þj j; rk ¼ g0 ckð Þ � g0 ckþ1ð Þj j
ð5Þ
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a is a pre-adjusted factor. The number of watermark bits is determined by adjusting
factor a and it is the same as the number of local maxima, |LM|.

Triplet codons for the local maxima codon and two neighboring codons are used
as the embedding target; Ci = {ck - 1, ck, ck + 1} where LM(ck-1) = LM(ck+1) = 0
and LM(ck) = g’(ck).

Bit Embedding. All bits of watermark, fwiji 2 ½1; LMj jg, are embedded into the
selected triplet codons, fCi ¼ fck�1; ck; ckþ1gji 2 ½1; LMj jj, one by one, while ensur-
ing amino acid preservation. In a triplet codon, a center codon ck is moved to codons
with maximum or minimum numerical values in the amino acid S(ck) of ck according
to the bit wi. Left and right codons, ck - 1 and ck+1, are moved to codons with
maximum or minimum distances, in clockwise and counterclockwise directions, with
numerical values according to the bit wi.

Circular angles of amino acids of triplet codons Ci = {ck - 1, ck, ck + 1} are
denotes by {g(Sk - 1), g(Sk), g(Sk + 1)}. We compute the average circular angle Rk for

codons in the amino acid Sk based on the center codon ck, Rk ¼ 1
jSk j
PjSk j

j¼1
gðck;1Þ and we

use it as the reference value of the triplet codon. Based on the diagram of the circular
angle, we can define the clockwise distance between Rk and the circular angles of
codons in Sk - 1, |, | |

ð6Þ

and the counterclockwise distance between Rk and the circular angles of codons
in Sk + 1

, . ð7Þ

The codons with maximum and minimum clockwise distances in Sk - 1 will be

, ð8Þ
ð9Þ

and codons with maximum and minimum counterclockwise distances in Sk + 1 will be

, ð10Þ
. ð11Þ

From Eq. (9), the maximum and minimum circular angles in Sk are

ck;max ¼ g ck; Skj j
� �

; ð12Þ

ck;min ¼ g ck;1
� �

: ð13Þ
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Finally, the watermarked triplet codons can be computed by C0i ¼ fc0k�1; c
0
k; c
0
kþ1g.

C
0

i ¼
ck�1;min; ck;min; ckþ1;min

ffi �
; if wi ¼ 0

ck�1;max; ck;max; ckþ1;max

ffi �
; if wi ¼ 1

(

: ð14Þ

Using the above process, all bits of the watermark can be embedded into triplet
codons in order.

3.3 Watermark Extracting

The process that extracts the watermark from received or pirated DNA sequence is
similar to the embedding process, as shown in Fig. 2(b). During the extracting pro-
cess, we generate the numerical sequence of circular angles from cDNA sequences
and we detect codons at the local maxima in the DWT hard-thresholded sequences.
We then align the codon index of local maxima I0 to synchronize with the received
index I and we obtain the embedded triplet codons, C�i ¼ fc�k�1; c

�
k ; c
�
kþ1g. DNA

sequences mutated by deletions or insertions are shifted the most. In this case, the
alignment can synchronize I0 by shifting unmatched codons while matching codons at
the local maxima I0 and I, codon by codon.

When extracting a watermark bit in a triplet codon Ci
*, we compute the amino

acids, f c�k�1

� �
¼ S�k�1; f c�k

� �
¼ S�k ; f c�kþ1

� �
¼ S�kþ1, circular angles, g S�k�1

� �
; g S�k
� �

;

g S�kþ1

� �
, and the average angles, �g S�k�1

� �
, �g S�k
� �

¼ R�k , �g S�kþ1

� �
, for each codon.

Fig. 2. Embedding example; Embed a watermark bit wi = 1 into a triplet codons
Ci = {ATC, CAG, GCC}.
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Further, we compute the clockwise distance on Rk
* with a circular angle g(ck - 1

* ),
and the counterclockwise distance on Rk

* with a circular angle
g(ck + 1

* ), . The three bits of triplet codons can be computed by
comparing R�k and the distances.

, ð15Þ

w�k ¼
0; if g c�k�1

� �
\R�k

1; otherwise

(

; ð16Þ

, ð17Þ

Therefore, a watermark bit w�i can be determined based on the majority rule of three
bits.

w�i ¼ floor
w�k�1 þ w�k þ w�kþ1

3

� �

ð18Þ

All bits of watermark W* can be computed using the above process. Whether a pirated
DNA sequence is copied can be determined based on the similarity or bit error rate
(BER) of the original watermark W and the extracted watermark W*.

4 Experimental Results

Our in silico experiment used Homo sapiens CDSs (coding sequences) from the NCBI
database. We evaluated the proposed method and the DNA-Crypt-based watermarking
method of Heider [9, 12]. We set the pre-adjusted factor a in Eq. (7) to 0.1 and we
selected the embedded triplet codons. In the DNA-Crypt method of Heider, we used an
8/4 Hamming-code for error correction and we embedded the watermark into all codons
that were translated into amino acids {G,A,V,T,R,P,L,S} and which contained over four
codons. Our experiment was performed using the Matlab Bioinformatics toolbox 3.

Our experiment tested intentional silent and missense mutations to evaluate the
robustness. Silent mutation experiments randomly selected c % of all codons in the
CDS and substituted them with any codons for the same amino acid. A silent mutation
in any of the selected codons is mutated with a probability that is the inverse of the
codon cardinality of the amino acid. In our experiment we varied c from 10 % to
100 %. Figure 3(a, b) show the mutation rate for codons and nucleotide bases in the
HEXA and ANG sequences, depending on the selected codon rate c. The mutation
rate of nucleotide base was about one third of the mutation rate of codons, because one
base was changed in most of the silent mutated codons. Based on this figure, we know
that the mutation rate of codons was about 66–77 % when c = 100 % and about 34 %
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when c = 50 %. The experimental results are shown in Fig. 4(a) and (b), i.e., the
BERs of the extracted watermarks. These figures show that the BER of the proposed
method was less than 1.15–2.89 times that of the BER when using the Heider method.
For example, when c = 50 % (codon mutation rate of 34 %), the BER of the proposed
method was about 0.1367–0.1667 whereas the BER of Heider’s method was
0.21–0.25. Based on these results, we can conclude that the proposed method was
more robust than Heider’s method.

The missense mutation experiment randomly selected c % of all codons and
substituted them with any codons that were randomly selected from 64 codons. The
probability that the selected codons were not mutated was about 1/64. One, two, or
three nucleotide bases in the codons could be substituted. The codon mutation rate
was the same as c. Our experiment conducted the missense mutation by varying c
from 10 % to 50 %. The experimental results of missense mutation are shown in
Fig. 5(a) and (b). When c was 10–30 %, the BERs of both methods were less than 0.1.
However, when c was as high as 40–50 %, the BER of our method was 0.1111–0.1583
whereas the BER of Heider’s method was 0.1563–0.2576, which was slightly higher
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Fig. 3. Mutation rate of codon and nucleotide base of silent mutated (a) HEXA(NM_000520)
and (b) ANG(NM_001145).
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Fig. 4. BERs of watermarks extracted from silent mutated (a) HEXA and (b) ANG sequences.
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than our method. These results verified that our method was more robust to missense
mutations than Heider’s method.

The watermark capacity data that is embedded into the CDS should be determined
with consideration for amino acid preservation and robustness. Balado et al. [14–16]
studied the maximum capacity that can be embedded into the non-CDS and CDS of a
DAN sequence. We also investigated the capacity of our method and Heider’s
method, which was based on Balado’s analysis.

Our method embeds a bit of the watermark into a triplet codon. If all codons
except for the start and stop codons are grouped as a set of triplet codons, the max-
imum capacity of watermark bits, Cmax, is Cmax = 1/3 [bit/codon]. Our method uses
the local maxima of DWT hard-thresholded codon sequences as the embedding targets
to improve the security and detect codon singularities. The watermark capacity can be
determined based on the number of local maxima |LM|, which depends on the factor a.
Therefore, the watermark capacity of our method is C

C ¼ 1
3
� jLMj
ð Cj j � 2Þ=3

¼ jLMj
Cj j � 2

bit=codon½ � ð19Þ

where |C| - 2 is the number of codons in the CDS, except for the start and end
codons.

Heider’s method encodes the watermark bits using an 8/4 Hamming-coding before
it embeds the watermark as a unit of 2-bits into codons where the codon length is
greater than four, |S| C 4. Although they used a mutation correction code of 8/4
Hamming-code and a WDH-code with a fuzzy controller, we used an 8/4 Hamming-
code in this paper because it was very compact. Therefore, the watermark capacity of
Heider’s method is C

C ¼ 1
2
� 2jZj

Cj j � 2
¼ jZj

Cj j � 2
bit=codon½ � ð20Þ

when |Z| was the number of codons that were translated to {G,A,V,T,R,P,L,S}, where
the length of codon was greater than four.
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Fig. 5. BERs of watermarks extracted from missense mutated (a) HEXA and (b) ANG
sequences.
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The capacity of our method was less than 0.52–0.56 times that of Heider’s method.
However, the number of embedded codons with our method was 1.68–1.95 times
higher than that of Heider’s method. Thus, although our method had a high number of
embedded codons and the capacity was slightly low, it was more robust than Heider’s
method. In this study, we did not use an error correction code. If we use this code, the
robustness would be improved whereas the capacity would be decreased.

Previous methods are not concerned with the security of watermark, which is
important. Therefore, any pirate could easily detect the watermark because the
security is very weak. However, our method has potential for improving the security
based on the random codon coding table, where the permutation of target triplet
codons can be applied with a random threshold th = r 9 m 9 a for detecting local
maxima, etc. The experimental results show that our method is robust to silent and
missense mutations and it has the potential for improving security. Our method can
also increase the capacity by varying factor a.

5 Conclusions

The main requirements of cDNA watermarking are amino acid preservation and muta-
tion robustness. This paper presented a cDNA watermarking method that satisfies these
two requirements. The main features of the proposed method are a codon coding table,
the numerical mapping of codon sequences using circular angle, singularity detection
based on local maxima, and watermark embedding to ensure amino acid preservation.
The codon coding table and numerical mapping was designed to be suitable for pro-
cessing DNA watermarking. The watermark was robust to silent and missense mutations
by embedding it into the difference of circular angles of adjacent codons. We evaluated
the robustness to silent and missense mutations, the amino acid preservation, and the data
capacity of the proposed method with HEXA and ANG sequences. The experimental
results showed that the proposed method had superior robustness to two types of
mutations and it ensured amino acid preservation. Our method has potential for
improving watermark security and it also gave control over the data capacity, although it
had a low capacity. In the future, we will quantitatively evaluate DNA watermark
security, and we will generate a watermarked organism using our method.
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Abstract. In ant algorithms, each individual ant makes decisions accord-
ing to the greedy force (short term profit) and the trail system based on
the history of the search (information provided by other ants). Usually,
each ant is a constructive process, which starts from scratch and builds
step by step a complete solution of the considered problem. In contrast,
in Ant Local Search (ALS), each ant is a local search, which starts from
an initial solution and tries to improve it iteratively. In this paper are
presented and discussed successful adaptations of ALS to different com-
binatorial optimization problems: graph coloring, a refueling problem in
a railway network, and a job scheduling problem.

Keywords: Ant algorithms · Local search · Combinatorial optimization

1 Introduction

As exposed in [15], most ant algorithms are population based methods where at
each generation, a set of ants provide solutions, and at the end of each generation,
a central memory (the trail system) is updated. The role of each ant is to build
a solution step by step from scratch. At each step, an ant adds an element to the
current partial solution. Each decision or move m is based on two ingredients:
the greedy force GF (m) (short term profit for the considered ant, also called the
heuristic information) and the trail Tr(m) (information obtained from other
ants). Let M be the set of all possible decisions. The probability pi(m) that ant
i chooses decision m is given by

pi(m) =
GF (m)α · Tr(m)β

∑

m′∈Mi(adm)

GF (m∈)α · Tr(m∈)β
(1)

where α and β are parameters, and Mi(adm) is the set of admissible decisions
that ant i can make. When each ant of the population has built a solution, the
trails are generally updated as follows: Tr(m) = ρ · Tr(m) + ΔTr(m), ∈m ∀ M ,
where ρ ∀ ]0, 1[ is a parameter representing the evaporation of the trails (often
close to 0.9), and ΔTr(m) is a term reinforcing the trails left on decision m by the
ant population of the current generation. That quantity is usually proportional
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 223–236, 2014.
DOI: 10.1007/978-3-319-06944-9 16, c⊆ Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering 2014
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to the number of times the ants selected decision m, and to the quality of the
obtained solutions when decision m was made. More precisely, let N be the
number of ants, then ΔTr(m) =

∑N
i=1 ΔTri(m), where ΔTri(m) is proportional

to the quality of the solution provided by ant i if it has selected decision m.
Overviews of ant algorithms (including ant colony optimization) are [3,5].

Often, in order to get competitive results, it is unavoidable to apply a local
search method to the solutions provided by such constructive ants [6]. In contrast,
as proposed in [15], a more important role can be given to each ant by considering
each of them as a local search, where at each step, as in every ant algorithm, the
considered ant makes a decision (i.e. performs a move) according to the greedy
force and the trail. The resulting method is called Ant Local Search (ALS).

The paper is organized as follows. In Sect. 2 are briefly described the main
elements of a local search and the ALS methodology. Then are presented suc-
cessful adaptations of ALS to three combinatorial optimization problems, namely
the graph coloring problem (Sect. 3), a refueling problem in a railway network
(Sect. 4), and a job scheduling problem with setup, tardiness and abandon issues
(Sect. 5). The paper ends up with a conclusion in Sect. 6.

The contribution of this paper is the following: some advantages of the ALS
approach are accurately highlighted; it is showed that ALS is a flexible method,
as it can be easily adapted to very different combinatorial optimization prob-
lems; a new ALS algorithm is proposed for the job scheduling problem (Sect. 5);
guidelines are given to efficiently design a trail system within an ALS framework.

2 Ant Local Search (ALS)

A local search can be described as follows. Let f be an objective function which
has to be minimized. At each step, a neighbor solution s∈ is generated from the
current solution s by performing a specific modification on s, called a move.
Let N(s) denote the set of neighbor solutions of s. First, a local search needs
an initial solution s0 as input. Then, the algorithm generates a sequence of
solutions s1, s2, . . . in the search space such that sr+1 ∀ N(sr). The process
is stopped for example when an optimal solution is found (if it is known), or
when a fixed number of iterations have been performed. Some famous local
search algorithms are: the descent method (where at each step the best move is
performed, and the process stops when a local optimum is reached), simulated
annealing, variable neighborhood search, and tabu search. In tabu search, when
a move is performed from a current solution sr to a neighbor solution sr+1 ∀
N(sr), it is forbidden (with some exceptions) to perform the inverse of that move
during tab (parameter) iterations: such forbidden moves are called tabu moves.
The solution sr+1 is computed as sr+1 = arg mins∈N ′(sr) f(s), where N ∈(s) is a
subset of N(s) containing solutions which can be obtained from s by performing
a non tabu move. Many variants and extensions of tabu search can be found for
example in [7].

The ALS method is summarized in Algorithm 1, where N is the number of
used ants. A generation consists in performing steps (1) and (2).
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Algorithm 1. ALS

While a time limit is not reached, do

1. for i = 1 to N : apply the local search associated with ant i, and let si be the
resulting solution;

2. update the trails by the use of a subset of {s1, . . . , sN}.

In most ant algorithms, it is very time consuming to make a single decision
according to Eq. (1). For this reason, a quick way to select a move, based on
the greedy forces and the trails, is proposed in [15] and described below (the
advantages of such a selection process are more deeply discussed here). At each
iteration of the local search associated with the considered ant, let A be the set
of moves with the largest greedy force (resp. trail) values. Then, the selected
move is the one in A with the largest trail (resp. greedy force) value (ties are
broken randomly). Of course, this process is only interesting if |A| > 1, otherwise
the trails (resp. greedy forces) will have no impact on the search. Such a way
of selecting each move at each iteration leads to several advantages over most
classical ant algorithms. More precisely, it is not required anymore to:

– compute the trails (resp. greedy forces) of all possible moves, as only |A|
computations are required (note that even if the trails can be stored in a
matrix which is only updated at the end of each generation, the computation
of the trail of a move often needs additional specific computation, as illustrated
in the three next sections);

– normalize the greedy forces and the trails of the possible moves (without
normalization, during the search, the range of the trail values might become
much larger than the range of the greedy force values, which makes the search
difficult to control);

– compute the probability pi(m) associated with each possible move m;
– consider and tune the parameters α and β (as the use of Eq. (1) is avoided).

In other words, in contrast with most other ant algorithms, the greedy forces and
the trails are successively used to make a decision (instead of jointly). Therefore,
a significant amount of computing time is saved, and the tuning phase of the
algorithm is reduced.

3 ALS for Graph Coloring

3.1 Presentation of the Problem

Given a graph G = (V,E) with vertex set V = {1, 2, . . . , n} and edge set E, the
graph coloring problem (GCP) [21] consists in assigning an integer (called color)
in {1, 2, 3, . . . , n} to every vertex such that two adjacent vertices have different
colors, while minimizing the number of used colors. The k-coloring problem (k-
GCP) consists in assigning a color in {1, . . . , k} to every vertex such that two
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adjacent vertices have different colors. Thus, the GCP consists in finding a k-
coloring with the smallest possible k. The GCP is usually tackled by solving
a series of k-GCP’s, starting with a large value of k (which is at most n) and
decreasing k by one unit each time a k-coloring is found. In such a case, a solution
is often represented by a partition of the vertices into k color classes, conflicts are
allowed (i.e. adjacent vertices can have the same color), and the goal consists in
minimizing the number of conflicts (if it reaches zero, a k-coloring is found and
the algorithm stops). Many (meta) heuristics were proposed to solve the GCP
and the k-GCP. For a recent survey, the reader is referred to [12]. As discussed
in [21], there mainly exists three types of ant algorithms for the GCP. First and
as in most of the cases, an ant can be a constructive heuristic [4]. Second, an
ant can be a very simple agent which helps to make a minor decision [8]. Third,
an ant can be a refined local search such as tabu search [15]. Even if the role
of an ant can be defined in various ways, each decision is always based on the
greedy force, which is associated with the self-adaptation of each ant, and the
trail system, which represents the collaboration between the ants.

3.2 Adaptation of ALS

The ALS coloring method proposed in [15] is derived from PartialCol [2], an
efficient tabu search algorithm for the k-GCP, where partial legal k-colorings are
considered, which are defined as conflict-free k-colorings of a subset of vertices
of G. Such colorings are represented by a partition of the vertex set into k + 1
subsets V1, . . . , Vk+1, where V1, . . . , Vk are k disjoint color classes without any
conflict, and Vk+1 is the set of non colored vertices. Vc (with c ≤ k) actually
represents the set of vertices with color c. The objective is to minimize |Vk+1|
(if it reaches zero, a k-coloring is found and the algorithms stops). A neighbor
solution can be obtained from the current solution by moving a vertex v from
Vk+1 to a color class Vc (with c ≤ k, which means that vertex v gets color c), and
by moving to Vk+1 each vertex in Vc that is in conflict with v (such vertices are
thus uncolored). Such a move m is denoted m = (v ⊆ Vc). When it is performed,
it is then tabu to move v back to Vk+1 (i.e. to remove the color c from vertex v)
for a few iterations.

In ALS for the k-GCP, an ant is a tabu search procedure derived from
PartialCol. The greedy force GF (m) of a move m = (v ⊆ Vc) is defined as
the inverse of the number of adjacent vertices to v that are in color class Vc

(if it is zero, GF (m) is set to an arbitrary large number, because there is then
no need to remove the color of other vertices). The trail value Tr(m) associ-
ated with move m is defined as follows. Let x and y be two vertices, and let
si = (V1, . . . , Vk;Vk+1) be a solution provided by a single ant i of the population
at a specific generation. If ant i gives the same color c to x and y in solution si

(i.e. x, y ∀ Vc ≥= Vk+1), such an information should be transmitted to the ants
of the next generations, and this information should be more important if x and
y are in a large color class. During the search, a non colored vertex v ∀ Vk+1

is likely to move to a color class Vc containing vertices with which v is used to
have the same color.
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Formally, let

ΔTri(x, y) =
{ |Vc|2 if x and y have the same colour cin si;

0 if x and y have different colours in si.

At the end of each generation and as in many classical ant algorithm, the trails
are globally updated as follows: Tr(x, y) = 0.9 · Tr(x, y) + ΔTr(x, y), where
ΔTr(x, y) =

∑N
i=1 ΔTri(x, y). Finally, the trail of a single move m = (v ⊆ Vc)

is defined as Tr(v ⊆ Vc) =
∑

x∈Vc
Tr(v, x).

3.3 Results

Considering a set of 14 well-known and difficult benchmark instances (see http://
www.info.univ-angers.fr/pub/porumbel/graphs/), below is a representative
numerical comparison for the following coloring algorithms: CAS [4], a Construc-
tive Ant System where each ant is a constructive procedure (as in most classical
ant algorithms); ADS [8], an Ant Decision System where each ant can help to
color a vertex; ALS [15], the already discussed Ant Local Search; PartialCol [2],
the tabu search from which ALS was derived; Mem [11], a memetic algorithm
which can be considered as the best coloring method, as it provides the best
average results on each of the benchmark instances.

A time limit of one hour and the same computer were used for PartialCol
and the three ant coloring algorithms (i.e. CAS, ADS and ALS). The experi-
mental conditions of Mem were different (e.g., a time limit of five hours [11]).
The reader interested in accurate and detailed comparisons of coloring methods
is referred to [21] for ant algorithms, and to [11] for other state-of-the-art algo-
rithms. The density d ∀ [0, 1] of a graph is the average number of edges between
two vertices. The results are summarized in Table 1. For each graph (first col-
umn) is mentioned its number n of vertices (second column) and its density d
(third column). In the next columns are given the minimum number of colors
used by each method to generate conflict-free colorings. Obviously, ALS performs
much better than the other ant coloring methods. Secondly, it is clear that the
ingredients added to PartialCol to derive ALS are useful. Finally, in contrast
with ALS, CAS and ADS are not competitive with the best coloring methods.
The main reasons are probably the following: in CAS and ADS, too many ingre-
dients are simultaneously handled in order to make the decision of changing the
color of a single vertex, and these ingredients are of different natures and should
not be mixed together. On the contrary, ALS only manipulates, successively, a
few ingredients.

4 ALS for a Refueling Problem in a Railway Network

4.1 Presentation of the Problem

The problem proposed in the 2010 INFORMS optimization competition con-
sists in optimizing the refueling costs of a fleet of locomotives over a railway

http://www.info.univ-angers.fr/pub/porumbel/graphs/
http://www.info.univ-angers.fr/pub/porumbel/graphs/
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Table 1. Comparisons between ant and state-of-the-art coloring algorithms

Graph n d CAS ADS ALS PartialCol Mem

DSJC500.1 500 0.1 17 15 12 12 12

DSJC500.5 500 0.5 68 56 48 50 48

DSJC500.9 500 0.9 167 135 127 127 126

DSJC1000.1 1000 0.1 29 25 20 21 20

DSJC1000.5 1000 0.5 122 104 86 89 83

DSJC1000.9 1000 0.9 313 255 225 226 223

flat300 28 0 300 0.48 43 36 29 28 29

flat1000 50 0 1000 0.49 120 101 50 50 50

flat1000 60 0 1000 0.49 121 102 60 60 60

flat1000 76 0 1000 0.49 120 103 85 88 82

le450 15c 450 0.17 28 18 15 15 15

le450 15d 450 0.17 28 18 15 15 15

le450 25c 450 0.17 33 29 26 27 25

le450 25d 450 0.17 33 29 26 27 25

network [9]. It is assumed that there is only one source of fuel: fueling trucks,
located at yards. A solution of the problem has two important components [16]:
(1) choose the number of trucks contracted at each yard, and (2) determine the
refueling plan of each locomotive (i.e. the quantity of fuel that must be dispensed
into each locomotive at every yard). Such components are respectively called the
truck assignment problem (TAP) and the fuel distribution problem (FDP).

The constraints are the following: the capacity of the tank of each locomotive
is limited, as well as the maximum amount of fuel a truck can provide the same
day; a locomotive cannot be refueled at its destination yard; there is a maximum
number of times (which is two) a train can stop to be refueled (excluding the
origin); it is forbidden to run out of fuel. The encountered costs are the weekly
operating cost of each fueling truck, the fuel price per gallon associated with each
yard, and the fixed cost associated with each refueling. The problem consists in
finding a feasible solution minimizing the total costs. A detailed description is
provided in [9] as well as a literature review (recent papers in that field are
[10,13,19]).

A stop is defined with a triplet (locomotive, yard, day). If a stop is open, it
means that the involved locomotive can get fuel at that yard on that day (for the
considered realistic instance, the same locomotive cannot stop two times at the
same yard during the same day). The stop is closed otherwise (fuel distribution
is not allowed). A solution of the problem can be modeled with a pair (T, S),
where T and S are vectors of respective sizes equal to the number of yards and
the total number of stops (among all locomotives). Component j of T is the
number of contracted trucks at yard j, and component i of S indicates if stop i
is open or closed. As proposed in [16], if a solution of the TAP is provided (i.e. if
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T is known), the corresponding FDP can be quickly and optimally solved with
a flow algorithm. For the flow algorithm, all the stops for which there are trucks
on the associated yards are initially open. Then the provided flow solution will
indicate which stop will be actually used (and the non used stops will be closed).
This also means that a solution of the TAP can be evaluated by the use of the
flow algorithm. Thus, only the TAP is considered below.

4.2 Adaptation of ALS

First, a descent algorithm for the TAP can be easily designed as follows. From a
current solution (T, S), a move consists in adding a contracted truck to a yard
(add move), or in removing a contracted truck from a yard (drop move). When a
move is performed, the associated FDP is optimally solved and evaluated by the
flow algorithm. During the evaluation, all the costs are considered: the refueling
costs for the used gallons of fuel, the fixed refueling costs and the contracting
costs of the trucks. The resulting descent method for the TAP (denoted DTAP)
is proposed in Algorithm 2, with the setting |Y (add)| = |Y (drop)| = 5 (other
settings were tested but did not improve the results).

Algorithm 2. DTAP: Descent for the Truck Assignment Problem

Construct an initial solution (T, S).

While a local optimum is not reached, do:

1. in solution (T, S), randomly choose a set Y (drop) containing yards for which drop
moves are allowed; for any yard y ∈ Y (drop) and from (T, S), remove a truck from
it, and apply the flow algorithm to evaluate such a drop candidate move;

2. in solution (T, S), randomly choose a set Y (add) of yards; for any yard y ∈ Y (add)

and from (T, S), add a truck to it, and apply the flow algorithm to evaluate such
an add candidate move;

3. from (T, S), perform the best move among the | Y (drop) ∪Y (add) | above candidate
moves, and rename the resulting solution as (T, S).

An ALS method for the TAP can be derived from the above descent algorithm
[17], where each ant is a procedure identical to DTAP, but with a learning
process based on a trail system, which is defined as follows. Let x and y be two
yards. The trail Tr(x, y) associated with yards x and y aims to indicate if it
is a good idea to have trucks on both yards x and y in the same solution. At
the end of the current generation, such trails are globally updated as follows:
Tr(x, y) = 0.9 · Tr(x, y) + ΔTr(x, y), where ΔTr(x, y) is the number of trucks
on x and y, computed only for solutions of the current generation having trucks
on both x and y. A move can be denoted by (x ⊆ s), indicating that a truck
is added to or removed from yard x, in the current solution s handled by the
considered ant. Let Tr(x ⊆ s) be its associated trail value. It is straightforward
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to set Tr(x ⊆ s) =
∑

y∈s Tr(x, y) if it is used as follows. If (x ⊆ s) is an add
move, among the possible add moves, it is interesting to select a move with a
large Tr(x ⊆ s) value (because the history of the search seems to indicate that
having trucks on yard x, as well as on the yards which already contain trucks
in the current solution s, is a good idea). On the contrary, if (x ⊆ s) is a drop
move, among the possible drop moves, it is better to select a move with a small
Tr(x ⊆ s) value.

The greedy force GF (x ⊆ s) of a move (x ⊆ s) is simply the resulting
objective function value. The way that an ant selects a move at each iteration
is now described, according to the greedy force and the trail system. Remem-
ber that in DTAP, the performed move is the best among the ones in the set
| Y (drop) ∪ Y (add) |, with |Y (add)| = |Y (drop)| = 5. For the descent algorithm
associated with an ant of ALS, two sets T (add) and T (drop) of size ten are first
randomly chosen (other sizes were tested but without leading to a better perfor-
mance). Then, let Y (add) (resp. Y (drop)) be the subset of T (add) (resp. T (drop))
containing the five moves with the best trail values (which is much quicker to
compute than the objective function values, as the use of the flow algorithm is
avoided). The performed move among Y (add) ∪Y (drop) is the best one according
to the greedy force. Therefore, for DTAP as well as for the descent algorithm
associated with an ant, the performed move has the best objective function value
among a sample of ten evaluated solutions. This will allow to better measure the
impact of the trail system on the search.

4.3 Results

The algorithms were tested on an iMac (3.06 GHz Intel Core 2 Duo processor,
4 Go 1,067 MHz RAM) with a time limit of 120 min. In order to fairly compare
ALS and DTAP, the latter is restarted from scratch each time a local optimum is
found (as long as the time limit is not reached). The considered realistic instance,
proposed in [9], is characterized as follows: 73 yards, 213 trains, 214 locomotives,
and a planning horizon of 14 days.

Table 2. Gain of ALS over DTAP (in $)

Time (min) DTAP Gain(ALS)

0 11,605,703 0

15 11,455,921 16,584

30 11,450,137 16,178

45 11,445,918 12,502

60 11,442,113 9,039

90 11,439,601 6,636

105 11,439,601 7,919

120 11,439,587 7,929
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Fig. 1. Evolution of ALS and DTAP

DTAP and ALS can be compared in Table 2. In the second column is given
the average value (in $, over ten runs) of DTAP for the corresponding execution
time (indicated in the first column). In the third column is indicated the average
gain (in $, over ten runs) of ALS over DTAP. In addition, Fig. 1 compares the
evolution of the best encountered solution value (average over 10 runs, on the
vertical axis) during 120 min (7200 s, on the horizontal axis). One can easily
deduce that the learning process (i.e. the trail system) introduced to DTAP to
derive ALS is relevant as it leads to non negligible savings.

The INFORMS contest involved 31 research teams. The approaches of the
three best teams can be found in [9]. The winners of the contest (Kaspi and
Raviv) formulated the problem as a MILP (mixed integer linear program). They
found a lower bound LB = 11, 399, 670.58$ and their best result was 0.30$ above
LB. Thus the gap between ALS and LB is approximately 0.35%. Note that a
major advantage of ALS over the MILP proposed by Kaspi and Raviv is its
flexibility : it can be easily adapted if non linear components are added to the
problem. For example, one can assume that the weekly operating cost of the
fueling trucks might be concave with the number of trucks located at the same
yard.

5 ALS for a Scheduling Problem with Abandon Costs

5.1 Presentation of the Problem

Consider a scheduling problem (P ) where a set of n jobs have to be performed
on a single machine. It is possible to abandon (reject) a job j, and in such a
case, an abandon cost uj is encountered (it can represent that j is allocated
to an external resource). For each job j are known: its processing time pj , its
release date rj (it is not possible to start j before that date), its due date dj

(the preferred completion time of job j) and its deadline d∈
j (the latest allowed

completion time of job j), such that rj ≤ dj ≤ d∈
j . For each job, its starting

time Bj (or equivalently its completion time Cj because Cj = Bj + pj) has to
be determined.
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On the one hand, a job cannot be started before its release date (i.e. Bj ∞ rj),
because one can assume that it is not possible to get the raw material associated
with j before that date. On the other end, a job cannot be finished after its
deadline (i.e. Cj ≤ d∈

j), because one can assume that the client will refuse j after
that date. If Cj ∀]dj , d

∈
j ], j is said to be late (from the client perspective) and

this will be penalized in the objective function by a component fj(Cj).
In addition, various families of jobs are considered, assuming that jobs with

comparable characteristics belong to the same family or product type. If two jobs
j and j∈ of different families are consecutively performed, a setup cost cjj′ is
encountered and a setup time sjj′ has to be taken into account.

A solution s can be represented as a vector of size n where component j con-
tains the value of Bj . If job j is unperformed, one can put a fictitious −1. Let
U(s) (resp. I(s)) be the set of unperformed (resp. performed) jobs of solution
s. The goal consists in minimizing an objective function with three components:
(1) the abandon costs

∑
j∈U(s) uj ; (2) the setup costs

∑
j∗j′ cjj′ of the consec-

utively performed jobs j ⊆ j∈ of I(s); (3) the penalty costs for late completion
times

∑
j∈I(s) fj(Cj), where fj(Cj) is a regular (i.e. non decreasing) function

depending on Cj . In the literature, the two most popular regular objective func-
tions are the sum of completion times (i.e.

∑
j Cj) and the sum of tardiness

(i.e.
∑

j Tj , where Tj = max{0;Cj − dj}), as well as their weighted versions (i.e.∑
j wj · Tj and

∑
j wj · Cj).

Problem (P ) was first proposed in [1] where the authors proposed a branch
and bound algorithm able to tackle most instances with up to 30 jobs. Other
relevant references in the field are [14,20]. Up to date, the only existing (meta)
heuristic for (P ) is a tabu search proposed in [18], denoted Tabu(P ), which is
based on four types of moves: reinsert a job (i.e. remove a job j ∀ I(s) from
its current position in s and insert it somewhere else in s), swap two jobs of
I(s), add a job (i.e. move a job from U(s) to I(s)), and drop a job (i.e. move
a job from I(s) to U(s)). At each iteration, a random sample (tuned to 15%)
of the four types of move is generated, and the best move among the sample
is performed. Note that if a moves leads to a non feasible solution (e.g., if the
processing of some jobs overlap in time, or if a job is finished after its deadline),
a repairing process is used, which allows to shift or drop jobs (see [18] for details
on the repairing process).

5.2 Adaptation of ALS

The ALS method for (P ) is denoted ALS(P ) and is summarized in Algorithm 3,
where N = 20 and I = 500 were used in the experiments (other settings were
tested but did not lead to better results). The local search operator of the ini-
tialization phase is Tabu(P ). The specificities of Algorithm 3, when compared to
Algorithm 1, are the following: the trail matrix Tr is initialized before the main
loop, Tr also appears in the construction operator, and Tr is updated as soon
as an ant provides a solution (denoted s∈ in the pseudo-code).

The greedy force GF of a move is simply its associated objective function
value. The construction operator starts from an empty solution s. Then, at each
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step, a non considered job j is scheduled within s (or rejected if it is better).
More precisely, let (j ⊆ p, s) be the move consisting in inserting job j at position
p of the jobs sequence of solution s (when inserting a job, it is allowed to shift, or
to reject, some already scheduled jobs if it can make the solution feasible or less
costly). At each step, among the q (parameter tuned to 25) less costly insertions
(j ⊆ p, s), choose the one with the largest associated trail value Tr(j ⊆ p, s),
which is defined as

Tr(j ⊆ p, s) =
∑

x before p in s

Tr(x, j) +
∑

x after p in s

Tr(j, x)

The trail matrix Tr(x, y) associated with the scheduling of job x before job y is
based on the number of times x was positioned before y during the search (and
on the quality of the associated solutions). More precisely, at the end of each
generation, the trail matrix is updated as follows: Tr(x, y) = 0.9 ·Tr(x, y)+1/f̂ ,
where f̂ is the average value of the solutions of the current generation for which
job x is scheduled before job y.

The local search operator of the main loop is exactly Tabu(P ), with the
following modification. Every ten iterations, it is imposed to perform an add
move based on Tr and GF as follows. Among the q (parameter tuned to 25)
moves of type (j ⊆ p, s) with the largest trail value Tr(j ⊆ p, s), perform the
less costly insertion (i.e. the one with the largest GF value).

Algorithm 3. Algorithm ALS(P )

Initialization of the trail matrix Tr

1. generate randomly N solutions and improve each of them with a local search
operator during I iterations;

2. initialize the trail matrix Tr with the N improved solutions.

While a time limit is not reached, do:

1. construction operator: build a solution s based on the trail matrix Tr and the
greedy force GF ;

2. improve s by the use of a local search operator during I iterations (based on Tr
and GF ) and let s′ be the resulting solution;

3. use s′ to update the trail matrix Tr.

5.3 Results

Tabu(P ) and ALS(P ) were tested on a computer with processor Intel i7 Quand-
core (2.93 GHz RAM 8 Go DDR3) during 30 · n seconds (i.e. about four hours if
n = 500 jobs). Note that Tabu(P ) is restarted every I = 500 iterations as long as
the time limit is not reached, so that it can be fairly compared to ALS(P ), which
uses each ant during I = 500 iterations. The instances are the same as the ones
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Table 3. Comparison of Tabu(P ), ALS(P ) and an upper bound UB(P )

Instance n UB Gain(TS) Gain(ALS)

STCNCOS01.csv 8 920 220 220

STCNCOS01a.csv 8 1,010 400 400

STCNCOS15.csv 30 22,321 4,710 4,710

STCNCOS15a.csv 30 6,449 865 865

STCNCOS31.csv 75 6,615 −250 −250

STCNCOS31a.csv 75 7,590 −250 −250

STCNCOS32.csv 75 25,774 1,554 1795

STCNCOS32a.csv 75 16,908 110 110

STCNCOS41.csv 90 85,378 40,740 42,175

STCNCOS41a.csv 90 26,828 7,731 8,246

STCNCOS51.csv 200 308,770 169,095 164,559

STCNCOS51a.csv 200 318,740 107,770 170,510

STCNCOS61.csv 500 1,495,045 0 −463

STCNCOS61a.csv 500 1,821,085 6,480 6,480

Averages 295,960 24,227 28,508

with setups described in [1] and the cost component fj(Cj) is wj · Tj . In Table 3
are compared the upper bounds UB(P ) provided by the branch and bound algo-
rithm of [1], and the average gain (over 10 runs) of Tabu(P ) and ALS(P ) over
UB(P ). One can remark that the average gain of ALS(P ) is more than 4,000
above the average gain of Tabu(P ): it is thus worthy to use the proposed trail
system.

6 Discussion and Conclusion

Within the ant algorithms field, paper [21] was a first try to answer the question:
“What should be the role of a single ant?”. In most ant algorithms, an ant is a
constructive heuristic. In contrast, an ant is a local search in ALS. Even if the
role of an ant can be defined in various ways, each decision is always based on the
greedy force (representing the self-adaptation of each ant), and the trail system
(modeling the collaboration between the ants). This paper shows that ALS is a
promising algorithm for combinatorial problems: it obtained competitive results
for three very different combinatorial optimization problems (graph coloring, a
refueling problem, and a job scheduling problem). For the graph coloring prob-
lem, it was numerically showed that ALS performs much better than a standard
ant algorithm. Therefore, a straightforward avenue of research would be to adapt
ALS to other combinatorial problems.

Another important issue is indirectly tackled in this paper: “How should be
defined an efficient trail system?”. For the three considered problems, it would
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not be relevant to respectively transmit the following myopic (or very local)
information to the ants of the next generations: (1) a pair (vertex x, color c),
as two colorings can be equivalent if the color indexes are permuted; (2) a pair
(yard y, truck t), as yard y might be empty if trucks are located in a yard close
to y; (3) a pair (position p, job j), as the scheduling of a job strongly depends on
the scheduling of the other jobs (especially if setups are considered). In contrast,
the above proposed trail systems are respectively based on: (1) the assignment
of the same color to some vertices; (2) the assignment of trucks to a same set of
yards; (3) the relative order in which jobs appear. In other words, a trail system
should globally cover specific characteristics of the considered problem.
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Abstract. In this work we present an Enhanced Ant Colony System
algorithm for the Probabilistic Traveling Salesman Problem. More in
detail, we identify drawbacks of the well-known Ant Colony System meta-
heuristic when applied to the Probabilistic Traveling Salesman Problem.
We then propose enhancements to overcome those drawbacks. Compre-
hensive computational studies on common benchmark instances reveal
the efficiency of this novel approach. The Enhanced Ant Colony System
algorithm clearly outperforms the original Ant Colony System meta-
heuristic. Additionally, improvements over best-known results for the
Probabilistic Traveling Salesman Problem could be obtained for many
instances.

Keywords: Ant colony system · Stochastic vehicle routing ·Probabilistic
traveling salesman problem · Monte carlo sampling

1 Introduction

The Probabilistic Traveling Salesman Problem (PTSP, [15]) is a well-known
Stochastic Vehicle Routing Problem [14]. It is a generalization of the famous
Traveling Salesman Problem [16] and therefore a NP-hard optimization prob-
lem. Many different algorithms have been proposed for this problem in recent
years [1–8,20] and computing good solutions is a great challenge. For many
Vehicle Routing Problems the Ant Colony System metaheuristic [10] is able to
obtain good solutions. Although this is also the case for the PTSP [3], there also
exist competitive approaches [2,20]. Therefore, in this work we critically analyze
the original Ant Colony System metaheuristic in the context of the PTSP. We
identify some weaknesses of this method and propose appropriate changes to the
original paradigm. The resulting approach is called the Enhanced Ant Colony
System algorithm. We perform comprehensive computational studies of this new
approach on the PTSP. The results show the effectiveness of the enhancements
introduced. A more general paper discussing similar aspects in a wider context
has been published recently [13].

The remaining part of this paper is organized in the following way. In Sect. 2
we introduce the Probabilistic Traveling Salesman Problem. We give a formal
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 237–249, 2014.
DOI: 10.1007/978-3-319-06944-9 17, c© Institute for Computer Sciences, Social Informatics
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definition of this problem and we discuss the relevant literature. Then we give
an overview about the original Ant Colony System metaheuristic in Sect. 3.
Section 4 starts with identifying drawbacks of the original Ant Colony System
approach. Enhancements are introduced to overcome those drawbacks and the
resulting Enhanced Ant Colony System approach is formally defined. In Sect. 5
we continue with comprehensive computational studies of the Enhanced Ant
Colony System approach, applied to the Probabilistic Traveling Salesman Prob-
lem. Finally, we finish the paper with a short discussion and conclusions in
Sect. 6.

2 The Probabilistic Traveling Salesman Problem

Stochastic Vehicle Routing Problems [14] have received increasing attention in
recent years. Those problems make use of stochastic input to obtain more real-
istic models of real world problems. One of the best-known Stochastic Vehicle
Routing Problems is the Probabilistic Traveling Salesman Problem (PTSP, [15]).
This problem is a generalization of the famous Traveling Salesman Problem [16].
Therefore this problem is NP-hard and computing good solutions is a great
challenge. The problem was first introduced in [15] and many different solution
approaches have been proposed. In [4] homogeneous instances of the PTSP are
optimized using an Ant Colony Optimization approach. This approach has been
extended in [5] for the optimization of heterogeneous instances. Another Ant
Colony Optimization approach has been introduced in [7]. A method using an
approximation of the objective function based on temporal aggregation is pre-
sented in [8]. A Local Search algorithm using the technique of delta evaluation is
shown in [6] and improvements using adaptive sample sizes and importance sam-
pling are presented in [1]. The same authors also propose an Ant Colony Opti-
mization approach hybridized with a Local Search algorithm [3]. Local Search
Algorithms based on efficient approximations of the objective function are intro-
duced in [19]. Those Local Search algorithms are then used within heuristics
leading to the current state-of-the-art methods for the PTSP [20].

In contrast to the Traveling Salesman Problem, the customers are modeled in
a stochastic way for the PTSP. Each customer has assigned a certain probability
which indicates how likely it is that the customer requires to be visited. The
event that a specific customer requires a visit is independent of the requests
of other customers. A solution for the PTSP is like for the Traveling Salesman
Problem a tour visiting all customers exactly once. Such a solution is called
a-priori solution in the context of the PTSP. For a specific realization of the
random events, the a-priori solution is used to derive a so called a-posteriori
solution. Here the customers that require to be visited are processed in the same
order as defined by the a-priori solution, while customers that do not require
to be visited are just skipped. The cost for such an a-posteriori solution is the
total travel time. The optimization goal is now to find an a-priori solution with
minimum expected costs over the a-posteriori solutions with respect to the given
probabilities.
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More formally, we can define the PTSP over a complete undirected edge- and
node-weighted graph G = (V, c, p). V = {1, 2, . . . , n} is the set of nodes, which
represent the customers, p : V −→ [0, 1] is the probability function, that assigns
to each node the probability that the node requires a visit and c : V ×V −→ R

+

is the symmetric cost function, that represents the non-negative travel costs
between any two nodes. The goal is to find a permutation φ : V → V , the a-
priori solution, which minimizes the expected cost over the a-posteriori solutions.

Given an a-priori solution φ, the total expected cost of φ is the sum of the
expected cost for each edge in an a-posteriori solution. According to [15] this
can be mathematically described in the following way.

fptsp(φ) =
n∑

i=1

n∑

j=i+1

c(φi, φj) p(φi) p(φj)
j−1∏

k=i+1

(1 − p(φk))

+
n∑

i=1

i−1∑

j=1

c(φi, φj) p(φi) p(φj)
n∏

k=i+1

(1 − p(φk))
j−1∏

k=1

(1 − p(φk))

A certain edge (v, w), v, w ∈ V , occurs in the a-posteriori solution, if the
customers corresponding to v and w require a visit and all customers in between
v and w do not require a visit. This formula can be evaluated in a computational
time of O(n2) by adding the summands in a specific order. For more details we
refer to [15].

3 The Original Ant Colony System Algorithm

The Ant Colony System metaheuristic (ACS) is part of the algorithm family
called Ant Colony Optimization (ACO). The first Ant Colony Optimization
algorithm, Ant System (AS), has been proposed in [9,11]. This computational
paradigm is inspired by the behavior of real ant colonies. The main idea adapted
from the behavior of ants is to parallelize the search over multiple constructive
computational threads. The construction process of each thread is guided implic-
itly by a dynamic memory structure, which holds information on the effectiveness
of previously created solutions. The behavior of each single thread is inspired by
the behavior of real ants.

The main elements of this approach are ants. They are simple computational
agents which individually and iteratively construct solutions for the problem.
The solutions are constructed step by step, starting from an empty solution.
The partial solutions that occur during the construction process are called states.
While constructing new solutions, ants move from one state to another state,
corresponding to a more complete partial solution. This process terminates if a
complete solution is obtained. At each constructive step, every ant computes a
set of feasible states which can be reached from the current state. Then prob-
abilistically the ant moves to one of these states. The following two values are
used for computing the probability pkab that ant k performs a move from state a
to state b:
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1. The attractiveness μab of the move, indicating the a-priori desirability of that
move.

2. The trail level τab of the move, indicating how beneficial it has been in the
past to make that particular move. It is therefore an a-posteriori indication
of the desirability of that move.

In each iteration the values for the trail levels are updated, increasing the
values of those moves that were part of good solutions, while decreasing all the
others. For all feasible states b ∈ B that can be reached by ant k from the current
state a the probabilities are defined by

pkab =
(τab)ξ + (μab)(1 − ξ)

∑
c∈B ((τac)ξ + (μac)(1 − ξ))

. (1)

With probability q0 the next state is chosen as the state b that maximizes
the probability pkab, while otherwise (with a probability of 1 − q0) the next state
is chosen according to the probabilities. Here ξ is a parameter controlling the
relative importance of the trail τab and the a-priori attractiveness μab.

After all the m ants have completed a solution, the trail level of each move
(a, b) of the best solution seen so far is increased. In this way future ants will use
this information to generate new solutions in a neighborhood of this preferred
solution. The best solution seen so far is denoted by BestSol and its cost is
denoted by BestCost. For minimization problems the update of the pheromone
values can then be described mathematically as

τab = (1 − ρ)τab + ρ/BestCost. (2)

Additionally, the pheromone values are also updated during the constructive
phase. Here the pheromone values for moves that are chosen and performed are
decreased. In case a move (a, b) is performed, the following rule is applied.

τab = (1 − ψ)τab + ψ · τinit (3)

Here ψ is a parameter regulating the evaporation of the pheromone trace over
time and τinit is the initial value of trails. In this way a certain variety among
the generated solutions is maintained.

Finally, after a solution has been constructed and prior to the evaluation
of the solution, a Local Search algorithm is applied to improve the solution.
Algorithm 1 summarizes the whole process in pseudo-code.

3.1 ACS for the PTSP

Before we discuss the drawbacks of the Ant Colony System metaheuristic and
overcome them by introducing several enhancements, we want to show how the
original ACS metaheuristic can be used for the optimization of the PTSP. Fol-
lowing Algorithm 1, the Ant Colony System paradigm can be easily used for
solving the PTSP. In the constructive phase the ants start with a customer
chosen uniformly at random. Then step by step the intermediate solutions are
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Algorithm 1. Pseudo-code of the ACS metaheuristic.
1: BestCost := ∞
2: for each move (a, b) do
3: τab := τinit
4: end for
5: while termination criteria not met do
6: for k := 1 to m do
7: while ant k has not completed its solution do
8: for every feasible move (a, b) from the current state a do
9: Compute pk

ab according to equation (1)
10: end for
11: if uniform random number in [0, 1] > q0 then
12: Choose the move randomly according to the probabilities
13: else
14: Choose the move with the maximum probability
15: end if
16: Update the trail level τab by means of (3)
17: end while
18: Apply a Local Search to improve the current solution
19: Cost := Cost of the improved current solution
20: if Cost < BestCost then
21: BestCost := Cost
22: BestSol := current solution
23: end if
24: end for
25: for each move (a, b) do
26: Update the trail level τab by means of (2)
27: end for
28: end while
29: return BestSol

completed by inserting customers, which have not been visited yet, at the end
of the partial tours. For the Local Search algorithm used within the ACS we use
state-of-the-art methods introduced in [19,20]. In particular, we use the 2.5-opt
combined Local Search algorithm. For the evaluation of the objective function
within the local search, two different approximations are used. The first one is
based on Monte Carlo Sampling (sampling approximation) and the second one
is an analytical approximation (depth approximation) truncating the sums in
the formula for the exact evaluation at a certain depth. The 2.5-opt combined
Local Search algorithm starts with a given solution and performs a local search
using the 2.5-opt neighborhood [16] and the sampling approximation. The final
solution is then used as the starting point for a Local Search using again the
2.5-opt neighborhood, but now with the depth approximation. This process can
also be iterated for a few times. It has been shown in [20] that this approach is
extremely efficient and the current state-of-the-art local search method for the
PTSP.
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The usage of neighborhood lists and don’t look bits are an integral part of the
2.5-opt combined Local Search algorithm. For each customer a neighborhood list
with promising tour neighbors, based on a-priori desirability, is used. During
the Local Search only those moves are considered that lead to at least one
new connection between some customer and a customer in its neighborhood list.
We also use a don’t look bit for each customer. This bit is initially set to false
and indicates that moves involving this customer should be explored. If there
are no improving moves involving a specific customer during the run of the
algorithm, the corresponding don’t look bit is set to true and moves involving
this customer are not considered anymore. If an improving move is performed,
changing the neighbors of a customer with active don’t look bit, or the position of
that customer, the corresponding don’t look bit is set to false and moves involving
this customer are again considered in the Local Search.

4 An Enhanced Ant Colony System

In this section we critically analyze the original ACS metaheuristic in the context
of the Probabilistic Traveling Salesman Problem. We identify weaknesses of this
approach when applied to the PTSP and overcome them by introducing certain
enhancements.

One known drawback of the ACS metaheuristic is the large computational
time that is required to construct new solutions. Let n be the number of steps
that are necessary to construct a new solutions. Usually each of the n steps
requires a computational time of O(n), leading to a total computational time of
O(n2) for the construction of one solution. This is acceptable in case of small
problems, but it is no longer feasible if larger problems are considered. In fact, for
some problems the good results reported for the ACS metaheuristic cannot be
replicated on larger instances. We therefore propose an improved constructive
phase that requires less computational effort to construct new solutions. We
discuss the details of this improved constructive phase later in this section.

The second drawback we identified for the original ACS metaheuristic is the
following. The Local Search algorithm used to improve the solutions that have
been constructed by the ants is usually treated as a black box. That means no
information are exchanged between the ACS and the Local Search used within
the ACS. Solutions constructed by the ACS do not necessarily differ a lot from
the best solution seen so far. This holds in particular for solutions that are
generated by the improved construction phase, which will be discussed later in
this section. Such additional information could be used to increase the efficiency
of the Local Search algorithm. We therefore propose a better integration between
the construction of new solutions and the Local Search algorithm. In the next
section we show how this can be achieved in the context of the PTSP.

4.1 An Enhanced Ant Colony System for the PTSP

The idea for improving the construction phase is to directly consider the best
solution seen so far during that phase. In the original ACS metaheuristic an ant
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selects the next state according to a probabilistic criterion. With a probability
of q0 the state with the best weighted value between the pheromone trail and
the a-priori desirability is chosen, while with a probability of 1 − q0 the state is
selected probabilistically (with probabilities proportional to the weighted values
mentioned before). In our new approach, the state selected with a probability
of q0 is the same state as in the best solution seen so far (in case this state
is not feasible, the classic mechanism is applied). Otherwise, that means with
a probability of 1 − q0 the next state is selected probabilistically. Since the
probability q0 is usually very close to 1.0, the computational time is reduced a
lot by the new approach.

By using the new construction approach, solutions in the neighborhood of
the best solution seen so far are obtained in most of the cases. Such solutions
have many parts in common with the best solution seen so far and it does not
make sense to apply the Local Search algorithm on all the components of the
solution. Instead of that, we propose to initially apply the Local Search algo-
rithm only on those parts of the new solution that have changed with respect
to the best solution seen so far. By initializing the don’t look bit data struc-
ture of the underlying Local Search algorithm appropriately, we can efficiently
achieve the desired behavior. More in detail, we set the don’t look bit to false
only for those customers that are assigned to a different position or whose pre-
decessor/successor have changed compared to the best solution seen so far. In
this way the Local Search algorithm is initially only applied on those parts of
the solution that differ with respect to the best solution seen so far. Depending
on the Local Search moves that are performed, the exploration of other parts
of the solution may be re-enabled as described in the previous section. Overall,
in this way the computational time can be further decreased, especially if q0 is
chosen close to 1.0.

We call the resulting algorithm incorporating both enhancements the
Enhanced Ant Colony System algorithm (EACS). Algorithm 2 summarizes the
EACS using pseudo-code. The main differences with respect to the ACS meta-
heuristic are the constructive phase depicted in lines 8–25 and the integration
with the local search in line 28.

5 Computational Experiments

In this section we perform comprehensive computational studies on common
benchmark instances of the PTSP. The main goal is to perform a compari-
son between the original Ant Colony System metaheuristic and the Enhanced
Ant Colony System algorithm. In this way we are able to assess the enhance-
ments introduced in Sect. 4. Furthermore, we also want to compare the Enhanced
Ant Colony System algorithm with state-of-the-art approaches. We start with
describing the benchmark instances used for our experiments. Then we discuss
the experimental setup in detail. Finally, we present the results and we finish
with a detailed analysis of those results.
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Algorithm 2. Pseudo-code of the EACS approach.
1: BestCost := ∞
2: for each move (a, b) do
3: τab := τinit
4: end for
5: while termination criteria not met do
6: for k := 1 to m do
7: while ant k has not completed its solution do
8: if uniform random number in [0, 1] > q0 then
9: // This part is executed with low probability

10: for every feasible move (a, b) from the current state a do
11: Compute pk

ab according to equation (1)
12: end for
13: Choose the move randomly according to the probabilities
14: else
15: bν := state such that move(a, bν)is part of BestSol
16: if (a, bν) is a feasible move then
17: Chose the move (a, bν)
18: else
19: // This part is executed with low probability
20: for every feasible move (a, b) from the current state a do
21: Compute pk

ab according to equation (1)
22: end for
23: Choose the move with the maximum probability
24: end if
25: end if
26: Update the trail level τab by means of (3)
27: end while
28: Apply a Local Search to improve the current solution (considering initially

only components of the new solution that differ from BestSol)
29: Cost := Cost of the improved current solution
30: if Cost < BestCost then
31: BestCost := Cost
32: BestSol := current solution
33: end if
34: end for
35: for each move (a, b) do
36: Update the trail level τab by means of (2)
37: end for
38: end while
39: return BestSol

5.1 Benchmark Instances

For our experiments we use common benchmark instances for the Probabilis-
tic Traveling Salesman Problem. Currently there are three important classes of
benchmark instances used. The first class consists of instances for the Travel-
ing Salesman Problem from the TSPLIB benchmark [18] supplemented with the
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probabilities for the customers. In this way we are able to use data from real
world routing problems in our experiments. We refer to those instances as tsplib
instances. The second class consists of Euclidean instances in which customers
are distributed uniformly at random in a square. Those instances are called uni-
form instances. They are widely used to assess the performance of algorithms
for the PTSP. Nonetheless, those instances are more artificial and not directly
related to real world scenarios. This changes for the last class of instances. This
class contains Euclidean instances in which customers are distributed around a
certain number of centers which themselves are distributed uniformly at ran-
dom in a square. Those instances represent the situation in which customers
are located in different cities which are highly populated around their centers
and less populated in suburban areas. We refer to those instances as clustered
instances. For the customers’ probabilities we use homogeneous values of 0.05, 0.1
and 0.2, which are a common choice for benchmark instances for the PTSP. For
more details about the benchmark instances we refer the interested reader to [6].

5.2 Experimental Setup

The algorithms have been coded in ANSI C and the experiments have been
performed on a Quad-Core AMD Opteron system running at 2 GHz. For the
underlying Local Search algorithm we have decided to use the combined local
search with 300 samples, a threshold value of 0.001 and 3 successive iterations (cf.
[20]). This method is currently the state-of-the-art Local Search algorithm for
the Probabilistic Traveling Salesman Problem. To obtain reasonable parameters
for the Ant Colony System metaheuristic and the Enhanced Ant Colony System
algorithm we have performed several preliminary experiments. Here we have
performed experiments using all the possible combinations of different values
for the parameters on a certain set of benchmark instances (different from the
instances used later). Among all those parameter settings we have chosen the
one which achieved the best performance. For both approaches m = 10 ants are
used for the construction of new solutions. The other parameters are τinit = 1,
ξ = 0.005, ψ = 0, ρ = 0.8 and q0 = 0.99. It is interesting to note that the
best value for ψ is 0, which means that the diversification introduced by this
parameter does not seem to play a crucial role in the context of the Probabilistic
Traveling Salesman Problem. Nonetheless, this observation requires some further
investigations. Due to the inherent stochasticity of our approaches, we perform
for each algorithm and for each benchmark instance a total of 20 independent
runs. To allow a fair comparison with state-of-the-art approaches for the PTSPD,
we additionally limit the total computational time for each run to one hour.
During the execution of the algorithm we monitor the costs of the best solutions
seen at different points in time.

5.3 Results

The results of our experiments are summarized in Table 1. The average solution
costs for the Ant Colony System metaheuristic and the Enhanced Ant Colony
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System over 20 runs are reported. Additionally, the best-known (average) results
for those instances are given. Those are also average results over multiple runs
using algorithms from [20] and they are reported in the supplementary material
of that publication. Note that the best-known (average) results are not necessar-
ily obtained by the same algorithm for all the different instances. That means,
for each instance we perform a comparison between the ACS, the EACS and the
best approach for that particular instance. For each instance we have emphasized
the best result using bold font.

We can see that the Enhanced Ant Colony System algorithm clearly out-
performs the original Ant Colony System metaheuristic. The EACS was able to
obtain better final solutions than the ACS for all of the benchmark instances
used in our experiments. All those results show a statistical significance due to
a paired student’s t-test with a significance level of 97.5 %. As we will see at the
end of this section, the EACS is also able to obtain such solutions much faster
than the ACS. Furthermore, for 75 % of the benchmark instances the EACS
could even improve over previous best-known results. Unfortunately, for this
comparison we could not apply a paired statistical test, since different randomly
created instances (belonging to the same benchmark set) were used. Due to the
variance within the different instances of each benchmark class no statistical
significance can be reported. Still, those results are very impressive, because for
each instance we compare the EACS with the best-known approach for that
particular instance. All in all, the results clearly confirm the effectiveness of the
EACS.

Additionally, Fig. 1 illustrates the temporal behavior of the Ant Colony Sys-
tem metaheuristic and the Enhanced Ant Colony System algorithm on instances
with probabilities of 0.1. Here the x-axis corresponds to the computational time
in seconds and the y-axis corresponds to the solution costs. We can see that the
EACS is much more efficient than the original ACS during the whole execution
of the algorithms. The final solutions obtained by the EACS are always of better
quality than those obtained by the ACS. Moreover, the solutions obtained by the
EACS after only a small fraction of the total computational time are already bet-
ter than the final solutions obtained by the ACS. Those results further confirm
the effectiveness of the EACS.

6 Discussion and Conclusions

In this work we have presented an Enhanced Ant Colony System algorithm for
the Probabilistic Traveling Salesman Problem. The new algorithm is based on the
well-known Ant Colony System metaheuristic. We have identified drawbacks of
this metaheuristic when applied to the Probabilistic Traveling Salesman Prob-
lem and proposed enhancements on top of the original approach to overcome
those drawbacks. The resulting approach was then applied to the Probabilistic
Traveling Salesman Problem. Comprehensive computational studies on common
benchmark instances for this problem reveal the efficiency of the new approach.
A significant improvement over the original Ant Colony System algorithm could
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Table 1. A comparison between the average solution costs for the EACS, the ACS
and best known results on different instances for the PTSP.

Instance Best known [20] ACS EACS

uniform, n = 1000, p = 0.05 6414562.00 6433861.00 6414158.00

uniform, n = 1000, p = 0.10 8848432.00 8873150.00 8844323.00

uniform, n = 1000, p = 0.20 12177496.00 12194659.00 12150359.00

clustered, n = 1000, p = 0.05 3855327.00 3857363.00 3855981.00

clustered, n = 1000, p = 0.10 4880419.00 4884078.00 4878900.00

clustered, n = 1000, p = 0.20 6285745.00 6288443.00 6273528.00

tsplib, att532, n = 532, p = 0.05 25483.53 25483.87 25483.81

tsplib, att532, n = 532, p = 0.10 33664.74 33665.83 33663.22

tsplib, att532, n = 532, p = 0.20 44667.65 44673.06 44653.37

tsplib, rat783, n = 783, p = 0.05 2305.18 2307.70 2305.36

tsplib, rat783, n = 783, p = 0.10 3237.96 3239.52 3235.55

tsplib, rat783, n = 783, p = 0.20 4545.20 4548.93 4534.06
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Fig. 1. An illustration of the temporal behavior of the ACS algorithm and the EACS
algorithm on benchmark instances with probabilities of 0.1.
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be observed. Additionally, improvements over best-known results could be
obtained for many instances.

Until now the efficiency of the Enhanced Ant Colony System algorithm has
been demonstrated for the Sequential Ordering Problem [12], the Team Ori-
enteering Problem with Time Windows [17] and the Probabilistic Traveling
Salesman Problem. Due to the efficiency and the generality of the new app-
roach, applications to other Combinatorial Optimization Problems seem very
promising.
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2. Balaprakash, P., Birattari, M., Stützle, T., Dorigo, M.: Estimation-based meta-
heuristics for the probabilistic traveling salesman problem. Comput. Oper. Res.
37(11), 1939–1951 (2010)
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Abstract. Exact and heuristic methods for solving difficult optimiza-
tion problems have been usually considered as two completely different
approaches, with each of them being extensively studied by a different
research community and used in different fields of application. In this
work we propose a scheme for the integration and cooperation of an
exact method, based on mixed-integer linear programming (MILP), and
a bio-inspired metaheuristic, a genetic algorithm (GA), for the solution
of a relay node placement problem in wireless sensor networks.

The integration aspect relates to the use of a MILP solver inside
GA’s operators. The cooperation aspect is implemented through a shared
incumbent environment in which a MILP solver and the GA work in par-
allel and exchange relevant information in order to overcome their indi-
vidual weaknesses and provide better solutions within a shorter time.

Experimental results show a significant increase of performance when
integration and cooperation take place, in comparison to the performance
of the MILP and the GA when used independently from each other.

Keywords: MILP · Genetic algorithm · Relay placement · Hybrid meta-
heuristic · Wireless sensor networks · Shared incumbent · Optimization

1 Introduction

In this work we implement a novel synergistic search scheme for solving complex
optimization problems. Our approach is based on a social metaphor: a com-
munity of problem solvers, of possibly different nature and featuring different
skills, communicate and cooperate with each other in order to find the best solu-
tion to a common problem. The solvers actively and concurrently exploit their
mutual differences in order to produce community-level synergies and overcome
individual weaknesses. More specifically, we consider the combination of exact
and heuristic methods, considering a mixed-integer linear programming (MILP)
approach and a genetic algorithm (GA), a bio-inspired metaheuristic.

MILP and metaheuristics are two different paradigms for solving optimiza-
tion problems. The former is characterized by the definition of a mathematical
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 250–265, 2014.
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program including linear equations and both continuous and integer variables.
A solution is determined according to methods that intelligently explore the
search space and provide a guarantee on the optimality of the solution found.
Metaheuristics, on the other hand, aim to exploit problem-specific knowledge
and to find good (possibly optimal) solutions within short time, but not provid-
ing any guarantees on the quality of the solution found. Given their structural
differences, both approaches exhibit complementary properties, such that the
strengths of one can help to overcome the weaknesses of the other, and vice
versa. For example, the utter exploration of the solution space performed by a
MILP solver can be exploited by the metaheuristic search in order to avoid fast
convergence to or get trapped in local optima. Also, the MILP solver may use the
local optima identified by the metaheuristic search to improve its search bounds
and therefore be able to identify areas of the solution space which can be safely
excluded from the search. These potential synergies suggest the combination of
both approaches to get the best of two worlds. The relatively new domain of
research in matheuristics [19] precisely addresses the study of the integration of
exact and heuristic methods.

The specific optimization problem that we tackle in this paper is the relay
node placement for performance enhancement problem (RNP-PE in short), a
complex combinatorial optimization problem with several applications in Wire-
less Sensor Networks (WSNs). In general terms, the relay node placement
optimization problem can be defined as selecting, from a given set of possi-
ble locations, a limited number of positions where some additional nodes (called
relay nodes) can be deployed. The objective of the deployment is to improve
the network performance metrics of interest. In the case of our RNP-PE, we
define these metrics as the end-to-end communication delays and the overall
data throughput obtained at the sink nodes of the WSN.

Realistically large instances of the RNP-PE problem present an exponen-
tial number of possible deployments. Moreover, for each single deployment, an
optimal routing problem must be solved in order to evaluate its quality. Unfortu-
nately, the optimal routing problem belongs to the family of NP-hard network
design problems [13,25]. For this reason, standard approaches fail to find opti-
mal solutions to the RNP-PE, even for small size instances, in reasonably short
time. To overcome these limitations and find good solutions to the RNP-PE
within short time and with quality guarantees, we employ a social approach for
problem solving which is based on cooperation and integration. The coopera-
tion aspects involve the use of different strategies, namely a MILP solver and a
GA heuristic, working in parallel and continuously exchanging relevant search
information. The exchanged information is used by each side to improve its per-
formance. The integration lies in the decomposition of the problem, and the
inclusion of another MILP solver inside the GA. The decomposition approach
enables the heuristic to obtain valuable information which is exploited by the
genetic operators.
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2 Related Work

Bio-inspired approaches, and more specifically GAs, have been used to tackle
the complexity of many optimization problems in wireless networks, includ-
ing clustering [2], optimal design [12], routing and link scheduling [4], network
planning [23] and node placement [7,22,26,31,32]. Despite the success of GAs
and other metaheuristics in solving complex optimization problems, there is a
growing feeling that pure metaheuristics are reaching their limits [5]. As tech-
nology advances, new and increasingly complex optimization problems arise.
These observations, together with the exhaustion of new design ideas for pure
metaheuristics, is leading the researchers to explore the combination of different
techniques and the proposal of hybrid methods [19].

The main motivation behind the hybridization of different algorithms is to
exploit their potential synergies. Not until recently, hybrid approaches began to
appear in networking optimization problems. In [3], a tabu search is embedded
in the genetic operators of a conventional GA to solve a frequency assignment
problem, while in [17], tabu search is combined with simulated evolution to tackle
a network routing problem. In [26], local search heuristics are used to evaluate
GA’s individuals to solve a switch location problem in cellular networks.

Within the vast possibilities of hybrid methods for combinatorial and discrete
optimization, there is a promising direction of research in combining exact math-
ematical programming techniques and meta-heuristic approaches. According to
the structure of these different solution approaches, two main categories have
been identified: integrative and collaborative combinations. In integrative com-
binations, one technique is usually embedded inside another technique, hence
the latter is seen as a functional component of the former. On the other hand,
collaborative combinations feature two or more methods running sequentially,
intertwined or in parallel, which are not part of each other [24].

A shared incumbent environment is a general methodology to realize collabo-
rative combinations of mathematical programming and metaheuristic approaches.
The main idea of the shared environment is to allow both components (i.e., a
MILP solver and a metaheuristic algorithm) to exchange information about their
current best known solutions. This information is used by the MILP solver to
improve its current incumbent and prune the branch and bound tree, and by
the meta-heuristic to guide the search to more promising regions of the solution
space and to prevent getting stuck in local minima [28].

Compared to previous approaches, our work exploits the synergies between
different methods in two dimensions both in integration and cooperation. We
consider a heterogeneous group of solvers, composed of standard mathematical
solvers and a well-known bio-inspired metaheuristic.

3 The Problem

A wireless sensor network (WSN) consists of a set nodes that are equipped with
sensing and limited processing capabilities, and that can locally communicate
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with each other through a wireless medium [1]. The sensor nodes (SNs) com-
posing a WSN are usually inexpensive and low-powered, such as they can be
deployed in large numbers to provide monitoring and sensing services for long
time periods. In typical applications, the data generated by the sensor nodes
need to be transmitted to and aggregated and processed at base stations (BSs).
The general model for the forwarding of the data from SNs to BSs is based on
the definition and the use of multi-hop routing paths.

Since a WSN can operate for relatively long times and/or it can be embed-
ded in dynamic or hostile environments, a core issue in WSNs is the definition
of effective strategies to maintain the network aoperational for long time period
and/or for its adaptation to external or internal changes. In this direction, a
wealth of research has considered the use of special nodes, referred to as relay
nodes (RNs), that can be deployed and added to the WSN after the network has
been put in place. RNs can be positioned by hand, or can be part of a mobile
robotic unit, such that they can be deployed autonomously or on-demand. Pos-
sible roles of RNs include the provisioning of connectivity [6,9,18,20,27], extend
the network lifetime [15,30], energy-efficient or balanced data gathering [10,21],
and to provide survivability and fault tolerance [14,16,20,27,33].

The relay node placement for performance enhancement problem is defined
as follows: given a set of possible locations where to deploy a restricted number of
available RNs, we aim to select from this set the locations in which the additional
nodes can be positioned to improve throughput and end-to-end packet delays
for the data gathered at BSs. Although the primary objective is determining
the physical locations where RNs should be placed to, the solution also specifies
the way these RNs should be used. This specification comes in the form of
optimal routing paths from SNs to BSs to forward the data flows. We assume
that the initial WSN is connected, therefore the use of RNs is entirely devoted
to improve the performance of the network. We present the RNP-PE as a linear,
mixed integer mathematical program (MILP). The formulation includes a number
of constraints and penalty components, aimed at closely modeling the specific
characteristics of the wireless environment.

3.1 MILP Model

We model the WSN as a set of SNs and BSs located in a set of known positions S
and B, respectively. SNs both generate and forward data packets towards one of
the BSs in multi-hop fashion (a data flow can be split over multiple paths). We
assume that the characteristics of data generation characteristics for each SN are
known. All nodes communicate with each other within the communication range
r. A set of K RNs is also available, their role is to forward data received from
other nodes. The placement of node relays is restricted to a numerable set of
candidate locations denoted as R. We formalize the RNP-PE by a MILP model
based on a minimum cost flow formulation as follows.

Let G = (V,E) be a connected digraph representing a WSN, where V = N is
the set of nodes, and E is the set of communication links. γ : E ∈∀ ≤ is a link cost
function, and τ : S ∈∀ ≤ is a data generation (traffic load) function, expressed in
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the data per second generated by an SN. In the following, we measure τ in terms
of flow units, funit, expressed as bytes/sec. Data flows and relay positions define
the two sets of decision variables. The flow variable fij denotes the amount of
flow through link (i, j), that is, the data traffic to be sent from node ni to node nj

located at positions i, j ⊆ N respectively. fij values are expressed in flow units.
The binary positional variable yi indicates whether location i ⊆ R is used to
circulate flow or not. When yi is set to 1 in a solution, an RN is to be positioned
at the corresponding relay location. A full solution specifies both flows and relay
positions. The SN-to-BS routes are defined in the routing-tree induced by the
set {(i, j) ⊆ E | fij > 0}. The complete MILP model is presented in Fig. 1.

min RNP-PE =
∑

(i, j)∈E

γijfij + R̂
∑

i∈R
yi + α

∑

i∈S
piF̂ . (1)

subject to:
∑

(i, j)∈E

fij −
∑

(j, i)∈E

fji =

⎧
⎨

⎩
τi if i ∈ S,

0 if i ∈ R
(2)

∑

i∈B

∑

(j, i)∈E

fji =
∑

k∈S

τk (3)

yi = 1 ⇐⇒
∑

j∈N
fji > 0 ∀i ∈ R (4)

∑

i∈R
yi ≤ K (5)

∑

(i, j)∈E

fij +
∑

(j, i)∈E

fji ≤ Lcap, ∀i ∈ N (6)

bij = 1 ⇐⇒ fij > 0 ∀i, j ∈ N (7)
∑

(j, i)∈E

bji ≤ D ∀i ∈ S (8)

pi = 1 ⇐⇒
∑

(i, j)∈E

∑

(j, k)∈E

fjk ≥ F̄max (9)

Fig. 1. MILP formulation of the RNP-PE problem.

Constraints (2–3) correspond to the flow definition. The number of available
RNs is limited to K constraints (4–5). Given that the optimal solution can corre-
spond to a number of RNs k < K , we define a penalty factor in the objective (1)
to favor the use of a minimal amount of RNs: any optimal solution using n relays
needs to provide a minimal gain R̂ with respect to the solution obtained using
n − 1 relays. Parameter R̂ can be adjusted according to the problem instance
(e.g., relay node availability, economic cost).

Shared wireless channels in WSNs are necessarily bandwidth-limited. This
condition is reflected by link capacity parameter Lcap, which is the nominal
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amount of data (bytes/sec) that can be transmitted by a wireless link in the
network (assuming the same capacity for all links), and constraint (6).

For a node n, the routing in-degree is the number of n’s neighbors using n
to relay data. Because of shared medium and contention access, this number
strongly impacts on the effective node capacity and network load balancing.
Hence, node degree in the routing trees are limited by constraints (7–8).

To minimize wireless interference and produce balanced routing trees, which
allow balanced energy depletion, we need to setup minimally interfering flow
paths. We enforce this by including in the objective function a penalty component
based on the maximum local flow, F̄max, defined as the maximum amount of flow
that can circulate within a disk of radius r centered on an SN. The calculation of
the flow circulating within the r-disk of an SN i, requires to sum up the outgoing
flows from all i’s neighbors. This notion is included in constraints (9), where pi
is a binary penalty variable that takes value 1 when the flow through the i’s
r-disk violates the maximum allowed amount. In order to use p for inclusion
in the objective function as penalty, we derive a rough estimation, F̂ , of the
optimal solution value of problem, without penalties, and we use it as a penalty
score for the violation of the circulating flow limit. Using F̂ and p, the penalty
for the violation in maximum local flow is therefore included in the objective
function. The parameter α weighs the penalty in the objective function. In the
experiments we set α = 0.1. We refer the interested reader to [8,11] for a full
description of the parameters and an extensive evaluation of the RNP-PE model.

4 Integration: A Hybrid Genetic Algorithm

In the RNP-PE formulation, it is primarily the number of possible assignments
of relay positions which affects the size of the problem. In instances where |R|
is in terms of thousands (which is a typical scenario), even for small number of
relays to select, the solution space is exponentially large.

Considering that the RNP-PE jointly solves two problems, namely the node
placement and data routing, we decompose the problem in two hierarchical lev-
els. At the top level, the GA is used to explore possible relay placements, which
involves iterating over assignments of the variables yi of the full MILP model.
At the bottom level, a simplified MILP is used to compute the optimal routing
of each one of these placements. This means that, for a certain assignment of yi
(i.e., positioning of relays), a MILP solver computes the best possible flow rout-
ing scheme achievable (based on the RNP-PE formulation). The optimization
problem obtained by fixing the variables yi is much smaller and simpler than
the original one, therefore its computation time is much reduced, a property
which is effectively exploited by the decomposition method.

4.1 Solution Encoding

The encoding of individuals (also known as chromosome encoding) is fundamen-
tal to the implementation of GAs in order to efficiently transmit the genetic
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information from parents to offsprings. In our case, an individual of the popu-
lation represents a deployment of relay nodes. Since RNs can be placed at one
of the set of candidate locations R, the location of each RN can be conveniently
specified as the index of the element in R to which it corresponds to. Accord-
ingly, a population member is encoded as an array of indexes values. The array
size is variable, given that the problem can admit solutions with k ≥ K relays.

Apart from the encoding, another fundamental aspect of a GA is the design
of its genetic operators. We propose a set of application-specific genetic operators
designed to achieve a good trade-off between exploration and exploitation.

4.2 Evaluation of Individuals

Let R∈ ∪ R, be an individual of the genetic population, with |R∈| ≥ K. In
order to evaluate the quality of R∈, we compute the optimal routing scheme
based on the relays located at the positions in R∈. A simple way to perform
this computation consists in constructing and solving a MILP problem, using
the RNP-PE formulation and replacing R with R∈. However, in practice, this
approach involves an additional overhead in terms of computation time, since a
complete mathematical model (which needs to be constructing and initialized)
must be built each time. The overhead is more evident after the evaluation of
hundreds (or even thousands) of individuals, as usually performed by a GA.

To overcome this issue, we propose to initially build a complete model, using
the whole set R, and add and remove constraints to the original formulation
every time an individual need to be evaluated. This way turns out to be both
efficient and time-saving. To evaluate R∈ using the original formulation presented
in Sect. 3.1, the following constraints must be included:

yi = 1 ∞i ⊆ R∈ (10)

yi = 0 ∞i ⊆ R \ R∈. (11)

Additionally, since the best data routing schemes may be achieved using less
than |R∈| relays, the model need to be enabled to obtain solutions in which
not all of the positions in R∈ are used for data flows. However, the original
formulation enforces the generation of routing solutions such that, if yi is equal
to 1, some flow variable in the set {fji, j ⊆ N}, must be positive. This implies
that by adding constraints (10), we are forcing the model to produce routing path
that require to use all the positions specified in R∈. To avoid this undesirable
behavior, we relax the constraints (4) by replacing them with:

yi = 1 ∃
∑

j⊆N
fji > 0 ∞i ⊆ R. (12)

After solving the now simplified MILP, the obtained solution is checked for
unused relays, that is, for positions i ⊆ R∈ such that

∑
j⊆N fji = 0. For these

positions, the objective function value is recomputed assuming yi = 0, hence
obtaining an accurate assessment of the optimal routing paths.
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4.3 Routing-Aware Placement (RAP) Crossover

We propose an application-specific crossover operator, referred to as Routing-
aware placement (RAP) crossover, aimed to boost the performance of the GA
search. The main ideas behind our operator are the design of a multi-parent
crossover operation and the inclusion of the extracted information from the rout-
ing trees obtained by the evaluation of previous individuals.

During the progress of the GA, the routing trees obtained after the evalua-
tion of each solution are examined and analyzed to extract useful information
about the shape of the generated sub-optimal solutions. In these routing trees,
some relay nodes (and hence their corresponding positions) are more important
than others, in the sense that they are used to carry more data. Therefore, we
measure the degree of importance of relay positions by looking at the amount
of flow circulating through the positioned relay nodes each time we evaluate an
individual. The most important relay positions form a set which we refer to as
preferential relay set , hereafter denoted as PS ∪ R.

Since close-by relay positions are likely to be used in a similar manner, the set
PS might become a group of clustered relay positions. To promote diversity in
PS, we propose a strategy which consists on partitioning the area into a number
of regions, where to each region is assigned a quota in PS, corresponding to the
maximum number of relay positions located in that region. The maximum size
of PS is limited by a user-defined parameter (set to 2K in this paper).

Another structural property that we observe in the routing trees, is the pres-
ence of relay chains. That is, the combined use of relays forming chains to
link different regions of the network. A pair of chained relay positions appears
in a solution whenever RNs located at these positions are linked to each other,
meaning that data flows directly from one relay to the other. After every solu-
tion evaluation, we extract all pairs of chained relay positions and store them
inside a map structure, CR : R ∈∀ 2R, where the set CR(i) ∪ R contains all the
positions that have formed a chain with i.

Finally, we also identify possible conflicts between relay positions. A con-
flict is identified whenever a relay position is included as an individual but is
not used to carry data in the routing solution. This situation suggests that the
potential benefits of using the ignored relay position have been achieved by other
RNs, placed in different positions. Hence, we say that the ignored relay positions
are in conflict with the currently utilized ones, and vice versa. To this end, we
keep a conflict map CM : R ∈∀ 2R that associates to each RN position a set
of positions that appear to be in conflict with any of the routing tree solu-
tions. Figure 2 illustrates the analysis of the routing solutions performed after
the evaluation of an individual. In the example, one pair of chained relays, one
preferential relay position (carrying data from four static nodes), and one con-
flict (unused position) are detected in the routing tree. The description of the
algorithmic procedure of the RAP crossover is presented in Fig. 1. The para-
meter pChainedRelay regulates the use of chained relay positions. We denoted
as Mom and Dad the genetic parents. The size of the new child individual is
taken randomly in the interval defined by the size of both parents involved in the
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Chain

Candidate

Conflict

Fig. 2. Elements extracted from MILP solution

operation. The operator first tries to construct a conflict-free set of RN positions
by randomly taking genes from both parents. Each time a gene g is selected, it
also takes a chained relay from CR(g) with probability pChainedRelay. After
this attempt to construct a child, the number of selected genes might not be
enough to achieve the target child size. Therefore, a second step is performed in
which the remaining RN positions are randomly selected from the preferential
set, and in case there are not enough preferential relays, the remaining genes
are selected taken randomly from R. In this way, the operator produces a new
chromosome which shares genetic material from both parents and from the set
PS. Moreover, the RAP crossover operator reinforces the generation of better
individuals by excluding conflicts previously seen, replacing those conflicts by
potentially useful relays (i.e., from PS), and by introducing chained relays posi-
tions, which are usually very beneficial, but not likely to appear frequently when
using a completely random procedure.

4.4 Mutation

The proposed mutation operator allows a controlled exploration of new regions
of the solution space by inducing small perturbations to existing individuals.
Mutation is implemented by displacing the relay positions within a circular area
of size 2r. Apart from changing the positions of the relays, the mutation may
also modify the size of the solution, that is, the number of positions of relays.
With a given probability pSizeChange, the operator varies the size, removing
existing positions or adding new ones.

5 Cooperation: A Shared Incumbent Environment

At this point, we are able to obtain solutions to the RNP-PE in two different
ways: (a) using a standard mathematical solver to solve the MILP model pre-
sented in Sect. 3.1, and/or (b) using the metaheuristic procedure introduced in



Exploiting Synergies Between Exact and Heuristic Methods in Optimization 259

Sect. 4. Both approaches offer different advantages and disadvantages. Approach
(a) offers the possibility (if we are lucky enough) to find an optimal solution.
However, depending on the problem instance, we might run out of computa-
tional resources before obtaining a good (or even at least any) feasible solution.
Approach (b) offers solutions whose quality depends on the amount of time
we provide to the GA procedure. In some cases, the evolution process can get
stuck and no improvements can be made to the current solution. Moreover, even
though we can get optimality bounds for the provided solutions, these bounds
might not be tight. Hence, we won’t be able to have a strong assessment about
the quality of the obtained solution (even if the solution is in fact optimal).
Input: Parents: Mom,Dad ∗ R, |Dad| √ |Mom| √ K
Input: Preferential relay set: PS ∗ R, |PS| √ 2K
Input: Chained relays: CR : →�R 2R, Conflict map: CM : →�R 2R

Result: Child ∗ R
if Mom = Dad then

Child ←− RandomChild() return Child
end
childSize = RandInteger (|Dad|, |Mom|)
genePool = Mom ∪ Dad
Child = ∅
while |Child| < childSize and genePool �= ∅ do

pick random relay g ⊆ genePool if ∃ĝ ⊆ Child : g ⊆ CM(ĝ) then
genePool ←− genePool \ {g}

else
Child ←− Child ∪ {g} genePool ←− genePool \ {g} if Rand(0, 1) √ pChainedRelay
and |Child| < childSize then

pick random relay h ⊆ CR(g) Child ←− Child∪ {h} genePool ←− genePool \ {h}
end

end

end
if (childSize − |Child|) √ |PS| then

while |Child| < childSize do
pick random relay g ⊆ PS Child ←− Child ∪ {g}

end

else
Child ←− Child ∪ PS while |Child| < childSize do

pick random relay g ⊆ R Child ←− Child ∪ {g}
end

end
return Child

Algorithm 1: RAP crossover operator

A cooperative environment is implemented by the execution of both approaches
as two independent processes able to communicatewith each other. We use a shared
incumbent environment as the cooperation scheme between both solvers, which
consists in letting both methods continuously exchange their best found solutions
so far. In the MILP solver, this corresponds to the best upper bound (also known as
the incumbent solution). In the GA, it is simply represented by the best individual
that has been evaluated so far.

The hybrid nature of the GA and its MILP functional component used in
the evaluation operator, facilitates the implementation of the shared incumbent
environment. Each time an individual is evaluated by the GA, we can easily
obtain, from the reduced MILP, the values of the variables corresponding to
the optimal routing solution. These values, together with those corresponding
to the positions (which are available from the encoding), allows to compose
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Fig. 3. Cooperative environment based on the shared incumbent.

the solution vector of the complete MILP model. Due to the potentially large
number of variables, we use a data compression scheme for the communication
of the solution vectors. A graphical representation of the proposed bio-inspired
shared environment is presented in Fig. 3.

6 Evaluation

To evaluate the proposed method, we considered a number of randomly gener-
ated network instances representing complex scenarios of the RNP-PE. In total,
we considered 20 network instances generated with different topological char-
acteristics, i.e. uniform, clustered, and small world. Networks were embedded
in an area of size 150m × 150m, and the set of possible relay positions was
determined using a uniform grid, with the grid points separated by Δ = 2 m of
distance. Considering the grid resolution and the size of the area, the number of
possible relay positions becomes particularly large (up to 5000). We have con-
sidered two group of experiments varying the value of K since this parameter
determines the number of deployments, and has an impact on the performance
of the GA. Table 1a indicates the parameters of network topologies considered.
Figure 4 depicts one of the topology instances. The evaluation consisted on three
steps.

Fig. 4. Example of network topology instance
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First, all instances are exhaustively solved using the MILP model presented
in Sect. 3.1. To solve the MILP we used the CPLEX R∩ solver under its default
parameters. In this step, the mathematical solver was given a larger amount of
computational resources, in terms of both CPU time (10 h) and physical memory
(8 GB RAM), in comparison to the following experiments. In this way, we aimed
at obtaining the optimal or best sub-optimal solutions to each of the problem
instances, through an intensive and exhaustive solving process.

In the second step, we solved the same instances using the hybrid Genetic
Algorithm presented in Sect. 4. To evaluate the efficacy of the genetic operators,
we also use a simplified version of the GA, in which the crossover and mutation
operators were replaced by a one-point random crossover and a uniform random
mutation operators. In the implementation, we use a steady state genetic algo-
rithm, and the GAlib library [29]. The main parameters of the GA are listed in
Table 1b. Finally, in the last step, we solve the instances using the cooperative
environment as described in Sect. 5. Both components (i.e., the mathematical
solver and the GA) were executed on similar CPUs, and the communication was
implemented using sockets. All methods, except the initial step, were given a
maximum CPU time of 2 h and 2 GB of physical memory.

6.1 Experimental Results

After performing the first step of the evaluation, we obtained solutions to each
of the instances considered. Table 2 shows objective function values, optimality
gap, and solving time for some of the instances considered. The mathematical
solver was not able to prove the optimality of any of the considered instances.
For some instances, the solver ran out of memory and finished before consuming
the available CPU time, as noted in the table. In the second step, we analyze per-
formance of the solution approaches, namely the GA with one-point crossover
and uniform mutation (GA-one point), the GA with the RAP crossover and
the proposed mutation operators (GA-RAP), and the cooperative environment
featuring a MILP solver and the GA within a shared incumbent environment
(MILP+GA). To measure the performance of each approach, we consider the
ratio between the objective function value of their best solutions found and the
solutions obtained in the first step. We refer to this value as the performance
ratio. For each instance, we performed 20 independent runs (to account random-

Table 1. Experimental setup.

(a) Instances parameters

Area 150 × 150 m2

|S| 200

|B| 5

TX range (r) 10m

(b) GA parameters

Population size 100

Scaling scheme Linear

Selection scheme Tournament

Crossover probability 0.9

Mutation probability 0.1
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Table 2. Solutions obtained by the MILP.

Obj. value Gap (%) CPU time (s)

1576.79 11.79 30290.7

2111.38 13.87 36002

1403.98 16.52 19397.2

1318.45 9.53 16725.7

(a) K = 10 (b) K = 20

Fig. 5. Comparison of the proposed solution methods

ness in the GA procedure), and we took the median value of the performance
ratio at different points of time.

Figure 5 shows the average performance ratio over all the instances considered
for each value of K. We can observe a variation of performance depending on the
choice of the genetic operators. The GA-RAP method is more effective than its
naive counterpart and provides better solutions. However, both tend to converge
fast and have difficulties in improving their best solution as time advances. On
the other hand, the performance of the MILP+GA cooperative scheme is con-
siderably better, and in some of the instances is also able to provide solutions
better than those obtained with the first step.

Fig. 6. Illustration of cooperation process.
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To illustrate the interactions between both methods within the cooperative
environment, we selected one execution of the MILP+GA method. Figure 6
shows the interactions and the evolution of the best solution over time (log-
arithmic scale). We can observe two clear behaviors: the reactive interactions
(sequences of solution exchanges separated by short intervals, and stand-alone
interactions. We conclude that none of the methods strictly dominates the oth-
ers, and the performance obtained by the combination is much superior than the
performance achieved by each method individually.

7 Conclusions

We considered an integrative and cooperative environment for solving a complex
mixed-integer optimization problem in WSNs. The approach features the use of
two problems solvers, of different nature and with orthogonal properties, which
interact and cooperate in order to improve their joint performance. Specifically,
we presented the case of a bio-inspired metaheuristic (i.e., a genetic algorithm)
and a traditional MILP solver for the relay node placement problem in WSNs.

The contributions of this work lie along three lines/ First, we propose a GA
which makes use of a decomposition strategy and a MILP solver to evaluate the
individuals of the population. Secondly, we designed a cooperative environment
in which a MILP solver and the proposed GA work, solve the same problem
in parallel, interacting and continuously exchanging relevant information. The
objective is to help ach other to overcome their weaknesses and speed-up the solv-
ing process. Finally, we demonstrate through extensive experiments the effective-
ness of the proposed strategy and show a significant performance improvement
when the solvers are combined, compared to their use as independent solvers.

Future work involves considering larger groups (three or more) of solvers,
including other types of metaheuristics and mathematical solvers, and studying
and assessing the collaboration level achieved according to the size and nature
of the group of solvers. Together with this, we will also consider the application
of this strategy to other, possibily related, optimization problems.
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Abstract. We consider a citation network of technological documents such as
patents and define a ‘community’ as a group of patents that are densely con-
nected within this group but are less connected with patents outside this group;
the citation network is supposed to be covered by several communities, with
each corresponding to a specific topic of technology. We propose a computa-
tional method of extracting a relevant community from the citation network in
a manner reflecting user’s specific interest in some technological topic. By use
of this method, the user readily gets a list of patents to read in order of priority.
The algorithm for community extraction in this method models the neural
mechanism of short-term memory recall from long-term memory. The benefit
of practical use of the proposed method exemplifies that exploring the real
brain is helpful for creating new information-processing technologies.

Keywords: Citation network � Community � Brain � Memory recall � Neural
mechanism

1 Introduction

A major problem overwhelming modern scientists and engineers is a tremendous
number of scientific and technological documents such as academic papers or patents
published daily. It is often the case that what one might have to read far exceeds what
one can read. It is therefore crucial to prioritize documents in order to find out what
one really has to read. Doing this manually, however, requires a huge amount of labor.
The purpose of this study is to propose a computational method to remedy this
situation; by use of this method, one can readily find a list of documents to read in
order of priority.

This method makes use of citation relations between academic papers or patents
(the present study focuses on patents). Citation is a good measure to estimate the
impact of a technological achievement described in a given patent [1]; citation of a
patent in another patent means that the technological achievement described in the
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latter is under the influence or control of that in the former. Some patents have been
cited many times; this means that these patents have had broad impact upon sub-
sequent activities of research and development.

In the proposed method, we consider a network of a large number of patents that
are connected by citation links (for instance, if patent A is cited by patent B, there is a
link between A and B, see Fig. 1). We then extract a ‘community’ of patents from the
entire network (Fig. 2, right) [2, 3]. In the literature of network science [4], the term
‘community’ means a group of nodes that are densely connected within the group but
are less connected with nodes outside the group. Community structure is a hallmark of
a variety of real world networks such as the World Wide Web/internet, social net-
works, protein interaction/gene regulatory networks and so forth [4]. Hence we sup-
pose that the citation network of patents is covered by several communities and each
community represents a specific topic in technology.

In the proposed method, extraction of a community from a citation network is
done by using the computational algorithm previously proposed by the present author
[5], which models the mechanism of memory recall in the brain (Fig. 2, left). This
algorithm calculates the ranking of individual patents in a manner reflecting user’s
specific interest in some technological topic; the community is hence defined as a set
of patents that are highly ranked.

To evaluate the proposed method, we compare its performance of community
extraction to that of a benchmark method. Then we examine application of this
method to a real citation network of Japan patents and demonstrate that relevant
patents are automatically extracted and prioritized.

In the previous study [5] we also demonstrated extraction of relevant documents
from a citation network of academic papers. The novelty of the present study lies in
the following points: The present study is the first to propose that memory recall in the
brain will be compared to community extraction from a network; then we evaluate the
efficiency of community extraction by use of the algorithm modeling the mechanism
of memory recall in the brain, which itself was proposed in the previous study but was
not examined as a process for community extraction there. Furthermore, whereas
citation data of only a limited extent of academic papers was available in the previous
study, we have been able to exploit citation data of a full extent of Japan patents in the
present study, which has enabled us to examine the proposed method in more practical
settings.

A B
References
.....
A
.....

cited citing

Fig. 1. Patent A is cited by patent B. The arrow line represents the citation relation between
them. The arrow head is directed from the cited to citing patents in order to symbolize that the
latter is under the influence of the former.
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2 Methods

2.1 Citation Network and Spreading Activation

Consider a citation network of patents (Fig. 2, right); individual nodes represent
individual patents, and individual links represent citation relations between patents.
Let A ¼ Anmð Þ n;m ¼ 1; � � � ;Nð Þ be the adjacency matrix defining the citation
network of N patents. If patent m cites patent n, Anm ¼ 1; otherwise Anm ¼ 0.

We assume that each node has an instantaneous value of ‘activity’. Activities
spread along links from nodes to nodes in the citation network; at each link, the
activity propagates from the citing patent to the cited patent. This process is called
‘spreading activation’ [6, 7]. We define the ‘importance’ of a given patent by the value
of activity finally acquired by this patent. Spreading activation assigns higher scores of
importance to patents that are cited by more numerous and more important patents.
The exact dynamics of spreading activation will be given later (see Sect. 2.4).

Spreading activation in the citation network is an analogy to propagation of neuronal
activities in the network of neurons in the brain [5, 8]. A node in the citation network can
be compared to a single neuron or a population of neurons whose activation encodes a
specific ‘idea’, and a citation link to a synaptic connection between a pair of neurons or a
bundle of synaptic connections between a pair of populations of neurons.

2.2 Short-Term Memory Recall from Long-Term Memory in the Brain

In psychology, ‘memory’ is categorized into ‘long-term memory (LTM)’ and ‘short-term
memory (STM)’. The LTM is stored in the brain as an associative network of ‘ideas’ that

ambulance

fire
engine

housefire
red

citation network

Fig. 2. Left, STM recall from LTM in the brain. Right, Extraction of a community from a
citation network.
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the individual has acquired through various experiences from its birth. The STM, on the
other hand, is a process to temporally activate a group of ideas extracted from LTM in
response to a given situation. For instance, if you see a fire, a group of associated ideas,
such as ‘‘fire’’, ‘‘red’’, ‘‘house’’, ‘‘fire engine’’, ‘‘ambulance’’ and so forth, are activated in
your brain (Fig. 2, left) [6]. Hence we hypothesize that STM recall in response to a given
situation is a process of community extraction from the LTM network.

2.3 Neural Mechanism of STM Recall

Recent progress in neuroscience has revealed neural mechanisms of memory recall in
considerable detail. In particular, a type of neuronal activity whose magnitude
depends on the transient cue signal or stimulation in a graded manner (graded neu-
ronal activity [9, 10]) has been extensively studied in the last decade; results of
experimental and computational studies suggest that the multi-hysteretic property of a
single neuron [11–13] or a population of neurons [14–16] is the underlying mecha-
nism of graded neuronal activity. The multi-hysteretic dynamics can give the attractor
that continuously depends on the initial state; this well accounts for the continuous
dependence of the activity on the transient cue signal [11–16]. Extending these
findings, we have hypothesized that graded neuronal activity is the neural substrate of
cue-dependent recall of STM [8].

2.4 Extracting a Community from a Citation Network
by Multi-hysteretic Dynamics

Our discussion so far has postulated the two hypotheses: STM recall in response to a
give situation is a process of community extraction from the LTM network; multi-
hysteretic dynamics is the neural mechanism underlying STM recall. Combining these
hypotheses, we are led to the idea of extracting a community from a citation network
by spreading activation governed by multi-hysteretic dynamics.

Let xm tð Þ denote the activity (output) of node (patent) m at time t. The input to

node n is given by In tð Þ �
PN

m¼1 Tnmxm tð Þ, where Tnm ¼ Anm

�PN
n0¼1 An0m. We assume

the multi-hysteretic input/output (I/O) relationship for each node, by which the input
In tð Þ is converted to the output xn t þ 1ð Þ according to the following rule:

if xn tð Þ\I1; xn t þ 1ð Þ ¼ In tð Þ=a; ð1aÞ

if I1� xn tð Þ� I2; xn t þ 1ð Þ ¼ xn tð Þ; ð1bÞ

if I2\xn tð Þ; xn t þ 1ð Þ ¼ aIn tð Þ: ð1cÞ

In the above, a is a parameter whose value ranges from 0 to 1 and controls the
magnitude of the hysteresis; I1 ¼ aIn tð Þ and I2 ¼ In tð Þ=a. The term ‘multi-hysteresis’
comes from the fact that the I/O relationship defined above is obtained by multiple stack
of bistable (i.e. single-hysteretic) units with each corresponding to a dendritic com-
partment of a single neuron [11–13] or a single neuron itself [14–16] (see Fig. 2 of [5]).
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Because of the multi-hysteretic property, spreading activation done by recursive
calculation according to the rule (1a) eventually converges to the steady state, say
~x 1ð Þ � lim

t!1
~x tð Þ, where the activation pattern of the network continuously depends

on the initial activation pattern [8]. Also, nodes that are highly activated in the steady
state tend to be mutually connected because activation of one node is supported by
activation of others that send links to that node. Thus, a group of nodes highly
activated in the steady state tend to form a community. More precisely, a community
is represented by vector~x 1ð Þ with element xn 1ð Þ representing the level of belong-
ingness of node n to that community.

It is worth mentioning the relation between spreading activation governed by the
multi-hysteretic dynamics and the PageRank algorithm [17]. The PageRank algorithm
is an efficient method to define the importance of individual nodes (typically, web
pages) of a network (World Wide Web). This algorithm also uses spreading activation
but of the linear dynamics (Markov-chain dynamics)

xn t þ 1ð Þ ¼
XN

m¼1
Tnmxm tð Þ : ð2Þ

Note that in the limit a! 1, our algorithm defined by the rule (1) becomes
identical to the PageRank algorithm (2). The essential difference between our algo-
rithm and the PageRank algorithm lies in that: The former gives the steady state that
depends on the initial state, whereas the latter gives a unique steady state irrespective
of the initial state. The PageRank algorithm defines the importance of individual
nodes only from the link structure of a network. In contrast, the importance of indi-
vidual nodes defined by our algorithm can reflect user’s specific interest represented
by the initial state of a network activation pattern (see Sect. 2.5).

2.5 Seed Patents

In the proposed method, the user is required to express the technological topic that he/
she wants to explore by ‘seed patents’, which are a set of patents judged by the user to
be putatively relevant to the topic [5]. Since the user’s in-advance knowledge about
the topic might be imperfect, seeds patents might lack some patents that are truly
relevant to the topic or include irrelevant ones. Nevertheless the user does not need to
be too accurate about the choice of seed patents because, as we shall see, truly relevant
patents (namely, highly ranked members of the community) will be retrieved whereas
irrelevant ones will be removed in the course of spreading activation.

Let~s be a vector representing a set of seed patents, whose elements are defined as

sn ¼ 1 if patent n is a seed patent; ð3aÞ

sn ¼ 0 otherwise: ð3bÞ

The initial state of a network activation pattern for spreading activation governed
by multi-hysteretic dynamics is defined as

~x 0ð Þ ¼~s ð4Þ
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2.6 Evaluation of the Performance of Community Extraction

To evaluate the performance of community extraction from a citation network of
patents by the proposed method, we carry out a comparison experiment taking the
method based on the personalized PageRank (PPR) algorithm as a benchmark
[17–19]. The PPR algorithm, unlike the original PageRank algorithm, gives a steady
state that depends on~s. The PPR algorithm is defined by the formula

xn t þ 1ð Þ ¼ q
XN

m¼1
Tnmxm tð Þ þ 1� qð Þsn 0� q� 1ð Þ ð5Þ

The second term in the right-hand side functions as a continuous force that biases
~x tð Þ towards~s. Therefore,~x 1ð Þ obtained by the PPR algorithm depends on~s. Thus,
the PPR algorithm can also be considered as a process of extracting a community.

The comparison experiment is conducted using a ‘community restoration’ problem
set as follows. We adopt a mathematical model of a citation network, proposed by
Klemn and Eguiluz (KE model network) [20, 21]. The KE model network used in this
experiment is defined with the notations in [20] as follows: N ¼ 100, m ¼ 5 and
l ¼ 0:05. This network might be small compared with real citation networks. How-
ever, the community structure of such a relatively small network can be extensively
known, and we can thoroughly make use of this knowledge to quantitatively perform
comparison experiment.

By the use of the Markov-chain clustering algorithm proposed by the present
author [22], the KE network is decomposed into K ¼ 5 overlapping communities in
such a way that

~xðPRÞ ¼
XK

k¼1
pk~x
ðkÞ

XK

k¼1
pk ¼ 1

� �
ð6Þ

Here, ~xðPRÞ represents the steady state given by the original PageRank algorithm

(namely, Markov-chain Eq. (2)), which satisfies
PN

n¼1 xðPRÞ
n ¼ 1; ~xðkÞ represents

community k, which also satisfies
PN

n¼1 xðkÞn ¼ 1.
Here we assume that a set of seed patents~s provided by the user is a community

deteriorated from the ‘correct’ community~xðkÞ corresponding to the topic that the user
wants to explore. This deterioration reflects imperfectness of user’s in-advance
knowledge on the topic. Therefore, extraction of the correct community can be viewed
as restoration of a deteriorated community. Hence we can evaluate the efficiency of
community extraction by measuring how accurately the correct community is restored
from a deteriorated community, namely, a set of seed patents.

A deteriorated community~s is generated from the ‘correct’ community~xðkÞ using a
probabilistic model, as follows. Note that components of ~s corresponding to seed
patents are equal to unity and all the other components are zero. Therefore, proba-
bilistic generation of ~s, namely, choice of seed patents by the user will be most
appropriately modelled by the multinomial distribution

p ~sð Þ ¼
YN

n¼1
xðkÞsn

n ð7Þ
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In the comparison experiment, we assume that~s has L ¼ 10 non-zero components.
How accurately~x 1ð Þ, obtained either by our algorithm or by the PPR algorithm,

restores~xðkÞ can be quantified by the correlation coefficient between~x 1ð Þ and~xðkÞ:

r ~x 1ð Þ; ~xðkÞ
� �

¼
PN

n¼1 xn 1ð Þ � x 1ð Þ
� �

xðkÞn � xðkÞ
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

n¼1 xn 1ð Þ � x 1ð Þ
� �2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

n¼1 xðkÞn � xðkÞ
� �2

r ð8Þ

where x 1ð Þ �
PN

n¼1 xn 1ð Þ
�

N and xðkÞ �
PN

n¼1 xðkÞn

.
N. The larger r, the more

accurate restoration; especially when r ¼ 1, restoration is perfect.

2.7 Evaluation of Robustness

Choice of seed patents by a user must accompany some ambiguities reflecting
imperfectness of his/her knowledge. The extracted community should not be signif-
icantly altered when seed patents are slightly changed. We therefore examine the
robustness of community extraction either by our algorithm or by the PPR algorithm.

To this end we choose a seed pattern, which will be denoted by ~s½0�. Then we

generate serial sets of ‘degraded’ seed patterns ~s½1�; ~s½2�; � � �, as follows: If s½l�n ¼ 1,

s½lþ1�
n ¼ 0 with probability pd ¼ 0:2 and s½lþ1�

n ¼ 1 with probability 1� pd; if s½l�n ¼ 1

and s½lþ1�
n ¼ 0, a zero component of ~s½l� (say, s½l�n0 ¼ 0) is randomly selected and

s½lþ1�
n0 ¼ 1. Let~x½l� 1ð Þ l ¼ 0; 1; � � �ð Þ denote the steady state for~s½l� obtained either by

our algorithm or by the PPR algorithm. Robustness of the steady state against changes
in the seed pattern can be evaluated by measuring the similarity between~x½0� 1ð Þ and
~x½l� 1ð Þ l ¼ 1; 2; � � �ð Þ. For experiment using the model network, we quantify this
similarity by the correlation coefficient c ~x½0� 1ð Þ; ~x½l� 1ð Þ

� �
.

We also compare the robustness of community extraction between the two algo-
rithms using a real citation network of patents. The robustness is evaluated by mea-
suring the similarity between the top R ¼ 20 ranking for ~s½0� and that for
~s½l� l ¼ 0; 1; � � �ð Þ. To quantify this similarity we introduce the following index, which
will be referred to as rank precision:

cR ¼
2

R Rþ 1ð Þ
XR

r¼1

R� r þ 1
lr � rj j þ 1

ð9Þ

Here, lr is the rank order for~s½l� of the patent that is ranked the r-th for~s½0�. The
denominator lR � rj j þ 1 represents the difference between the rank orders of the same
patent for~s½0� and~s½l�; if these rank orders are the same (lr ¼ r), the denominator takes
the minimum value. The numerator R� r þ 1 is the weight assigned to the patent
ranked the r-th for~s½0�; the higher weight is assigned to the higher rank order. If the
patent ranked the r-th for~s½0� is absent in the top R ranking for~s½l�, we set lr !1. If
the top R rankings for ~s½0� and ~s½l� are exactly the same, the rank precision takes the
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maximum value cR ¼ 1; if any of the top R patents for ~s½0� is absent in the top R
ranking for ~s½l�, cR ¼ 0. Thus, the rank precision (9) well represents the similarity
between the two rankings.

2.8 Bibliographic Data

To demonstrate the practical usefulness of the proposed method, we examined its
application to real citation networks. To this end we prepared bibliographic infor-
mation of Japan patents. This includes for each patent: publication number that we
shall use as the identification data (ID) of the patent; inventor(s); title of invention;
applicant; year of publication; IDs of cited patents; abstract; claims; and so forth.
Among them, only IDs of citing and cited patents are necessary to construct a citation
network. It should be noted that citation of patents, unlike citation of academic papers,
is given not by authors (inventors) but by examiners who are highly specialized in
specific fields of technology.

3 Results

Using the community restoration problem defined in Methods, we compared the
efficiency of community extraction between our algorithm and the PPR algorithm
taken as a benchmark. How accurately these algorithms restore the correct commu-
nity, denoted by ~xðkÞ, from a mathematically generated seed pattern (see Methods),
denoted by ~s, was quantified by the correlation coefficient (6). We averaged the
correlation coefficient over 100 ~s’s and the average correlation coefficient �r was
plotted as a function of the unique parameter in each algorithm (a for our algorithm
and q for the PPR algorithm). The restoration accuracy of our algorithm for 0:7\a\1
is higher than that of the PPR algorithm for the best value (q=0.9) (Fig. 3A and B).
At a ¼ q ¼ 0 and a ¼ q ¼ 1, the correlation coefficients for both algorithms are the
same because at the former both coincide with the original PageRank algorithm and at
the latter both give~x tð Þ ¼~s.

For further confirmation, the correlation coefficient was compared for each ~s
between these algorithms for their best parameter values (a ¼ 0:9 for our algorithm
and q ¼ 0:9 for the PPR algorithm). The correlation coefficients themselves largely
scatter over~s’s, which is consistent with the large standard deviation shown in Fig. 3A
and B. Nevertheless, for almost all~s’s (97 out of 100) the correlation coefficient given
by our algorithm is higher than that given by the PPR algorithm (Fig. 3C). These
results demonstrate that community extraction by our algorithm is more efficient than
that by the PPR algorithm.

Next we compare the robustness of community extraction between the two
algorithms. We calculated the correlation coefficient between ~x½0� 1ð Þ and ~x½l� 1ð Þ.
Here,~x½0� 1ð Þ and~x½l� 1ð Þ are the steady states obtained by either our algorithm or the
PPR algorithm for seed patterns~s½0� and~s½l�, respectively. The~s½l� is obtained by l times
of degradation from~s½0� (see Methods); that is, the larger l the farther~s½l� is away from
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~s½0�. As l increases, the correlation coefficient for the PPR algorithm decreases con-
siderably faster than that for our algorithm (Fig. 4). These results demonstrate that
community extraction by our algorithm is more robust than that by the PPR algorithm.

Now we empirically demonstrate the use and the benefit of community extraction
by the proposed method applied to a real citation network of Japan patents. We took
for example a technological topic expressed by the phrase ‘‘two-legged robot’’. A set
of 143 patents with abstracts or claims showing high scores of word matching to this
phrase was chosen as seed patents. Table 1 shows the list of the top 20 highest ranking
patents in the community extracted by the proposed method. Viewing this table, one
can readily know the most important patents in this field of technology. Table 2A
shows the list of the top seven applicants defined by the total activities. These
applicants are widely acknowledged as the leading companies or organizations in
humanoid or two-leg walking robot technology.

Fig. 3. A. The restoration accuracy of our algorithm, which is quantified by the average
correlation coefficient �c, is plotted as a function of a, a unique parameter in our algorithm. B.
The restoration accuracy of the PPR algorithm is plotted as a function of q, a unique parameter
in the PPR algorithm. The broken lines in A and B indicate the standard deviation. The
horizontal lines in A and B indicate the value of correlation coefficient obtained by the PPR
algorithm for q ¼ 0:9 that gives the best restoration accuracy. C. Each point (+) indicates the
correlation coefficient obtained by the PPR algorithm for q ¼ 0:9 (x-coordinate, ‘c for q ¼ 0:9’)
and that obtained by our algorithm for a ¼ 0:9 (y-coordinate, ‘c for a ¼ 0:9’) for each~s.
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Figure 5 visualizes citation relations among the top 250 highest ranking patents in
the extracted community. Each document icon symbolizes a patent and its size
expresses the activity it has acquired, namely, the importance assigned to this patent.
Icons are sorted from the top to the bottom in chronological order of the publication
dates. Each arrowed line represents the citation relation between two patents.
An arrow head is directed from a citied to a citing patent in order to indicate that the
latter is under the influence or control of the former. The color of the icons differ-
entiates applicants (red for Honda, blue for Sony, yellow for Toyota and so forth).

0 1 2 3 4 5 6 7 8 9 10
0.0

0.2

0.4

0.6

0.8

1.0

l
Fig. 4. Robustness of community extraction either by our algorithm (open circle) or by the
PPR algorithm (filled circle) against change in the seed pattern.

Table 1. The top 20 patents in the field of two-leg walking robot technology extracted from a
citation network of Japan patents by the proposed method. Bibliographic information is given in
Japanese.
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This visualization documents the well-known trends of two-leg walking robot tech-
nology in Japan. The earliest days in this field of technology were led by Waseda
University/Hitachi and Agency of Industrial Science and Technology (AIST). Sub-
sequently Honda has obtained a number of important patents and dominated this field.
This trend is followed by Sony. Also, it is noteworthy that Toyota has recently entered
this field.

Table 2. The top seven applicants in the field of two-leg walking robot technology judged by
the proposed method (A) and by the PPR algorithm (B).

Honda Sony

Waseda Univ./Hitachi

AISTToyota

JST

Fig. 5. Visualization of citation relations between the top 250 patents extracted by the
proposed method.
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Table 2B shows the top seven applicants extracted by the method based on the
PPR algorithm. One finds that AIST and Waseda University/Hitachi, which are widely
acknowledged as the leading organizations having marked the beginning of humanoid
or walking robot technology in Japan and are extracted in the top seven by our method
(Table 2A), are missing in Table 2B. The superiority of the proposed method to the
method based on the PPR algorithm demonstrated using the real citation network is
consistent with the results of the comparison experiment using a model network
(Fig. 3).

For the real citation network we also examined the robustness of community
extraction by either method. The similarity between the top R ¼ 20 ranking extracted
for an original set of seed patents ~s½0� (143 patents with abstracts or claims showing
high scores of word matching to the phrase ‘‘two-legged robot’’) and that extracted for
~s½l� generated from~s½0� with l times of degradation (see Methods) were evaluated by
calculating the rank precision cR defined by Eq. (9). As l increases, the rank precision
given by our method only slightly decreases, whereas that given by the method based
on the PPR algorithm drastically decays (Fig. 6). Thus the community extraction from
the real citation network by our method is much more robust than that by the method
based on the PPR algorithm. These are consistent with the results of evaluation of the
robustness using a model network (Fig. 4).

4 Discussion

Modern scientists and engineers have been overwhelmed by a huge number of doc-
uments such as academic papers or patents published daily. It is therefore crucial to
find out what one has to read from a pile of documents. Here we have proposed a
computational method to support this. For this we have considered a citation network
of documents and supposed that the network is covered by communities of documents,
with each community corresponding to a specific topic. The proposed method is based
on the algorithm that extracts a relevant community from the network. By use of the
proposed method the user who wants to explore a specific topic readily obtains a list of

Fig. 6. Robustness of community extraction from the real citation network of patents either by
the proposed method (open circle) or by the method based on the PPR algorithm (filled circle).
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documents relevant to this topic as highly ranked members of the extracted com-
munity. We have shown the efficiency of the proposed method by comparing it with a
benchmark method and demonstrated its benefit and practical usefulness by applying
it to the real citation network of Japan patents.

It should be noted that community extraction in the proposed method is ‘local’ in
sense that it extracts a relevant community from the entire network. This is in contrast
to standard community extraction in the literature of network science, which mostly
aims at ‘global’ community extraction, namely, finding all the communities covering a
network ([4, 23, 24], but see also [2, 3]). Global community extraction can reveal the
whole structure of a network but requires a large amount of computation. If it is only
necessary to find a relevant community, our local community extraction algorithm can
perform this with much less computation.

To be emphasized is that the core algorithm of the proposed method for local
community extraction models the mechanism of memory recall in the brain. The STM
recall from the associative network of LTM in response to a given situation can be
described as a process of local extraction of a community from a network. Thus, this
algorithm extracts a relevant community from a network in analogy to STM recall
from the LTM network in the brain. The benefit of the proposed method might be so
high because it models excellent functions of the real brain. We believe that exploring
the real brain will be helpful for creating new information-processing technology.

Acknowledgments. This study was partly supported by KAKENHI (23500379) and KA-
KENHI (23300061). Bibliographic data of Japan patents used in this study was downloaded
from StarPAT, a patent information retrieval system (http://www.scs.co.jp/product/gaiyo/
starpat.html).
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Abstract. We study the influence of global, local and community-level
risk perception on the extinction probability of a disease in several mod-
els of social networks. In particular, we study the infection progression
as a susceptible-infected-susceptible (SIS) model on several modular net-
works, formed by a certain number of random and scale-free communi-
ties. We find that in the scale-free networks the progression is faster
than in random ones with the same average connectivity degree. For
what concerns the role of perception, we find that the knowledge of the
infection level in one’s own neighborhood is the most effective property
in stopping the spreading of a disease, but at the same time the more
expensive one in terms of the quantity of required information, thus the
cost/effectiveness optimum is a tradeoff between several parameters.

Keywords: Risk perception · SIS model · Complex networks

1 Introduction

Epidemic spreading is one of the most successful and most studied applications
in the field of complex networks. The comprehension of the spreading behavior of
many diseases, like sexually transmitted diseases (i.e. HIV) or the H1N1 virus,
can be studied through computational models in complex networks [4,20]. In
addition to “real” viruses, spreading of information or computer malware in
technological networks is of interest as well.

The susceptible-infected-susceptible (SIS) model is often used to study the
spreading of an infectious agent on a network. In this model an individual is
represented as a node, which can be either be “healthy” or “infected”. Connec-
tions between individuals along which the infection can spread are represented
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 283–295, 2014.
DOI: 10.1007/978-3-319-06944-9 20, c© Institute for Computer Sciences, Social Informatics
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by links. In each time step a healthy node is infected with a certain probability
if it is connected to at least one infected node, otherwise it reverts to a healthy
node (parallel evolution).

The study of epidemic spreading is a well-known topic in the field of physics
and computer science. The dynamics of infectious diseases has been extensively
studied in scale-free networks [2,6,8,24], in small-world networks [19] and in
several kind of regular and random graphs.

A general finding is that it is hard to stop an epidemic in scale-free networks
with slow tails, at least in the absence of correlations in the network among the
infections process and the node characteristics [24]. This effect is essential due
to the presence of hubs, which act like strong spreaders. However, by using an
appropriate policy for hubs, it is possible to stop epidemics also in scale-free
networks [2,9].

This network-aware policy is inspired by the behavior of real human soci-
eties, in which selection had lead to the development of strategies used to avoid
or reduce infections. However, human societies are not structureless, thus a par-
ticular focus must be devoted to the community structures, which are highly
important for our social behavior.

Recently, a wave of studies focused the attention on the effect of the com-
munity structure in the modelling of epidemic spreading [7,25,26]. However, the
focus was only set towards the interaction between the viruses’ features and the
topology, without considering the important relation between cognitive strategies
used by subjects and the structure of their (local) community/neighborhood.

Considering this scenario, an important challenge is the comprehension of
the structure of real-world networks [14,15,21]. Given a graph, a community is
a group of vertices that is “more linked” within the group than with the rest of
the graph. This is clearly a poor definition, and indeed, in a connected graph,
there is not a clear distinction between a community and a rest of the graph.
In general, there is a continuum of nested communities whose boundaries are
somewhat arbitrary: the structure of communities can be seen as a hierarchical
dendrogram [22].

It is generally accepted that the presence of a community structure plays a
crucial role in the dynamics of complex networks; for this reason, lots of energy
has been invested to develop algorithms for the detection of communities in
networks [10,12,13]. However, in complex networks, and in particular in social
networks, it is very difficult to give a clear definition of a community: nodes
often belong to more than just one cluster or module. The problem of over-
lapping communities was exposed in [23] and recently analyzed in [17]. People
usually belong to different communities at the same time, depending on their
families, friends, colleagues, etc. For instance, if we want to analyze the spread-
ing of sexual diseases in a social environment, it is important to understand the
mechanism that leads people to interact with each other. We can surely detect
two distinct groups of people (i.e., communities): heterosexual and homosexual,
with bisexual people that act as overlapping vertexes between the two principal
communities [1,7,18].
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The strategies used to face the infection spreading in a community is itself a
complex process (i.e., social problem solving) in which strategies spread (as the
epidemics) along the community, and are negotiated and assumed or discarded
depending on their social success.

Several factors can affect the social problem solving which is represented by
the adoption of a behaviour to reduce the infection risk. Of course, personality
factors, previous experiences and the social and economical states of a subject
can be considered as influencing variables. Another important variable is repre-
sented by the structure of the environment in which the social communities live,
because it determines at the same time the speed of the epidemic diffusion and
the strategy of the negotiation process; in particular large and more connected
communities are often characterized by conservative strategies while small and
isolated communities allow more relaxed strategies.

The same strategy can be more or less effective depending on the strategies
adopted by the neighbours (community) of the subject. For instance, a subject
in a conservative community can adopt a more risky (and presumably profitable)
attitude with a certain confidence since he would be protected from the infection
because of their neighbours’ behaviours. This “parasitic” behavior (like refus-
ing vaccinations) can be tolerated up to a certain level without lowering the
community’s fitness.

Not only the neighbor’s behaviours affect the evolution of the cognitive strate-
gies of a subject, but also the position he has in the network should be a rele-
vant factor. A hub, or a subject with a great social betweenness, is usually more
exposed to the infection than a leaf, and as a consequence, the best strategy for
him has to be different. In the same way, since the topology of the network (e.g.,
small world, random) determines variables such as the speed of the spreading,
or its pervasiveness, it should also affect the development of the “best strategy”.

Moreover, while the negotiation process evolves, the cognitive strategies usu-
ally develop within the most intimate community of a subject, thus the behaviour
adopted by subjects could be an interesting feature for the community detection
problem as well.

The understanding of the effects of the community structure on the epidemic
spreading in networks is still an open task. In this paper we investigate the role
of risk perception in artificial networks, generated in order to reproduce several
types of overlapping community structures.

The rest of this paper is organized as follows: we start by describing a mech-
anism for generating networks with overlapping community structures in Sect. 2.
In Sect. 3, we describe the SIS model adopted to model the risk perception of
subjects in those networks. Finally, Sect. 4 contains simulation results from our
model with a throughout discussion and future work proposals.

2 The Networks Model

There are nc different communities with nv vertices (in this paper we consider
only undirected and unweighted graphs); we assume that the probability to
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Fig. 1. (a) An example network with 4 different communities composed by 10 vertices:
in this case, considering p1 = 1 and p2 = 0, we generate 4 non-interconnected fully
connected networks. (b) The same 4 communities with parameters p1 = 0.95 and
p2 = 0.05.

have a link between the vertexes in the same community is p1, while p2 is the
probability to have a link between two nodes belonging to different communities.
For instance, with p1 = 1 and p2 = 0, we generate nc fully connected graphs,
with no connections among them as shown in Fig. 1(a). It is possible to use the
parameters p1 and p2 to control the interaction among different communities, as
shown in Fig. 1(b). The algorithm for generating this kind of networks can be
summarized as:

1. Define s1 as number of vertexes in the communities;
2. Define nc as number of communities;
3. For all the nc communities create a link between the vertexes on them with

probability p1;
4. For all the vertexes N = s1nc create a link between them and a random

vertex of other communities with probability p2;

Constraining the condition p1 = 1−p2, we can reduce the free parameters to
just one. The connectivity degree itself depends on the size of the network and
on the probabilities p1 and p2. In particular, the connectivity function f(k) has
a normal distribution from which we could define the mean connectivity ∈k∀ as

∈k∀ = (s1 − 1)p1 + (nc − 1)s1p2 (1)

with standard deviation σ2(k) = (s1 − 1)p1(1 − p1) + (nc − 1)s1p2(1 − p2).
In Fig. 2(a) we show the frequency distribution of the connectivity degree of

nodes varying the value of the parameter p2 for a network composed by N = 5000
nodes and nc = 5 communities.
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Fig. 2. (a) Random networks: in this figure, we show the frequency distribution of
the connectivity degree changing the value of the parameter p2. The circles represent
the values for p2 = 0.01, crosses for p2 = 0.1 and eventually squares for p2 = 0.2.
Here, s1 = 1000 and nc = 5, thus we have generated networks with 5 communities of
1000 nodes for each. (b) Distribution of connectivity degree for the scale-free network
generated with the mechanism described above (dots). The straight line is a power law
curve with exponent γ = 2.5.

It is widely accepted that real-world networks from social networks to com-
puter networks are scale-free networks, whose degree distribution follows a power
law, at least asymptotically. In this network, the probability distribution of con-
tacts often exhibits a power-law behavior:

P (k) ≤ ck−γ , (2)

with an exponent γ between 2 and 3 [3,11]. For generating networks with this
kind of characteristics, we adopt the following mechanism:

1. Start with a fully connected network of m nodes;
2. Add N − m nodes;
3. For each new node add m links;
4. For each of these links choose a node at random from the ones already belong-

ing to the network and attach the link to one of the neighbors of that node,
if not already attached.

Through this mechanism we are able to generated scale-free networks with
an exponent γ = 2.5 as shown in Fig. 2(b). There, we show the frequency dis-
tribution of the connectivity degree for a network of 106 nodes. To generate
a community structure with a realistic distribution, we first generate nc scale-
free networks as explained above. Then, for all nodes and all outgoing links, we
replace the link pointing inside the community with that connecting a neighbor
of a random node in a random community with a probability of p2 = 1 − p1.
Thus, the algorithm can be summarized as:

1. Generate nc communities as scale-free networks with nv vertices;
2. For all the vertices, with a probability p2 = 1 − p1;

– Delete a random link;
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Fig. 3. Different values of modularity (Q) after increasing the mixing parameter p2 for
two networks with N = 4 · 105 nodes and N = 4 · 102 nodes.

– Select a random node of another community and create a link with one of
its adjacent vertex;

3. End.

In this way, we are able to generate scale-free networks with a well defined
community structure. A good measure for the estimation of the strength of
the community structure is the so-called modularity [15]. The modularity Q is
defined to be:

Q =
1
2

∑

vw

[

Avw − KvKw

2m

]

δ(cv, cw), (3)

where A is the adjacency matrix in which Avw = 1 if w and v are connected
and 0 otherwise. m = 1

2

∑
vw Avw is the number of edges in the graph, Ki is the

connectivity degree of node i and (KvKw)/(2m) represents the probability of an
edge existing between vertices v and w if connections are made at random but
with respecting vertex degrees. δ(cv, cw) is defined as follows:

δ(cv, cw) =
nc∑

r

ĉvr ĉwr (4)

where ĉir is 1 if vertex i belongs to group r, and 0 otherwise.
In Fig. 3 we show the values of modularity for two networks that were gen-

erated with the same algorithm, but with different sizes. Here, we consider a
network with 4 communities: in the first case s1 = 105, while in the second case
s1 = 102. What one can observe in Fig. 3 is that the modularity’s behaviour
does not change significantly for different network sizes with the same number
of communities.

In the case of scale-free networks, the mean connectivity degree ∈k∀ is fixed
a priori when we choose the number of links the new nodes create. In the case
of random networks the mean connectivity is given by Eq. 1.
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3 The Risk Perception Model

We use the susceptible-infected-susceptible model (SIS) [1,24] for describing an
infectious process. In the SIS model, nodes can be in two distinct states: healthy
and ill. Let us denote by τ the probability that the infection can spread along
a single link. Thus, if node i is susceptible and it has ki neighbors of which
sn are infected, then, at each time step, node i will become infected with the
probability:

p(s, k) = [1 − (1 − τ)sn ]. (5)

We model the effect of risk perception considering the global information of
the infection level for the whole network, the information about the infected
neighbors and the information about the average state of the community. Thus,
the risk perception for the individual i is given by:

Ii = exp
{

−H + J1

(
sni

ki

)

+ J2

(
sci

nci

)}

, (6)

where H = J(s/N) is the perception about the global network on which s is the
total number of infected agents while N is the number of agents in the network.
The second term of the Eq. 6 represents the perception about the neighborhood,
while the third term represents the perception about the local community of the
agent i.

In this model, we assume that people receive information about the network’s
state through examination of people in the neighborhood. The global information
could refer to entities like media while the information about the community
could be assumed as word of mouth. In this paper, we don’t consider the cost
that people should pay in order to get these information, but it is clearly an
important constraint to consider in future works.

The risk perception Ii, defined in Eq. 6, is assumed to determine the prob-
ability that the agents meet someone in its neighbourhood. The algorithm is
given by:

1. For all nodes i = 1, 2, . . . , N ;
2. For all its neighbors j = 1, 2, . . . , ki;
3. If Ii > rand;

– i meets j;
– If j at time t − 1 was infected then i becomes ill with probability τ ;

4. End.

Then, we propose a gain function defined as the number of meetings in time
considering different values of j = J, J1, J2 and different kind of scale-free and
random networks; the gain function G(j) is given by:

G(j) =
∑Te

t=1 Mt

Te
, (7)

in which Te is the time for the extinction, while Mt is the number of meetings
during time. Based on that, we can eventually define a fitness function that
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considers the probability to extinct the epidemic in the given time. Thus, the
fitness function is given by:

FT
j = G(j)Pe(j) (8)

It is possible to make a mean-field approximation of this model. Pastor-
Satorras and Vespignani defined the mean-field equation for scale-free networks
in [24]. In 2010, Kitchovitch and Liò [16] modeled the mean number of infected
neighbors g(k) for individuals i with connectivity degree k. In fact, given the
probability of receiving an infection by at least one of the infected neighbors
(Eq. 5), it is possible to define the rate of change of the fraction of individuals i
with degree k at time t by the following:

dik
t

= −γ + (1 − ik)g(k), (9)

on which γ is the rate of recovery (in our simulations we set γ = 1).
Then, as shown by Boccaletti et al. [5], for any node, the degree distribution

of any of its neighbors is,

qk =
kP (k)

∈k∀ , (10)

hence, it is possible to define the number of infected neighbors as:

in =
kmax∑

Kmin

qkik, (11)

and it allows to give a definition of g(k) as:

g(k) =
k∑

s=0

(
k

s

)

p(s, k)isn(1 − in)k−s, (12)

where s = sn is the number of infected neighbors.
The temporal behavior of the mean fraction c of infected individuals in the

case of a network with fixed connectivity is given by:

c
′
=

k∑

sn=1

(
k

sn

)

csn(1 − c)k−sn [1 − (1 − τ)sn ], (13)

where c ⊆ c(t), c∈ ⊆ c(t + 1) and the sum runs over the number kinf of infected
individuals.

4 Results and Discussion

We studied the behavior of our model for different scenarios. In Fig. 5, we show
results considering a network of 500 nodes and 5 communities where the initial
number of infected agents is ≥ 10% of all agents in the network. We focus on
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Fig. 4. Effect of the parameters J2 (a), J1 (b) and J (c) (x-axis) on the fitness function
F (y-axis) considering different scale-free and random networks with different values of
modularity. Results are averaged over 100 simulations for each value of J , J1 and J2.

the information about the community (parameter J2), while we kept J = J1 = 1
fixed. It is very interesting to observe the time necessary for the extinction of
the epidemics, with the probability of being infected τ = 0.5 and changing the
community structure of the network.
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Fig. 5. On the left side of the figure we show the temporal evolution of infected indi-
viduals by varying the mixing parameter p2. The time necessary for the epidemic
extinction increases as the modularity Q decreases. On the right side, we show the
effects of the precaution parameter J2 on the extinction time by varying the modular-
ity Q. The straight line represents the results for different value of J2, while the dashed
line represents the results for a constant value of J2.

The effects of the parameters J2, J1 and J on the fitness function F consider-
ing different scale-free and random networks with different values of modularity
are shown in Fig. 4. The results were averaged over 100 simulations for each
value of J , J1 and J2.

On the left side of Fig. 5 we show the temporal evolution of the percentage
of infectious agents for different kind of networks and different values of J2. We
can observe that the extinction time increases when the modularity of network
decreases, even if we use higher values of J2. On the right side of Fig. 5, we show
the effect of the precaution on the extinction time. The straight line corresponds
to different values of J2, while the dotted line corresponds to the same value
of J2 in different kind of networks. It is also possible to observe that when a
network becomes less clustered, the information about the community becomes
less important.

In the case of scale-free networks, the mean connectivity degree ∈k∀ is related
to the number m of links the new nodes create. In the above example, considering
m = 5, we obtained a mean connectivity degree ∈k∀ = 7.8.

For comparisons, we generated random networks with a mean connectivity
degree ∈k∀ ∪ (7, 8). The first result that we obtained is that the extinction time
is larger than in the scale-free case. In Fig. 6, we show the temporal evolution of
the infected agents for a random network with modularity Q = 0.78 considering
J2 = 25 as in the upper plot on the left side of Fig. 5. For the scale-free network
the time necessary for the extinction is Te ∞ 3 · 102 while for the random one it
is Te ∞ 3 · 103.
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Fig. 6. Percentage of infected agents for a random network of 100 nodes and 5 commu-
nities with modularity Q = 0.78. Adopting the same parameter used for the simulation
reported in Fig. 5, we show how the time for the extinction (approx. 2900 units) of
the epidemic is greater than for the scale-free case (i.e., upper plot on the left side of
Fig. 5).

Table 1. Critical values for the extinction of the epidemic on case of scale-free networks
of 500 nodes and 5 communities considering a maximum threshold time Tmax = 1000,
necessary for the extinction of the epidemics.

Critical Values

Q (modularity) J J1 J2

0.78 45 15 25

0.64 40 15 45

0.35 40 20 55

Regarding the effects of the global and local (neighborhood) information,
we investigated scale-free networks composed by 500 nodes and 5 communities
with a fixed maximum threshold time Tmax, necessary for the extinction of the
epidemics. We assume Tmax = 1000 and separately measure critical values of
J, J1 and J2. In the Table 1, we show the critical values of the three parameters
by changing the modularity Q. As we can observe, the most variable parameter
is J2 while the other two parameters do not appear to change. From this figure,
we observe that the information about the fraction of infected neighbors is the
most effective for stopping the disease. However, in order to get this piece of
information, each node needs to check the status of all its neighbours, a task
that can be quite hard and possibly conflicting with privacy. On the other hand,
the information on the average infectious level in the community or in the whole
population is more easily obtained. Therefore, one needs to add the cost of
information into the model in order to decide what the most effective solution
for risk perception is.

Summarizing, we have studied the progression and extinction of a disease
in a SIS model over modular networks, formed by a certain number of random
and scale-free communities. The infection probability is modulated by a risk
perception term (modeling the probability of an encounter). This term depends
on the global, local and community infection level. We found that in scale-free
networks the progression is slower than in random ones with the same average
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connectivity. For what concerns the role of perception, we found that the local
one (information about infected neighbours) is the most effective for stopping the
spreading of the disease. However, it is also the piece of information that requires
most efforts to be gathered, and therefore it may result a high cost/efficacy ratio.

The main element of originality of this paper is that we introduced a network
model based on communities, which still retains the scale-free structure with the
possibility of changing the modularity, and we think that this structure (albeit
being quite theoretical) is more realistic than standard scale-free networks. The
fact the knowledge about own community is more effective than other indicators
is surely trivial (and we expected to get this result), but it is also the information
that is more expensive to get, at least for the standard data gathering existing
today. We would like to quantify the advantage in using this indicator in order
to compare its efficiency with respect to its cost (and for doing it we need to
include a cost model, that will be done in a future work) and also point to the
necessity of gathering this kind of local information, that in a real case may also
present problems related to the privacy, but might be of great importance in the
case of a pandemic.

In regard to extending the model by inserting a cost model, it should also
be taken into account what the best strategies are to avoid the spreading of epi-
demics in different environments considering agents as intelligent entities capable
to change or select the best strategies dynamically in order to minimize the risk
and to maximize the economy of the system. In combination to this, we plan
to add a more complex model such as the SIR eventually with vaccinations, for
which there are important factors like the penetration and the possibility that the
modular structure may be exploited to “shield” a community that may remain
not exposed – similarly like people that refuse vaccinations, but are “shielded”
by a surrounding community that vaccinates.
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9. Dezső, Z., Barabási, A.-L.: Halting viruses in scale-free networks. Phys. Rev. E
65(5), 055103+ (2002)

10. Van Dongen, S.: Graph clustering via a discrete uncoupling process. SIAM. J.
Matrix Anal. Appl. 30, 121–141 (2009)

11. Dorogovtsev, S.N., Mendes, J.F.F., Samukhin, A.N.: Structure of growing networks
with preferential linking. Phys. Rev. Lett. 85, 4633–4636 (2000)

12. Dorso, C., Medus, A.D.: Community detection in networks. Int. J. Bifurcat. Chaos
20(2), 361–367 (2010)

13. Fortunato, S.: Community detection in graphs. Phys. Rep. 486(3–5), 75–174 (2010)
14. Fortunato, S., Castellano, C.: Community Structure in Graphs, December 2007
15. Girvan, M., Newman, M.E.J.: Community structure in social and biological net-

works. Proc. Natl. Acad. Sci., USA 99, 7821–7826 (2002)
16. Stephan, K., Pietro, L.: Risk perception and disease spread on social networks.

Procedia Comput. Sci. 1(1), 2339–2348 (2010)
17. Lancichinetti, A., Fortunato, S., Kertész, J.: Detecting the overlapping and hierar-

chical community structure of complex networks. New J. Phys. 11, 033015 (2009)
18. Liljeros, F., Edling, C.R., Amaral, L.A., Stanley, E.H., Åberg, Y.: The web of
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Abstract. A problem in the phenomenological reconstruction of Com-
plex Systems (CS) is the extraction of the knowledge that elements play-
ing in CS use during its evolution. This problem is important because
such a knowledge would allow the researcher to understand the global
behavior of the system [1,2]. In this paper an approach to partially solve
this problem by means of Formal Concept Analysis (FCA) is described in
a particular case, namely Language Dynamics. The main idea lies in the
fact that global knowledge in CS is naturally built by local interactions
among agents, and FCA could be useful to represent their own knowl-
edge. In this way it is possible to represent the effect of interactions
on individual knowledge as well as the dynamics of global knowledge.
Experiments in order to show this approach are given using WordNet.

1 Introduction

Complex System (CS) is a broad concept which has specific features but covers
very different systems, with an astonishing variety of dynamics. Among them,
particularly interesting are those related with human (rational) activities, as for
example, organizations, communities and cities. It is usual to study and simu-
late these kinds of systems by reducing human behavior to simple (but essen-
tial) processes. A traditional methodology in CS research is to model these by
designing local interactions between nodes (agents) of the CS, then -by means
of simulations- global properties are studied (by checking their reliability, accu-
racy and validity). Several types of agents interactions can be considered: games,
communication (messages), competition, etc.

Particularly interesting is the study of Language Dynamics (LD), a rapidly
growing field in CS community, that focuses on all processes related with emer-
gence, evolution, change and extinction of languages [11]. For instance, an
approximation to the study of self-organization and evolution of the language
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and its semantics to consider the community of users as a CS that collectively
build the semantics features of their lexicon. Formal Concept Analysis (FCA)
[6] aims to collect formal concepts defined by attributes. Thus FCA tools can
be applied to enhance models in order to study LD, in which implicit semantic
structures in agent’s language can be considered.

1.1 Naming Games

A popular approach in LD is to model agents’ interaction by means of naming
games [19,20]. Naming games were created to explore self-organization in LD
(emergence of vocabularies, that is to say, the mapping between words and mean-
ings). Naming games consist on the interaction between two agents, a speaker
and a listener. From the basic model, a number of variants for several and spe-
cific models can be considered. The aim of the agent community is to achieve a
common vocabulary. The minimal naming game is as follows. Each agent has its
own context (object/word) and interacts according to the following steps [11]:

1. The speaker selects an object from the current context.
2. The speaker retrieves a word from its inventory associated with the chosen

object, or, if its inventory is empty, invents a new word.
3. The speaker transmits the selected word to the listener.
4. If the listener has the word named by the speaker in its inventory and that

word is associated with the object chosen by the speaker, the interaction is a
success and both players maintain in their inventories only the winning word,
deleting all the other words that fitted the same object.

5. If the listener does not have the word named by the speaker in its inventory,
or the word is associated to a different object, the interaction is a failure and
the listener updates its inventory by adding an association between the new
word and the object.

Naming games have been considered both in non-situated and situated mod-
els. Situated models place agents in an artificial world, where environmental
features as distance between agents or agent’s neighborhood can be considered.
Situated models are very interesting because the communication among agents
does not obey purely random selections: communication takes place between
agents which are able to do it (for example, between neighbor ones). Moreover,
naming games with spatially distributed agents allow to model the emergence of
different language communities by stabilization of the system [18]. This is due
to the fact that the “success” of a linguistic innovation is dependent on whether
the group, as a whole, has adopted it or not.

Our interest in naming games is based on their adaptive nature, that is to
say, naming games can produce changes in the lexicon of both, the speaker and
listener, as side effect. Thus, agent’s lexicon changes during its live within the
system. By considering the possible results in each step of the naming game we
can list the side effects on agents’ lexicon on the game (see [18]).

From FCA point of view, minimal game is a very inspiring interactive method
in which it can be applied. For example, by considering synsets (sets of cognitive
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synonyms) from WordNet1 as attributes, which provides an implicit meaning.
There exist several variants of the above interaction by considering different
levels of reasoning ability of agents.

1.2 Reasons for Selecting FCA (and WordNet)

Classic LD does not consider strong semantic features on agents’ interactions.
FCA provides a general framework in which semantic features can be added to
LD (at object/attribute level). It is interesting to consider a real case study,
a language with coherent semantics (also compatible with FCA) as emergence
target, to discuss this proposal. In this paper WordNet is selected as the case
study but of course it can also be used with any other object-attribute
system.

Aim of the Paper. The aim is to describe how the concept lattice associated
to the full language emerges (in asymptotic terms) from a community of agents
by means of FCA-based semantic interactions. Specifically, the aim is to describe
a number of experiments with FCA-based variants of LD approach using naming
games-based models, by showing models’ behaviors. In this way we demonstrate
that FCA can enrich LD models, particularly those that focus on vocabulary
emergence.

To illustrate the different proposals, WordNet (subsets of) is considered as
an universal vocabulary (a global knowledge which the multiagent system aim
to achieve). In this way experiments can be confronted with the real structure
of a vocabulary (although models presented in this paper -a first approach- are
basic and they do not consider every WordNet feature).

The selection of an existent lexical database is not arbitrary. Human lan-
guages are surprisingly robust and stable, with persistent categories [14]. In
WordNet terms, synsets are categorical classifications that have emerged from
human interaction, thus it is a good candidate in order to model its emergence.

Structure of the Paper. In the next section some remarks on FCA and its
use in LD modeling are considered. Section 3 presents some variants of naming
games by using FCA elements. In order to perform experiments, WordNet lexicon
database is selected. Section 4 is devoted to describe a FCA-based version of the
naming game. In Sect. 5 we analyse an interesting variant of naming games which
uses concept reasoning (actually reasoning with implications of agents’ contexts
and attribute exploration idea) to perform the interaction. This variant shows a
behavior similar than the one in Steels’ spatially distributed naming games [18],
thus in order to simulate interlingua phenomena, hybrid games are presented in
Sect. 6. Section 7 is devoted to discuss experimental results and, in Sect. 8, some
conclusions of the work done are given.
1 http://wordnet.princeton.edu

http://wordnet.princeton.edu
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Fig. 1. Formal context, associated concept lattice and Stem Basis

2 Background: Formal Concept Analysis and Implications

According R. Wille, FCA mathematizes the philosophical understanding of a
concept as a unit of thoughts composed of two parts: the extent and the intent
[6]. The extent covers all objects belonging to this concept, while the intent
comprises all common attributes valid for all the objects under consideration.
It also allows the computation of concept hierarchies from data tables. In this
section, we succinctly present basic FCA elements, although it is assumed that
the reader is familiar with this theory (the fundamental reference is [6]).

A formal context is represented as M = (O,A, I), which consists of two sets,
O (objects) and A (attributes) and a relation I ∈ O ×A. Finite contexts can be
represented by a 1-0-table (representing I as a Boolean function on O × A). See
Fig. 1 for an example of formal context about living beings.

The FCA main goal is the computation of the concept lattice associated with
the context. Given X ∈ O and Y ∈ A it defines

X ∈ := {a ∀ A | oIa for all o ∀ X} and Y ∈ := {o ∀ O | oIa for all a ∀ Y }

A (formal) concept is a pair (X,Y ) such that X ∈ = Y and Y ∈ = X. For example,
concepts from formal context about living beings (Fig. 1, left) are depicted in
Fig. 1, right. Actually in Fig. 1, each node is a concept, and its intension (or
extension) can be formed by the set of attributes (or objects) included along
the path to the top (or bottom). E.g. The node tagged with the attribute Legs
represents the concept ({Legs,Mobility,NeedWater}, {Cat, Frog}).

2.1 Implications and Basis

Logical expressions in FCA are implications between attributes, pair of sets of
attributes, written as Y1 ≤ Y2, which is true with respect to M = (O,A, I)
according to the following definition. A subset T ∈ A respects Y1 ≤ Y2 if Y1 ⊆∈ T
or Y2 ∈ T . It says that Y1 ≤ Y2 holds in M (M |= Y1 ≤ Y2) if for all o ∀ O, the
set {o}∈ respects Y1 ≤ Y2. See [5,6,17] for more information.

Definition 1. Let L be a set of implications and L an implication of M .
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1. L follows from L (L |= L) if each subset of A respecting L also respects L.
2. L is complete if every implication of the context follows from L.
3. L is non-redundant if for each L ∀ L, L \ {L} ⊆|= L.
4. L is a basis for M if it is complete and non-redundant.

It can obtain a basis from the pseudo-intents [8] called Stem Basis (SB). SB
is only an example of a implication basis. In this paper none specific property of
the SB can be used, so it can be replaced by any other basis.

In order to work with formal contexts, stem basis and association rules, the
Conexp2 (cf. [21]) software has been selected. It has been used as a library to
build the component which provides implications (and association rules) to the
reasoning module of the system we have used in several applications of FCA.

2.2 A Formal Context Associated to WordNet

As it was mentioned before, it is interesting to consider a real and structured
language in order to exploit FCA semantic features, thus in this paper experi-
ments are performed on subsets of WordNet system. A Formal context associated
to WordNet has been considered by using words as objects of the context and
synsets as attributes. Synsets are sets of synonymous words, thus they can be
considered as a potential definition (meaning) of each word. The concept lattice
associated to this huge lexical database can not be computed, thus small subsets
of WordNet have been taken instead, in order to be able to compute FCA ele-
ments (concept lattice and SB) in short time. In this way, it will be possible to
evaluate the soundness of the proposed models with respect to the FCA elements
associated to these subsets.

2.3 Formal Contexts Associated to Agents in Complex Systems

Actually two different scopes of formal contexts should be considered in the
experiments. The first one is the formal context associated to the whole lan-
guage considered, the global knowledge, and the second one is the formal
context associated to the lexicon that each agent owns, the individual knowl-
edge. Starting from an initial lexicon (usually randomly selected) for each agent,
they interact using variants of naming games and the result of these interaction
transforms theirs contexts (so their formal concepts).

Finally, to compute the collective knowledge, the individual knowledge of
each agent is aggregated to obtain a similarity matrix. The entries of this matrix
is the number of agents owning each pair object-attribute. A pair belongs to
the collective knowledge only if its value in the similarity matrix is above a
certain collective knowledge threshold CKth (which will be detailed later).

Since the aim of the paper is to describe how the concept lattice associated
to the full language emerges (in asymptotic terms) from the interaction of a
community of agents, it is interesting to study what kind of FCA-based naming
2 http://sourceforge.net/projects/conexp/

http://sourceforge.net/projects/conexp/


Simulating Language Dynamics by Means of Concept Reasoning 301

games are efficient to achieve this goal, and how these games output stable com-
munities which need other type of interactions (based on attribute exploration
idea, for example) to intercommunicate their lexicons.

2.4 Assumptions on the Model

Our approach uses several assumptions -adapted from those enumerated in [9]
to a FCA framework- for each model presented in this paper3:

• All agents have same semantic space and pre-existing semantic categories.
This assumption is selected when agents “understand” a pair (word, synset)
equally to other agents that knew the same pair.

• Agents are equipped with a symbolic communication ability. In our case, the
ability to reason with Stem basis.

• Agents can read each other’s communicative intentions. In our case, we sim-
plify this to two performatives (from speech acts): request and answer.

• Agents have imitation ability: agents accept information from other agents
(credulous agents).

• Agents continually detect recurrent patterns. In our case, agents detect true
implications. Our model is not realistic in this assumption, because agents in
Sect. 5 selects implications from Stem basis instead of any true implication.

• Agents have sequencing ability. In our case, sequencing is limited to one-step
memory. We will see that It is sufficient in our model.

• Agents’ behavior is governed by rule competition. This idea is implemented by
selecting, as the knowledge basis of agents, the stem basis (Sect. 5).

The assumptions seem stronger in some cases, compared with other model
assumptions as in [10], where minimal abilities for initial agents are supposed.

2.5 Parameters on the Models

Mainly five parameters are considered (see also [7]):

• N is the population size. The values chosen in the experiments are conditioned
by the feasibility of the computation of each model.

• δ is the probability for an agent to have within its initial knowledge a pair
lema-synset (object-attribute) (see section bellow). As general rule, δ is
selected in a value range which provides each pair lema-synset to appear in
at least one agent from the overall population with probability P = 0.95.

• Convergence (stabilization) criteria: The convergence test checks whether
every existent pair lema-synset is present within the collective knwoledge.

• The collective knowledge threshold CKth is selected within the range [90%–
100%]. This selection has the aim of assuring the convergence to the full
language in (almost) every agent.

• The size of the selected subset of WordNet in the experiments is determined
by both, the fact that the subsystem must contain complete synsets and by
the computational feasibility. The complex concept lattices associated to sub-
systems of Wordnet are hard to compute [1].

3 Some of them will be weakened in future works.



302 G.A. Aranda-Corral et al.

Fig. 2. Example (1st row: context and synsets definitions; 2nd row: stem basis and
concept lattice

Fig. 3. Agents for the example

3 Modeling Communication as FCA-based Naming
Games

Roughly speaking, the goal of using FCA in naming games is to analyze interac-
tions between agents with a partial knowledge in order to study how a collective
knowledge emerges. In these communication games, each interaction is a com-
municative act where two agents interchange new knowledge. In the experiments
performed, the creation steps have been dropped because the aim of these models
is to induce the emergence of WordNet.

In order to model communication between agents, the English lexical data-
base WordNet has been chosen as the global knowledge. In WordNet nouns,
verbs, adjectives and adverbs are grouped into sets of cognitive synonyms called
Synsets, where each of these express a distinct concept. Synsets are interlinked
by means of conceptual-semantic and lexical relations.

In order to illustrate the process, a tiny WordNet subset has been chosen
(see Fig. 2) and the initial knowledge of two agents which will perform the com-
municative act is shown in Fig. 3.
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3.1 Communicative Process Outline

The simulation environment for communication games has been considered as
a grid (the world) where agents move freely. In each step, if an agent meets
another, a communicative act takes place. Roughly speaking it is as follows.

1. The world is randomly initialized for a given density (population/gridsize).
Each agent starts with an initial knowledge randomly taken from the global
one. To obtain successful communicative games, it is necessary that the union
of the initial local knowledge of each agent contains approximately all con-
cepts within the global knowledge.
As it was already commented, the probability P for each pair within the
selected WordNet subset to appear in the initial local knowledge of at least
one agent is given by:

P = 1 − (1 − δ)N

It is suggested to carry out communication games with at least P > 0.95,
thus the value δ to be considered depends on the number of agents N in the
world (i.e. for N = 200 it is suggested that δ ≥ 0.015).

2. In each time step, each agent moves randomly to an adjacent cell.
3. Each agent (speaker) chooses randomly a listener agent within the agents in

the same cell, in order to start a communicative process (request).
4. After the simulation, the collective knowledge can be measured.

There are different ways of performing the communicative process as well
as different ways of measuring the collective knowledge. Those will be depicted
in the following sections. Due to the huge size of the WordNet database, in
order to compute the simulations of communication games, different subsets of
WordNet have been considered as global knowledge. In order to enrich language
dynamics within communication games, only connected subsets of WordNet and
only formed by full synsets have been considered.

3.2 Formal Contexts as Agents’ Knowledge in Communication
Games

In order to work with FCA-based naming games, the individual knowledge
of an agent is considered as a local Formal Context, in which lemas are objects
and synsets are attributes. A relation between an object oi and an attribute ai

means that that the lema oi belongs to the synset ai.

4 Modeling Emergence of WordNet by Intent-Extent
Games

The first model is the most direct one due to the relative similarity between a
formal concept and a synset. In this communication game, the communicative
act consists on direct interchange of lemmas (objects) and synsets (attributes)
between the speaker and the listener.
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Fig. 4. Intent-extent communicative act

Fig. 5. Evolution of agents knowledge within the world grid

Communicative Act. Each time step, the speaker randomly chooses a pair
(oi, aj) from its local knowledge (formal context) and sends it (request) to the
listener. The answer of the listener will be the two sets intent(oi) and extent(aj)
(relative to its own formal context). In case the listener does not have any infor-
mation about oi or ai, it will returns an empty set and will add the pair (oi, aj)
to its local knowledge (see Fig. 4).

Collective Knowledge Emergence. In order to detect and measure the
emerging knowledge due to agents interactions in this communication game, the
collective knowledge is obtained by computing the similarity matrix. In each time
step the error rate between the global and the collective knowledge is measured
as the difference between the collective and the global knowledge.

In Fig. 5 four different states of the communicative process for this model
are shown. A small example has been chosen in order to show a representation
of the world. The circles are agents which randomly move within the grid. The
number on the agents shows the number of complete synsets they have within
their individual knowledge.
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Fig. 6. Communicative act in stem basis game

Convergence Criteria. The communication game ends when the collective
knowledge emerged from agents interactions is equal to the global knowledge. It
is worthy to note that the convergence rate of the game highly depends on the
collective knowledge threshold CKth considered (see Sect. 7 below).

5 Modeling Emergence of WordNet by Stem Basis
Games

This model aims to exploit the power of stem basis (SB) in knowledge detec-
tion tasks. In a first approach the communication process goal is the emergence
of the collective knowledge by detecting and eliminating inconsistencies within
local knowledge of agents. The communicative process in this case concerns to
consistency questions. Each agent will contrast its knowledge with others’, in
order to detect and fix inconsistencies (see Fig. 6).

Communicative Act. The speaker computes the SB of its local formal context,
randomly chooses a rule ri from it and sends it (request) to the listener. If ri
is true within the listeners’ local knowledge, it returns a positive answer and
finish the communicative act. Otherwise it returns a negative answer and sends
to the speaker a counter example (oi) for ri, and the speaker adds it to its local
knowledge in order to fix the inconsistency. This communicative act is similar
to one step of the attribute exploration (cf. [6]).

Collective Knowledge Emergence. In this case, as the model works with
SB, the collective knowledge has to be considered as the collective consistent
knowledge, that is to say, the SB corresponding to the collective knowledge have
to be consistent with the SB corresponding to the global knowledge. As the rules
of the game have changed, in this case, the collective knowledge is measured by
its consistency. In order to estimate the soundness of the emerged knowledge, it
should be verified whether the true implications within the collective knowledge
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are entailed by the SB of the original vocabulary. Firstly, the similarity matrix
is computed as in the former model, and a collective formal context is obtained
by filtering de similarity matrix with the aforementioned collective knowledge
threshold CKth. Then the collective SB is computed and its consistency is veri-
fied against the global SB.

Convergence Criteria. This communication game ends when the game reach
the equilibrium, that is to say, when there are no more inconsistencies between
agents local knowledge. It is worthy to note that from this model does not
emerges the global knowledge (it is not the aim), but a knowledge consistent
with the global one. In the following section an hybrid model will be considered
in order to get both, consistency and completeness.

6 Modeling Emergence of WordNet by Hybrid Games

In order to obtain a better model for language emergence, an hybrid model is
considered. Particularly, to complete the stem basis game, which stabilizes before
agents’ local knowledge converges to the global knowledge.

The consistency based approach is interesting but does not provide full emer-
gence of collective knowledge. Thus in this hybrid approach the two communica-
tive act types depicted above will be considered, one based on consistency (stem
basis interactions) and the second based on direct information exchange (intent-
extent interactions). In this model, another question arises, how to merge both
types of communicative act?

Communicative Act. In a first approach of merging both types of commu-
nicative acts, the simplest solution is to use one communication type or another
with a certain probability P (usually P = 0.5). This first approach produces a
behavior very similar to the intent-extent game, thus it is not very interesting,
and another approach should be considered.

Firstly, two new parameters should be considered. One is the time period
τeq necessary to consider that the game as arrived to a equilibrium state, thus,
every inconsistency between agents’ local knowledge have been suppressed. That
is to say, the time period in which agents’ local knowledge does not changes.
The second parameter is the time period τint−ext in which agents interchange
information freely (as in the first model) in order to enrich their local knowledge,
but leading to new inconsistencies. The process for this second approach is as
follows.

Agents normally communicate others as in they do in the stem basis game. If
after a time period τeq the system stays in equilibrium, agents’ communication
type changes to the one of the intent-extent game during a time period τint−ext.
Then they come back to behave as in the stem basis game in order to solve
inconsistencies until the next equilibrium state.
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Collective Knowledge Emergence. In this case the both notions of collective
knowledge above mentioned should be considered, in order to evaluate both,
consistency an knowledge emergence.

Convergence Criteria. The game ends when both objectives are reached, the
emergence of consistency and the global knowledge, within the collective agents
knowledge.

7 Experiments and Discussion

In order to study the convergence of agents’ collective knowledge for each of
the aforementioned communication games, many experiments with the differ-
ent models have been carried out. A connected subset of WordNet (as it was
mentioned before) has been selected to be used in all experiments.

In Fig. 8 the results of some of those experiments are shown. The figures show
the emergence of collective knowledge which tends to the global knowledge (pre-
sented as a percentage of the global knowledge). In the cases which correspond,
it is also shown the evolution of the implications, associated to the collective
knowledge, with respect to those associated to the global one.

The subset of WordNet considered for the experiments is of relatively small
size (around 400 lema-synset pairs) due to the high computation time of the

Fig. 7. First row: average number of pairs (lemma-synset) involved in communicative
act (left) and the average number of positive (new pair for the listener) ones (right).
Second row: convergence rate with respect to the collective knowledge threshold CKth
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Fig. 8. Convergence of collective Knowledge in communication games based on intent-
extent (first row), and hybrid games (second row).

Stem Basis for huge formal contexts. Thus, in order to show the fact that agents’
collective knowledge converges asymptotically towards the global knowledge, an
experiment for the intent-extent game has been performed using a huge subset
of WordNet (around 26700 lema-synset pairs) (see Fig. 8 top left). The rest of
the figures corresponds to intent-extent game using the same WordNet subset
than in the others (Fig. 8 top right), hybrid probability-based game with P = 0.5
(Fig. 8 bottom left) and hybrid rounds-based game (Fig. 8 bottom right).

It should be noted that no experimental results are shown for the game
based exclusively in Stem Basis, due to the fact that the system stabilizes before
any concept exceed the collective knowledge threshold (CKth) (which should
be high) in order to be considered as collective knowledge. This phenomena is
similar to others in LD simulation (language competing).

In the plot corresponding to the hybrid rounds-based game (Fig. 8 bottom
right), it is very interesting to observe the different behaviors that arises depend-
ing on the communication type being used. When the communication game is in
a period of intent-extend communications, intervals of stable knowledge appears
(see also Fig. 8, bottom right). Recall that the intent-extent game consists on
random knowledge interchanges and introduces inconsistencies (counterexam-
ples). In the other hand, when the communication game is in a period of Stem
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Basis communications, the knowledge base slightly increases (due to the coun-
terexamples interchange) but the number of collective implications consistent
with the global knowledge increases significantly. That is to say, it introduces
consistency to the knowledge acquired in the previous period.

In order to show the evolution of communicative acts, Fig. 7 depicts the
average number of pairs (lemma-synset) that are sent in each time step (1st
row, left), and the number of successful ones (1st, right), both for the intent-
extent experiment. Finally, Fig. 7 (2nd row) shows the experimental relationship
between the collective knowledge threshold (CKth) and average convergence
time step. In a nutshell, intend-extend based communication produces collective
knowledge quite fast, but it is inconsistent (with respect to the global knowledge)
until the whole global knowledge has been learnt. While the communication
based on SB produces collective knowledge and don’t converges by itself to the
global knowledge, but the partial knowledge produced is consistent with the
global one.

8 Conclusions and Future Work

In this paper it is shown how to apply FCA in order to enrich LD simulation, in
the particular case of naming games in Language Dynamics. FCA provides a solid
formal semantic characterization of implicit conceptual structures of Language
users. In this way it is possible to analyze the semantic evolution of LD. For
instance, a promising research task is to model qualitative category games [11].

A consequence of the results of this work is that language convergence seems
to be governed by the shared vocabulary (the mapping between words and mean-
ing) instead of the shared language. This conclusion can be justified because the
selected δ (which estimates the size of initial vocabulary of agents) is small, and
with it the number of pairs (word, synset) initially in each agent. It remains
to be investigated vocabulary distributions distinct than the uniform one, for
example those that take into account the agents within agent’s neighborhood
(in order to empower the sharing of vocabulary among close agents).

An interesting research line is to consider weighted distributions on the
vocabulary (and concepts [4]), in order to compare local and global knowl-
edge. Also it would be interesting to consider non-uniform distributions of agents
within the world (cells). Other distributions (in big sized worlds) would induce
the existence of sub-communities with different languages (speaker communi-
ties). In the future will also be considered the case where languages get in touch
due to communication between speaker communities. This second phenomena is
only possible to be simulated if the pair speaker-listener behavior is not driven
by means of purely random walks and distributions. In this case, it occurs that
this mediates the communication by topological features [18] (see also [13]). The
analysis of agent lexicons -in preliminary experiments- reveals that agents will
develop stable knowledge within their cluster, but will also develop a second lan-
guage, an interlingua which is weaker but shared among different clusters [18].

With respect to the use of significative vocabulary subsets (from WordNet
or Thesaurus), it is interesting the use of data weeding techniques [15] to classify
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which of them can be explained by CS emergence. The discovering of LD models
to explain this would show new ideas on how such vocabularies emerge in the
real world. In the case of the concept lattice provided, it is interesting to study
the emergence of concept neighborhoods [16]. Also, we are investigating other
semantic relationships distinct than synsets.

Lastly, it can be sound to use association rules (subsets of Luxemburger basis
[12]) instead of Stem Basis. This choice is very related with the idea of lexicon
mediated by confidence in the relationship. The reasoning with association rules
is more complex, although promising approaches can be exploited [3].
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Abstract. In this paper, we introduce a rigorous punishment mecha-
nism into the prisoners’ dilemma game. In our model, the punisher pun-
ishes the defector with fine β at the cost of γ. Monte-Carlo simulations
show the evolution of system is jointly affected by β, γ and system’s
initial state. We find that when γ is small, the system can evolve into
two steady states, i.e., coexisting of cooperators and defectors, and pure
punishers. When γ is large, the system can evolve into the only steady
state, i.e., coexisting of cooperators and defectors. However, in the middle
value of γ, the system can evolve into three steady states, i.e., coexisting
of cooperators and defectors, a rock-paper-scissors type of cyclic domi-
nance, and pure cooperators. These results are explained by average total
payoff, transition possibility and evolutionary snapshot. We also find the
heterogeneity of population distribution can affect cooperation as well.

Keywords: Rigorous punishment · Prisoners’ dilemma game · Evolu-
tionary system · Cooperation

1 Introduction

Ranging from biological to social systems, from economic to political activities,
cooperative behavior is the heart of many activities and phenomena. Under-
standing the emergence and persistence of cooperation is a fundamental issue
[1]. In particular, there have been a large amount of fruitful interactions between
researchers in evolutionary game theory [2,3], especially in the prisoners’ dilemma
game (PDG) [4]. In PDG, there exists two players, i.e., cooperator (C) and defec-
tor (D). The payoffs of players depend on their decisions. For instance, they can
get the payoff R(P ) while mutual cooperation (defection); if a defector meets a
cooperator, the defector can obtain a maximum payoff T and the later can only
get a minimal payoff S. The payoffs satisfy T > R > P > S and 2R > T + S.
Because the defector always outperforms the cooperator, the two players will
fall into the mutual defection state. However, observations in the real world usu-
ally show the opposite. Over the past decades, several mechanisms have been
G.A. Di Caro and G. Theraulaz (Eds.): BIONETICS 2012, LNICST 134, pp. 312–321, 2014.
DOI: 10.1007/978-3-319-06944-9 22, c© Institute for Computer Sciences, Social Informatics
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proposed to explain the altruistic cooperative behavior, such as kin selection [5],
direct or indirect reciprocity [6], group selection [7], voluntary participation [8],
and so on.

Since Nowak and May [9], spatial games have been given much attention
by researchers from many different fields [10–12]. In these works, individuals
are located on a spatial network playing with their neighbors. At each round,
players interact with their neighbors by choosing cooperation or defection, and
get the sum of payoffs. In the next round, each player will update its strategy
according to certain rules [9,10,13–17,20]. In such spatial evolutionary game
model, cooperation can emerge through the way that cooperators form clusters
to resist exploitation by defectors. In this context, the network topology [18,19]
plays a key role in the evolution of cooperation, which has been widely stud-
ied over the years, e.g., regular networks [20–23], small-world networks [24–27],
interdependent networks [28] and scale-free networks [29–31].

In the reality, punishment can maintain cooperation in human societies. For
example, polices or other elements of justice system maintain human actions
by punishing criminal activities. There are many fruits in this area [32–34]. In
these works, fine and punishment cost are considered as two fundamental para-
meters to determine the stationary distribution of strategies in spatial networks.
In particular, Szolnoki [35] found that punishment can promote and stabilize
cooperative behavior in the Public Goods Game (PGG). As a natural research
extension of N-player interactions, i.e., PGG, in this paper, we are going to
investigate the effects of punishment played in PDG.

In present work, we propose a model that incorporates rigorous punishment
into PDG and study the model in a lattice network analytically. It is found that
the steady-state population could be: (a) a mixture of cooperators and defectors,
(b) a mixture of cooperators, defectors and punishers, (c) pure punishers, and (d)
pure cooperators, depending on the punishment parameters β and γ. We analyze
our findings based on the average total payoff among three of strategies, transi-
tion possibility and evolutionary snapshot. We also find that the heterogeneity
of population distribution can affect the cooperative behavior as well.

The paper is organized as follows. In Sect. 2, we describe the PDG model
with rigorous punishment. The simulation results and discussions are given in
Sect. 3. And finally, the paper is concluded in Sect. 4.

2 The Model

We consider an evolutionary PDG with reduced payoff matrix: T = b, R = 1,
P = S = 0, where 1 < b < 2 [36]. To incorporate punishment strategy into
PDG, we introduce a third player: the punisher. Thus, in our PDG model with
punishment, each player takes one of the three strategies: C (cooperate), D
(defect) and P (punish). The extended payoff matrix is given by:
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⎛

⎝

D C P

D (0, 0) (b, 0) (b − β,−γ)
C (0, b) (1, 1) (1, 1 − γ)
P (−γ, b − β) (1 − γ, 1) (1 − γ, 1 − γ)

⎞

⎠

From the payoff matrix, we can see that defector will get the payoff b−β when
encountering with the punisher, who gets a payoff of −γ correspondingly. The
cooperator will get the payoff 1 and the corresponding punisher will receive 1−γ.
Here the punisher is considered as a special kind of cooperator who consumes
an additional cost of γ while punishing the defectors. Accordingly, the punisher
will get 1 − γ when encountering with another punisher.

The PDG is staged in a square lattice with periodic boundary conditions.
Initially, a player on site x is designated either as cooperator, defector or punisher
at random. To survey the influence of cooperation affected by punishment, we fix
the initial proportion of defectors fD as 0.5. The initial proportion of punisher
fP and cooperator fC satisfies fC + fP = 0.5. Then, players play the PDG with
their neighbors. At each round, players get the sum payoff PSx

, where Sx is the
strategy of player x. Next, player x chooses one of its four nearest neighbors
at random, and the chosen player y also acquires its payoff in the same way.
Finally, player x imitates the strategy of player y with a probability, controlled
by strategy update rule [20]:

ω(Sx → Sy) =
1

1 + exp[PSx−PSy

κ ]
(1)

Where ω is the probability of player x imitating the strategy of player y. Here,
κ(0 < κ < +∞), characterizes environmental noise, including irrationality and
errors. The effect of κ has been well studied in the previous papers [37,38].
According to these works, we set κ = 0.1.

There follows many interesting questions, including: how the fine β and pun-
ishment cost γ jointly affect the cooperative behavior in PDG? how the hetero-
geneity of population distribution in the initial system impacts the cooperative
behavior?

3 Simulation Results and Discussion

To explore the combined influence of punishment and cost on cooperation, we
take N = 100 × 100 players and an initial population distribution of fD = 0.5,
fP = 0.3 and fC = 0.2. By Monte-Carlo simulations, fC , fD, fP are obtained by
averaging over the last 3000 generations of 10000 total generations. Each data
is averaged by 10 individual runs.

Figure 1 shows the strategy frequencies of cooperator, defector and punisher
when the punishment cost γ = 0.5. One can clearly find that fC monotonously
increases with β, fD decreases with β and fP is emerging when 1.4 < β < 1.7.
There are three dynamic evolutions in the range of β. When β < 1.3, there
is only one steady state, i.e., coexisting of cooperators and defectors. When
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Fig. 1. Strategy frequencies vs fine β for the punishment cost γ = 0.5, b = 1.02,
κ = 0.1, the frequencies of fP = 0.3, fD = 0.5 and fC = 0.2.

1.3 < β < 1.7, the system is maintained by cyclic dominance among three
strategies and the level of cooperation is remarkable increased. When β > 1.7,
pure cooperators dominate the system.

Next, we analyze the underlying mechanism displayed in Fig. 1 by the average
payoffs and the transition possibility among three strategies. The average payoffs
of cooperators, defectors and punishers are defined as:

PC =

⎡i=N
i=N−M

⎡j=Ni
C

j=1 Pi,j

Σi=N
i=N−MN i

C

, j ∈ C (2)

PD =

⎡i=N
i=N−M

⎡j=Ni
D

j=1 Pi,j

Σi=N
i=N−MN i

D

, j ∈ D (3)

PP =

⎡i=N
i=N−M

⎡j=Ni
P

j=1 Pi,j

Σi=N
i=N−MN i

P

, j ∈ P (4)

Where Pi,j denotes for the player j
′
s total payoff in the i generation. j ∈ C

indicates player j is cooperator and similar with j ∈ D and j ∈ P . N i
C is the

total number of cooperators in generation i and the same as N i
D, N i

P . Here, we
sum up the last M generations of the total N generations. So the same as PD

and PP .
As Fig. 2 shows, when β < 1.3, because punishers always hold a cost of γ,

cooperators can easily invade the punishers. Meanwhile, punishers punish the
defectors with small value of fine. When the punishers die out in the system,
defectors dominate the system. However cooperators can form cooperation clus-
ters, getting higher payoff than defectors. Thus, the cooperators can survive
among defectors. Several previous works have shown the emergence of cooper-
ation in lattices network is often induced by formation of cooperator clusters,
where cooperators can obtain higher payoff to protect themselves against the



316 Y. Ling et al.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Fine

A
ve

ra
ge

 to
ta

l p
ay

of
f f

or
 s

tra
te

gy

Cooperator
Defector
Punisher

Fig. 2. Average total payoff for γ = 0.5, b = 1.02 and κ = 0.1, the frequencies of
fP = 0.3, fD = 0.5 and fC = 0.2.
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Fig. 3. Transition possibility for γ = 0.5, b = 1.02, κ = 0.1, the frequencies of fP = 0.3,
fD = 0.5 and fC = 0.2, obtained via Monte Carlo simulations of the prisoners’ dilemma
game on the square lattice network.

invasion of defectors [39]. When 1.3 < β < 1.7, defectors get smaller aver-
age total payoff than punishers, they then promote punishers to emerge in the
system. As punishers increase, punishers will punish the defector. It will aggra-
vate the decreasing defectors. The cooperators emerge and persist in the system.
When β increases, cooperators invade the punishers in the system. Finally, when
β > 1.7, cooperators completely dominate the system.

We can also analysis the strategy transition among cooperators, defectors
and punishers. We assume that PC∈D is the transition possibility where C → D
denotes cooperator transferring to defector, similarly with PC∈P , PD∈C , PD∈P ,
PP∈C and PP∈D. Figure 3, clearly demonstrates the transition possibilities of
players for different values of β. As we can see, the system turns into dynam-
ical stable station when β < 1.3. As β increases, PC∈D decreases and PD∈C
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(a) T=10 (b) T=100 (c) T=200 (d) T=8000

Fig. 4. A series of snapshots of distribution of cooperators (blue), defectors (lawn
green) and punishers (dark red) on a 100×100 square lattice with γ = 0.5, β = 0.5, b =
1.02, κ = 0.1 (Color figure online).

increases. Also, PC∈P and PD∈P are emerging, that is to say, the transition
possibility of cooperator transfer to punisher increases. When β > 1.7, defectors
and punishers die out, cooperators dominate the system and punishers give up
punishment and turn to cooperation.

To intuitively understand how our mechanism works in the evolution of coop-
eration, we further investigate the evolution patterns of cooperators, defectors
and punishers. Figure 4 shows the evolutionary snapshots when γ = 0.5, β = 0.5.
Initially, players are randomly distributed in the lattice network from initial
population distribution of fC = 0.2, fD = 0.5, fP = 0.3. For T = 100, we can
find that the punishers are easily destroyed and the system soon evolves into the
phase where defectors dominate the system. When T = 8000, cooperator clusters
are shaping and the system evolves into coexisting of defectors and cooperators.
However, Fig. 5 shows another different evolutionary snapshot when γ = 0.5,
β = 1.4. When T = 100, the cooperator clusters can resist the invasion of defec-
tors and the frequency of cooperators increases. The evolution system shows a
rock-paper-scissors type of cyclic dominance.

To sum up the jointly influence of β and γ on cooperation, we draw the full
fine-cost phase diagram presented in Fig. 6. As one can see that there are four
system phases in the range of β and γ. When γ < 0.45 and β is small, the
system will enhance the survive of coexisting of defectors and cooperators, then
(C + D) phase can occur. As β increases, punishers dominate the system and
invade the defectors and cooperators. The system evolves from (C +D) phase to
(P ) phase. The breaking points of transferring phase depend on the value of γ.

(a) T=10 (b) T=100 (c) T=200 (d) T=8000

Fig. 5. A series of snapshots of distribution of cooperators (blue), defectors (lawn
green) and punishers (dark red) on a 100×100 square lattice with γ = 0.5, β = 1.4, b =
1.02, κ = 0.1 (Color figure online).
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Fig. 6. Full β − γ phase diagram for b = 1.02 and κ = 0.1, obtained via Monte Carlo
simulations of the prisoners’ dilemma game on the square lattice.

When 0.45 < γ < 0.55, the system is dominated by defectors and cooperators,
i.e., the (C +D) phase in the small value of β. As β increases, the self-organizing
patterns with cyclic invasion from (C+D) phase to (C+D+P ) phase dominates
the system. In this phase, it manifests a new form of cyclic dominance that forms
not just between individual strategies but also between strategy alliances in
1.3 < β < 1.7. When β further increases, the system transfers from (C +D +P )
phase to the (C) phase, cooperators invade both of defectors and punishers, and
completely dominate the system. When γ > 0.55, the system has the unique
(C + D) phase across the full range of β. In other words, at such large values of
γ, punishers become inefficient in their contribution of facilitating the evolution
of cooperation.

Finally, we visually study the influence of population heterogeneity in cooper-
ation level. Here, fD is fixed as 0.5. The population heterogeneity is implemented
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Fig. 7. Sum of strategy frequencies of cooperator and punisher vs fine β for the pun-
ishment cost γ = 0.5, b = 1.02 and κ = 0.1.
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by varying fP as 0, 0.1, 0.2, 0.3, 0.4 and 0.5, under control of fP + fC = 0.5.
Figure 7 shows the relationship of (fC + fP ) vs β. As we can see that, with
increasing of initial proportion of punisher fP , the sum frequency of (C + P )
remarkable increases to guarantee the emergence of cooperation in 1.3 < β < 1.7.
As previous work [40] shown, the system’s initial states affect the way of evolu-
tion station. Our results indicate that a bigger proportion of punisher can effec-
tively increases system’s cooperation level. However we have to provide more
investment to maintain these punishers.

4 Conclusion

In summary, we have proposed and studied rigorous punishment mechanism
in the prisoners’ dilemma game. The punishers, who pay an additional cost γ,
punish the defectors with fine β. The evolution of system is jointly affected by
fine β and cost γ. By simulations, we find that (I) Under small value of cost γ,
the system can reach a steady state consisting: (a) a mixture of cooperators and
defectors; (b) pure punishers. (II) When cost γ is large, there is only one steady
state consisting of pure punishers. (III) However, in the middle value of cost,
the systems show the steady states consisting: (a) a mixture of cooperators and
defectors; (b) a rock-paper-scissors type of cyclic dominance which is a mixture
of cooperators, defectors, and punishers; (c) pure cooperators. We also found
that the heterogeneity of population distribution can affect the emergence and
persistence of cooperation. Our work indicates rigorous punishment mechanism
plays an important role in the evolution of cooperation, and thus it may shed
light on understanding the emergence of cooperative behaviors in natural and
social systems.
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35. Szolnoki, A., Szabó, G., Perc, M.: Phase diagrams for the spatial public goods
game with pool punishment. Phys. Rev. E 83(3), 036101 (2011)

36. Nowak, M.A., May, R.M.: The spatial dilemmas of evolution. Int. J. Bifurcat Chaos
3, 35–78 (1993)
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