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v

Together with the increase in computer technology development the importance 
of human–computer system interaction problems is increasing due to the grow-
ing expectations of users on general computer systems’ capabilities in human 
work and life facilitation. Users expect a system that is not a passive tool in human 
hands, but rather an active partner equipped with a sort of artificial intelligence, 
having access to large information resources, being able to adapt its behavior to 
human requirements, and to collaborate with human users. Achieving these expec-
tations is possible through interaction with technology-based systems (e.g., com-
puters, embedded computer devices) through interactive modalities (e.g., video, 
voice, touching, writing, gesture, facial expressions, and many others). Thus, the 
computational methods of Artificial Intelligence are inherent tools utilized in this 
research area. It is an idea of the book titled Issues and Challenges in Artificial 
Intelligence to collect examples of such attempts. Its preparation was made possi-
ble thanks to the papers sent in by our colleagues, working as we do, in the area of 
Human Interaction Systems. We appreciate these contributions very much.

The contents of the book were divided into the following parts: Part I. 
Detection, Recognition and Reasoning; Part II. Data Modeling, Acquisition and 
Mining; and Part III. Optimization.

Part I, consisting of six chapters, is devoted to detection, recognition, and rea-
soning in different circumstances and applications. H. M. Nguyen et al. evaluate 
a hybrid approach to reconstruct a wide range of 3D objects from photographs. 
A. Lipnickas et al. tune parameters of the RANSAC method and determine the 
number of planes in 3D data by means of indices describing validity of clusters. In 
another chapter, these authors again adopt the RANSAC method for segmentation 
of flat areas and detection of planes. A new approach in automatic speech recogni-
tion is presented in the chapter by R. Amami and coworkers. It is based on a non-
conventional utilization of Real Adaboost algorithm in combination with Support 
Vector Machines. A. Smiti and Z. Elouedi recognize the importance of the clus-
tering exploitation in competence computing for Case-Based Reasoning systems. 
B. Sniezynski et al. discuss a methodology for application of Logic Plausible 
Reasoning formalism in a creation of specific knowledge.

Problems associated with data modeling, acquisition, and mining are pre-
sented in papers collected in Part II. A comparison of two approaches used for 
intelligent planning of complex chemical synthesis is presented by Z. S. Hippe. 

Preface



Prefacevi

In effect, the results of experiments enhancing the matrix model of constitutional 
chemistry by machine learning algorithms put a new quality into the worldwide 
known D-U model. The chapter by P. G. Clark and coworkers deals with gen-
eralized probabilistic approximations applicable in mining inconsistent data. 
J. L. Kulikowski presents a computer-aided assessment of complex effects of 
decisions and shows that finding trade-offs between costs and profits is possible 
due to adequately chosen algebraic tools. A new concept of a distributed system 
for data acquisition, preprocessing, and subsequent passing by modern mobile 
devices is discussed by P. Czarnul. An exemplary implementation of the concept 
on modern Phonegap platform is also provided in this chapter.

Part III contains four chapters. J. Balicki et al. consider a genetic scheduler 
applied for optimization of a bottleneck computer workload and costs. Genetic 
programming is applied for finding the Pareto solutions by applying an immu-
nological procedure. The authors conclude that a computer program as a chro-
mosome gives the possibility to represent specific knowledge of the considered 
problem in a more intelligent way than the data structure. C. Barbulescu and 
S. Kilyeni examine, in their chapter, the particle swarm optimization algorithm 
applied to study the power flow in complex power systems. T. Potuzak, in his 
chapter, describes time requirements of genetic algorithm optimization for 
road traffic division when using a distributed version of the algorithm. In turn, 
A. P. Rotshtein and H. B. Rakytynska discuss optimal design of rule-based system 
by means of solving fuzzy relational equations. The proposed approach leads to 
achieving an  optimal accuracy-complexity trade-off as a result of the total num-
ber of decision classes optimization.

We hope that this book will find a wide audience of readers and that they find it 
an interesting one.

Zdzisław S. Hippe
Juliusz L. Kulikowski

Teresa Mroczek
Jerzy Wtorek
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Validation of Point Cloud Data for 3D Plane Detection  . . . . . . . . . . . . . . . 27
A. Lipnickas, K. Rimkus and S. Sinkevičius
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Abstract Image-based modeling is rapidly increasing in popularity since cameras 
are very affordable, widely available, and have a wide image acquisition range 
suitable for objects of vastly different size. In this chapter we describe a novel 
image-based modeling system, which produces high-quality 3D content automati-
cally from a collection of unconstrained and uncalibrated 2D images. The system 
estimates camera parameters and a 3D scene geometry using Structure-from-
Motion (SfM) and Bundle Adjustment techniques. The point cloud density of 3D 
scene components is enhanced by exploiting silhouette information of the scene. 
This hybrid approach dramatically improves the reconstruction of objects with 
few visual features. A high quality texture is created by parameterizing the recon-
structed objects using a segmentation and charting approach, which also works for 
objects which are not homeomorphic to a sphere. The resulting parameter space 
contains one chart for each surface segment. A texture map is created by back 
projecting the best fitting input images onto each surface segment, and smoothly 
fusing them together over the corresponding chart by using graph-cut techniques. 
Our evaluation shows that our system is capable of reconstructing a wide range of 
objects in both indoor and outdoor environments.

A Robust System for High-Quality 
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1  Introduction

A key task in mobile robotics is the exploration and mapping of an unknown 
environment using the robot’s sensors. SLAM algorithms can create a map in 
real time using different sensors. While the resulting map is suitable for naviga-
tion, it usually does not contain a high quality reconstruction of the surround-
ing 3D scene, e.g., for use in virtual environments, simulations, and urban 
design.

High quality reconstructions can be achieved using image input and conven-
tional modeling systems such as Maya, Lightwave, 3D Max or Blender. However, 
the process is time-consuming, requires artistic skills, and involves considerable 
training and experience in order to master the modeling software. The introduction 
of specialized hardware has simplified the creation of models from real physical 
objects. Laser scanners can create highly accurate 3D models, but are expensive 
and have a limited range and resolution. RGBD sensors, such as the Kinect, have 
been successfully used for creating large scale reconstructions. In 2011 the Kinect-
Fusion algorithm was presented, which uses the Kinect depth data to reconstruct a 
3D scene using the Kinect sensor like a handheld laser scanner (Newcombe et al. 
2011). Since then a wide variety of new applications have been proposed such as 
complete 3D mappings of environments (Henry et al. 2012). The Kinect is very 
affordable, but has a very limited operating range (0.8–3.5 m), a limited resolu-
tion and field-of-view, and it is sensitive to environmental conditions (Oliver et al. 
2012). Reconstruction 3D scenes from optical sensor data has considerable advan-
tages such as the low price of cameras, the ability to capture objects of vastly dif-
ferent size, and the ability to capture highly detailed color and texture information. 
Furthermore optical sensors are very light weight and have a low energy consump-
tion, which makes them ideal for mobile robots, such as small Unmanned Aerial 
Vehicles (UAVs).

This chapter proposes a novel system that employs a hybrid multi-view 
image-based modeling approach coupled with a surface parameterization tech-
nique as well as surface and texture reconstruction for automatically creating a 
high quality reconstruction of 3D objects using uncalibrated and unconstrained 
images acquired using consumer-level cameras. In contrast to previous works 
we combine both correspondence-based and silhouette-base reconstruction 
techniques, which improves reconstruction results for featureless objects and 
objects with concave regions. These classes of objects often pose great diffi-
culty for algorithms using only a single approach. As the result, our solution 
is able to produce satisfactory results with higher resolution for a much larger 
class of objects.

The system performs 3D reconstruction using the following steps:

1. camera parameter estimation and scene geometry generation
2. increase the density of the obtained point cloud by exploiting object’s silhouette 

information
3. 3D surface reconstruction
4. surface parameterisation and texture reconstruction.
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The remainder of this chapter is structured as follows. In Sect. 2, we review related 
work in the field of image-based modeling. Section 3 presents the design of our 
solution. Results are discussed in Sect. 4. In Sect. 5 we conclude the chapter and 
discuss directions for future research.

2  Previous Works

3D image-based reconstruction algorithms can be classified and categorized based on 
the visual cues used to perform reconstruction, e.g., silhouettes, texture, shading or 
correspondence. Amongst them, shape-from-silhouette and shape-from-correspond-
ence have proven to be the most well-known and successful visual cues. Classes of 
reconstruction methods exploiting these visual cues can offer a high degree of robust-
ness due to their invariance to illumination changes (Hernandez et al. 2008).

Shape-from-silhouette algorithms obtain the 3D structure of an object by 
establishing an approximate maximal surface, known as the visual hull, which 
progressively encloses the actual object. Shape from silhouette-based methods 
can produce surprisingly good results with a relatively small number of views, 
but have problems with complex object geometries, such as concave regions 
(Grauman et al. 2003; Matusik et al. 2000; Nguyen et al. 2011). Most techniques 
extract silhouette contours (Baumgart 1974) and then derive a 3D geometry from 
them, e.g. by computing the intersection of silhouette cones (Martin et al. 1983). 
Efficiency can be improved by using an octree representation of the visual hull 
(Chien et al. 1984). Grauman et al. (2003) use a Bayesian approach to compensate 
for errors introduced as the result of false segmentation.

The literature in image-based modelling describes several complete systems, but 
only for a limited range of applications. Früh and Zakhor (2003) create textured 3D 
models of an entire city by using a combination of aerial imagery, ground color, and 
LIDAR scans, which makes the technique unpractical for consumer applications. 
Xiao et al. (2008) presented a semi-automatic image-based approach to recon-
struct 3D façade models from a sequence of photographs. Quan et al. (2006) pre-
sent a technique for modeling plants. The algorithm requires manual interaction and 
makes assumptions about the geometry of the reconstructed object (e.g. leaves).

3  Design

3.1  Algorithm Overview

In order to recover the scene geometry, our system automatically detects and 
extracts points of interest such as corners (edges with gradients in multiple direc-
tions) in the input images. The points are matched across views and changes 
of their relative position across multiple images are used to estimate camera 
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parameters and 3D coordinates of the matched points using a Structure from 
Motion technique. The method requires that input images partially overlap.

Feature matching is achieved using an incremental approach starting with a 
pair or images having a large number of matches, but also a large baseline. This 
is to ensure that the 3D coordinates of observed points are well-conditioned. The 
remaining images are added one at a time ordered by the number of matches 
(Cheng et al. 2011; Snavely et al. 2006). The Bundle Adjustment technique is sub-
sequently applied to refine and improve the solution.

The density of the obtained scene geometry is enhanced by exploiting the sil-
houette information in the input images. The end result of this stage is a dense point 
cloud of the scene to be reconstructed. A 3D surface mesh is obtained by interpo-
lating the 3D point cloud. The surface is then parameterized and a texture map is 
obtained by back projecting the input images and fusing them together using graph-
cut techniques. Figure 1 depicts several stages of the reconstruction process.

3.2  Camera Parameter Estimation

The objective of this stage is to recover the intrinsic and extrinsic parameters of 
each view. This is accomplished in two steps: First, salient features are extracted 
and matched across views. Second, the camera parameters are estimated using 
Structure-from-Motion and Bundle Adjustment techniques. In our system we use 
the SIFT feature detector (Lowe 1999, 2004).

Once features have been detected and extracted from the input images, they are 
matched in order to find pairwise correspondences between them. This is achieved 

Fig. 1  Stages of the reconstruction process
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by using a distance metric to compute the similarity of each feature of a candidate 
image with features of another image. A small distance signifies that the two key 
points are close and thus similar. However, a small distance does not necessarily 
mean that the points represent the same feature. For instance, the corners of win-
dows of a building look similar regardless of whether two photos show the same 
or different parts of the building. In order to accurately match a key point in the 
candidate image, we identify the closest and second closest key point in the refer-
ence image using a nearest neighbor search strategy. If their ratio is below a given 
threshold, the key point and the closest matched key point are accepted as corre-
spondences, otherwise the match is rejected (Lowe 1999, 2004).

At this stage, we have a set of potentially matching image pairs, and for 
each pair, a set of individual feature correspondences. For each pair of match-
ing images, we compute the Fundamental Matrix using the RANSAC algorithm. 
Erroneous matches are eliminated by enforcing epipolar constraints. Scene geom-
etry and the motion information of the camera are estimated using the Structure-
from-Motion technique (Cheng et al. 2011; Snavely et al. 2006; Szeliski 2006), 
and are further refined using Bundle Adjustment.

3.3  Scene Geometry Enhancement

At this stage, we have successfully acquired both the camera parameters and the 
scene geometry. Due to the sparseness of the scene geometry, the surface and tex-
ture reconstruction frequently produce artefacts. Most previous works approached 
this problem by constraining the permissible object types or requiring manual 
hints for the reconstruction process. However, these requirements breach our goal 
of creating an easy-to-use system capable of reconstructing any type of object 
where shape and texture properties are correctly captured by the input photos.

We improve the reconstruction results by exploiting the silhouette information 
to further enrich the density of the point cloud: First, the silhouette information 
in each image is extracted using the Marching Squares algorithm (Lorensen et al. 
1995), which produces a sequence of all contour pixels. To construct a visual hull 
representation of the scene using an immense silhouette contour point set will inevi-
tably increase computational costs. In order to avoid this, the silhouette contour data 
is converted into a 2D mesh using a Delaunay triangulation, and the mesh is sim-
plified using a mesh decimation algorithm (Melax 1998). This effectively reduces 
the number of silhouette contour points. A point cloud representing the visual hull 
of the scene is obtained using a technique presented by Matusik et al. (2000).

3.4  Surface Reconstruction

At this stage we have successfully obtained a quasi-dense 3D point cloud, which 
in the next step needs to be approximated by a smooth closed surface (without 
holes) that represents the underlying 3D model from which the point cloud was 
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obtained. We tested several surface reconstruction techniques including the power 
crust algorithm (Amenta et al. 2001), α-shapes (Edelsbrunner 1995), and the ball-
pivoting algorithm (Bernardini et al. 1999). We decided to employ the Poisson 
Surface Reconstruction algorithm (Kazhdan et al. 2006), since it produces a closed 
surface and works well for noisy data. In contrast to many other implicit surface 
fitting methods, which often segment the data into regions for local fitting and then 
combine these local approximations using blending functions, Poisson surface 
reconstruction processes all the sample points at once, without resorting to spatial 
segmentation or blending (Kazhdan et al. 2006).

3.5  Texture Reconstruction 

A high-resolution texture for the reconstructed 3D object is obtained by param-
eterizing the 2D mesh and computing a texture map.

(a) Surface Parameterization: We tested surface parameterization algorithms pro-
vided by existing libraries and tools, such as Blender. We found that they 
required manual hints, only worked for objects homeomorphic to a sphere, or 
created a surface parameterization using many disconnected patches. The latter 
result is undesirable since it creates visible seams in the reconstructed texture, 
and since it makes post-processing steps, such as mesh reduction, more difficult.

In order to use the resulting 3D models in a large variety of applications and pro-
fessional production pipelines, we need a texture map which consists of a small 
number of patches, which ideally correspond to geometric features (which can be 
maintained in a post-processing step such as mesh reduction). The Feature-based 
Surface Parameterization technique by Zhang et al. (2005) fulfils these criteria. 
The algorithm consists of three stages:

1. Genus reduction: In order to identify non-zero genus surfaces, a surface-based 
Reeb graph (Reeb 1946) induced by the average geodesic distance (Hilaga 
et al. 2001) is constructed. Cycles in the graph signify the existence of han-
dles/holes in the surface, i.e., the surface is not homeomorphic to a sphere. 
Examples are donut and teacup shaped objects. The genus of the surface is 
reduced by cutting the surface along the cycles of the graph. The process is 
repeated until there are no more cycles.

2. Feature identification: Tips of surface protrusions are identified as leaves of 
the Reeb graph. The features are separated from the rest of the surface by con-
structing a closed curve.

3. Patch creation: The previous two steps segment the surface into patches which 
are homeomorphic to a disk. Patches are “unwrapped” using discrete conformal 
mappings (Eck et al. 1995). The algorithm first positions the texture coordinates 
of the boundary vertices, and then finds the texture coordinates of the interior 
vertices by solving a closed form system. Distortions are reduced by using a 
post-processing step, which optimizes the position of interior vertices’ texture 
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coordinates by first computing an initial harmonic parameterization (Floater 
1997) and then applying a patch optimization technique (Sander et al. 2002).

The image on the left of Fig. 2 illustrates the resulting parameterization of our 
Rooster model. Each disk in the 2D texture map corresponds to a surface segment 
of the 3D model.

(b) Texture Generation: The texture map for the parameterized surface is com-
puted in three steps:

1. Identify regions of input images: The objective of this step is to compute for 
each patch of the texture map (the disks in the second image from the left in 
Fig. 2) pixel colors, which accurately represent the surface colors of the 3D 
object at the corresponding points. This is achieved by projecting the corre-
sponding surface patch, one triangle at a time, onto all input images where it is 
visible. We call the resulting section of the input image the back projection map 
and we call the resulting mapping between surface triangles and input image 
regions the back-projection mapping. The projection is only performed if the 
angle between a triangle’s normal and the ray shooting from the triangle’s cen-
troid to the estimated camera position of the input image is larger than 90º.

2. Texture map computation: The image regions defined by the back projection 
map define the color information for the corresponding patch of the texture 
map. Using back projection mapping and the surface parameterization we can 
compute for each triangle of the surface mesh a mapping from the input image 
to the texture’s parameter space. The algorithm is repeated for all patches of 
the reconstructed surface texture region and yields a set of overlapping textures 
covering the object.

3. Minimize seams between overlapping textures: Seams between overlapping 
textures are minimized by using a graph cut algorithm (Kwatra et al. 2003). 
We investigated different parameters settings for image fusion applications 
and found that Kwatra et al. cost function (gradient weighted color distance) 
in combination with the RGB color space and the L2 norm works well for most 
applications (Clark et al. 2012).

Fig. 2  The Rooster model: the segmented 3D model and the corresponding texture atlas (left) 
and the reconstructed texture obtained by projecting and fusing input photographs (right)
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The rightmost image in Fig. 2 shows the texture map obtained by back projec-
tion surface patches onto the input images and the resulting textured 3D model. 
Regions where no texture information was recovered are indicated in red. A 
typical reason is that users forget to make photos of the underside of the imaged 
object. In this case the Poisson surface reconstruction will still create a smooth 
surface interpolating the gaps in the point cloud, but no texture is available since 
that part of the surface is not shown on any input image. Figure 3 illustrates the 
level of detail obtainable with our texture reconstruction process.

4  Results

We tested our image-based modeling system using more than 40 data sets of both 
indoor and outdoor scenes, and of objects of different scale. Our system produces 
qualitatively good results for both uniformly colored and feature-poor objects, 
and for objects with concave regions and moderately complex geometries. The 
size of our test datasets varied from as few as 6 images to hundreds of images. 
All input images were acquired with simple consumer level cameras, including a 
Smartphone camera. The average computation time varies between 12 min to 10 h. 
Our system fails for objects which have viewpoint dependent surface appearance, 
e.g., refractive and reflective materials within complex environments. The follow-
ing paragraphs present three examples of our results.

Fig. 3  Texture reconstruction by computing vertex colors and interpolating them (left) and the 
texture obtained using our approach (right). Note that both images show the neck section of the 
rooster in Fig. 2. The cracks in the image on the right reflect accurately the appearance of the 
object’s material
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4.1  Horse Model

The dataset consists of 37 images of a wooden horse model. The images were 
acquired outdoors on a sunny day and have a resolution of 2592 × 1944 pixels. 
Three of the images are shown on the left of Fig. 4. The original object has a 
very smooth, reflective and shiny surface with few distinctive visual features. The 
resulting reconstructed model, shown on the right of Fig. 4, is of excellent quality 
and bears a high resemblance to the original object. The resulting model consists 
of 329,275 polygons and requires approximately 5 h and 12 min on an Intel Quad 
Core i7 with 6 GB RAM.

4.2  Miniature House Model

This dataset consists of 27 images of a replica of the famous house in Alfred 
Hitchcock’s movie “Psycho”. The images have a resolution of 2592 × 1944 pixels 
and were acquired with a consumer-level SONY DSCW18 camera under complex 
lighting condition (multiple spotlights and diffuse lights). The model’s surface has 
a complex shape with many small features and holes.

The resulting reconstructed object (right hand side of Fig. 5) consists of 
208,186 polygons and has an acceptable visual quality. The detailed fence-like 
structure on top of the roof and the tree leaves could not be accurately recon-
structed since they were too blurry in the input images. Hence neither the shape-
from correspondence approach, nor the shape-from-silhouette approach could 
create a sufficiently high number of points for capturing the 3D geometry. The 
computation time of this data set was 4 h 21 min on an Intel Quad Core i7 with 
6 GB RAM.

Fig. 4  Three out of 37 input images of the horse model data set (left) and the resulting recon-
structed 3D model (right)
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4.3  Elephant Model

The elephant model consists of 21 images as illustrated on the left of Fig. 6. 
The images have a resolution of 2592 × 1944 pixels and were acquired with a 
consumer-level SONY DSCW180 camera in an indoor environment with rela-
tively low light setting. The object has a complex surface geometry with many 
bumps and wrinkles, but few distinctive textural features. The resulting 3D 

Fig. 5  One of 27 input images of a miniature house model (left) and the resulting reconstructed 
3D model (right)

Fig. 6  Two out of 21 input images of the elephant model data set (left) and the resulting 3D 
reconstruction (right)
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reconstruction, shown on the right of Fig. 6, has 198,857 faces and is of very good 
quality. The texture and surface geometry of the object contain surprisingly accu-
rate surface details. This example illustrates that our system performs well for 
objects with dark, rough surfaces and under relatively poor lighting conditions 
with large illumination variations and shadowing. The reconstruction process took 
almost 3 h to complete on an Intel Quad Core i7 with 6 GB RAM.

5  Conclusions and Future Work

We have described a novel image-based modelling system creating high qual-
ity 3D models fully automatically from a moderate number (20–40) of camera 
images. Input images are unconstrained and uncalibrated, which makes the sys-
tem especially useful for low-cost and miniature mobile robots. In contrast to laser 
scanners our system also works for shiny and dark objects. The system still has 
some drawbacks which need to be addressed in future research. Missing regions 
in the texture map occur if the input images do not cover the entire object. We are 
currently working on texture inpainting techniques to fill these regions (Bertalmio 
et al. 2000; Perez et al. 2003).

Acknowledgements We would like to thank Prof. Eugene Zhang from the Oregon State 
University for providing us with code for his Feature-based Surface Parameterization technique 
(Zhang et al. 2005) and assisting with integrating it in our system.
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Abstract This chapter describes the design of a 3D space scene scanning  system 
built from a 2D laser scanner merged with a CCD colour camera; it also pre-
sents an algorithm for flat area detection in a 3D point cloud. For that purpose, 
the RANdom SAmple Consensus (RANSAC) search engine has been adopted for 
flat area segmentation and planes detection. Due to a fact that human made planes 
are limited in size, we have proposed data filtering by comparing averaged point 
triangulation normals to the selected plane normal. The experiments have shown 
good results for an analysed environment segmentation with the applied angle var-
iation measure up to ±25°. The applied variation threshold allowed to segment flat 
planes areas considering surface curvedness.

1  Introduction

Registration of three-dimensional data is essential for machine vision, object 
 recognition, motion control and robot navigation applications. The main purpose 
of a visual sensing system is only to detect the presence of any obstacles; a more 
complex purpose of these machine vision systems is object detection and recogni-
tion. There are several techniques to perform sensing and measuring operations, 
but, depending on the technology used, they can be grouped into passive and active 
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sensor systems (Surgailis et al. 2011; Shacklock et al. 2006; Balsys et al. 2009).  
A passive sensor relies upon ambient radiation; an active sensor, however, illuminates 
the scene with radiation (often a laser beam or structured light) and determines how 
this emission is reflected.

Active laser scanning devices are known as LIDAR systems and available for 
2D and 3D scene measuring. The operation principle of the LIDAR is based on 
measuring active signal time-of-flight (TOF) (Shacklock et al. 2006; Wulf and 
Wapner 2003; Surmann et al. 2001; Scaramuzza et al. 2007) later, the TOF is con-
verted into a distance. To obtain 3D data, the beam is steered through an addi-
tional axis (tilt) to capture spherical coordinates {r, θ, ϕ: range, pan, tilt}. There 
are many examples on how to implement such systems (Himmelsbach et al. 2008): 
rotating prisms, polygonal mirrors, etc. As commercial 3D LIDAR systems are 
very expensive, many researchers convert commercial 2D laser devices into 3D 
ones by introducing an extra axis, either by deflecting the beam with an external 
mirror or by rotating a complete sensor housing (Surmann et al. 2001; Scaramuzza 
et al. 2007; Klimentjew et al. 2009). For some specific applications an adherent 
drawback of these systems is the absence of colour information on the points 
measured. Colour information would allow to detect all kinds of obstacles as well 
as occupancy of free areas.

When the speed of a 3D scene registration depends on the electromechanical prop-
erties of the scanning device, 3D data processing mostly depends on the scanned area 
and the density of the points measured. Usually, manipulation with 3D data is a very 
time consuming process, and it requires a lot of computing resources, because three 
dimensional scenes or objects can consist of thousands to millions of measured points.

Over the last decade, despite the development of new scanning devices, there  
has been growing interest in the development of new methods which would allow  
to reduce the number of constructive primitives without a visible loss of the geomet-
rical form or shapes of the objects scanned (Joochim and Roth 2008; Aguiar et al.  
2010). Curvature is one of the most important characteristics of the 3D surface and 
it is an indicator of the sharpness of a 3D object. Non ridge surfaces or sectors of flat 
surfaces are mostly non informative for the recognition, however, they are scanned 
with the same measuring point density. These areas are redundant and can be elimi-
nated with the goal of to reducing the amount of data, economizing on the use of 
computing resources and preserving geometrical accuracy at the same time.

In this chapter, we propose a 3D range scanner composed of a 2D laser  scanner 
with an extra gear supplying the third degree of freedom as well as a charge- coupled 
device (CCD) camera for colour information perception. The advantages of the  
technique proposed in this chapter are the following: usage of a calibration tech-
nique to couple the CCD camera with the 3D laser scanner as well as application 
of the RANSAC method for non-informative plane detection and descriptive 3D  
primitives reduction.

This chapter is organized as follows. In the next section the state of the art is 
given, followed by a detailed description of the system setup. Section 4 provides 
the results of the plane detection. Section 5 concludes the chapter and gives an 
outlook for the future research.
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2  State of the Art

The idea of reducing the number of the constructive primitives of a 3D object has 
gained an increasing interest in today’s computer vision, pattern recognition and 
image processing research field. In Hinker and Hansen (1993) the authors have 
proposed a method that combines coplanar and nearly coplanar polygons into a 
larger polygon which can be re-triangulated into fewer simpler polygons. The 
geometric optimization described in Hinker and Hansen (1993) performs best on 
geometries made up of larger objects; for example, isosurfaces generated from 
three dimensional hydrodynamics simulations and/or 3D range scanners. Kalvin 
and Taylor (1996) have presented a simplification method called “superface”. 
The superface, like the method mentioned above, simplifies polygons by merg-
ing coplanar faces and then triangulating the perimeter of these merged faces. The 
merging procedure is controlled by considering an infinite number of possible 
approximating plane solutions. The merging of a new face into current superfaces 
is stopped when a solution set of approximating planes disappears. Garland et al. 
(2001) have presented a method which can be applied not only to surface simplifi-
cation tasks, but also to the detection of collision and intersection. This method is 
based on iterative clustering, i.e., pairwise cluster merging. Such a merging tech-
nique produces a hierarchical structure of clusters.

Another technique for the representation of highly detailed objects is presented 
by Lee et al. (2000). They have defined the domain surface using subdivision sur-
faces which are applied as descriptors for the representation of smooth surfaces. 
The displaced subdivision surface consists of a control mesh and a scalar field that 
displaces the associated subdivision surface locally along its normal vectors. The 
authors of Lee et al. (2000) have demonstrated that this method offers significant 
storage savings.

3D object detection algorithms are often divided into two groups: model-
based and model-free. Model-based approaches try to solve detection and classi-
fication simultaneously by fitting models to the data. The novelty of the technique 
presented in this work is based on adoption of the RANSAC technique for 
detecting big flat areas based on a plane-model with redundant points by incor-
porating information of constructive primitives (colour and/or tangential normal). 
The described technique has been successfully applied to a scene consisting of 
various 3D objects to eliminate flat areas such as walls, flooring, boards etc.

3  Experimental Setup

In our work, we use a 2D scanning laser range finder UBG-04LX-F01 for area 
scanning with laser class 1 safety of wavelength 785 nm (Fig. 1); a servomotor 
was used for supplying rotational movement and a video camera for supplying 
colour information of a visible scene.
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The scan area of the 2D laser scanner is a 240° semicircle with the maxi-
mum radius of 4 m. The pitch angle is 0.36° and the sensor outputs the distance 
measured at every point (682 steps). Accuracy ranges are: in range of 0.06–1 m: 
±10 mm, and in range of 1–4 m: 1 % of distance (Hinker and Hansen 1993). The 
servomotor Hitec-HS-422HD with step angle 0.02° and torque 3.0 kg cm is used 
to supply an additional coordinate ϕ (see Fig. 1).

The designed system integrates a digital camera (type FFMV-03MTC-60), 
mounted just below the central axis of a laser range finder. Because of two inde-
pendent systems used for colour 3D scene scanning, they had to be calibrated to 
match the same measured and sensed points. The calibration procedure is pre-
sented in the next section.

The accuracy of 3D data colour mapping mostly depends on the accuracy of 
camera calibration. To estimate the camera’s parameters we have applied Jean-Yves 
Bouguet’s well-known and widely-used Camera Calibration Toolbox (Bouguet 2006)  
in our work.

The most widely used model of the camera is a pinhole model (Joochim and 
Roth 2008; Serafinavičius 2005). The equation of the camera model is (1):

where u, v are the image plane coordinates, x, y, z are the world coordinates, ku, 
kv are scale factors along the axes of pixel coordinates, u0, v0 are the pixel coor-
dinates of the principal point (orthogonal projection of the optical centre on the 
image plane), f is the focal length.

3D laser range finder data are expressed in spherical coordinates. The sensor 
model can be written as (Wulf and Wapner 2003):

where, ci = cos (ϕi), cj = cos
(

θj

)

, si = sin (ϕi), sj =
(

θj

)

, ρij is the j-th meas-
ured distance with corresponding orientation Θj in the i-th scan plane, which 
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makes the angle ϕi with the horizontal plane (Fig. 1). The offset of the external 
rotation axis from the centre of the mirror in the laser frame has components 
dx = 90 [mm] and dz = 20 [mm]. The [x,y, z]T are the coordinates of each meas-
ured point relative to the global frame (with its origin at the centre of the rotation 
axis, the x-axis pointing forward and the z-axis toward the top).

In the case of mapping [x, y, z]T point with its colour, it is possible to add depth 
value (z) to the visual image (u, v) and, conversely, it is possible to add point col-
our information to the measured data points (x, y, z). The only difficulty here is to 
find the corresponding formula which would map respective points in both meas-
uring systems.

In order to map camera points with a laser scanner system, the tangential and 
radial distortion of the camera had to be corrected. The calibration and parameters 
of the internal camera model were determined according to the instruction given 
in Bouguet (2006). Camera calibration results (with uncertainties) are as follows:

•	 Focal Length: 
[

fcx, fcy

]

=
[

490.23 488.58
]

±
[

0.72 0.71
]

;
•	 Principal point: [au0, av0] =

[

261.76 233.23
]

±
[

0.49 0.51
]

;
•	 Distortion: 

 dc =

[

−0.36235 0.144 0.001 −0.001 0.000

]

±

[

0.001 0.002 0.001 0.001 0.000

]

;

•	 Pixel error: err =
[

0.164 0.169
]

.

The estimated distortion parameters allow correcting the distortion in the original 
images. Figure 2 displays a distortion-free image and a 3D scanned scene.

The same undistorted image (Fig. 2a) is used for mapping 2D visual informa-
tion to a 3D scanned area shown in Fig. 2b. For the mapping, 24 points on box 
corners in the scene were selected in 2D images and 3D point clouds.

The data mapping model is the classical pinhole camera model described in (1).  
The parameters of this model were obtained by applying the least squares 
(lsq) fitting technique. Following a lengthy application of the trial and error 
method to determine the model and its parameters, the following optimal solu-
tion was obtained: the mean-average–error MAE = 1.9 and mean-square-error 

Fig. 2  Undistorted image (a) and 3D scanned scene (b)
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MSE = 6.62. The mapping functions for a 2D image plane (u, v) are with the  
corresponding coefficient vectors cu and cv:

where, the first coefficient of cu and cv describes a physical mounting mismatch 
in millimetres between the centres of 3D and 2D systems, the second parameter 
describes a new focal length similar to fcx, fcy, the third parameter describes a new 
principal point au0, av0, and finally the fourth parameter describes the correction 
of the depth measurement. The mismatch between the camera calibration results 
and mapping model parameters are due to the fact that the undistorted images are 
not the same size as used for calibration. With the models obtained (in Eqs. 3, 4) 
it becomes possible to map each measured 3D point (xi, yi, zi) to a correspond-
ing point in the image plane (ui,vi) and vice versa (see Fig. 3). As it is seen from 
Figs. 2 and 3, man-made scenes usually consist of big and flat areas. In order to 
reduce the amount of computation for data analysis, flat areas can be removed as 
non-informative parts (Aguiar et al. 2010). For that purpose, the RANSAC search 
technique was applied for plane detecting in a 3D data point cloud.

cu =
[

111.2 479.1 254.7 39.0
]

,

cv =
[

175.8 550.4 235.3 19.8
]

,

(3)ui = cu(3) +
cu(2) · (xi + cu(1))

zi − cu(4)
,

(4)vi = cv(3) +
cv(2) · (yi + cv(1))

zi − cv(4)

Fig. 3  Colour information 
mapping to 3D scene
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4  Planes Estimation Using the RANSAC

The observed plane in a 3D point cloud is described by plane equation:

where, C is 4 × 1 array of plane coefficients.
For the purpose of detecting flat planes we have used a scanned 3D scene 

shown in Fig. 4a. The result was three fitted planes shown in Fig. 4b. As it is seen 
from Fig. 4b, plane A corresponds to the wall, C—to the floor and plane B cor-
responds to the front of the cabinet. Physically, plane B is not a single plane since 
its points lie on two desks and the cabinets. The challenge here is how to avoid 
the assignment of desk points to the same plane as the front of the cabinets. The 
answer is to measure the curvedness of the point neighbourhood or compare the 
face’s normals of triangulated elements to the normal of the defined plane.

A strong causal relationship between the measured curvedness of the scanned 
3D scene and the computed plane was not determined due to considerable noise 
which accompanied the measuring procedure. But the comparison of point trian-
gulation normals to the normal of the plane allows the separation of desk points 
from the cabinet points (Fig. 5). The angle is measured as a dot product of two 
vectors, i.e. plane normal and point triangulation normal. Point triangulation nor-
mal is calculated as the average of all triangulated neighbourhood elements con-
nected to that point.

Depending on the selection of the filtering threshold, the number of selected 
points will vary as well e.g., by making a small threshold gate for possible vari-
ation of triangulated normals to the measured plane, only a small portion of data 
points will be assigned; and vice versa, for too higher threshold, no points will be 
filtered out. Therefore, the investigation of data filtering based on the angle varia-
tion has been carried out. Figure 5 shows the plane B of the scene in Fig. 4a before 
(a) and after (b) data filtering with acceptable variation up to ±25°.

Figure 6 shows the dependency between angle variation (abscissa) in degrees 
and the remaining points after filtering out the data in percentage (ordinate). The 

(5)C(1) ∗ X + C(2) ∗ Y + C(3) ∗ Z + C(4) = 0

Fig. 4  Gray scene view analyzed by the RANSAC method (a) and the detected planes {A, B, C} (b)
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curves in the graphs correspond to the planes from two scenes. As it is seen from 
Fig. 6, curve behaviour largely depends on the nature of the scene and objects pre-
sented in the scene.

From our experience we can say that the most appropriate angle variation is 
acceptable only up to ±30°.

5  Discussion and Conclusions

In this chapter, we have presented a 3D space scene scanning system built of the 
2D laser scanner and the CCD camera. A mapping function for colour informa-
tion mapping is derived. The designed system allows straightforward building of 
colour depth maps as well as assigning colour information to 3D points measured.

Fig. 5  Detected plane B by RANSAC method (a) and in (b) the plane B with filtered out nor-
mal’s bigger than ±25°

Fig. 6  The dependency 
between angle variation 
(abscissa) in degrees and 
remaining points after 
filtering out the data in 
percentage (ordinate)



25Design of 3D Scene Scanner for Flat Surface Detection 

The RANSAC method applied for the planes detection in 3D point clouds 
always gives some planes found in the scene. In reality, these scenes do not 
continue into infinity; therefore, points from different objects are automati-
cally assigned to the plane. In this chapter we are proposing data filtering 
method based on the comparison of averaged point triangulation normals to 
the selected one. The results have shown that due to the scanning noise of the 
3D scanning system, the acceptance threshold should be set to ±30°. The pre-
sented approach can be applied for solving extraction problems of the construc-
tive primitive, i.e. the problem of the topological simplification of the scanned 
scenes. It can be used as part of complex solutions for surface re-meshing tasks 
as well as for reducing constructive primitives. A simplified 3D object consist-
ing of the reduced number of constructive primitives requires less computation 
and the storage.

Future work will consist of augmenting the discrimination properties of our 
method with a classification framework for 3D object identification.
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Abstract There are number of plane detection techniques for a given 3D point 
cloud utilized in different applications. All of the methods measure planes quality 
by computing sum of square error for a fitted plane model but no one of tech-
niques may count the number of planes in the point cloud. In this chapter we pre-
sent new strategy for validating number of found planes in the 3D:point cloud 
by applied cluster validity indices. For a planes finding in point cloud we have 
engaged the RANdom SAmple Consensus (RANSAC) method to synthetic and 
real scanned data. The experimental results have shown that the cluster validity 
indices may help in tuning RANSAC parameters as well as in determination the 
number of planes in 3D data.

1  Introduction

In recent years, various devices have been developed as an attempt to access the 
3D information of the physical world, such as time-of-light (TOF) camera, a stereo 
camera, a laser scanner, and a structured light camera. With each new generation 
of these devices, they are becoming faster, more accurate and higher resolution. 
This means more data points in each frame, longer processing time (to object seg-
mentation and identification). As example in 2004 presented (Gokturk et al. 2004) 
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Time-Of-Flight (TOF) camera obtains 64 × 64 frame size and 2010 introduced to 
the market the Kinect sensor by Microsoft (2013) or Xtion Pro Live by Asus (2013) 
has a 480 × 640 frame size, that’s mean 75 times more data points in each frame.

In object recognition task from a point cloud data the critical step is in extract-
ing meaningful information by removing excessive information. A curvature is one 
of the most important characteristic of a 3D surface and it is an indicator of the 
sharpness of the 3D object. Non ridge surfaces or sectors of flat surface are mostly 
non informative for the recognition, but are scanned with the same measuring 
point density. Therefore these areas are redundant and can be eliminated for the 
data point reduction purpose and computational burden reduction at the same time 
preserving geometrical accuracy.

Flat surface in 3D point cloud can be found by using a mathematical plane 
model. But there is always the question—“How many planes are in the unknown 
data set?” and “How good these planes are detected?” In this chapter we present 
a new strategy to use planes as clusters and cluster validity indexes to tune and 
verify the planes detection procedure.

2  State of the Art

Literature review most often presents the plane detection methods in 3D point cloud 
based on: least square (LS), principal component analysis (PCA), region growing 
(plane growing), RANSAC, 3D Hough transform. Planes detection is done for vari-
ety of purposes for instance (Pathak et al. 2010a, b; Junhao et al. 2011) 3D planes 
are used as markers for a Simultaneous Localisation and Map building (SLAM) 
problem solving. Bare Earth surface and roof plane detection from airborne laser 
scanning data are analyzed in Tarsha-Kurdi et al. (2008), Huang and Brenner 
(2011), Vosselman (2009). Unfortunately, the final evaluation of the planes detec-
tion method quality and number of detected planes is done by the human experts.

As found in Schnabel et al. (2007) RANSAC algorithm performs precise and 
fast plane extraction with fine-tuned parameters even in large data set. We have 
adopted this method for planes detection in 3D point cloud. The numbers of 
parameters usually are adopted empirically. For the precise parameters tuning we 
have applied the cluster validity indices. Planes finding in 3D point cloud can be 
seen as data clustering with the same demand on the clustered data, i.e. to be com-
pact and well separated. Therefore we see the cluster validity indices as the special 
tool to measure the number of planes in 3D point cloud as well as the validation 
technique for planes detection engine.

The cluster validity indices have been invented to validate clustering techniques 
and compactness of clustered data. There are variety of proposed cluster validity 
indices presented in Ansari et al. (2011), Halkidi et al. (2001), Milligan (1996) 
but only some of them poses clear output range suitable for analysis. In this work 
we have engaged cluster validity indices such as: Silhouette, Dunn’s and Davies–
Bouldin index; they are explained in next section.
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3  Planes Detection in 3D Point Cloud and Validation 
Indexes

The RANSAC algorithm proposed by Fischler and Bolles (1981) is a general 
parameter estimation approach designed to cope with a large proportion of outliers 
in the input data. Unlike many of the common robust estimation techniques such 
as M-estimators and least-median squares that have been adopted by the computer 
vision community from the statistics literature, the RANSAC has been developed 
by the computer vision community researchers. The RANSAC is a resampling 
technique that generates candidate solutions by using the minimum number of 
observations (data points) required to estimate the underlying model parameters. 
As pointed out by Fischler and Bolles (1981), unlike conventional sampling tech-
niques that use as much of the data as possible to obtain an initial solution and 
then proceed to prune outliers, RANSAC uses the smallest set as possible and pro-
ceeds to enlarge this set with consistent data points. Steps of RANSAC Algorithm:

1. Select randomly the minimum number of points required to determine the 
model parameters,

2. Solve for the parameters of the plane model,
3. Determine how many points from the set of all points fit with a predefined  

tolerance t,
4. If the fraction of the number of inliers over the total number points in the set 

exceeds a predefined threshold t, re-estimate the model parameters using all the 
identified inliers and terminate,

5. Otherwise, repeat steps 1 through 4 (maximum of l times). The number of iter-
ations, l, is chosen high enough to ensure that the probability (usually set to 
0.99) that at least one of the sets of random samples does not include o outlier.

The observed plane in 3D point cloud is described by the following equation:

where C–4 × 1 array of plane coefficients.

3.1  Dunn’s Validity Index

Dunn’s Validity Index (Dunn 1974) attempts to identify those cluster sets (in this 
chapter points from planes) that are compact and well separated. For any number 
(k) of clusters, where ci—represent the i-cluster of such partition, the Dunn’s vali-
dation index (D) can be calculated with the following formula:

(1)C(1) ∗ X + C(2) ∗ Y + C(3) ∗ Z + C(4) = 0,

(2)D = min
1≤i≤k



 min
i+1≤j≤k





dist
�

ci, cj

�

max
1≤l≤k

(diam(cl))
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where dist
(

ci, cj

)

 is the distance between clusters, dist
(

ci, cj

)

= min
xi∈ci ,xj∈cj

(

d
(

xi, xj

))

,  
d
(

xi, xj

)

 is the distance between data points xi ∈ ci and xj ∈ cj, diam(cl) is a diameter 
of the cluster cl, where diam(cl) = max

xl1
,xl2

∈cl

(

d
(

xl1 , xl2

))

 (Dunn 1974).

An optimal value of the k (number of clusters) is one that maximizes the 
Dunn’s index.

3.2  Davies–Bouldin Validity Index

This index attempts to minimize the average distance between each cluster 
(planes) and the one most similar to it (Davies and Bouldin 1979). It is defined as:

An optimal value of the k is the one that minimizes this index.

3.3  Silhouette Validity Index

The silhouette value for each point is a measure of how similar that point is to 
points in its own cluster (planes) compared to points in other clusters. This tech-
nique computes the silhouette width for each data point, average silhouette 
width for each cluster and overall average silhouette width for the total data set 
(Rousseew 1987). Let be the data set are clustering into k clusters. To compute the 
silhouettes width of ith data point, following formula is used:

where: aj
i is average distance from the ith data point to all other points in the same 

(j) cluster; bj
i is minimum of average distances of ith data point to all data points in 

others clusters (Kaufman and Rousseeuw 1990). Equation (4) results in −1 ≤ s
j
i ≤ 1.  

A value of sj
i close to 1 indicates that the data point is assigned to a very appropriate 

cluster. If sj
i is close to zero, it means that that data pint could be assign to another clos-

est cluster as well because it is equidistant from both the clusters. If sj
i is close to −1, it 

means that data point is misclassified and lies somewhere in between the clusters.
From the expression (4) we can now define the silhouette of the cluster cj with 

size of mj:

(3)DB =
1

k

k
∑

i=1

max
1≤j≤k,j �=i
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s
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The overall average silhouette width for the entire data set is the average Sj for all 
data points in the whole dataset. The largest overall average silhouette indicates 
the best clustering. Therefore, the number of cluster with maximum overall aver-
age silhouette width is taken as the optimal number of the clusters.

Finally, the global Silhouette index of the clustering is given by:

As the Authors of Ansari et al. (2011) conclude that there are number of cluster 
validity indices, but mostly are used indices having well defined output bounda-
ries. The plane detection in 3D point cloud is very similar to data clustering prob-
lem with one exception, i.e. not assigned data points to N found planes remains 
unlabeled and neglected in index computation. In 3D point cloud the unassigned 
data can be seen as unstructured points or point without flat areas, therefore we 
propose compute the GS index only on data assigned to N planes and ignoring the 
unlabeled data. We call this index as GSplanes.

4  Experiments

For planes finding in 3D point cloud we have applied the RANSAC method to 
synthetic data (generated 3 perpendicular cross planes, i.e. one corner of cube), 
scanned 3D cube with six flat sides and 3D “Stanford bunny” data. For all data 
we calculate Dunn’s (D), Davies–Bouldin (DB), Global Silhouette (GS) and 
GSplanes validity indices. In most cases the unassigned data to any known plane is 
labelled as one cluster; for calculation of GSplanes validity index the unassigned 
data points are ignored. The presented experiments were cared out for two main 
purposes: the first one—to find optimal predefined tolerance t used in RANSAC 
algorithm and for the second—to validate exact number of planes in the 3D point 
cloud data. The applied RANSAC algorithm searches plains iteratively, one by 
one. The new plain is always formed on remaining data after removing the data 
assigned to the known plane. Plain finding procedure is repeated while remaining 
data satisfy plane assignment criterion based on point tolerance t. Point tolerance t 
mostly depends on measurement accuracy or noise in measurement. The tolerance 
t might be assigned empirically or evaluated experimentally by the help of valida-
tion indices.

4.1  Synthetic 3D data

As a synthetic 3D data we generated three perpendicular cross ideal planes (plane 
model with three known noise variations e = [±0, ±2.5, ±7.5] of measuring 

(6)GS =
1

k

k
∑

j=1

Sj.
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units) as a test data to find optimal predefined tolerance t for RANSAC algorithm 
by cluster validity indices. Figure 1 presents the calculated cluster validity indi-
ces on synthetic data with e = ±0 additional noise. From the Fig. 1 it is obvious 
that the max Dunn, Gs, GSplanes and min DB points out the best validity indexes 
 values at t close to zero.

With determined t it is possible to run experiment for finding number of planes 
in 3D point cloud data. The RANSAC was run to find up to five planes on the 
synthetic data. Figure 2 shows the values calculated by GS, GSplanes, DB and D 
indexes on various number of planes (clusters) from five trails.

The GS, DB and D points out that the best number of fitted planes is 2 (hav-
ing in mind that 2 planes are identified and the third one is the plane consisting 

Fig. 1  Validity indexes 
values with various t values 
in case of e = 0 for synthetic 
data
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Fig. 2  Validity indexes 
values with various plane 
count with e = 0 on synthetic 
data from five trails
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of remaining points). Only GSplanes points out exactly at 3 planes meaning that 
selected t ≈ 0 from Fig. 1 is a good choice for this data set. We have repeated this 
experiment on synthetic data by adding noise e = ±2.5 and ±7.5. Figures 3 and 4 
show index values for various t on data with noise e = ±5 and ±7.5 respectively. 
As it is seen from Fig. 3 if the noise is in range e = ±2.5 of measured units, then 
the best point tolerance parameter t should be selected from the range [2.5–15] and 
similarly if e = ±7.5, the t should be from the range [7.5–15].

Practically it means that the useful point tolerance parameter for RANSAC 
method should be set up to twice of data noise value. If data noise level is 
unknown, it might be evaluated by the help of cluster validity indices.

For the selected value of t the RANSAC finds the number of planes similarly to 
the case shown in Fig. 2.

Fig. 3  Validity indexes 
values with various t in case 
of e = 2.5 for artificial data
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Fig. 4  Validity indexes 
values with various t values 
in case of e = 7.5 for 
artificial data
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4.2  Scanned Cube

As next test object we have took real scanned cube 3D data with unknown scan 
precision. As it is seen from Fig. 5 the best point tolerance is in range t ≈ 1÷2 
of measuring units. The number of most often found planes by the help of valid-
ity indices is five, only GSplanes points out that the stable number of planes is 
six. GSplanes index shows the best measuring accuracy for six planes object with 
rounded edges (due to measuring errors).

The Fig. 6 proves that the stable identification of number of planes is identified 
in data if parameter t is in the range of [1÷2]. As well as Fig. 6 demonstrate situa-
tion when t is selected too small or too big the plains are identified incorrectly.

Fig. 5  Validity indexes 
values with various t values 
for scanned cube
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Fig. 6  The number of 
detected planes as clusters 
count with various t for 
scanned cube
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4.3  Bunny Model

For the last test run we have used “Stanford bunny” (Turk and Levoy 1994) with-
out any expressed flatness on the scanned surface. As in previous runs we experi-
mented with t variation from 0.01 till 0.1. As it is seen from Fig. 7 validation 
indices do not distinguishes any flatness in data.

As well as GS and GSplanes index values are very close to zero meaning that 
found planes are assigned in wrong way. Therefore from this experiment is impossible 
to select best t for planes analysis. In addition, Fig. 8 shows that the validity indexes 
disagree on possible number of planes in “Stanford bunny” data. Manual analysis of 
data has shown that there is single flatness i.e. the bottoms of bunny claws. The GS 
and Dunn indices, presented in Fig. 8, show that the number of stable planes is one.

Fig. 7  Validity indexes 
values with various t values 
for “Stanford bunny” model

Fig. 8  Detected planes as 
clusters count with various t 
for “Stanford bunny” model
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5  Discussion and Conclusions

In this chapter, we have presented the technique for validating number of planes 
in the 3D data by applying cluster validity indices. The planes have been found 
using the RANSAC method by fitting plane model to 3D point clouds. Quality 
of the found planes mostly depends on used point tolerance value t. Usually, this 
value is selected empirically. In this chapter it is shown that cluster validity indi-
ces are very useful tool in measuring tolerance t from the 3D point cloud. For an 
assumed tolerance t the RANSAC algorithm finds the best number of planes with the  
quality expressed as cluster validity values. Experiments performed on synthetic 
and scanned 3D data have proved the benefit of cluster validity indices for validat-
ing number of planes in 3D data.
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Abstract The propose to improve a Support Vector Machines (SVM) learning 
accuracy by using a Real Adaboost algorithm for selecting features is presented 
in the chapter. This technique aims to minimize the recognition error rates and the 
computational effort. Hence, the Real Adaboost will be used not as classifier but 
as a technique for selecting features in order to keep only the relevant features that 
will be used to improve our systems accuracy. Since the Real Adaboost is only 
used for binary classifications problems, we investigate different ways of combin-
ing selected features applied to a multi-class classification task. To experiment 
this selection, we use the phoneme datasets from TIMIT corpus [Massachusetts 
Institute of Technology (MIT), SRI International and Texas Instruments, Inc. (TI)] 
and Mel-Frequency Cepstral Coefficients (MFCC) feature representations. It must 
be pointed out that before using the Real Adaboost the multi-class phoneme recog-
nition  problem should be converted into a binary one.

1  Introduction

Current studies in an automatic speech recognition (ASR) area are devoted to 
improving an accuracy of the ASR system in terms of error rates, memory and 
computation effort in both, learning and test stage. Recently, the Boosting have 
been proved to be an efficient technique for improving the generalized performance 
of different single classifiers (Freund and Schapire 1995). The Adaboost has been 
widely applied to face detection (Lienhart and Maydt 2002), pattern detection 
(Michael and Viola 2003). The aim idea of this technique is to learn an ensemble of 
weak classifiers which will be combined to form a single strong classifier.
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The Real Adaboost has been successfully used for feature selection in order to 
achieve a lower training error rate by eliminating non-effective features. Thus, the 
problem of selecting features in phoneme recognition filed is raised in this chapter 
for two main reasons; the first reason is to reduce the initial set of features originally 
extracted in order to reduce the classifier computational effort in the test stage. The 
second reason consist on including only the relevant features which are detrimental 
for most machine learning algorithms, and so increase the predictive performance.

The features set to be employed in the recognition task are prepared in two 
training-stage steps. In the first step, a feature extraction algorithm produces initial 
set of features (possibly large). In the second step, the initial set is reduced using a 
selection procedure.

The proposed selection procedure is based on the AdaBoost selection frame-
work. This technique has been adapted in many classification and detection tasks, 
e.g. Viola and Jones (2001), Torralba et al. (2004) or Li et al. (2006).

In this chapter we propose a feature selection technique based on Genuine-
phone and Imposter-phone which convert the multi-class problem into binary one. 
The remaining parts of this chapter are organized as follows: In Sect. 2 the main 
idea of Real Adaboost is introduced. In Sect. 3, the architecture of feature selector 
system is proposed. An experimental setup and results are described in Sects. 4 
and 5. The conclusion is made in Sect. 6.

2  Adaboost Background

The Adaptive Boosting (AdaBoost), an iterative algorithm, was originally intro-
duced by Feund and Schapire in 1995 (Freund and Schapire 1995, 1997). If the 
applied learning algorithm had a low performance, Adaboost algorithm gener-
ates a sequentially weighted set of weak classifiers in aim to create new classifiers 
which are more strong and operational on the training data. Hence, the AdaBoost 
algorithm multiple iteratively classifiers to improve the classification accuracies 
of many different data sets compared to the given best individual classifier. The 
main idea of the Adaoost is to run repeatedly a given weak learning algorithm for 
different probability distributions, W, over the training data. In the meantime, the 
Adaboost calls a Weak Learner algorithm repeatedly in a series of cycles T. Then, 
it assigns higher weights to the misclassified samples by the current component 
classifier (at cycle t), in the hopes that the new weak classifier can reduce the clas-
sification error by focusing on it. Meanwhile, lower weights will be assigned to the 
correctly classified samples. Thereafter, the distribution W is updated after each 
cycle. In the end, hypothesis produced by the weak learner from each cycle are 
combined into a single “Strong” hypothesis f (Meir and Ratsch 2003).

In fact, the important theoretical property of the Adaboost is that if the component 
classifiers consistently have accuracy slightly better than half, then the training error 
of the final hypothesis drops to zero exponentially fast. This means that the compo-
nent classifiers need to be slightly better than random estimation (Li et al. 2008).
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The Real AdaBoost is the generalization of the basic AdaBoost algorithm 
introduced by Fruend and Schapire (Vezhnevets and Vezhnevets 2005). Thus, it 
should be treated as a basic fundamental Boosting algorithm.

The particularity of this algorithm is Confidence-rated Predictions function 
that is a map from a sample space X to a real-valued space R instead of Boolean 
prediction. We are given a set of training samples (x1, c1),…,(xn, cn) where 
xi is the input, and each output ci belong to {1,−1} is a class label. Let h(x) 
denotes the weak classifier and the confidence of hf(x) is defined as (Schapire 
and Singer 1999):

where b is a threshold of default value equal to zero.

3  SVM Background

The Support Vector Machine (SVM) is a learning algorithm widely applied 
for pattern recognition and regression problems based on the Structural Risk 
Minimization (SRM) induction principle (Cortes and Vapnik 1995). SVM maxi-
mizes a margin which is a distance from a separating hyperplane to the  closest 
positive or negative sample between classes. A subset of training samples is 
 chosen as support vectors. They determine the decision boundary hyperplane of 
the classifier.

Applying a kernel trick that maps an input vector into a higher dimensional fea-
ture space, allows the SVM for approximating a non-linear function (Cortes and 
Vapnik 1995; Amami et al. 2012). In this chapter, we propose to use the radial 
basis function kernel (RBF).

4  Feature Selection System

The architecture of our phoneme recognition system is described in this section. 
The proposed system aims to select the relevant features using the Real Adaboost. 
Its architecture consists of: (1) conversion from speech waveform to spectrogram, 
(2) spectrogram to Mel-Frequency Cepstral Coefficients (MFCC) spectrum using 
the spectral analysis, (3) segmentation of the phoneme data sets to 7 sub-phoneme 
data sets, (4) selection of significant MFCC features using the Real Adaboost, 
(5) combination of all significant selected features per each phoneme (the Real 
Adaboost is a algorithm for binary classification task thus, it is a necessary step), 
(6) initiate the phoneme recognition task using the SVM, see Fig. 1.

(1)conf hf (x) =

∣
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The Real Adaboost is applied only to a binary classifications task. However, we 
propose another way to apply this algorithm to multi-class problem phoneme recog-
nition by using the “dual difference class”, i.e., Genuine and Imposter. The Genuine 
and Imposter strategy is used to transform the multi-class problem into a binary 
one. Since we consider the Real Adaboost as a feature selection tool instead of a 
classifier training procedure, we will get, finally, features selected and not the set 
of classifiers. Then, the feature selected can be processed further by SVM to build 
classifier and conduct the recognition task. In order to apply the Real Adaboost for 
phoneme recognition, we should convert the multi-class problem into a binary one. 
One-vs-one and one-vs-rest are two typical ways. In this chapter, we adopt the one-
vs-rest technique. Given two phoneme samples from the training set, if they are 
from the one same class (i.e. Vowel, Affricate, Nasal, etc.), they will be put into the 
genuine class (positive label), otherwise into the imposter class (negative label).

5  Experimental Setup

As discussed in the previous section, the first step in an ASR system is the feature 
extraction. It converts the speech waveform to the set of parametric representation. 
Hence, we have used the MFCC feature extractor (Davis and Mermelstein 1980). 
The proposed approach has been evaluated using the dialect DR1 (New England) 
from TIMIT corpus (Garofolo et al. 1993).

For the nonlinear SVM approach, we choose the RBF (Gaussian) kernel trick, 
this choice has been made after a previous study done on our data sets with differ-
ent kernel tricks (Linear, Polynomial, Sigmoid) (Amami et al. 2013a).

In the current work, we use the “one-against-one” method and the voting strat-
egy. As the classification performance of SVMs is mainly affected by its model 

Fig. 1  Architecture of the feature selection based the Adaboost system
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parameters particularly the Gaussian width and the regularization parameter C, 
we set, for all experiments, gamma as a value within 1/K where K is the features 
dimension and C as value within 10. Those parameters are the suitable for SVM 
on our data sets. Furthermore, the input speech signal is segmented into frames 
of 16 ms with a Hamming window. Moreover, each phoneme has a feature vector 
which contains 39 MFCC coefficients including first delta (Delta), second delta 
(Delta-Delta) and the energy.

We have used Genuine/Imposter strategy which consists of selecting the signifi-
cant features for a phoneme X against the rest of phonemes. Since, we are dealing 
with a multi-class recognition task; two techniques have been applying in order to 
combine the selected features for each phoneme into one macro-class database. It 
will be used as input to SVM for the recognition task.

6  Results

In the most available sounds databases, the utterance does not capture all possible 
variations for each sample due to noise, vocabulary size, confusability, etc. Feature 
extraction and selection is one of the solutions to this problem. This technique can 
reduce the dimensionality of phoneme in the feature space. Hence, we introduce 
the Real Adaboost as a feature selection tool. Obviously, a smaller set of features 
implies less computational effort in the test stage since the computation of less rel-
evant features will be removed. A successful selection method might also improve 
recognition accuracy and enhance robustness. Comparisons are made between the 
Adaboost method and also the non-boosted classifier.

The selection procedure returns the T features with highest evaluation score in 
respect to the current weights of W. This selection approach tends to produce redun-
dant selections sets, since the features with similar evaluation scores may exhibit a 
high degree of interdependence. This phenomenon is discussed by Cover (1974). As 
it is seen in the Table 1, for a problem described by 117 features the dimension of 
the selected features vector ranges from 62 to 79 features for both, the train and the 
test stages. Meanwhile, the recognition system rates with SVM-RBF outperform 
slightly the recognition system with the proposed SVM-RA. The highest perfor-
mance is achieved with the Affricate phones within 99 % of correct classification.

Table 1  Binary phoneme 
recognition rates using two 
techniques: SVM with all 
features and SVM using the 
selected features

Phoneme Techniques #Features

SVM-RBF
(%)

SVM-RA
(%)

Train Test

Vowel versus all 87 86 63 75
SemiVowel versus all 89 88 67 68
Stops versus all 79 41 72 74
Others versus all 95 93 79 66
Nasal versus all 94 92 67 65
Fricative versus all 94 87 72 68
Affricate versus all 99 99 70 62
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It must be pointed out that the runtime of the proposed technique SVM-RA is 
better than the SVM-RBF since the dimension of the features vector was reduced.

For the multi-class recognition task, the results are from two sets of experiments:

•	 SVM-MCU: this technique is based on a macro-class database including all 
samples and the features selected for each phoneme data set and even the redun-
dant selections sets.

•	 SVM-MCC: this technique is based on a macro-class database including all 
samples and the features selected per each phoneme but excluding the redun-
dant selections sets.

Before the feature selection, the original vector dimension of each phoneme was 
fixed to 117 (3 middle-frames) and the number of iteration of the Real Adaboost 
was fixed to 50. According to the experimental results presented in the Table 2, 
the SVM-RBF outperforms the SVM based on both features selected techniques 
(SVM-MCU and SVM-MCC). We can, also, learn that classifier based on original 
features performs better than the classifier based on feature selection. This result 
can be explained by the fact that the initial dimension of each feature is very low 
(117), thus, the feature selection using the Real Adaboost failed.

In the last decades, some experiments have been carried out in order to better 
understand why boosting sometimes leads to deterioration in generalization of perfor-
mance (Amami et al. 2013b). Freund and Schapire put this down to overfitting a large 
number of trials T (T stands for the Adaboost iteration number) which allows to com-
posite classifier to become very complex (Freund and Schapire 1997; Quinlan 1996).

Besides these, boosting tries to build a strong classifier from weak classifiers. 
However, if the performance of the classifier is better than random estimation (i.e. 
SVM), then boosting may not result in a strong classifier and this method would be 
going against the gain of the Boosting principle and do not achieve the desired results.

7  Conclusion

In our research, we have used the Adaboost as the feature selector. The feature 
selection via the Real Adaboost has been also studied with the aim of reducing 
the number of irrelevant features. It can be seen, from the results gained, that the 
recognition system utilizing the Real Adaboost feature selection method has not 
improved the recognition accuracy in comparison to the SVM-RBF.

The future work will be centered on extending our approach in order to 
improve the phoneme recognition accuracy.

Table 2  Multi-class 
phoneme recognition rates 
using three strategies: single 
SVM, SVM-MCU and SVM-
MCC

Strategy Rec.
(%)

Runtime (s) #Features

SVM-MCU 49 457 490 478

SVM-MCC 57 164 117 115
SVM-RBF 74 176 117 117
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Abstract Clustering is one of the most valuable methods of computational  
intelligence field, in particular, in human–Computer Systems Interaction context, 
in which sets of related objects are cataloged into clusters. In this background, 
we put a spotlight on the importance of the clustering exploit in the competence 
computing for Case Based Reasoning (CBR) systems. For that, we apply an effi-
cient clustering technique, named “Soft DBSCAN” that combines Density-Based 
Clustering of Application with Noise (DBSCAN) and fuzzy set theory, on compe-
tence model. Our clustering method is galvanized by Fuzzy C Means in the way 
of using the fuzzy membership functions. The results of our method show that it 
is efficient not only in handling noises, contrary to Fuzzy C Means, but also, able 
to assign one data point into more than one cluster, and in particular it shows high 
accuracy for predicting the competence of CBR. Simulative experiments are car-
ried out on a variety of datasets, throughout different evaluation’s criteria, which 
emphasize the soft DBSCAN’s success and cluster validity to check the good 
quality of clustering results and its usefulness in the competence of the CBR.

1  Introduction

Cluster analysis has an imperative responsibility in analysis of the human-computer 
systems interaction activities. The leading intention of clustering is to simplify statis-
tical study by assembling equivalent objects into clusters that in some sense belong 
together because of correlated characteristics. A colossal number of clustering 
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algorithms can be found in the literature. They can be classified as partitioning, 
hierarchical, density (or neighborhood)-based and grid-based methods. One of the 
most well known admired and partitioned based clustering algorithms is KMeans 
(MacQueen 1967), its formula trails a simple manner to organize a given data set 
through a certain number of clusters (assume k clusters) predetermined a priori. 
From the density based clustering, the most extensively used method is DBSCAN 
(Density-Based Spatial Clustering of Application with Noise) (Ester et al. 1996). It 
is designed to ascertain clusters of random shape as well as to differentiate noises. 
From another point of view, the clustering methods can be investigated whether they 
are crisp or fuzzy clustering methods. The straight clustering methods check that 
each point of the data set belongs to exactly one cluster. Fuzzy set  theory proposed 
in Zadeh (1965) gave an idea of uncertainty of belonging which was described by a 
membership function. The employ of fuzzy sets  recommends imprecise class mem-
bership information. One branch of fuzzy clustering research has based on fuzzy 
relation, like fuzzy equivalent relation-based hierarchical clustering (Klir and Yuan 
1995) and FN-DBSCAN (Parker and Kandel 2010). Another branch of fuzzy clus-
tering has focused on objective functions, as Fuzzy C Means (FCM) (Han 2005) and 
competitive agglomeration algorithm (Frigui and Krishnapuram 1996). Most of the 
proposed fuzzy clustering methods are based on the Fuzzy C Means algorithm (Han 
2005). These methods consider the fuzziness of clustering as being assigned to some 
clusters with certain degrees of membership, which is not the case for density-based 
method. Hence, in order to make the density-based clustering algorithms robust, 
extending them with the fuzzy set  theory has attracted our attentions where we have 
proposed a novel clustering algorithm called “Soft DBSCAN” in Smiti and Elouedi 
(2013a). Our idea is to improve the clusters generated by DBSCAN by fuzzy set  
theory which is based on an objective function, in order to produce optimal fuzzy 
partitions. Our soft method provides a similar result as Fuzzy C Means, but it is sim-
ple and superior in handling outlier points.

In this chapter, we underline the significance of our Soft clustering method in the 
computing of the competence for the CBR system. For that, we will apply our Soft 
DBSCAN  to the model proposed by (M&S) (Smyth and McKenna 2001) to show 
its performance. The cheering results achieved on some data sets are revealed and 
discussed. The rest of this chapter is organized as follows. In the next Section, CBR 
system and the concept of competence model will be presented. Section 2 describes 
our new soft DBSCAN  clustering method. Section 3 presents the application of our 
soft clustering technique on the Smyth’s model. Experimental setup and results are 
given in Sect. 4. The chapter concludes in Sect. 5.

2  Case Based Reasoning systems

One of the huge intentions of human and computer systems interaction area is 
to create smart systems able to recognize and follow human logic. Among these 
systems, CBR is a diversity of reasoning by analogy and it is able to discover a 
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solution to a problem by employing its luggage of knowledge or experiences 
which are presented in form of cases. To solve the problems, CBR system calls 
the past cases, it reminds to the similar situations already met. Then, it compares 
them with the current situation to build a new solution which, in turn, will be 
incorporated it into the existing case base (CB). Different ways have been recom-
mended to illustrate the CBR process, but the traditional the four REs CBR cycle 
(REtrieve, REuse, REvise, REtain) is the most recurrently used: The new prob-
lem is matched against cases in the case base and one or more related cases are 
retrieved. A solution advocated by the matching cases is then reused and tested 
for success. Unless the retrieved case is a close match, the solution will have to be 
revised generating a new case that can be maintained (See Fig. 1).

Actually, the performance of CBR can be measured according to a major cri-
terion: Competence or named coverage which is the range of target problems that 
can be successfully solved (Smiti and Elouedi 2013b). However, it is complicated 
to count the competence of the system, for the motive that the precise nature of the 
rapport between the case base and competence is versatile and not well understood. 
Accordingly, we entail a theoretical model that authorizes the competence of a case 
base to be guess or estimated. In the literature, few models have been proposed to 
represent the coverage of the CB, we can mention the competence model (M&S) 
proposed in Smyth and McKenna (2001), which is the most used model in CBR 
and it is the origin of many maintenance works including ours (Smiti and Elouedi 
2012b). It is assuming that the competence of the CB is simply the sum of the cover-
age of each group of similar cases. This study has drawn attention to the enormity of 
modeling CBR competence. Conversely, it suffers from some shortages for instance 
it does not pay attention to the condition of non-uniform distributed case-bases. 
Besides, it is delicate to erroneous cases like the noises. Further, it does not touch the 
challenges posed by the compilation of natural data which is often vague. To elevate 
these troubles, we need an efficient clustering method which while creating compe-
tence groups, can also handle the problems cited above.

Fig. 1  The four REs CBR 
cycle (REtrieve, REuse, 
REvise, REtain)
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3  Our Proposed Clustering Method: Soft DBSCAN 

Here, we present a clustering approach that can simultaneously address several 
important clustering challenges for a wide variety of data sets and can handle 
the problems of our competence model quoted above. In particular, our algo-
rithm can manage instances expected to be noisy, it can create clusters with dif-
ferent shapes, and it allows the elements to have a degree of membership for 
each cluster.

In this section, we present a new fuzzy clustering method named “soft 
DBSCAN”. Much of the strength of our approach comes from FCM’s ideas. 
The plan of our “soft DBSCAN” is to make the DBSCAN’s clusters robust, 
extending them with the fuzzy set  theory. Thusly, the Soft DBSCAN’s first 
stage runs DBSCAN which creates, many seed clusters, with a bunch of noisy 
points. Each noisy is consider as one cluster. These determined groups, in addi-
tion of noisy clusters, with their centers, offer a good estimate for initial degrees 
of membership which express proximities of data entities to the cluster cent-
ers. We update the membership values, in every iteration, since these last ones 
depend on the new cluster centers. When the cluster’s center stabilizes, our “soft 
DBSCAN” algorithm stops. The basic process of the proposed method is in the 
following steps:

First, we run DBSCAN. The result of this step is k clusters Ck with determined 
centroid Mi (Where i = 1: K) and number x of noisy points.

The data were partitioned in K clusters, so several local datasets are generated 
and points expected to be noisy are detected. The data number of each local data-
set is smaller than the initial dataset. Based on their characters, we will try to esti-
mate initial degrees of membership values (Fig. 2).

Second step consists of estimating the number of clusters and the initial matrix 
of membership: As we know, the noises are objects that do not belong to any set 
of similar cases. For that, we consider that each point of noises is one cluster 
apart. As a result, the total number of clusters becomes c = k+x. Thereafter, we 
create the initial fuzzy partition c × n matrix U = (uij) = (

−→u1 , −→u2 . . . , −→un ), as 
follows:

uij =

{

1 if xij ∈ cj

0 otherwise.

Fig. 2  The different 
partitions resulting from 
running the step 1 of our soft 
DBSCAN
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In the third step, we compute the jth center Vj which is given by:

In the fourth step, we compute the values for the distance (Dij) from the sample xij, 
of the center Vj, of the jth class. For that, we have to employ distance which takes 
into account the arbitrary shape of the clusters.

As we have mentioned, our goal is to create non uniform clusters. Or, the rea-
son that FCM and many other clustering techniques can only work well for spheri-
cal shaped clusters, is in the objective function the distances between data points 
to the centers of the clusters are calculated by Euclidian distances. The best tech-
nique to overcome the above drawback is Mahalanobis distance (MD) (Filzmoser 
et al. 2005) because it takes into consideration the covariance among the variables 
in calculating distances. With this measure, the problems of scale and correlation 
inherent in the other distance such as Euclidean one are no longer an issue. Hence, 
MD is efficient for the non uniform distribution and arbitrarily shaped clusters 
because it deals with clusters of different densities and silhouettes.

Given p-dimensional multivariate sample (cases) xi (i = 1, 2…, n), the 
Mahalanobis distance is defined as:

where t is the estimated multivariate location and Cn the estimated covariance matrix:

where Xnthe mean of the cluster and n is is the number of cases in this cluster. 
With this distance, we can update our membership values μik for all i:

where MDik is the Mahalanobis distance between xk and vk.
If the difference between the actual membership values µactual

ik  and the ones 
before the update µprec

ik  is superior to the tolerance level ξ, we stop our algorithm, 
else we return to the third step:

In this way, our method generates different clusters cj, with vij centers. The sets 
which contain only one instance are considered as noises.

Subsequently, we obtain a new technique which has a number of good aspects: 
it can create regions which may have an arbitrary shape and the points inside a 

(1)vj =

∑n
j=1 µm

ij xij
∑n

j=1 µm
ij

; (m > 1)

(2)MDi = ((xi − t)T C−1
n (xi − t)1/2

(3)Cn =
1

n − 1
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i=1

(xi − Xn)(xi − Xn)
T
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Stop

Return to step 3, otherwise.
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region may be arbitrarily distributed, it can detect points expected to be noises and 
it is able to assign one data point into more than one cluster by affecting to each 
observation a “degree of membership” to each of the classes in a way that is con-
sistent with the distribution of the data.

4  Application of Our Soft DBSCAN   
in the Competence of CBR

In this Section, we propose a competence for CBR strategy method based on the 
M&S model, and we adapt in this study our new “Soft DBSCAN” described in the 
previous Section, to perform the creation of the competence groups. This model is 
assuming that the competence is based on a number of factors including the size and 
the density of cases in the case base. The number and density of cases can be readily 
measured. Actually, the individual competence contribution of a single case within a 
dense collection will be lower than the contribution of the same case within a sparse 
group; dense groups contain greater redundancy than sparse groups. The density of 
an individual case (Dens) can be defined as the average similarity between this case 
(c) and other clusters of cases called competence groups (Eq. 5). Hence, the density 
of a cluster of cases is measured as a whole as the average local density over all 
cases in the group (G) (Eq. 6). The coverage of each competence group (Cov) is then 
measured by the group size and density (Eq. 7). In the final step, the overall compe-
tence of the case base is simply the sum of the coverage of each group (Eq. 8).

Obviously, by applying the idea described above, we certify that we need to create 
multiple, groups from the case base that are located on different sites. Each group con-
tains cases that are closely related to each other. In that way, we can define the cover-
age group. So, we prefer a clustering approach that can simultaneously address several 
important clustering challenges for a wide variety of data sets. In particular, our chosen 
clustering algorithm can manage instances expected to be noisy, it can create clusters 
with different shapes, and it allows the elements to have a degree of membership for 
each cluster. To overcome all these conditions, we use our new fuzzy clustering method 
“soft DBSCAN” proposed in previous Section. Our soft DBSCAN  is an appropriate 
clustering method for the M&S model. This occurs because our technique has a number 

(5)Dens(c, G) =

∑

c′∈G−c Sim(c, c′)

|G − 1|

(6)Dens(G) =

∑

c∈G Dens(c, G)

|G|

(7)Cov(G) = 1 + ||G| × (1 − Dens(G))|

(8)Total Coverage(G) =

∑

Gi∈G

Cov(Gi)
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of good aspects: it can create regions which may have an arbitrary shape and the points 
inside a region may be arbitrarily distributed, it can detect cases expected to be noises 
and it is able to assign one data point into more than one cluster by affecting to each 
observation a “degree of membership” to each of the classes in a way that is consistent 
with the distribution of the data. We can say that it shows good performance comparing 
to other clustering algorithms, in the context of the competence computing strategy.

5  Results and Analysis

In this section, we shall use experimental results to show the clustering 
 performance of soft DBSCAN  and our competence model with this clustering 
technique. We experimented with ten diverse data sets, obtained from the U.C.I. 
repository (Asuncion and Newman 2007) (Table 1).

To test the performance of our proposed Soft DBSCAN , we will examine its 
quality comparing to FCM method, to prove that our method is mightier than the 
FCM not only in detecting noises, but also in minimizing the objective function. For 
FCM, we pick the value of K equal to the number of classes in the data sets. For Soft 
DBSCAN, the suggested values are MinPts = 4 and Eps = 0.2. We evaluate the clus-
tering algorithms from various aspects: We analyze “the accuracy of the algorithms” 
(PCC). It is the mean of correct classification over stratified tenfold cross validation. 
We employ “the objective function” (OBJ). If our method can obtain a smaller value 
for this function than FCM algorithm can do, then it will be more powerful. We ana-
lyze “the Partition Coefficient” (PC) (Guill et al. 2007) to measure the amount of 
overlap between clusters. The larger this measure is the more density in clusters and 
more efficiency in clustering process. This measure is calculated as following:

We use “the Partition Entropy” (PE) (Guill et al. 2007). The less this criterion, the 
better efficiency for clustering is achieved and it is calculated as following:

(9)PC =
1

n

c
∑

i=1

n
∑

i=1

µ2
ij;

1

c
≤ PC ≤ 1;

(10)PE = −
1

n

c
∑

i=1

n
∑

i=1

µij log µij; 0 ≤ PE ≤ log c;

Table 1  Description of 
databases

Dataset Ref. #instances #attributes

IRIS IR-150 150 4
Ecoli EC-336 336 8
IONOSPHERE IO-351 351 34
Breast-W BW-698 698 9
Blood-T BT-748 748 5
Indian IN-768 768 9
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In addition, we examine the “Silhouette Plot” (Sih) where its value is calculated 
by the means similarity of each plot to its own cluster minus the mean similarity to 
the next most similar cluster (given by the length of the lines) with the mean in the 
right hand column, and the average silhouette width. Finally, we engage “Fuzzy 
Performance Index” (FPI). It is a measure of the degree of separation (fuzziness) 
between fuzzy c-partitions and the data classified through the cluster analysis 
(Fridgen et al. 2004). It is defined as:

From Tables 2 and 3, we observe that the results obtained using our Soft 
DBSCAN method is remarkably better than the one provided by the FCM policy:

As seen in the Table 2, our proposed algorithm shows uniformly high accu-
racy ranging 0.89–0.98 for all data sets. For instance, by applying our Soft 
DBSCAN to the “Indian (IN-768)” database, the PCC increases from 0.82 for 
FCM to 0.98. In addition, it reaches 0.98 PCC which presents a great difference 
compared to the one given by FCM: just 0.66 of PCC, for the dataset “Iris (IR-
150)”. These good values are elucidated by handling noisy objects by our Soft 
DBSCAN method.

(11)FPI = 1 −
c

(c − 1)



1 −

c
�

i=1

n
�

j=1

µ2
ij/n



; 0 ≤ FPI ≤ 1;

Table 2  Comparison of classification accuracy (PCC), objective function (OBJ) and fuzzy  
performance index (FPI)

Ref. PCC OBJ FPI

Soft DBSCAN FCM Soft DBSCAN FCM Soft DBSCAN FCM

IR-150 0.98 0.66 15.94 18.12 0.93 0.93
EC-336 0.95 0.86 25.71 29.32 0.47 0.43
IO-351 0.89 0.88 133.62 133.97 0.86 0.72
BW-698 0.90 0.90 27.49 29.43 0.90 0.92
BT-748 0.90 0.85 50.21 70.58 0.67 0.91
IN-768 0.98 0.82 40.49 46.25 0.64 0.48

Table 3  Comparison of the partition coefficient (PC), the partition entropy (PE) and silhouette 
values (Sih)

Ref. PC PE Sih

Soft DBSCAN FCM Soft DBSCAN FCM Soft DBSCAN FCM

IR-150 0.35 0.34 0.56 0.55 0.88 0.86
EC-336 0.36 0.28 0.43 0.63 0.92 0.77
IO-351 0.55 0.65 0.51 0.52 0.72 0.44
BW-698 0.37 0.37 0.53 0.50 0.03 0.07
BT-748 0.77 0.41 0.35 0.46 0.38 0.01
IN-768 0.68 0.25 0.21 0.67 0.14 0.08
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The same observations are made by the objective function, where the values 
provided by our method show better values than FCM. In addition, the results 
of FPI in the most datasets show that soft DBSCAN yields the lowest values of 
the objective function and the highest values of FPI comparing to FCM, espe-
cially for “Ecoli (EC-336)” dataset, where our method generates only 50.21 
as OBJ and 0.47 as FPI, whereas 70.58 and 0.43 respectively by FCM, for the 
same dataset.

From Table 3, the proposed algorithm shows uniformly high PC with mean of 
0.513 and low PE with mean of 0.431. However, FCM algorithm produces only 
0.383 of PC and 0.555 of PE. This result is explained by the large density in clus-
ters created by Soft DBSCAN, and this is due to the agreeable membership val-
ues provided by our method, so, the best partition is achieved. For example, for 
the dataset “Blood-T (BT-748)”, Soft DBSCAN outperforms FCM for PC crite-
rion by the value of 0.77, whereas for FCM is only 0.41. As for PE criterion, Soft 
DBSCAN and FCM averaged out 0.35 and 0.46, respectively.

Although, it is obvious from the clustering results that our method offers 
positive results, the silhouette values shown in Table 3 clearly indicate that Soft 
DBSCAN is better than FCM. Based on this evaluation criterion, the samples 
of the dataset “Ionosphere (IO-351)” have their silhouette value larger than 0.72 
when using soft DBSCAN, compared with less than 0.44 for FCM. The same con-
clusion can be drawn for the other datasets.

Finally, we have to mention that Soft DBSCAN’s run time, required to build the 
clusters, is nearly equal to the two times the run time of FCM. On average to build 
the clusters, our algorithm took 10.21 seconds, per contra; FCM took 4.59 s, since 
our policy uses DBSCAN method and calculates the membership values.

In the second part of our experimentation, we test the performance of our 
competence model with “Soft DBSCAN”. For that, we will compare it with the 
well-known competence model (M&S), using the same benchmark data sets as 
described above. For this comparison, we use Percentage error as evaluated index 
(Eq. 12), which represents the relative error of coverage computed by using the 
(M&S), and the one with “Soft DBSCAN”.

Table 4 proves optimistic results for our competence model. The Percentage 
error of M&S model with our Soft DBSCAN is pretty inferior to the one of M&S 
model. This is due to the application of our Soft DBSCAN.

(12)Error(%) =
|EstimateComp − PCC|

PCC
∗ 100

Table 4  Comparing (M&S) 
model to the one with “soft 
DBSCAN”

Case M&S M&S with soft DBSCAN

IR-150 4.01 3.87
EC-336 9.24 9.01
BW-698 7.25 5.89
BT-748 17.90 11.32
IN-768 6.10 4.91
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6  Conclusions

In this chapter, we have applied our proposed Soft DBSCAN on the competence 
model of Case based reasoning system. It is an improvement of DBSCAN density 
clustering and combined to fuzzy set theory in terms of solving its disadvantages. 
Our proposed method does not only outperform FCM clustering by detecting points 
expected to be noises and handling the arbitrary shape, but also by generating more 
dense clusters. Results of experimentations have shown interesting results for the 
competence model with Soft DBSCAN as clustering technique. Future tasks consist 
of applying this model in the maintenance of the case based reasoning systems.
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Abstract The chapter presents a methodology for the application of a  formalism 
of the Logic of Plausible Reasoning (LPR) to create knowledge about a spe-
cific problem area. In this case, the methodology has been related to the task of 
obtaining information about the innovative casting technologies. In the search for 
documents, LPR gives a much greater expressive power than the commonly used 
keywords. The discussion is illustrated with the results obtained using a pilot ver-
sion of the original information tool. It also presents a description of intelligent 
information system based on the LPR and the results of tests on the functionality 
and performance parameters of the system.

1  Introduction

Recently, great interest has aroused various issues related to acquiring and pro-
cessing of information and domain knowledge contained in large data sets, such as 
web services, data warehouses, or subject-specific databases.

Although numerous studies have recently appeared related to this problem area, 
there is still a number of issues to be addressed concerning, among others, scalability 
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(e.g. of the Internet), search and classification (especially for the information expressed 
in linguistic form), processing and representation of the acquired knowledge (bringing 
it to the form easy to be interpreted by humans).

This study shows the concept and the results of a pilot implementation of an 
information system that uses the possibilities offered by the LPR formalism. This 
idea was based on the observation that in the intention of the authors of LPR 
(Collins and Michalski 1989) this logic should correspond to the perception of the 
world in a manner used by man and, consequently, its understanding becomes in 
certain situations easier and more efficient.

In the original approach (Collins and Michalski 1989), the LPR formalism is 
not adapted to the implementation of automatic reasoning system and, conse-
quently, some of its elements are redundant, while other are lacking. Therefore, 
the chapter proposes a modification of the LPR formalism, defined as LPR0, facili-
tating its use in the problem area outlined above. The second part describes the 
implemented solution, which is an intelligent information system dedicated to the 
search and processing of domain knowledge based on the analysis of the contents 
of the source documents. Operation of the system is illustrated by the example of 
searching for information (knowledge) of innovative technologies in the foundry 
industry. Preliminary tests of functionality and performance is also carried out, 
allowing the measurement of the efficiency of the proposed solution.

2  Related Research

LPR was proposed by Alan Collins and Richard Michalski, who in 1989 published 
their article entitled “The Logic of Plausible Reasoning, A Core Theory” (Collins 
and Michalski 1989). The aim of this study was to identify patterns of reasoning 
used by humans and create a formal system based on the variable-valued logic 
calculus (Michalski 1983), which would allow for the representation of these pat-
terns. The basic operations performed on the knowledge represented in the LPR 
include:

abduction and deduction—are used to explain and predict the characteristics of 
objects based on domain knowledge;

generalisation and specialisation—allow for generalisation and refining of infor-
mation by changing the set of objects to which this information relates to a set 
larger or smaller;

abstraction and concretisation—change the level of detail in description of 
objects;

similarity and contrast—allow the inference by analogy or lack of similarity 
between objects.

The experimental results confirming that the methods of reasoning used by 
humans can be represented in the LPR are presented in subsequent paper (Cawsey 
1991). The objective set by the creators has caused that LPR is significantly differ-
ent from other known methods of knowledge representation, such as classical logic, 
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fuzzy logic, multi-valued logic, Demster—Shafer theory, probabilistic logic, the 
logic of probability, Bayesian networks, semantic networks, rough sets, or default 
logic. Firstly, there are many ways of inference in LPR, which are not present in 
the  formalisms mentioned above. Secondly, many parameters are specified for repre-
senting the uncertainty of knowledge. LPR is established on the basis of descriptions 
of reasoning carried out by people.

As the subtitle of the publication indicates (“A Core Theory”), during the devel-
opment of formalism, attention is focussed on the most important elements of rea-
soning, which are identified in collected surveys. Minor issues such as reasoning 
related to time, space and meta-knowledge (knowledge about knowledge) have 
been left for further studies.

On the basis of LPR, a Dynamically Interlaced Hierarchies (DIH) formalism 
was developed (Hieb and Michalski 1993). Knowledge consists of a static part 
represented by hierarchies and a dynamic part, which are traces, playing a role 
similar to statements in LPR. The DIH distinguishes three types of hierarchies: 
types, components and priorities. The latter type of hierarchy can be divided into 
subclasses: hierarchies of measures (used to represent the physical quantities), 
hierarchies of quantification (allowing quantifiers to be included in traces, such as 
e.g. one, most, or all) and hierarchies of schemes (used as a means for the defini-
tion of multi-argument relationships and needed to interpret the traces).

Michalski et al. also developed a DIH implementation—an INTERLACE sys-
tem. This programme can generate sequences of knowledge operations that will 
enable the derivation of a target trace from the input hierarchies and traces. Yet, 
not all kinds of hierarchy, probability and factors describing the uncertainty of the 
information were included there.

On the other hand, the studies done by Virvou et al. go in a different direction. 
LPR is used as a computer user modelling tool for user of computer systems and 
as a tool operating in intelligent tutoring systems. Studies described in Virvou and 
Du Boulay (1999) present RESCUER, a UNIX shell support system. By tracing 
changes in the file system and knowledge of the interpreter commands, the system 
is able to recognise the wrong commands and suggest appropriate substitutes. In 
Virvou (2002) LPR-based tutoring tool is presented.

Another field of formalism utilization is presented in the work done by Cawsey 
(1991). It discloses a system generating a description of the concepts based on the 
recipient’s model, taking into account his/her current knowledge.

Research on LPR applications has been also performed at the AGH University. 
It concerned, in particular, diagnostics, knowledge representation and machine 
learning (Kluska-Nawarecka et al. 2014; Śnieżyński 2002; Górny et al. 2010).

3  Logic of Plausible Reasoning

As mentioned earlier, the LPR has been developed as a tool for modelling of human 
reasoning, and therefore some issues important for applications in the automated 
reasoning systems (e.g. variables) have not been taken into consideration. On the 
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other hand, in the LPR, some solutions have been introduced that do not seem 
necessary and make the system implementation and creation of knowledge bases 
much more difficult. Below modifications are shown which adjust the LPR to the 
selected area of application. The modified formalism has been designated as LPR0. 
This modification has been positively verified in practical application related to the 
construction of diagnostic systems and retrieval of information (Kluska-Nawarecka 
et al. 2014). The change most striking is the replacement of variable-valued logic, 
supplemented by parameters describing the uncertainty of information, with a 
labelled deductive system (LDS) (Gabbay 1991).

It is important to note that the deductive inference rules can correspond to 
induction (generalisation) at the level of knowledge of the world. This change is of 
an isomorphous character and allows for drawing of notation close to implementa-
tion (although knowledge is perhaps a little less human-readable). In addition, the 
change enabled a comprehensive, consistent and coherent approach to formalism: 
the knowledge base elements described by the parameters became the labelled for-
mulas; transformations of knowledge, together with the methods of calculating the 
parameters of conclusions, have been superseded by the rules of inference, and 
the process of inference has been based on the construction of the evidences of 
formulas. With this approach, the apparatus of mathematical logic can be applied. 
Additionally to changing the notation, parts of formalism, which were considered 
unnecessary in this particular application, have been omitted as well as the related 
transformations. Some transformations were modified, also elements were added, 
such as object ordering, and the ability to use variables in formulas.

3.1  Language

The language used by LPR0 consists of a countable set of constants C, variables X, the 
seven relational symbols, and logical connectives → and ∧. It is formalized below:

Definition 1 The language of LPR0 is a quadruple: L = (C, X, {V, H, B, E, S, P, 
N}, {→ , ∧})

The set of constants C is used for representing concepts (objects) in the knowl-
edge base. In certain cases, instead of fixed symbols, the symbols of variables can 
also be used, which enriches the LPR0 language. The relational symbols (V, H, B, 
E, S, P, N) are used for defining relationships between concepts:

•	 H—three-argument relation defines the hierarchy between concepts; expression 
H(o1, o, c) means that o1 is o in a context c. Context is used for specification of 
the range of inheritance, o1 and o have the same value for all attributes which 
depend on attribute c of object o;

•	 B—two-argument relation is used to present the fact that one object is placed 
below another one in a hierarchy, which is denoted as: B(o1, o2);

•	 V—three-argument relation is used for representing statements in the form 
of object-attribute—value relations; the notation in the form V o, a, v) is a 
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representation of the fact that object o has an attribute a equal to v. If object 
o has several values of a, several appropriate statements should be made in a 
knowledge base;

•	 E—four-argument relation is used for representing relationships; the nota-
tion E(o1, a1, o2, a2) means that values of attribute a1 of object o1 depend on 
attribute a2 of the second object. To represent bidirectional dependency [mutual 
dependency, see Collins and Michalski (1989)], a pair of such expressions is 
needed;

•	 S—three-argument relation determines similarity between objects; S(o1, o2, c) 
represents the fact that o1 is similar to o2. Context, as above, specifies the range 
of similarity. Only these attributes of o1 and o2 which depend on attribute c will 
have the same value;

•	 P—two-argument relation represents order between concepts; P(o1, o2) means 
that concept o1 precedes concept o2;

•	 N—two-argument relation is used for comparing the concepts; N(o1, o2) means 
that concept o1 is different from the concept o2.

It should be noted that three new relations are introduced, namely B, N and P. The 
first of these relations is added to maintain the accuracy of the knowledge base 
after the use of generalisation or similarity of values (cf. Sect. 3.2), and it will 
not appear in the domain knowledge base. The second one may appear in the 
knowledge base as a premise in formulas having the form of implications. The 
last one, appearing in the knowledge base by itself, serves as a tool to represent 
order between the values and is used in implications to compare ordered values, 
which is often needed in practical applications. Using symbols of the relationship, 
one can define formulas first, and labelled formulas next, the latter ones being the 
basic elements of knowledge.

Definition 2 The atomic formula LPR0 means every expression of the form of 
H(o1, o2, c), B(o1, o2), V(o, a, v), E(o1, a1, o2, a2), S(o1, o2, c), P(o1, o2), N(o1, o2), 
where o, o1, o2, a, a1, a2, c, v ∈ C ∪ X

Elements of knowledge can also be formulas in the form of implications. To 
build expressions of this type, logical connectives are used. LPR uses a simplified 
form of the implications, called Horn clauses. They occur in the form of α1 ∧ α2 
∧···αn → α, n ∈ N. It is also assumed that the components of implications can 
only be atomic formulas of the V, P and N type. Now the LPR formula can be 
defined.

Definition 3 LPR formula means every atomic formula, a conjunction of atomic 
formulas and an expression in the form of α1 ∧ α2 ∧···αn → V(o, a, v), where  
n ∈ N, n > 0, αi has the form of V(oi, ai, vi), P(vi, wi) or N(vi,wi), and o, oi, a, ai, v, 
vi, wi ∈ C ∪ X for 1 ≤ i ≤ n. The set of all formulas is denoted by F.

To better illustrate the language, Table 1 shows examples of the atomic for-
mulas related to the diagnosis of defects in castings (Kluska-Nawarecka 1999). 
The following are examples of formulas in the form of implications. From the 
original notation proposed by Collins and Michalski they differ in the method of 
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recording premises and conclusions, and in the fact that they may contain variables 
(capitalised):

During inference, the variables can be matched with different constants, owing to 
which the rules become more general.

In the first implication, the variable T represents actual thickness of the mould 
protective coating. This formula therefore represents the rule, which says that in 
the event of the occurrence of a defect called pitted skin, when the actual coating 
thickness exceeds the maximum limit, it can be the cause of this defect.

In the second implication (formula 6), the variable B is any block device, P rep-
resents a valid signal waveform for this block, while A shows the waveform actu-
ally obtained. This implication represents the rule, which says that if in a certain 
block the current waveform differs from the correct course, the block is damaged.

To take into account the parameters describing the uncertainty and incomplete-
ness of knowledge, the presented formalism should be extended by adding the 
algebra of labels (Gabbay 1991).

Defnition 4 Label algebra LPR0 denotes a pair  where A is a set of 
labels, while {fri} is a set of functions defined on labels: fri

: A|pr(ri)| → A, where 
pr(ri) are the premises of rule ri (rules are described under Sect. 3.2).

Defnition 5 Labeled formula LPR0 denotes a pair f: p, where f is formula, and p is 
label. The set of labeled formulas is denoted by FE. Knowledge base is any finite 
set of labeled, formulas, not containing besides the implication premises N-type 
nor B-type formulas.

(1)

V(o, defect, pittedSkin) ∧ V(protectiveCoating, thickness, T)

∧ P(thicknessCorrect, T) → V(defect, cause, tooLargeCoatingThickness)

(2)

V(equipment, block, B) ∧ V(B, correctSignal, P)

∧ V(B, currentSignal, A) ∧ N(P, A) → V(damage, place, B)

Table 1  Examples of atomic formulas

LPR0 formula Original form (LPR)

H(cast steel, material, properties) Caststeel SPEC material in CX (material, 
 properties (material))

S(cast steel, cast iron, mouldmaking) Caststeel SIM castiron in CX (caststeel,  
mouldmaking (caststeel))

E(material, maxThicknessProtectiveCoating, 
material, mouldmaking)

maxThicknessProtectiveCoating (material) ↔ 
mouldmaking (material)

V(caststeel, minPermeability, 
permeabilityMedium)

minPermeability 
(caststeel) = permeabilityMedium

P(permeabilityMedium, permeabiltyHigh) N/A
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3.2  Inference Rules

In this section, the rules of inference are introduced; by using them one can 
 construct the proof of formulas—the operation which corresponds to reasoning 
Each rule ri has the following form:

Labeled formulas αi:pi are called the premises of ri rule, and formula α: p is called 
its conclusion. As mentioned earlier, with labels of the premises, one can calculate 
the label of conclusion, using label algebra 

Rules have been given short, symbolic names, allowing them to be quickly iden-
tified. The rules that are associated with the generalisation and abstraction are 
denoted by the symbol GEN, the rules associated with specialisation and con-
cretisation of knowledge are denoted by SPEC. The rules which use the similar-
ity between concepts are denoted by SIM, those using the law of transitivity are 
denoted by TRAN, whereas the modus ponens rule uses the symbol MP. Due to 
the fact that similar transformations of knowledge may relate to different types of 
formulas, indexes have been introduced explaining meaning of the operation per-
formed. Relative to this criterion, the rules can be divided into 6 groups. The mem-
bership in a given group is indicated by the form of the last premise and conclusion 
of the rule (the exception is the HB rule, whose only premise is an H-type relation).

Due to lack of space, only rules that operate on the statement will be discussed. 
Index attached to the name of the rule tells us what is transformed: o is an object, 
and v is the value. These rules are shown in Table 2.

Having introduced the rule, one can define the proof of the labelled formula ϕ 
from a set of labelled formulas K and the notion of a syntactic consequence.

Definition 6 By the proof of labelled formula ϕ from the set of formulas K we 
mean the tree P such that its root is ϕ, and for each vertex ψ:

•	 if ψ is a leaf, then ψ ∈ K or ψ is an instance of a formula belonging to K;
•	 otherwise, there is a rule of inference such that the vertices ψ1, …, ψk being 

descendants of ψ are premises ri, while ψ is its consequence; label of ψ is 
calculated from the labels of ri premises by means of fri.

A set of proofs is denoted by Π

Definition 7 We say that a labelled formula ϕ is a syntactic consequence of the 
set of labelled formulas K (denoted by K ⊦ ϕ) if there is a proof in Π for ϕ from K.

(3)

α1 : p1

α2 : p2

...

αn : pn

α : p

(4)p = fri(p1, p2, . . . , pn)
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The practical use of an LPR formalism has been made possible by the devel-
opment of appropriate inference algorithm LPA (Śnieżyński 2003) based on an 
AUTOLOGIC system developed by Morgan (1985). In order to limit the scope of 
the search and generate optimal evidence, an A* algorithm has been used.

4  LPR-Based Information System

The goal of the system is to provide a tool for searching items matching a 
description given by the user using item descriptions and background knowl-
edge. Architecture of the system is presented in Fig. 1. Users’ preferences, items 
descriptions and background knowledge are stored in a Knowledge Base (KB). 
When user searches for the information, it provides a query, which is translated 
into LPR query formula and proof searching algorithm is executed. It returns items 
matching the query sorted by label values.

Query q has the following form:

where X represents an item, which the user is looking for, a1, v1, …, am, vm are 
attributes and its values used by the user in the query. Inference engine searches 
for objects matching the query. They should be placed below items in a hierarchy 
and have attribute values matching ones given in the query.

To provide a flexible match it is assumed that the label lq of q is calculated 
as an average of statement labels returned by the proof algorithm. Results are 
sorted using lq labels. To limit the search space, inference depth can be limited. 

(5)q = B(X, items) ∧ V(X, a1, v1) ∧ · · · ∧ V(X, am, vm)

Table 2  Rules operating on the statements

GENo H(o1, o, c)

E(o, a, o, c)

V(o1, a, v)

V(o, a, v)

SPECo H(o1, o, c)

E(o, a, o, c)

V(o, a, v)

V(o1, a, v)

SIMo S(o1, o2, c)

E(o1, a, o1, c)

V(o2, a, v)

V(o1, a, v)

GENv H(v1, v, c)

E(a, o, a, c)

H(o1, o, c2)

B(v, a)

V(o1, a, v1)

V(o1, a, v)

SPECv H(v1, v, c)

E(a, o, a, c)

H(o1, o, c1)

V(o1, a, v)

V(o1, a, v1)

SIMv S(v1, v2, c)

E(a, o, a, c)

H(o1, o, c2)

B(v1, a)

V(o1, a, v2)

V(o1, a, v1)

MP α1 ∧ · · · ∧ αn →

V(o, a, v)

α1

.

.

.

αn

V(o, a, v)



65Intelligent Information System Based on Logic of Plausible Reasoning 

Experiments were executed with limit one (fast mode), which corresponds to the 
situation that item descriptions stored in KB should match the query, and with no 
limit, which allows to use domain knowledge (advanced mode).

User preferences are used to alter q label using knowledge about user’s interests 
Knowledge base may contain information allowing to infer the statement of the form:

where U represents the user, X represents item. Provided that K ⊢ int: lint we can 
calculate resulting label as a sum: l = lq + lint.

User-related knowledge can have form of rules and take into account user’s job 
(e.g. casting company), type of occupation (e.g. researcher or technologist), etc. 
They should be stored in the KB. Examples of rules are presented below:

The first rule can be interpreted as follows. The user is interested in item X if the 
article is about the casting process and the user is technologist. Second rule says 
that users working in the cast industry are interested in ADI material.

Software for the inference engine is developed in Java (Rawska et al. 2010). 
In Fig. 2 one can see the class diagram of the main package. Engine class is 
responsible for proof searching. KnowledgeBase stores all the knowl-
edge available for the inference engine. Proof represents the proof tree being 
built. It is connected with subtrees by Vertex class. Substitution and 
UnificationException classes are used to process variables. To provide 
comfortable graphical user interface, web-based application was developed 
(Parada et al. 2012) using Google Web Toolkit (GWT). Its main query window 
is presented in Fig. 3. It is worth noting that the attributes can be single- or multi-
valued. In the former case, the attribute has the nature of a unique description of 
the document, while in the latter case it can take several values from the given set.

(6)int = V(U, interested, X)

(7)
V (U, interested, X) ← V(X, keyword, castingprocess)

∧ V(U, occupationtype, technologist)

(8)V(U, interested, X) ← V(X, material, adi) ∧ V(U, job, castIndustry)

Fig. 1  Architecture of LPR-
based information system
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In the process of searching, usually, only some of the attributes are known, 
while others are defined by the inference process conducted according to the LPR 
rules.

Creating a knowledge base consists of generating for each of the main entities 
a set of the corresponding formulas. This phase of building the knowledge base is 
performed by a knowledge engineer. It is outlined in the next section.

ProofEngine

+getProofs: Set<Proof>
<<uses>>

VertexKnowledgeBase

SubstitutionUnificationException

<<uses>>
<<uses>>

Fig. 2  Class diagram of the inference engine package

Fig. 3  Query window of the LPR-based intelligent information system (Parada et al. 2012)
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5  The Search for Innovative Casting Technologies

The area of domain knowledge, which was used to test the implemented prototype 
intelligent information system, is a knowledge of innovative casting technologies. 
Creating a knowledge base described in terms of LPR0 required the participation 
of experts—in this case technologists from the Foundry Research Institute.

5.1  Formal Description of Innovation

As the first component of the knowledge, a statement of innovations that may be 
of interest to the user of the system was formulated. A fragment of this statement 
is shown in Table 3.

Another component, defined also with the participation of domain experts, is a 
list of attributes describing the documents under the consideration; a fragment of 
this list is shown in Table 4.

Table 3  Fragment of a list of innovations

No. Name of innovation

1 Environment-friendly technology for the reclamation of bentonite moulding sands
2 New simplified method for the mechanical reclamation of moulding and core sands
3 Environment-friendly technology for the recycling of waste core sands
4 Development and implementation in production of an innovative design of the FT-65 

impulse-squeeze moulding machine
5 New control and measurement apparatus adapted to the EU standards used for the bending 

strength determination in sands for the cold box process
6 An upgraded technology for the continuous preparation of moulding sands in a two-pan 

mixer

Table 4  List of attributes that describe documents related to innovation

Name of attribute Type Description

Innovation name Single-valued Name of innovation; every innovation has got a name
Article Multi-valued Articles about innovations, each article can also indicate a file 

or a link
Target project Single-valued Reference number of a target project
Project title Single-valued Title of project
Term of project Multi-valued Years in which the project was implemented, recorded in 

“YYYY” format
Project contractor Single-valued Name of company carrying out the project
Implementer Single-valued Project implementer
Keyword Multi-valued Keywords related to innovation
Description Single-valued Description of innovation
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Table 5 shows a fragment of the hierarchy statement established for the case of 
innovative technologies. In this table, the symbol H denotes hierarchical relation-
ships, while words written in italics define variables for which values of the appro-
priate attributes are substituted.

A fragment of knowledge base regarding the similarity of concepts under con-
sideration is presented in Table 6.

As before, italics in this table refer to the variables for which the values of 
attributes have been substituted.

A substantial part of the contents of the knowledge base is made of implica-
tions used in the process of reasoning. Selected implications describing the consid-
ered set of innovations are presented in Table 7. I is used instead of E to emphasise 
that entities represent innovations.

5.2  Selected Results of Tests

After entering the knowledge base of innovative foundry technologies into the 
information system, a number of experiments were carried out, and their aim was 
to test the functionality of the search.

The first group of tests consisted in searching for innovations defined by the 
user through different number of attributes. The search was conducted in both fast 

Table 5  Selected hierarchies in the description of innovation

Rule Typicality and dominance Description

H(article_no, article, 
name_innovation)

τ = 0.8 Each article is a type of article in 
the context of the name of a 
specific innovation

δ = 0.5

H(article_no, article,  
title_project)

τ = 0.8 Each article is a type of article in 
the context of the project title 
of a specific innovation

δ = 0.5

H(name_contractor, project  
contractor, project title)

τ = 0.8 Name of the project contractor 
is a type of the innovation 
contractor in the context of the 
project title

δ = 0.5

H(key_word, keyword, article) τ = 0.8 Each keyword associated with 
innovation is a type of the 
keyword in the context of the 
article

δ = 0.6

H(key_word, keyword, project 
contractor)

τ = 0.8 Each keyword associated with 
innovation is a type of the 
keyword in the context of the 
project contractor

δ = 0.5

H(key_word, keyword, project 
title)

τ = 0.8 Each keyword associated with 
innovation is a type of the 
keyword in the context of the 
project title

δ = 0.5
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(depth of the proof searching was limited to one) and advanced modes (depth was 
not limited). Selected results of these experiments are presented in Table 8 for one 
attribute chosen by the user and in Table 9 for the three attributes.

Table 6  Selected formulas of similarities

Rule Degree of similarity Description

S(key_word_1, key_word_2, 
innovation)

σ = 0.8 Keyword 1 is similar to keyword 2 
in the context of the same 
innovation

S(key_word_1, key_word_2,  
project title)

σ = 0.8 Keyword 1 is similar to keyword 2 
in the context of the same project 
title

S(key_word_1, key_word_2,  
project contractor)

σ = 0.8 Keyword 1 is similar to keyword 2 
in the context of the same project 
contractor

S(article_1, article_2, innovation) σ = 0.8 Article 1 is similar to article 2 in the 
context of the same innovation

S(article_1, article_2,  
project contractor)

σ = 0.8 Article 1 is similar to article 2 in the 
context of the same project con-
tractor of the same innovation

S(name_contractor, name_ 
implementer, project title)

σ = 0.8 Contractor name is similar to the 
name of the implementer in the 
context of the project title of the 
same innovation

Table 7  Selected implications

Implication Description

V(U, chose keyword, Z)∧ V(I, 
 keyword, Z) → V(U, matches 
keyword, I):1.0

If user U chose keyword Z and innovation I has 
a link with keyword Z, then innovation I 
matches user U in the context of the 
keyword

V(U, chose completion date, Y)∧  
V(I, completion date, Y) → V(U, matches 
completion date, I):1.0

If user U chose completion date Y and innova-
tion I has a link with completion date Y, then 
innovation I matches user U in the context 
of the completion date

V(U, chose article, M)∧ V(I, article, M)  
→ V(U, matches article, I):1.0

If user U chose article M and innovation I has 
a link with article M, then innovation I 
matches user U in the context of the article

V(U, chose project title, N)∧ V(I, project title, 
N) → V(U, matches project title, I):1.0

If user U chose project title N and innova-
tion I has a link with project title N, then 
innovation I matches user U in the context 
of the project title

V(U, chose innovation name, J)∧  
V(I, innovation name, J) → V(U, matches 
innovation name, I):1.0

If user U chose innovation name J and innova-
tion I has a link with innovation name J, 
then innovation I matches user U in the 
context of the innovation name
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Comparing the documents referred to in Table 8 (1 attribute) with the contents 
of Table 9 (3 attributes) it can be concluded that increasing the number of the 
included attribute values will generally result in their more accurate selection but 
does not always translate into increased certainty of the result.

Analysing the impact of the search mode, it is clear that the advanced mode 
usually leads to the selection of more documents than the fast mode (because rea-
soning is used to infer some of the attribute values), but the certainty of the result 
for the additionally indicated documents is usually lower (because of multiplica-
tion of values smaller than one).

In assessing the overall results of the tests, it can be concluded that they have 
demonstrated the correct operation of the tool constructed and allowed observing 
certain regularities found in the search for innovation.

The second part of the experiments concerned the performance parameters for 
which the following ones were adopted: the search time depending on the num-
ber of selected attributes and the search time depending on the number of specific 
innovations

Each search process was repeated three times for the same attribute values 
which were selected at random. Charts illustrating these relationships are pre-
sented in Figs. 4 and 5 and show the average values and standard deviations. As 
can be seen from the drawings, there are certain limits in the number of attributes 
and in the number of innovations beyond which the search time increases rapidly 
(especially when searching in advanced mode).

It is worth noting that, from a practical point of view, going in excess of these 
limits is not generally necessary, since it does not have a significant impact on a 
quality of the search result. However, if processing more information is necessary, 
a parallel implementation of the proof searching algorithm would be required.

Average search time for fast mode 

Std. deviation of search time for fast mode 

Average search time for advanced mode 

Std. deviation of search time for fast mode 

Number of selected attributes 

Fig. 4  Diagram of the time of waiting for the result depending on the number of selected 
attributes
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6  Conclusions

This chapter presents the concept of using LPR0 to search for the text documents 
with a given theme. It seems that the proposed methodology for the description 
of documents greatly increases expression power in relation to commonly used 
search based only on keywords.

The attributes used in the described approach are a certain generalisation of 
keywords and, moreover, the use of LPR0 formalism allows taking into account 
the context in which these attributes are present. Another advantage is possibility 
of using domain knowledge and inferring attribute values, which are not stored in 
the knowledge base explicit.

As a problem area for which the proposed methodology has been used, the 
search for innovation in casting technologies was chosen as characterising well 
enough the specific nature of this class of the tasks.

The designed pilot solution for the intelligent information tool makes it possi-
ble to carry out the experimental verification of the effectiveness of the approach. 
The tests performed are of course preliminary, but create successful outcomes for 
future work in this area.

In the future it is expected to examine the effectiveness of information retrieval 
with a much larger collection of source documents, and use data sources of a dis-
tributed character, the Internet included.

Very interesting also seems the possibility to equip the search engine with a 
learning procedure, which would allow for the automatic generation of a corre-
sponding document in terms of LPR0, consequently simplifying decisively the 
tedious process of creating a domain knowledge base.

Acknowledgments Scientific work financed from funds for the scientific research as an 
international project. Decision No. 820/N-Czechy/2010/0

Average search time for fast 
mode 

Std. deviation of search 
time for fast mode 

Average search time for ad-
vanced mode 

Std. deviation of search 
time for fast mode 

Number of innovations 

Fig. 5  Diagram of the time of waiting for the result depending on the size of the knowledge base
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Abstract Planning of complex chemical syntheses is illustrated by application of 
two different approaches (Corey’s and Ugi-Dugundji’s) in designing of new phar-
maceuticals. The second approach (known worldwide as the D–U model) allows 
to generate synthetic pathways to required compounds, neglecting very expen-
sive process of searching through enormously large databases on chemical reac-
tions. The main features of both approaches are briefly discussed, and finally our 
own extension of the D–U model—based on the application of machine learning  
methods—is briefly discussed.

1  Introduction

In operational projects of the European Union related to high-level informational 
services for scientific, educational and industrial needs, planning syntheses of 
new medicines plays an important role. Nowadays, large intellectual and finan-
cial potential of international enterprises is applied along these lines. However, it 
seems that this potential does not keep track of the execution of recent challenges, 
because of the growing number of elderly people (requiring new, specific medi-
cines), discovering of unknown illnesses, or existence of various bacteria mutating 
to forms resistant to regular antibiotics.

In the most recent way of planning new pharmaceuticals, all steps of the proce-
dure are supported by advanced, sophisticated computer program systems. Some 
of these systems require an access to specialized databases (http://www.cas.org/, 
Accessed 5 Jan 2014) with information on properties of the investigated mole-
cules, but above all—about methods of their syntheses and existing patent claims. 
However, despite of the fact that many researchers are deeply involved in creation 
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and exploitation of such databases, the process of their reliable search for required 
information is more and more difficult. This situation is caused by many factors; 
two of them are particularly frustrating. Firstly, at the present time we have huge 
number of analyzed objects: more than ~13 millions of known substances and 
several millions of registered reactions. The second, very onerous factor, is the 
stereoisomerism of chemical molecules (Morrison and Boyd 1997).

Therefore, the following questions may be asked: do we always have to search 
chemical databases during planning new syntheses? Can we directly generate 
required knowledge about chemical synthesis of a given compound?

This chapter gives an attempt to reply to these questions. Thus we will talk 
about new interpretation of logic in design of chemical syntheses. This logic is 
additionally also new in the sense of approach to Human-System-Interaction, 
while planning the syntheses of pharmaceuticals. Therefore, it seems necessary 
to get the acquaintance with a concept of retrosynthetic planning of reactions. 
Retrosynthetic—means reversely to the normal flow of a chemical reaction: {initial 
substance (substrate) → product}. Next, the use of Ugi-Dugundji’ matrix model of 
constitutional chemistry is briefly discussed. Finally, a unique reinforcement of the 
D–U model by selected methods of machine learning—developed in our research 
group—will be revealed.

2  Human-Controlled/Computer-Assisted Planning  
of New Pharmaceuticals

The traditional multi-step procedure used to obtain synthetically an organic 
substance, say a new medicine, is usually based on a sequence of the following 
operations:

(a) Discovery (frequently by a chance) an interesting medical activity of a given 
substance,

(b) Application of chromatographic methods to separate the active substance and 
to reject accompanying (ballasting) substances,

(c) Identification of a chemical structure of the active substance, usually using 
advanced spectral analysis,

(d) Searching through chemical and patent databases to get information about:

•	 properties of homologous or similar structures and existing patent claims, and
•	 known reactions used to synthesize the active substance,

(e) Proper planning of various synthetic pathways to synthesize the active sub-
stance (also, selecting the best route), and finally

(f) Realization the synthesis of a new medicine in laboratory scale, then in  
¼- and ½-technical sizes, using Deming’s stepwise method of quality optimi-
zation (Thompson and Koronacki 2001).

Sequential methodology described above does not enunciate clinical investigation 
of efficacy of the new medicine.
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The key issue of the paper is related to the point (e) planning of various  synthetic 
pathways to synthesize the active substance. The logic of HSI-methodology of plan-
ning complex strategies for chemical syntheses discussed here is based on entirely 
new ideas. Namely, two particular distinct methodologies to predict chemical syn-
theses of a compound having required structure (say, a medicine) can be applied, 
namely: (1) Corey’s retrosynthetic computer-aided planning of chemical syntheses, 
and (2) Ugi-Dugundji’ matrix model of constitutional chemistry. In both methodolo-
gies the searching of databases on chemical reactions can be completely neglected, 
at least in the step of planning syntheses. It gives us usually enormous benefits, for 
example—savings of time and money.

Detailed information about other items of the traditional procedure mentioned 
(points (a), (b), (c), (d) and (f)) is available elsewhere (Bunin et al. 2007).

3  New Logic of Human-System-Interaction for Planning 
Chemical Syntheses

As it was stared earlier, there are two distinct logical approaches to predict chemi-
cal syntheses of a compound having required structure: (1) Corey’s retrosynthetic 
computer-aided planning of chemical syntheses, and (2) Ugi–Dugundji’ matrix 
model of constitutional chemistry.

•	 Corey’s Retrosynthetic Computer-Aided Planning of Chemical Syntheses

In this approach to computer-aided planning of chemical syntheses, the molecule 
being synthesized (called the target molecule, TM, Target Molecule, a goal of the 
synthesis), is subjected to logical analysis in order to predict from which com-
pounds it can be achieved in a single-step chemical conversions (i.e. reactions). 
These compounds form a set of subgoals of the first generation. Repetition of the 
procedure for each subgoal of the first generation results in the creation of sub-
goals of the second generation, etc. In this manner a tree-like structure, called a 
synthesis tree, is expanded. Particular branches and nodes in a synthesis tree 
represent chemical conversions (chemical reactions) and define subgoals (struc-
tures), respectively. The process of expanding a synthesis tree is continued until 
the generation of subgoal (subgoals) known to a chemist, or it is terminated auto-
matically when the subgoal is readily available as a reactant for organic synthe-
ses, laboratory or industrial. Generated in this manner retrosynthetic pathways 
(reversed paths of logical analysis) are simultaneously plans. They require fur-
ther analysis in order to select plans with the most favorable characteristics (the 
smallest number of stages, each of them of the highest possible yield). This idea, 
developed by Nobel Prize winner EJ Corey from Harvard University, Cambridge, 
Massachusetts, USA, is applied in LHASA (http://www.infochem.de/. Accessed 
5 Jan 2014), a system for computer-aided syntheses of carbogenes These sub-
stances are members of the family of carbon-containing compounds existing in an 
 infinitive variety of compositions, forms and sizes. The naturally occurring car-
bogenes, or organic substances as they are known more traditionally, constitute 

http://www.infochem.de/
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the matter of all life on earth, and their science at the molecular level defines a 
 fundamental language of that life. The idea of retrosynthesis was successfully 
applied to produce synthetic pathways for many important compounds. One spec-
tacular synthesis having over 25 retrosynthetic steps was predicted for plant hor-
mone giberrellic acid (its structural formula is not given here for obvious reasons). 
Particular importance of this compound, which increases crops of rice, is well 
understandable if we are thinking about starving Asia.

It is worth to emphasize that EJ Corey—a chemist, not only determined the working 
architecture of LHASA, but also made an important contribution to usage of trees as 
data-structures (Knuth 1997). Moreover, before it was announced by computer scien-
tists, he proved that backward searching of trees is more effective than forward search-
ing. However, one can say that LHASA has an ability of planning syntheses consisting 
solely of known (already described in the literature) reactions; only a sequence of these 
reactions (and/or model, Target Molecule, for which they were applied) can be unlike.

•	 Ugi-Dugundji’ Matrix Model of Constitutional Chemistry

The second logical approach, employing the matrix model of constitutional chem-
istry (further called the D–U model) (Dugundji and Ugi 1973; Hippe et al. 1992; 
Hippe 2011), is characterized by theoretical possibility to generate new, i.e. unprec-
edented chemical reactions. Hence, it appears that in the area of the simulation of 
chemical reactions, intelligent computer systems utilizing properly formulated phe-
nomenal model and proper HSI user interface, are able to generate new, unprece-
dented knowledge. In no other field of application of artificial intelligence methods 
was it possible to achieve this level of solutions, using intelligent model based 
expert systems currently available. They usually are able only to reproduce knowl-
edge contained in the knowledgebase(s) and unable to detect new facts or relations.

Coming back to questions issued in the Sect. 1, it seems necessary to recall 
about changes of philosophy of searching chemical databases for required infor-
mation. The first breakthrough was done by German-Russian system InfoChem 
(http://nobelprize.org/nobel_prizes/chemistry/laureates/1990/corey-lecture.pdf, 
Accessed 5 Jan 2014). It offers a number of reaction searches (exact, substructure, simi-
lar, all-in-one) and a user-friendly editor to perform reaction queries easily. Moreover, 
instead standard searching through millions of chemical reactions, it is possible to 
search only for information about reaction type. In the discussed system there are 
41,300 reaction types altogether, one can say a decent number. Thus, instead of search-
ing through more than millions of reactions, we can search for small number of reaction 
types. But a concept of the D–U model, as a much broader idea, allows to design chem-
ical syntheses without searching of any database on chemical reactions. Here, a new 
data structure (called reaction generators) is employed for processing. Using standard 
generate-and-test algorithm (Jackson 1999), a real-time simulation of single-step chem-
ical  reactions is executed. The sequence of these reactions—meaningfully completed 
by an experienced chemist—can create a new, unprecedented synthetic pathways to the 
planned pharmaceutical. So, in this approach, Corey’s retrosynthetic computer-aided 
planning of chemical syntheses is also performed, but in a completely different way.

Let us now give an outline of the theory of reaction generators. The most 
important for syntheses of carbogenes is the

http://nobelprize.org/nobel_prizes/chemistry/laureates/1990/corey-lecture.pdf
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2–2 generator (reads: two–two generator, i.e. two bonds broken, two bonds made).

Objects A, B, C and D, shown in the notation (1), are not atoms, but some 
fragments of two molecules. Both bonds broken here (A–B and C–D) are active, 
automatically recognized within the structural formula of the analyzed molecule 
by algorithms for identification of substructures. The 2–2 generator creates two 
different permutations. It was found, that they cover roughly 51 % of currently 
known (described in chemical literature) organic reactions.

Originators of the matrix model described 42 kinds of reaction generators. 
Besides the 2–2 generator, the following are very significant:

These three reaction generators {(1), (2) and (3)} cover roughly 80 % of useful 
chemical reaction applied in laboratory practice.

The key role in the matrix model of chemistry play matrices of bonds-
and-electrons, BE, used for the description of reagents, i.e. objects participating 
in a chemical reaction. Another important feature blocks of the discussed model 
comprise reaction matrices, R. They represent classes of reactions (hence, indi-
rectly—reaction generators). The mutual relations between matrices stated can be 
easily explained by an example of decomposition reaction of bromo-methanol to 
formaldehyde and hydro-bromide.

(1)A – B + C – D
A – C  +  B – D

A – D  +  B – C

(2)A−B + C−D + E−F → A−C + D−E + B−F

(3)A−B + C :→ A−C−B

(4)
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Bond-and-electron matrix of bromo-methanol (initial substance, educt), (B), 
(the character B stands for Begin) describes initial state of the reaction. On the 
other hand, bond-and-electron matrix, E, {from End}, shows that the reaction pro-
duces one molecule of formaldehyde and one molecule of hydro-bromide, both 
contained in one matrix.

So, to sum up, in the D–U model, structural formulas of the molecules consti-
tuting a chemical reaction are described in terms of bond-electron matrices, BE, 
and atomic vectors.

The matrix representation of chemical structures necessitates the assignment to 
each atom in a molecule a numerical identifier, the sequence of the numbering of 
atoms being arbitrary.

The BE matrix contains information on the way in which individual atoms are 
connected in a molecule and on the localization of free electrons (referring this 
information to identifiers), whereas the atomic vector conveys information on the 
kinds of atoms in a given chemical system (called also isomeric ensamble). Item 
(4) presents the atomic vector (AV, O1 C2 H3 H4 H5 Br6) and the BE matrices of 
molecules, taking part in the discussed reaction.

The bond-electron matrix has the following features (bij denotes a matrix ele-
ment located in the i-th row and j-th column): (a) it is a square matrix of dimen-
sions n × n, where n is the number of atoms present in molecules forming so 
called ensamble of molecules, EM (Dugundji and Ugi 1973); (b) each matrix ele-
ment has a positive or zero value; (c) the numerical value of each off-diagonal 
element of the BE matrix (bij, i ≠ j) represents a formal order of covalent bond 
between atoms Ai and Aj (numbers: 1, 2 or 3 are allowed. When this value is equal 
to zero, the atoms Ai and Aj are not bound to each other); (d) values of diagonal 
elements (bii) stand for the number of free electrons of atom A.

More important features of the D–U model (say, detailed mathematical conse-
quences) are given in Dugundji and Ugi (1973).

Provided that spatial arrangement of molecules is not considered, the atomic 
vector and BE matrix describe unambigously the structure of a chemical mol-
ecule. However, the disadvantage of the BE matrix are considerable redundancy 
of information, resulting from double notation of each bond, and large number of 
elements of a zero value (e.g. in the BE matrices in (1), zero entries constitute 
roughly 70 % of all matrix elements). Therefore, it was introduced more concise 
method of describing the structure of chemical compound within the D–U model, 
involving the utilization of so-called list of atoms and list of bonds. The list of 
atoms, LA, describing the valence state of individual atoms of a molecule, com-
prise the atomic vector and the free electrons vector (this is a diagonal of the BE 
matrix). On the other hand, the list of bonds (LB), containing information about 
off-diagonal and non-zero elements of the BE matrix, describes the way the atoms 
are connected through covalent bonds.

Using elementary principles of matrix analysis, the difference between the final 
state of reaction (described by the bond-electron matrix of reaction product(s), 
BE(E)) and the initial state (bond-electron matrix of reactant(s), BE(B), respec-
tively) may be expressed by means of the next matrix of the model—the so-called 
reaction matrix.
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Introducing notation:

we have:

The reaction matrix R contains information about bonds which are broken and 
formed during the considered reaction, and about dislocations of free electrons in 
individual reagents. Rearrangement of the above equation to the form:

yields the Ugi-Dugundji’ master equation, representing notation of any organic 
reaction in the matrix form. The equation states that by adding the reaction matrix 
to the bond electron matrix of the reactant(s), the bond-electron matrix of the 
product(s) is obtained.

Let us now start with matrix B, describing molecular structure of the ana-
lyzed molecule (say, molecule of the required drug), for which we try to get an 
expectation of possible synthetic pathways. In this case, the matrix B should be 
transformed by addition of all reaction matrices known, to get a family of all con-
ceivable reactions:

Association of the matrix B with molecules of so-called reaction partners (low 
molecular weight compounds, released or consumed during chemical reactions, 
e.g. H2O, HCl, H2, Cl2, Br2, O2, CO2, NH3, CH3OH, etc.) enables prediction of 
the conversions of a particular chemical system in various media (e.g. in water, in 
dry air, in moist soil, in a human body, etc.).

Numerous examples of practical applications of the D–U model allow us to 
draw a general conclusion that the known chemistry is but a small subset of con-
ceivable chemistry. Chemical reactions—in other words, chemical knowledge—
generated on the basis a mathematical model of constitutional chemistry may 
differ with respect to the degree of novelty: a reaction may be completely new in 
term of all aspects taken into consideration or it may be, belonging to a class of 
unknown conversions, a close analogue to some known chemical reactions.

4  Current Development of the Matrix Model

Continuous investigations are performed in the research group in Munich (Technische 
Universität Műnchen, TUM) and in Rzeszow (jointly at University of Information 
Technology and Management, and at Rzeszow University of Technology). Increasingly 
important research is done in Munich, devoted to application the D–U model in simula-
tions of multi-component reactions. Other aspects of the D–U model are investigated in 
Rzeszow, mainly related to reaction matrices describing chemical conversions beyond 
the basic constitutional chemistry; i.e. with radicals, ions, electron gaps and electron 

BE(E) = E, and BE(B) = B

(5)E−B = R

(6)B + R = E

(7)E ∈ {E1, E2, E3, . . . , En}
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pairs (8 new kinds of reaction matrices are developed). But the most recent concept of 
human-system-interaction logic has been implemented in our Chemical Sense Builder, 
CSB, running the D–U model. Frankly speaking, the selection of optimum strategy 
of chemical syntheses is rather troublesome, due to frequently divergent demands put 
on computer-assisted syntheses design systems, like CSB. Criteria for evaluation of 
strategy of synthesis of a given organic compound are different in the case of research 
& development (R&D) compared with those used in the prediction of industrial syn-
theses. Thus, the problem involves formulating general and universal principles, that 
would be convenient from the standpoint of the user of a such system, and can thus 
be adapted to discussion of a synthetic pathway, consistent with a natural course of 
synthesis under laboratory conditions. Apparently, at the outset, the optimum synthetic 
strategy may be defined as a sequence of chemical conversions which leads, with the 
highest possible yield, from readily available starting chemical (chemicals) to the desire 
compound. This definition is used here to expansion of a synthetic tree strictly in back-
ward direction, i.e. according to Corey’s philosophy. In this case, the term “sequence 
of chemical conversions” refers to selection of the best sequence of logical transfor-
mations of a target molecule and successive subgoals, leading to a readily available 
reactant or to a chemical molecule, using the methods of synthesis described in the lit-
erature. However, a fundamental difficulty, associated with the size of a state space and 
the possibility of its search, is encountered immediately. Namely, it is apparent that a 
correct choice of an optimum strategy can take place only as a result of global analysis 
of all existing solutions, which implies a necessity of prior generation of a complete 
synthetic tree. This is usually unattainable, due to an excessively large size of a solution 
space and/or limited speed of execution of logical and arithmetic operations by current 
computers (even super-computers). Hence, the optimum strategy of synthesis is neces-
sarily determined on the basis of local analysis of the quality of suggested methods 
of creation of subgoals of a particular generation (level), not accounting for informa-
tion about subgoals located at other levels of a synthetic tree. This signifies that selec-
tion of the first conversion is dictated exclusively by parameters of a target molecule, 
disregarding the effects implied by the structure of the subgoals of successive genera-
tions. Thus, it may happen that a formally promising strategy (with a respect to a target 
molecule) leads to a subgoal, for which a suitable transformation operator (chemical 
reaction) cannot be found: consequently, the synthetic pathway being advantageously 
developed in the initial stage of synthesis, becomes unexpectedly blocked. On the con-
trary, the strategy not appearing too promising at the first level of a synthetic tree, and 
thus subjected to instantaneous elimination, could have been—after considering sub-
sequent stages—a quite acceptable starting point for initiation of an efficient synthetic 
pathway. To avoid these dangers, at least several plausible strategies are established for 
each node (i.e. for a target molecule and for all subgoals being successively generated), 
and their accomplishment is executed. In this relatively simple way, the local hierarchy 
of priorities of particular strategies can be determined with the simultaneous control of 
expansion of a synthetic tree. Its size usually correlates with the expected probability 
that among all generated synthetic pathways at least one will be promising, i.e. deserv-
ing laboratory validation. Local analysis of the quality of strategies selected by the 
CSB system (and, more strictly, evaluation of subgoals created in a given node due to 
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application of these strategies) and elimination of less promising solutions result in the 
generation of the synthetic tree being considerably smaller compared with the complete 
tree; at the same time, it is anticipated that this restricted tree contains synthetic path-
ways, the majority of which can be considered valuable. However, the discussed meth-
odology may by encumbered with a substantial risk of failure.

It was found, that the predictability of the CSB system can be distinctly 
increased using various algorithms of machine learning (Hippe 2007; Grzymala-
Busse et al. 2010; Cohagan et al. 2012). As a matter of fact, machine learning is 
employed in order to reinforce the “second” part of the generate-and-test para-
digm, i.e. for more sophisticated testing the chemical sense of generated reactions. 
Quoted here a collection of self-explanatory screen panels shows the exceptional 
predictability of CSB system, running the enhanced D–U model to predict reac-
tions of Viagra (m1) with water (m2). In the first experiment all (50) reaction gen-
erators were applied; reaction enthalpy range (−100–30 Kcal/mole) was fixed; 
382 reactions were predicted. Then, for the same set of reacting substances, a 
common sense reasoning model (it allows additionally selection of the reaction 
medium) was used, giving only 10 most reasonable chemical transforms.
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5  Conclusion

It is believed that results of our experiments devoted to enhancement of matrix 
model of constitutional chemistry by machine learning algorithms, put a new 
quality into the D–U model. Its implementation in our CSB system seems to fill 
a methodology gap—which combines the efforts of knowledge engineering and 
human factors to improve the planning of complex chemical syntheses.
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Abstract Generalized probabilistic approximations, defined using both rough set 
theory and probability theory, are studied using an approximation space (U, R), 
where R is an arbitrary binary relation. Generalized probabilistic approximations 
are applicable in mining inconsistent data (data with conflicting cases) and data 
with missing attribute values.

1  Introduction

Rough set theory is based on ideas of lower and upper approximations. Such 
approximations are especially useful for handling inconsistent data sets. Complete 
data sets, i.e., data in which every attribute value is specified, are described by an 
indiscernibility relation which is an equivalence relation. For complete data sets an 
idea of the approximation was generalized by introducing probabilistic approxi-
mations, with an additional parameter, interpreted as a probability (Yao 2007; Yao 
and Wong 1992).
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For incomplete data sets there exist three definitions of approximations, called 
singleton, subset and concept. Probabilistic approximations were extended to 
incomplete data sets by introducing singleton, subset and concept probabilistic 
approximations in Grzymala-Busse (2011). First results on experiments on prob-
abilistic approximations were published in Clark and Grzymala-Busse (2011). 
Lately, an additional type of probabilistic approximations, called local, was intro-
duced in Clark et al. (2012).

In incomplete data sets, there are two types of missing attribute values: lost val-
ues and “do not care” conditions (Grzymala-Busse 2003). Lost values mean that 
the original attribute values are not available, e.g., they were erased or the opera-
tor forgot to insert them into the data set. In the process of data mining we will 
use only existing attribute values. On the other hand, “do not care” conditions are 
interpreted as any possible existing values from the attribute domain, i.e., we are 
assuming that such a value may be replaced by any attribute value.

A preliminary version of this chapter was prepared for the HSI 2013, 6-th 
International Conference on Human System Interaction, Gdansk, Poland on June 
8, 2013 (Grzymala-Busse 2013).

2  Complete Data Sets

Our basic assumption is that the data sets are presented in the form of a decision 
table. An example of a decision table is shown in Table 1. Rows of the decision 
table represent cases, while columns are labeled by variables. The set of all cases 
is denoted by U. In Table 1, U = {1, 2, 3, 4, 5, 6, 7, 8}. Some variables are called 
attributes while one selected variable is called a decision and is denoted by d. 
The set of all attributes will be denoted by A. In Table 1, A = {Wind, Humidity, 
Temperature} and d = Trip. For an attribute a and case x, a(x) denotes the value of 
the attribute a for case x. For example, Wind (1) = low.

A significant idea used for scrutiny of data sets is a block of an attribute-value 
pair. Let (a, v) be an attribute-value pair. For complete data sets, i.e., data sets in 
which every attribute value is specified, a block of (a, v), denoted by [(a, v)], is the 
following set.

For Table 1, blocks of all attribute-value pairs are as follows:

[(Wind, low)] = {1, 2, 4} [(Humidity, high)] = {4, 5, 7}
[(Wind, high)] = {3, 5, 6, 7, 8} [(Temperature, low)] = {2, 5, 7, 8}
[(Humidity, low)] = {1, 2, 3, 6, 8} [(Temperature, high)] = {1, 3, 4, 6}

A special block of a decision-value pair is called a concept. In Table 1, the con-
cepts are [(Trip, yes)] = {1, 2, 3, 4, 5, 6} and [(Trip, no)] = {7, 8}.

Let B be a subset of the set A of all attributes. Complete data sets are character-
ized by the indiscernibility relation IND(B) defined as follows: for any x, y ∈ U,

(1){x|a(x) = v}
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Obviously, IND(B) is an equivalence relation. The equivalence class of 
IND(B) containing x ∈ U will be denoted by [x]B and called B-elementary set. 
A-elementary sets will be called elementary. We have

The set of all equivalence classes [x]B, where x ∈ U, is a partition on U denoted 
by B∗. For Table 1, A∗ = {{1}, {2}, {3, 6}, {4}, {5, 7}, {8}}. All members of A∗ 
are elementary sets.

The data set, presented in Table 1, contains conflicting cases, for example cases 
5 and 7: for any attribute a ∈ A, a(5) = a(7), yet cases 5 and 7 belong to two dif-
ferent concepts. A data set containing conflicting cases will be called inconsistent. 
We may recognize that a data set is inconsistent comparing the partition A∗ with a 
partition of all concepts: there exists an elementary set that is not a subset of any 
concept. For Table 1, the elementary set {5, 7} is not a subset of any of the two 
concepts {1, 2, 3, 4, 5, 6} and {7, 8}.

The B-lower approximation of X, denoted by appr
B
(X), is defined as follows

The B-upper approximation of X, denoted by apprB(X), is defined as follows

For the data set from Table 1 and the concept [(Trip, yes)] = {1, 2, 3, 4, 5, 6} 
= X, appr

A
(X) = {1, 2, 3, 4, 6} and apprA(X) = {1, 2, 3, 4, 5, 6, 7}.

2.1  Probablistic Approximations

Let (U, R) be an approximation space, where R is an equivalence relation on U. A 
probabilistic approximation of the set X with the threshold α, 0 < α ≤ 1, is denoted 
by apprα(X) and defined by

(2)(x, y) ∈ IND(B) if and only if a(x) = a(y) for any a ∈ B

(3)[x]B = {[(a, a(x))]| a ∈ B}

(4){x|x ∈ U, [x]B ⊆ X}

(5){x |x ∈ U, [x]B ∩ X �= ∅}

Table 1  A complete and 
inconsistent data set

Attributes Decision

Case Wind Humidity Temperature Trip

1 Low Low High Yes
2 Low Low Low Yes
3 High Low High Yes
4 Low High High Yes
5 High High Low Yes
6 High Low High Yes
7 High High Low No
8 High Low Low No
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where [x] is an elementary set of R and Pr(X | [x]) is the conditional probability of 
X given [x].

Obviously, for the set X, the probabilistic approximation of X computed for the 
threshold equal to the smallest positive conditional probability Pr(X | [x]) is equal 
to the standard upper approximation of X. Additionally, the probabilistic approxi-
mation of X computed for the threshold equal to 1 is equal to the standard lower 
approximation of X.

2.2  Experiments

For our experiments we used ten real-life data sets that are available on the 
University of California at Irvine Machine Learning Repository. These data sets 
were modified by discretization and by changing the inconsistency level, see 
Table 2. For rule induction we used two versions (global and local) of the MLEM2 
(Modified Learning from Examples Module version 2) rule induction algorithm. 
Both versions were described in Grzymala-Busse and Rzasa (2010).

The main objective of our research was to test whether proper probabilistic 
approximations are better than lower and upper approximations. We conducted 
experiments of a single ten-fold cross validation starting with 0.001 and then 
increasing the parameter α by 0.1 until reaching 1.0. In our experiments, probabil-
istic approximations associated with α between 0.1 and 0.9 are called proper.

Results of our experiments are shown in Figs. 1, 2, 3, 4 and  5. In ten out of 
twenty cases proper probabilistic approximations were better than lower and upper 

(6)∪{[x]|x ∈ U, Pr(X | [x]) ≥ α}

(7)Pr(X | [x]) =
|X ∩ [x]|

|[x]|

Table 2  Data sets used for experiments

Data set Number of Inconsistency

Cases Attributes Concepts Level (in %)

Australian 690 14 2 24.35
Echocardiogram 74 7 2 64.86
German 1,000 24 2 29.50
Glass 214 9 6 44.86
Hepatitis 155 19 2 34.19
Image segmentation 210 19 7 40.95
Iris 150 4 3 44.00
Postoperative patient 90 8 3 15.56
Primary tumor 339 17 21 27.73
Wine recognition 178 13 3 38.20
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Fig. 1  Error rates for 
data sets Australian and 
Echocardiogram
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Fig. 2  Error rates for data 
sets German and Glass
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Fig. 3  Error rates for data 
sets Hepatitis and Image
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approximations, in five cases they were worse, and in three cases they were both 
better and worse (obviously, for different values of α). In remaining two cases, the 
error rate associated with proper probabilistic approximations was between error 
rates associated with lower and upper approximations.

3  Incomplete Data Sets

An example of the incomplete data set is presented in Table 3. Some attribute val-
ues are missing. Such values are denoted either by ?, denoting a lost value (the 
original attribute value was not known, we will try to use only existing, specified 
attribute values) or by ∗, denoting a “do not care” condition (we are assuming that 
the missing attribute value may be replaced by any attribute value).

Fig. 4  Error rates for data 
sets Iris and Postoperative
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Fig. 5  Error rates for data 
sets Primary Tumor and Wine
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For incomplete decision tables the definition of a block of an attribute-value 
pair is modified (Grzymala-Busse 2003, 2004).

•	 If for an attribute a there exists a case x such that a(x)= ?, i.e., the correspond-
ing value is lost, then the case x should not be included in any blocks [(a, v)] for 
all values v of attribute a,

•	 If for an attribute a there exists a case x such that the corresponding value is 
a “do not care” condition, i.e., a(x) = ∗, then the case x should be included in 
blocks [(a, v)] for all specified values v of attribute a.

Thus, for Table 3, the blocks of all attribute-value pairs are as follows:

[(Wind, low)] = {1, 4, 5} [(Humidity, high)] = {4, 5, 7, 8}
[(Wind, high)] = {3, 5, 6, 7} [(Temperature, low)] = {2, 4, 5, 8}
[(Humidity, low)] = {1, 2, 4, 6, 8} [(Temperature, high)] = {1, 3, 4, 6}

Let B be a subset of the set A of all attributes. For a case x ∈ U the characteris-
tic set KB(x) is defined as the intersection of the sets K(x, a), for all a ∈ B, where 
the set K(x, a) is defined in the following way:

If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its 
value a(x),

If a(x) = ? or a(x) = ∗ then the set K(x, a) = U.
Characteristic set KB(x) may be interpreted as the set of cases that are indis-

tinguishable from x using all attributes from B, with a given interpretation of 
missing attribute values. Thus, KA(x) is the set of all cases that cannot be distin-
guished from x using all attributes. For Table 3 and B = A, sets are as follows:

KA(1) = {1, 4} KA(5) = {4, 5, 8}
KA(2) = {2, 4, 8} KA(6) = {6}
KA(3) = {3, 6} KA(7) = {5, 7}
KA(4) = {1, 4, 5} KA(8) = {2, 4, 5, 8}

 The characteristic sets K(B) uniquely define a characteristic relation R(B) on U 
defined for x,y ∈ U as follows (x, y) ∈ R(B) if and only if y ∈ KB(x).

The characteristic relation R(B) is reflexive but—in general—does not need to 
be symmetric or transitive. In our example, R(A) = {(1, 1) (1, 4) (2, 2) (2, 4) (2, 8)  
(3, 3) (3, 6) (4, 1) (4, 4) (4, 5) (5, 4) (5, 5) (5, 8) (6, 6) (7, 5) (7, 7) (8, 2) (8, 4)  
(8, 5) (8, 8)}. A pair (U, R(B)) is also called an approximation space.

Table 3  An incomplete 
data set

Attributes Decision

Case Wind Humidity Temperature Trip

1 Low Low High Yes
2 ? Low Low Yes
3 High ? High Yes
4 Low * * Yes
5 * High Low Yes
6 High Low High Yes
7 High High ? No
8 ? * Low No



96 P. G. Clark et al.

For incomplete data sets there exist three distinct definitions of approximations. 
Let X be a subset of U. The B-singleton lower approximation of X, denoted by 
appr

singleton
B (X), is defined as follows

The singleton lower approximations were studied in many papers, see, e.g. 
Grzymala-Busse (2003, 2004), Kryszkiewicz (1995), Slowinski and Vanderpooten 
(2000), Stefanowski and Tsoukias (1999), Yao (1998).

The B-singleton upper approximation of X, denoted by appr
singleton
B (X), is 

defined as follows

The singleton upper approximations, like singleton lower approximations, were 
also studied in many papers, e.g. Grzymala-Busse (2003, 2004), Kryszkiewicz 
(1995), Slowinski and Vanderpooten (2000), Stefanowski and Tsoukias (1999), 
Yao (1998).

The B-subset lower approximation of X, denoted by apprsubset
B

(X), is defined as 
follows

The subset lower approximations were introduced in Grzymala-Busse (2003, 
2004).

The B-subset upper approximation of X, denoted by apprsubset
B (X), is defined as 

follows

The subset upper approximations were introduced in (Grzymala-Busse 2003, 
2004).

The B-concept lower approximation of X, denoted by appr
concept
B (X), is defined 

as follows

The concept lower approximations were introduced in Grzymala-Busse (2003, 
2004).

The B-concept upper approximation of X, denoted by appr
concept
B (X), is defined 

as follows

The concept upper approximations were studied in Grzymala-Busse (2003, 2004).
For Table 3 and X = {1, 2, 3, 4, 5, 6}, all A-singleton, A-subset and A-concept 

approximations are as follows:

appr
singleton
B (X) = {1, 3, 4, 6} apprsubset

B (X) = U

appr
singleton
B (X) = U appr

concept
B (X) = {1, 3, 4, 5, 6}

apprsubset
B

(X) = {1, 3, 4, 5, 6} appr
concept
B (X) = {1, 2, 3, 4, 5, 6, 8}

(8){x|x ∈ U, KB(x) ⊆ X}

(9){x|x ∈ U, KB(x) ∩ X �= ∅}

(10)∪{KB(x)|x ∈ U, KB(x) ⊆ X}

(11)∪{KB(x)|x ∈ U, KB(x) ∩ X �= ∅}

(12)∪{KB(x)|x ∈ X, KB(x) ⊆ X}

(13)∪{KB(x)|x ∈ X, KB(x) ∩ X �= ∅} = ∪{KB(x)|x ∈ X}
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4 Definability

A set X will be called B-globally definable if it is a union of some characteris-
tic sets KB(x), x ∈ U. A set that is A-globally definable will be called globally 
definable.

A set T of attribute-value pairs, where all attributes belong to set B and are dis-
tinct, will be called a B-complex. Any A-complex will be called—for simplicity—a 
complex. A block of B-complex T, denoted by [T], is defined as the set ∩{[t] | t ∈ T}. 
We are assuming that for any complex T the block of T is always not empty.

For an incomplete decision table and a subset B of A, a union of intersections 
of attribute-value pair blocks of attribute-value pairs from some B-complexes, will 
be called a B-locally definable set. A-locally definable sets will be called locally 
definable. For example, for the data set from Table 3, the set {4, 5} is locally 
definable, since {4, 5} = [(Wind, low)] ∩ [(Humidity, high)]) but it is not glob-
ally-definable. On the other hand, the set {8} is not even locally definable since all 
blocks of attribute-value pairs containing the case 8 contain the case 4 as well.

Any set X that is B-globally definable is B-locally definable, although the con-
verse is not true.

5  Global Probabilistic Approximations

By analogy with lower and upper approximations defined using characteristic sets, 
we will introduce three kinds of probabilistic approximations: singleton, subset 
and concept. Again, let B be a subset of the attribute set A and X be a subset of U.

A B-singleton probabilistic approximation of X with the threshold with the 
threshold α, 0 < α ≤ 1, is denoted by appr

singleton
α,B (X), is defined as follows

where Eq. 15 is the conditional probability of X given KB(x) and |Y| denotes the 
cardinality of set Y.

A B-subset probabilistic approximation of X with the threshold with the thresh-
old α, 0 < α ≤ 1, is denoted by apprsubset

α,B (X), is defined as follows

A B-concept probabilistic approximation of X with the threshold with the 
threshold α, 0 < α ≤ 1, is denoted by appr

concept
α,B (X), is defined as follows

(14){x|x ∈ U, Pr(X|KB(x)) ≥ α},

(15)Pr(X | KB(x)) =
|X ∩ KB(x)|

|KB(x)|
,

(16)∪{KB(x)|x ∈ U, Pr(X|KB(x)) ≥ α}

(17)∪{KB(x)|x ∈ X, Pr(X|KB(x)) ≥ α}
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Let type ∈ {singleton, subset, concept}. Note that

and for the smallest possible positive α (in our experiments such α was equal to 0.001)

For Table 3, all distinct A-singleton, A-subset and A-concept approximations 
of the set X = {1, 2, 3, 4, 5, 6} are as follows:

appr
singleton
0.5,A (X) = U apprsubset

1,A (X) = {1, 3, 4, 5, 6}

appr
singleton
0.667,A (X) = {1, 2, 3, 4, 5, 6, 8}

appr
concept
0.5,A (X) = appr

concept
0.667,A

(X) = {1, 2, 3, 4, 5, 6, 8}

appr
singleton
0.75,A (X) = {1, 3, 4, 6, 8} appr

concept
0.75,A (X) = appr

concept
1,A

(X) = {1, 3, 4, 5, 6}appr
singleton
1,A (X) = {1, 3, 4, 6}

apprsubset
0.5,A (X) = U

apprsubset
0.667,A(X) = apprsubset

0.75

(X) = {1, 2, 3, 4, 5, 6, 8}

Notably, appr
singleton
0.75,A ({1, 2, 3, 4, 5, 6}) = {1, 3, 4, 6, 8} is not even locally defin-

able because the smallest intersections of attribute-value blocks that contain the 
case 8 must also contain {2, 4, 8} or {4, 5, 8}.

6  Local Probabilistic Approximations

Singleton, subset and concept probabilistic approximations defined in Sect. 5 are 
global (they are defined using characteristic sets). In this section we are going to 
discuss local probabilistic approximations, defined using attribute-value pairs.

Let X be any subset of the set U of all cases. Let B ⊆ A. In general, X is not a 
B-definable set, locally or globally.

A complete B-local probabilistic approximation of the set X with the parameter 
α, 0 < α ≤ 1, denoted by appr

complete
α (X), is defined as follows

Complete A-local probabilistic approximations will be called complete 
local probabilistic approximations. For Table 3, the set of all possible blocks of 
B-complexes, where B ⊆ A, is the union of the set of all attribute-values blocks 
and the following set {{1, 4}, {1, 4, 6}, {2, 4, 8}, {4} {4, 5}, {4, 5, 8}, {5}, 
{5, 7}, {6}}. For Table 3, all distinct complete local probabilistic approximations 
for the concept [(Trip, yes)] are as follows:

appr
complete
0.75

({1, 2, 3, 4, 5, 6}) = U appr
complete
0.8

({1, 2, 3, 4, 5, 6}) = {1, 2, 3, 4, 5, 6, 8}

appr
complete
1

({1, 2, 3, 4, 5, 6}) = {1, 3, 4, 5, 6}

(18)appr
type
1,B (X) = apprtype

B
(X)

(19)appr
type
α,B (X) = appr

type
B (X)

(20)∪{[T ]|T is a B − complex of X, Pr(X | [T ]) ≥ α}
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For Table 3, all distinct complete local probabilistic approximations for the 
concept [(Trip, no)] are as follows:

appr
complete
0.2

({7, 8}) = U appr
complete
0.5

({7, 8}) = {4, 5, 7, 8}

appr
complete
0.25

({7, 8}) = appr
complete
0.333

({7, 8})

= {2, 3, 4, 5, 6, 7, 8}

appr
complete
0.667

({7, 8}) = ∅

Note that the set {4, 5, 7, 8}, equal to appr
complete
0.5 ({7, 8}), is not listed in the set 

of all subset or concept (global) probabilistic approximations.
For a concept X and α, computing appr

complete
α (X), is a problem of exponential 

complexity since B-complexes T may contain attribute-value pairs using all pos-
sible subsets B of the set A of all attributes. Due to this computational complexity, 
yet another local probabilistic approximations, called MLEM2 local probabilistic 
approximations, were discussed in Clark et al. (2012). These approximations are 
computed by using a similar approach as used in the modified MLEM2 algorithm 
(Grzymala-Busse and Rzasa 2010) for rule induction. The MLEM2 algorithm is of 
polynomial time complexity.

7  Conclusions

Recently, many experiments on global and local probabilistic approximations 
were conducted with the same objective: an experimental comparison of useful-
ness of probabilistic approximations for data mining (Clark and Grzymala-Busse 
2011, 2012). In many cases proper probabilistic approximations, i.e., probabil-
istic approximations different from lower and upper approximations of the same 
type, are not better or worse than corresponding lower or upper approximations. 
On the other hand, for some data sets, proper probabilistic approximations are sig-
nificantly better, though for other data sets, such approximations are significantly 
worse. Thus, the general conclusion is that for any specific data set, with given 
type of missing attribute values, probabilistic approximations are worth trying.
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Abstract The chapter presents a definition of composite decision making problems 
as problems consisting in choosing desired actions in the case when they are con-
nected with additional undesired effects. It is assumed that the undesired effects 
cannot be evaluated but by their pair-wise relative comparison. There are defined 
algebraic tools which can be effectively used to solution of composite decision mak-
ing problem: the operations of balancing and extension of preferences and of direct 
balancing, direct extension and structural product of matrices describing the corre-
sponding semi-ordering relations. Application of the algebraic tools to solution of 
several types of composite decision making problems is illustrated by numerical 
examples. Conclusions are formulated in the last section of the chapter.

1  Introduction

A typical and the simplest decision making problem arising in various application 
areas can be formulated as follows:

It is known an initial state x, x ∈ X, of a social, physical, biological, etc. object and a 
set U of admissible actions u, transforming x into a new (more desired) object’s state, 
u: X → X; it is also given a function r: X × X → R+, R+ denoting a real non-negative 
half-axis, assigning a numerical cost r[x, u(x)] to the action u applied to x; find a decision 
u∗

, u∗ ∈ U, minimizing the cost.

A solution of this problem can be provided by any suitably chosen mathematical 
 optimization technique (Michalewicz and Fogel 2004; Cormen et al. 1994). However, 
the above-formulated decision making problem is not quite adequate to real situa-
tions. We are faced sometimes with problems like this: a certain patient suffers from 
a disease x; it is possible to prescribe him some of drugs: u1, u2, . . . , uk. However, the 
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prices of drugs are different, their effectiveness can only relatively be assessed, some 
of them cause side effects. The problem consists in choosing a proper drug for the 
given patient. More generally, in a situation x it is desired to undertake an action u tak-
ing into account that: (a) the action may result also in several inevitable side effects 
z(i)(x, u), i = 1, 2, 3, . . . , I; (b) some resulting effects are desirable, some other are 
not, (c) the certainty levels of the side-effects are different and can only relatively be 
assessed, (d) the profits of the desirable effects and the costs of the undesired ones can 
be comparatively assessed rather than exactly calculated. This type of problems will 
be called below the composite decision making (CDM) problems. The CDM prob-
lems are related to those of multi-aspect optimization of decisions (Peschel and Riedel 
1976); however, in the below presented case no numerical evaluation of decisions by 
vector cost function is assumed. In this sense, the CDM is a sort of decision making 
under uncertainty (Russel and Norvig 2003) close to a natural human decision mak-
ing. Attempts to its solution lead to the models based on qualitative deliberations rather 
than on exact optimization calculus; as such, they seem to be close to a sort of intui-
tive thinking. On the other hand, our level of understanding the natural thinking mech-
anisms is still very low, despite the fact that various approaches to their description 
were undertaken (Edward de Bono 1969; Penrose 1994; Dennet 1996; Myers 2004). 
As the computer-based human decisions supporting systems are introduced to numer-
ous application areas, the problem of natural thinking imitation by computers becomes 
more important. In this chapter an idea is presented that its solution can be based on 
some adequately chosen, easy to be implemented in computer systems, algebraic tools 
for description of the compositions of semi-ordering relations in the decision space U. 
The compositions should be defined so as to find a trade-off between the profitable and 
the unprofitable effects of decisions. A solution of the CDM problems proposed in the 
chapter have been inspired by the concept of relative assessment of statements origi-
nally formulated in Hempel (1937), as well as by some concepts of extended algebra 
of relations given in Kulikowski (1992). In Sect. 2 formal backgrounds of an approach 
to the solution of the CDM problems are presented. There are defined the operations of 
balancing and extension of the preferences imposed on the pairs of compared elements, 
as well as based on them algebraic operations on the matrices describing the semi-
ordering relations. Application of the introduced theoretical tools to solution of several 
types of CDM problems is illustrated by examples. Concluding remarks are presented 
in Sect. 3.

2  Formal Backgrounds of the CDM Problems Solution

2.1  The CDM Problems Characteristics

A formal CDM problem is usually connected with a single or a collection of 
objects of a given universe. However, any collective CDM problem, at least for-
mally, can be reduced to a single-object problem by a suitable extension of the set 
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X of the objects’ states so as to represent the states of the considered collections of 
objects. Hence, below the single-object CDM problems only will be considered. 
For any such problem the following elements should be specified:

1. a set X of the objects’ states;
2. a set U of admissible objects’ states transformations;
3. a set R of the costs of the objects’ states transformations;
4. a set Z of possible additional effects of the objects’ states transformations;
5. a relation W weighting the effects of the elements of Z;
6. a relation P describing the relative possibility that the elements of Z will occur 

when the elements of X and U are given.

The CDM problems can thus be divided into several groups, according the 
assumptions concerning the set Z and the relations W and P:

1. The set Z consists of a single or of several elements;
2. The relation W is described by a numerical weight function or defined as a 

more general ordering relation;
3. The relation P is described by a (in particular—uniform) probability distribu-

tion or defined as a more general ordering relation.

This leads to at least twelve categories of CDM problems. The differences 
between them consist in various types of uncertainty of the effects caused by the 
undertaken actions. However, in all cases problem solution consists in looking for 
maximal elements induced by specific types of their ordering. This leads to the 
algebra of relations as a suitable formal tool for their description. For this purpose, 
below the compositions of the equivalence and partial ordering relations [see e.g. 
Kulikowski (1992), Rudeanu (2012)] will be considered.

2.2  Formal Representation of Ordering Relations

It will be taken into consideration a non-empty set �. Its Cartesian square

is defined as a set of all possible pairs [ξi, ξj] of the elements of �. Any its subset 
ρ ⊆ �2 is called a binary relation defined on �. The pairs [ξi, ξj] satisfying the rela-
tion ρ are called syndromes of the relation. The following properties are usually 
taken into account in description of binary relations.

Definition 1 A binary relation ρ is called:

(a) reflexive if [ξi, ξi] ∈ ρ holds for all ξi ∈ Ξ;
(b) irreflexive if [ξi, ξi] ∈ ρ does not hold for any ξi ∈ Ξ;
(c) symmetrical if for any ξi, ξj ∈ Ξ from [ξi, ξj] ∈ ρ it follows [ξj, ξi] ∈ ρ;
(d) anti-symmetrical if for any ξi, ξj ∈ Ξ from [ξi, ξj] ∈ ρ it follows that 

[ξj, ξi] ∈ ρ does not hold;

(1)�2
= � × �
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(e) transitive, if for any ξi, ξj, ξk ∈ Ξ from [ξi, ξj] ∈ ρ and [ξj, ξi] ∈ ρ it follows 
that [ξi, ξk] ∈ ρ;

(f) anti-transitive if for any ξi, ξj, ξk ∈ Ξ from [ξi, ξj] ∈ ρ and [ξj, ξk] ∈ ρ it 
 follows that [ξi, ξk] ∈ ρ does not hold. •

Symbol • is used for ending the definitions.

Definition 2 A binary reflexive, symmetrical and transitive relation is called 
equivalence; the notation ξi ≈ ξj (read: ξi and ξj are equivalent) will be used for the 
pairs of equivalent elements of Ξ. •

Definition 3 A binary reflexive and transitive relation ρ described in Ξ is called 
a quasi-ordering. The fact that a pair [ξi, ξj] satisfies the quasi-ordering will be 
denoted by ξi ≼ ξj (read: ξj is weakly preceded by ξi) or, equivalently, by ξj ≽ ξi. •

In a given set Ξ many different relations can be defined. If several of them are 
equivalences or orderings the denoting them symbols will be marked by addi-
tional subscripts; for example, ≈a and ≈b denote two different relations of equiva-
lence defined on the same set Ξ. Moreover, due to the fact that binary relations 
are defined as subsets of the Cartesian product Ξ2, the concepts of set algebra 
(Rudeanu 2012) can be applied to the family F of all binary relations (including an 
empty relation ∅ and a trivial relation Ξ2) that can be described on Ξ2. Therefore, 
for any two binary relations ρ′, ρ″ defined on the same set Ξ the following opera-
tions can be defined: (a) a negation ¬ρ′ of the relation ρ′ (as well as a negation 
¬ρ″ of ρ″), (b) a sum ρ′ ∪ ρ″ of the relations, (c) an intersection ρ′ ∩ ρ″, (d) a dif-
ference ρ′\ρ″ of the relations (as well as a difference ρ″\ρ′), whose properties are 
similar to those of the corresponding operations performed on the sets.

In similar way, the notions of set inclusion (⊆) and proper set inclusion (⊂) can 
be used to define a sub-relation ρ′, (ρ′ ⊆ ρ) and a proper sub-relation ρ′, (ρ′ ⊂ ρ) 
of the relation ρ.

Definition 3 admits existence of some pairs [ξi, ξj] of (not only identical) ele-
ments satisfying both ξi ≼ ξj and ξi ≽ ξj. All such pairs of elements satisfy the con-
ditions of Definition 2 and, thus, they constitute relations of equivalence.

Definition 4 A binary reflexive, anti-symmetrical and transitive relation ρ 
described in Ξ is called a semi-ordering. The fact that a pair [ξi, ξj] satisfies the 
semi-ordering will be denoted by ξi ≺ ξj (read: ξj is strongly preceded by ξi) or, 
equivalently, by ξj ≻ ξi. •

Definition 5 A quasi-ordering ρ is called a partial quasi-ordering if its negation 
¬ρ is a non-empty relation. •

Definition 5 can be extended on partial semi-ordering, as well. In both cases 
partial ordering admits existence of some pairs of elements among which no order 
has been established. However, ¬ρ constitutes an irreflexive and symmetrical rela-
tion of incomparability of some pairs of elements.

Example 1 Various types of ordering relations are illustrated in Fig. 1 by directed 
graphs. The nodes are assigned there to the elements while the arcs indicate the 
order assigned to the pairs of elements.
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Figure 1a represents a quasi-ordering (Definition 3): any pair of nodes is con-
nected by one or more directed paths (sequences of uniformly oriented arcs). A 
directed path [ξ1, ξ4, ξ5] constitutes a closed cycle; its elements satisfy the con-
dition of equivalence (Definition 2). Figure 1b corresponds to a semi-ordering 
(Definition 4): any pair of nodes is connected by directed path or paths. Figure 1c 
illustrates a partial semi-ordering (a particular case of Definition 5): some pairs of 
nodes can be connected by directed paths; however, some other ones (e.g. ξ2 and 
ξ5) by no path can be connected. Graphical representation of ordering relations are 
useful in human reasoning; however, for computer analysis an algebraic represen-
tation seems to be more convenient. For this purpose, a symbolic matrix represen-
tation of orderings is proposed.

Definition 6 For a given ordering relation ρ described on a finite set Ξ of N ele-
ments a N × N square matrix Wρ = [wi,j] such that: wi,j ∈ {1, −1, 0, −0} and (a) 
wi,j = 1 if ξi ≺ ξj and not ξi ≻ ξj, (b) wi,j = −1 if ξi ≻ ξj and not ξi ≺ ξj, (c) wi,j = 0 
when both ξi ≺ ξj and ξi ≻ ξj hold, (d) wi,j = −0 if neither ξi ≺ ξ, nor ξi ≻ ξj holds, 
will be called an ordering matrix (OM) induced by ρ. The pairs [ξi, ξj] with the 
corresponding, assigned to them values wi,j, will be called preferences. •

The elements wi,j of OMs should not be interpreted as numerical values, but 
as symbolic denotations of some statements. However, using numerical denota-
tions is convenient from the computer implementation of OMs point of view. For 
the orderings presented in Fig. 1 the corresponding OMs have the following form 
(Tables 1, 2, 3):

Remark 1 The following structural properties of OMs can be remarked.

Fig. 1  Directed graphs 
representing different types 
of ordering: a quasi-ordering, 
b semi-ordering, c partial 
semi-ordering
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1. The OMs are quasi-symmetrical, i.e. anti-symmetrical with respect to their 1 and 
−1 elements and symmetrical with respect to the 0 and −0 elements.

2. Main diagonals of the OMs are filled with null-elements 0. However, in 
semi-ordering and partial semi-ordering OMs no other 0 elements occur.

3. In the partial semi-ordering OM some −0 elements occur.

For the preferences described by OMs two algebraic operations will be introduced.

Definition 7 For the elements {1, −1, 0, −0} the operations of balancing & and 
extension ↑ of preferences are defined by Tables 4 and  5:

The following properties of the above-defined operations can be proven by a direct 
substitution of any admissible values of the variables p, q, r. •

Table 1  Example of a quasi-
ordering OM

i\j 1 2 3 4 5

1 0 −1 1 0 0
2 1 0 1 1 1
3 −1 −1 0 −1 −1
4 0 −1 1 0 0
5 0 −1 1 0 0

Table 2  Example of a semi-
ordering OM

i\j 1 2 3 4 5

1 0 −1 1 −1 −1
2 1 0 1 1 1
3 −1 −1 0 −1 −1
4 1 −1 1 0 1
5 1 −1 1 −1 0

Table 3  Example of a partial 
semi-ordering OM

i\j 1 2 3 4 5

1 0 1 1 −0 −1
2 1 0 1 1 1
3 −1 −1 0 −0 −1
4 −0 −1 −0 0 −0
5 1 −1 1 −0 0

Table 4  Operation of order 
balancing

& 1 −1 0 −0

1 1 0 0 1
−1 0 −1 0 −1
0 0 0 0 0
−0 1 −1 0 −0
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Corollary If p, q, r ∈ {1,−1, 0, −0} then:

•
The operations of balancing and extension of preferences play a substantial role 

in OM construction. They can be extended on the OMs in the following way.

Definition 8 Let W ′ =

[

w′
i,j

]

, W ′′ =

[

w′′
i,j

]

 be two OMs of the same size N × N. 
Then:

(a) a matrix W = W ′
&W ′′ such that

will be called a direct balance of matrices W′ and W″;

(b) a matrix W = W ′ ↑ W ′′ such that

will be called a direct extension of matrices W′ and W″. •

Remark 2 The properties of the operations & and ↑ described in the Corollary 
hold also in the case of the operations of direct balance and extension of OMs.

An order is usually established on the basis of experts’ proposals of preferences 
between selected pairs of the elements of a considered set. Primarily, such indica-
tions presented in the form of a matrix m(0) may not satisfy the conditions of the 
Definitions 4 and 5. This is why at the first step of order establishing the struc-
tural requirements of semi-ordering or partial semi-ordering should be imposed 
upon m(0) and the proposed initial version of OM takes the form of a matrix m(1). 
In fact, the elements of m(1) represent the directed paths consisting only of sin-
gle preferences—edges in the graph, while OM should represent the paths of any 
(up to N − 1) preferences. For finding out all directed paths a notion of struc-
tural product of OMs will be used. This concept is an adaptation of the concept 

p&q ≡ q&p; p ↑ q ≡ q ↑ p;

p&q&r ≡ p&(q&r) ≡ (p&q)&r;

p ↑ q ↑ r ≡ p ↑ (q ↑ r) ≡ (p ↑ q) ↑ r;

(p&q) ↑ r ≡ (p ↑ r)&(q ↑ r)

(2)wi,j = w′
i,j& w′′

i,j

(3)wi,j = w′
i,j ↑ w′′

i,j

Table 5  Operation of order 
extension

↑ 1 −1 0 −0

1 1 −0 1 −0
−1 −0 −1 −1 −0

0 1 −1 0 −0
−0 −0 −0 −0 −0
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of Cartesian product of matrices used to finding all paths in directed graphs 
(Kulikowski 1986).

Definition 9 Let W ′ =

[

w′
i,j

]

, W ′′ =
[

w′′
p,q

]

 be two OMs of the same size N × N. 
Then a matrix

such that

and &{j} denotes balancing of the preferences indexed respectively by j, will be 
called a structural product of the OMs W′ and W″. •

The consecutive approximations of the desired OM can be calculated according to 
the formula:

for k = 2, 3, . . . , N−1, m(N−1) ≡ OM. However, at each step of calculating the OM 
its correctness consisting in satisfying the conditions of Definition 6 should be proven. 
In particular, any pair of preferences 1 or −1 located symmetrically with respect to the 
main diagonal indicates on existence of a closed cycle of preferences. In such case a 
correction to the given matrix m(k) should be introduced by one of two alternative ways. 
First, existence of the closed cycle can be approved; the preferences the given cycle 
consists of should be replaced by 0s and the process of calculating m(k) can be contin-
ued. Otherwise, the cycle should be broken by replacing one of its preferences by –0; 
the calculations should then start from the beginning with a modified m(0). As a result, 
the corrected matrix m(k) represents a balance of all directed paths consisting of at most 
k segments serially connected by the operation of extension and, possibly, of some 
closed cycles consisting of mutually equivalent elements.
The following notion of maximal elements in a semi-ordered set plays a basic role 
in establishing comparability of actions.

Definition 10 In a finite semi-ordered set Ξ we call maximal each its element ξ 
such that for no other element ξi it is ξ ≺ ξi, excepting the case when ξi ≈ ξ. •

Remark 3 The following properties of OMs should be remarked:

1. If i-th row of OM excepting the wii = 0 consists of −0 preferences only then it 
cannot be established whether ξi is a maximum or it is not.

2. If all preferences of a row of OM equal 0 then all other preferences of OM 
equal 0 and all elements of the set Ξ constitute a set of mutually equivalent 
maximal elements.

3. If i-th row of OM contains one or more −1 preferences and no 1 preference 
then ξi is a maximal element.

4. In the case mentioned in (3) if the i-th row besides wi,i = 0 contains any other 
preferences equal 0 then ξi and all corresponding elements ξj constitute a subset 
of mutually equivalent maximal elements of Ξ.

(4)W =
[

wi,q

]

= W
′
⊗ W

′′

(5)wi,q = &{j}

(

w′
i,j ↑ w′′

j,q

)

(6)m
(k)

= (m(k−1)
⊗ m

(1)) & m
(k−1)
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5. If i-th row of OM contains both 1 and −1 preferences then ξi can not be a maxi-
mal element.

6. Definition 10 can be reversed by substituting the symbols ≺ by ≻ and vice 
versa; in such case the minimal elements of Ξ will be defined.

7. If in the remarks (1)–(5): (a) all notations “maximal” are changed by “minimal” 
and vice versa and (b) all notations 1 are changed by −1 and vice versa then the 
remarks hold for minimal elements of Ξ.

2.3  Comparability of Actions

Formal tools described in the former section can be used to solution of CDM prob-
lems. Various types of such problems have been specified in Sect. 2.1. Below, our 
attention will be focused on the problems characterized by non-numerical, relative 
assessment of actions and caused by them additional effects.

Example 2 Let us assume that it is given a set U = {u1, u2, . . . , u5} of possible actions 
leading to a certain goal. Each action causes additionally some positive effects (profits). 
However, they cannot be evaluated numerically. Instead of this, some preferences have 
been assigned to them by experts. The set of preferences is as follows:

The preferences can also be expressed by a matrix:

most elements of this matrix being undefined. However, they can be replaced by 
strongly defined elements according to the indications of Definition 6. This leads 
to the following, first approximation of OM with diagonal elements equal 0, other 
lacking elements equal −0 and the OM’s quasi-symmetry requirements being 
taken into consideration:

For description of the corresponding semi-ordering relation, first, according to the 
Definition 9, the structural product m(1) ⊗ m(1) should be calculated. We illustrate 
the way of calculations by a single element w3,5; according to (3) it is:

ξ1 ≺ ξ4, ξ2 ≺ ξ5, ξ3 ≺ ξ2, ξ3 ≺ ξ4,

m
(0)

=













− − − 1 −

− − − − 1

− 1 − 1 −

− − − − −

− − − − −













m
(1)

=













0 −0 −0 1 −0

−0 0 −1 −0 1

−0 1 0 1 1

−1 −0 −1 0 −0

−0 −1 −1 −0 0













w3,5 = (−0 ↑ −0) & (1 ↑ 1) & (0 ↑ −0) & (1 ↑ −0) & (−0 ↑ 0)

= (−0)& (1) & (−0)& (−0)& (−0) = 1
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This element has thus changed its original value from −0 to 1, while all other ele-
ments remain unchanged. Hence, the matrix takes the form:

Balancing this matrix with m(1), according to (4), does not change any of its ele-
ments. Hence, in this case is also the final form of OM; we denote the result by 
(m(1) ⊗ m(1)) & m(1) = m(2) = W .

Example 3 Let U = (u1, u2, . . . , u5) denote a set of possible actions leading to a 
desired final state. Assumed numerical costs r of the actions are given by Table 6.

Of course, the minimal-cost action in this case can be found directly. However, 
for multi-aspect relative assessment of actions exact numerical costs are not neces-
sary and they can be replaced by the below-given OM:

Let us remark that this, based on numerical costs OM, describes a semi-ordering 
without undefined preferences (contains no −0 elements). Evidently, minimal cost 
is r5 because 5th row of R consists of all non-diagonal preferences equal 1 [see the 
above-formulated remarks (3), (6) and (7)].

Moreover, it is also assumed that with each action additional undesired effect is 
connected. It is given in the form of the OM of preferences suggested by experts, 
given by the matrix W in Example 2. The semi-orderings described by W and R 
are evidently different. It thus arises the question of their harmonization before 
finding the minimal element (the best action). It is assumed that the preference of 
any pair of actions should be obtained as a balance of preferences of this pair sug-
gested by two semi-ordering relations. Therefore, it will be done by the operation 
of balancing W and R which leads to the following OM:

where ri,j, wi,j are, respectively, the components of the matrices R and W.

m
(1)

⊗ m
(1)

=













0 −0 −0 1 −0

−0 0 −1 −0 1

−0 1 0 1 1

−1 −0 −1 0 −0

−0 −1 −1 −0 0













R =













0 1 −1 0 −1

−1 0 −1 −1 −1

1 1 0 1 −1

0 1 −1 0 −1

1 1 1 1 0













(5)W
′
= R&W = [ri,j&wi,j]

Table 6  Assumed costs of actions

Action u1 u2 u3 u4 u5

Cost 12 15 10 12 9
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The balanced matrix is given below.

Its 2nd row containing two (−1)s and no 1 preference corresponds to a single 
maximal element and the 3rd and 5th rows containing some 1 and no −1 prefer-
ences correspond to the minimal elements of W′.
The result indicates that u3 and u5 can be recommended as the best solutions of the 
task. However, the solutions are mutually incomparable because u3 is better than 
u5 from the cost from of view while u5 is better than u3 from the point of view of 
other undesired effects of the actions.

Example 4 Like in Example 3, it is considered a set U = (u1, u2, …, u5) of 
admissible actions and assigned to them preferences induced by costs (matrix 
R) and undesired additional effects (matrix W). Moreover, it is assumed that 
the additional effects may occur but with some certainty levels. In a strong for-
mulation of the problem it might be assumed that some probabilities have been 
to them assigned. In such case, the numerical values of probabilities lead to 
a matrix of preferences in similar way as it was shown above by construction 
of W′ on the basis of Table 6. However, if the probabilities are unknown, the 
certainty levels of arising additional effects can be roughly characterized by 
preferences indicated by experts. For this purpose, it can be established a quali-
tative scale, like:

However, intuitive sense rather than numerical values (probabilities, membership 
levels, etc.) are assigned to the terms of this scale. Let it be assumed that the unde-
sired effects of decisions are weighted as follows:

This leads to the preferences:

which can be presented by the OM:

W
′
=













0 1 0 0 −1

−1 0 −1 1 −0

1 1 0 1 −0

0 −1 −1 0 −1

1 −0 −0 1 0













never ≺ rarely ≺ sometimes ≺ often ≺ very often ≺ usually ≺ always

ξ1−sometimes, ξ2−usually, ξ3−often, ξ4−rarely, ξ5−often

ξ1 ≺ ξ2, ξ1 ≺ ξ3, ξ1 ≻ ξ4, ξ1 ≺ ξ5, ξ2 ≻ ξ3,

ξ2 ≻ ξ4, ξ2 ≻ ξ5, ξ3 ≻ ξ4, ξ3 ≻ ξ5, ξ4 ≺ ξ5

P =













0 1 1 −1 1

−1 0 −1 −1 −1

−1 1 0 −1 −1

1 1 1 0 1

−1 1 1 −1 0
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The weighted effects will be given by a direct product of the OMs W and P:

W′ contains two preferences: w′1 ≺ w′5 and w′3 ≺ w′2 indicating the actions u1 
and u3 charged by minimal undesired effects. However, the actions are mutually 
incomparable, because the possibility of undesired effects occurrence in connec-
tion with u1 is lower then in connection with u3 but the costs of the effects are 
unknown: it may happen that the less frequent effects are charged by relatively 
much higher cost. Rational choosing between w1 and w3 needs thus introducing 
additional information reducing the number of −0 preferences.

Final solution of the CDM problem needs calculation of the balance W′ & R 
and of its structural square 

(

W ′
&R

)

⊗
(

W ′
& R

)

 in order to detect all equivalences 
of the preferences. This leads to the below-given OM:

It follows from the OM that the maximum is given by the element w2 while 
the elements w1, w3, w4, and w5 constitute a class of mutually equivalent minimal 
elements. The best action should thus chosen from u1, u3, u4, and u5 taking into 
account that they are equivalent for various reasons.

3  Discussion and Conclusions

The CDM problems can be formulated as semi-ordering of actions indicating the 
minimal (in the sense of widely defined costs) or maximal (in the sense of widely 
defined profits) actions. It was shown that finding the trade offs between the costs 
and profits is possible due to some adequately chosen algebraic tools like, in par-
ticular, the operations of balancing and extension of preferences given by experts. 
Matrix representation of semi-ordering relations by OMs makes this approach easy 
to computer implementation. However, the method has also some shortcomings 
which should be removed in further works. First, the harmonization of ordering 
relations based on formula (5) leads sometimes to a too large number of equiva-
lent or mutually incomparable solutions. It seems thus necessary to extend the idea 
of harmonization and make it more flexible by diversification of the weights of 

W
′
= W ↑ P =













0 −0 −0 −0 1

−0 0 −1 −0 −0

−0 1 0 −0 −0

−0 −0 −0 0 −0

−1 −0 −0 −0 0













W
′
&R =













0 1 0 0 0

−1 0 −1 −1 −1

0 1 0 0 0

0 1 0 0 0

0 1 0 0 0
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criteria. It seems also necessary to extend the method on choosing more than one 
action by taking into account their possible synergetic co-existence or, on the other 
hand, their opposite influence on the final result.
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Abstract A concept of a distributed system for acquisition of data by modern 
mobile devices is proposed in the chapter. The data are preprocessed, subsequent 
passed and cached to intermediate servers that expose services for fetching the data. 
Distinct data gathering zones are proposed, either private or public. The services 
can be combined into a complex workflow processing on top of the BeesyCluster 
middleware that provides an easy-to-use human-system interface for management 
of multiple workflow instances. The chapter discusses suitability of various mobile 
software development approaches and APIs in terms of gathering data from par-
ticular sensors. Finally, an exemplary implementation of data acquisition on the 
modern PhoneGap platform is provided.

1  Introduction

Recent developments and increase in popularity of mobile devices have made it 
possible to create whole new projects and initiatives with entirely new applications 
for the society. This includes:

•	 location-based services in which users gain functions based on their physical 
location (ME NewsWire 2013),

•	 personal assistants not only for office tasks but for monitoring health and daily 
activities such as sports (Bexelius et al. 2010),

•	 data acquisition with the use of a wide range of sensors installed in such devices 
(Kang et al. 2007; Han et al. 2007; Maisonneuve et al. 2009),

•	 remote control of various appliances using mobile devices such as audio equip-
ment or recent DSLR cameras (Ponce 2013).
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While the recent mobile devices feature powerful multi-core processors that 
make some applications possible to run locally, there is a group of demanding 
solutions that require computational power of high performance computing (HPC) 
systems. This, in turn, requires proper infrastructure for efficient and secure cou-
pling of not only HPC and mobile systems but also provision of an easy-to-use 
interface for the human.

2  Related Work

Distributed systems that gather and process data from multiple sources can be 
characterized in terms of particular components such as: data acquisition, process-
ing and analysis, integration of data acquisition, HPC processing, visualization 
and human-system interaction for complex, geographically distributed scenarios.

There are several modern applications that utilize sensors within smartphones. Air 
pollution can be measured by the Visibility app for Android developed at University 
of Southern California (Poduri et al. 2009). Mapping of noise in the area can be done 
using the approach proposed in Maisonneuve et al. (2009). Measurement of physi-
cal activity using cell phones is described in Bexelius et al. (2010). Location-based 
advertising on mobile phones allows to attract nearby customers (ME NewsWire 
2013). Analysis of existing APIs and their suitability for data acquisition is shown in 
Sect. 5.

Processing of data gathered on devices can be performed either locally or sent 
to a powerful server or an HPC system. The latter might be due to limitations in 
memory available, CPU performance or large databases against which the data 
needs to be compared or verified. It should be noted that today’s mobile devices, 
especially tablets and small notebooks, offer impressive performance with multi-
core CPUs and GBs of RAM. Nevertheless, offloading computations to a dedi-
cated system gives access to several HPC APIs available on respective systems 
(Buyya 1999; Kirk and Hwu 2012):

1. NVIDIA CUDA, OpenCL and OpenACC for GPUs, OpenMP used for SMP 
systems including modern accelerators such as Intel Phi,

2. MPI for traditional multi-process and multithreaded programming on clusters 
that can include multiple CPUs,

3. hybrid approaches such as MPI + OpenMP, MPI + CUDA, MPI + OpenCL 
for clusters that feature not only CPUs but also multiple GPUs.

Workflow-based systems for grids (Yu and Buyya 2005) allow integration 
of data acquisition and computational services into complex scenarios. The 
author proposed how the features of BeesyCluster’s workflow management 
system (Czarnul 2013a) can be used for integration of mobile devices and 
HPC systems in short time. It allows flexible system reconfiguration and vari-
ous applications.
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3  Proposed Architecture

Extending the previous work by the author (Czarnul 2013c), Fig. 1 presents a 
generalized proposed architecture of the system that allows data acquisition from 
mobile devices and subsequent processing on either mobile devices or HPC sys-
tems. Compared to Czarnul (2013c) the context of a whole city, not only control of 
smart homes is considered. The following layers can be distinguished:

1. client—accessible to the user who needs to define processing flow, start data 
acquisition and analysis and be able to check status and browse results,

2. workflow management that deals with storage of workflow applications, 
launching workflow instances based on workflow definitions for various input 
data, execution, browsing workflow instance statuses and results,

3. intermediate access server—an access server that exposes data gathered by 
lower level servers and devices that belong to the given institution, organization 
or home,

4. intermediate caching layer (optional)—a layer that contain servers or comput-
ers to which various mobile devices can report data, these are separated from 
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Fig. 1  Proposed multi-tiered architecture for data acquisition and processing
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the outside world; this is especially useful for large institutions that may have 
multiple devices assigned in various locations,

5. acquisition device—gathers data and reports to the caching layer. This can be 
either a mobile device or e.g. a hardware meter designed to measure tempera-
ture, pressure, power consumption etc.

Compared to Czarnul (2013c), the following extensions are marked:

1. distinction of layers 3 and 4 instead of a single one,
2. for layers 4 and 5, one of the following visibility zones can be distinguished clearly:

•	 public—when devices connected to the servers work in an insecure space; 
depending on the application

•	 private—when devices connected to layer 4 are within one trusted domain 
e.g. a house separated from the outside world with a firewall on the inter-
mediate server. In this case, the home network can use its own addressing 
and may not need to apply security mechanisms to increase throughput in 
data acquisition. However, this mainly applies to cable connections. In case 
of wireless communication, either WiFi or Bluetooth, security protocols need 
to be turned on to prevent unauthorized access from third parties.

It should be noted that the local zone can actually span several computers, in par-
ticular in distinct locations such as several houses that belong to one owner. This 
can be accomplished with VPNs.

This has an impact on what communication protocols need to be used in these 
cases especially regarding encryption of data.

Each acquisition device can work in one of two modes:

•	 client—when it is sending data to one or more of servers,
•	 server—in which case it can be contacted by one or more of the local servers 

using e.g. HTTP or Bluetooth and can respond with data sets obtained from the 
connected sensors.

4  Implementation of the Workflow Management  
Layer Using BeesyCluster

BeesyCluster (Czarnul et al. 2005) is a middleware that allows to model and 
deploy the environment shown in Fig. 1. For that purpose, two layers within 
BeesyCluster are used:

1. core—within this layer users can set up accounts in BeesyCluster and 
assign system accounts on various clusters, servers and workstations to the 
BeesyCluster account. Users can publish applications from those accounts as 
services that are then available on the BeesyCluster platform and can be used 
within workflow applications.



119Suitability of BeesyCluster and Mobile Development Platforms

2. workflow management—includes workflow scheduling, execution using  software 
agents or Java EE servers (Czarnul 2013a), workflow application monitoring and 
instance management, results’ visualization.

Depending on the institution, various access services can be set up at layer 3:

•	 public: e.g. reporting of locations of inhabitants of the city to detect traffic, offer 
more frequent city transportation etc.

•	 private: a server installed within a smart home for reporting of data by devices 
put in the house in various locations; in some cases, the owner of such a server 
may give special access passwords to their neighbors and e.g. consider reporting 
from their devices with a lower priority.

It should be noted that data can be cached and filtered in both intermediate and 
access servers. The latter may be required to filter out high frequency short-lived 
observations or compact the size of data.

At the workflow level, each data access service is launched with a set of 
passwords allowing saving data from the caching server. As outlined in Czarnul 
(2013c), logging in with a login and a password returns an authenticator that 
is valid for a particular period of time and allows registration of data. From the 
point of view of the workflow application, the service works in a streaming mode 
(Czarnul 2013b) i.e. upon calling always returns data from its local cache.

5  Implementation of Data Acquisition Using  
Smartphones and Various Platforms

The current Smartphones feature more and more sensors and possibilities to com-
municate with external devices using protocols such as Bluetooth. This makes 
them a good choice for data acquisition as their location can be easily changed. 
Furthermore, the number of Smartphones available is very large and still rapidly 
growing (Gartner Press Release 2013). This means that the data gathered can also 
be associated with human population, their location and activities.

5.1  Approaches to Software Development  
on Mobile Platforms

The current market shares of particular mobile device manufacturers and oper-
ating systems are far from being stable. Almost every year, as shown by Gartner 
reports, important changes are visible. As of the second quarter of 2013, among 
new devices, the market of new devices is divided among the operating sys-
tems as follows: Android with 79 %, iOS 14.2 %, Microsoft Phone 3.3 %, 
Blackberry 2.7 % and others 0.9 % (Gartner Press Release 2013). This means that 
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programmers wishing to develop for the mobile market face a difficult choice of 
which  programming platform and API to choose:

1. native API—fast and all possible functions included but requires development 
and maintenance of multiple completely different solutions for 4–5 major oper-
ating systems.

2. web based development using the latest HTML5,
3. hybrid approach that couples the web based approach with a possibility to 

invoke certain native codes through an intermediate layer.

As reported in Hammond et al. (2012), starting with the web-based approach 
and using the hybrid one when necessary is suggested. Comparison of these 
approaches in terms of: cost of development, flexibility of modifications, availabil-
ity of API, performance is shown in Table 1.

5.2  Support for Data Acquisition on Various  
Mobile Platforms

Essentially, modern mobile devices, irrespective of the operating system, offer 
APIs for various type of sensors from which various types of data can be gathered. 
Such sensors may include:

1. accelerometer for shake detection,
2. geolocation of the device,
3. camera capture (video and still) for monitoring the environment,
4. audio for detection of breaking glass patterns etc.,
5. light intensity, temperature, humidity, perspiration sensor etc.

Depending on the software development platform presented in Sect. 5.1, ease 
of access to the data may vary. Generally, the native API offers as good access to 
the sensor as possible at the cost of development time and cost. Hybrid approaches 
may be somewhat limited. For instance, the native Android API offers the possibil-
ity to gather images from the camera using the default device camera application 
or accessing the camera directly (PhoneGap Website and Documentation 2013). 
On the other hand, the default PhoneGap API launches the default camera applica-
tion only (PhoneGap Website and Documentation 2013). It is also possible to get 
down to a lower level using plugins (PhoneGap Website and Documentation 2013) 
but this makes the program more complicated and development time-consuming. 
Work (Paller 2013) discusses advantages and disadvantages of PhoneGap for data 
acquisition using sensors. It is concluded that the PhoneGap approach requires 
more CPU power compared to the native Java approach or an implementation 
using plugins (9 % compared to 1 %).
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Additionally, it should be noted that for the given device, one or the other API 
might be preferred for data acquisition. Taking the aforementioned example, using 
the standard camera application might not be suitable for periodic and remote 
launching as it would require actual picture taking by the user. Consequently, 
this might require another camera application or accessing lower level APIs 
using plugins. For instance, a plugin for the temperature sensor is available 
(TempListener 2010). From this point of view, Table 2 presents preferred APIs for 
particular sensors based on exemplary APIs for native and hybrid approaches such 
as Android native API and PhoneGap.

5.3  Processing Locally or on HPC System?

In case of certain sensors and devices, processing can be executed on the device 
itself while for more complex processing can be easily sent to the HPC system. 
The latter is easily possible using the well established HTTP which can be handled 
as shown in Fig. 2 or by using the FileTransfer object available in the PhoneGap 
environment. It should be noted that communication using XMLHttpRequest can 
be performed either synchronously or asynchronously.

Since monitoring and reporting can use many sensors and devices at the 
same time and must not interfere with the main view of the application, multiple 
threads should be engaged. This is possible through a new construct in HTML5 
i.e. WebWorkers that execute given code in the background. However, this 
requires proper support from the browsers and this can vary. Alternatively, the 
Javascript setInterval method can be used to launch periodic calls separated by 
the given delay.

A question arises where analysis of particular types of data should be per-
formed. The author proposes preferences as outlined in Table 3 with notes on par-
ticular applications.

Table 2  Easy support to full data access related to the given sensor: F (full), L (limited)

Sensor Native API Hybrid approach (based on PhoneGap)

Accelerometer F F
Video/Camera F (can use default camera application 

or camera API)
L (uses default camera application)

Audio F L (uses default application)
Geolocation F F
Compass F F
Others F L (requires plugins)
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5.4  An Example Using the PhoneGap Platform

Figure 2 presents code that uses accelerometer to detect shake on the server side. 
Compared to the basic template shown in PhoneGap Website and Documentation 
(2013), the code reports acceleration (passes a previously obtained authenticator) and 
the server makes a decision whether sufficiently large acceleration has been detected.

<html> 
<head> (...)
<script type="text/javascript" charset="utf-8"

src="cordova.js"></script> 
<script type="text/javascript" charset="utf-8">

    ...
    function observeAccel() { // launched when application starts
        var o = { frequency: 10000 };
        navigator.accelerometer.watchAcceleration(onSuccess, onError, 
o);

} 
    function load (notification,auth) { 
          var xmlhttp;

if (window.XMLHttpRequest)
{  xmlhttp=new XMLHttpRequest(); } else
{// version for Internet Explorer 6
xmlhttp=new ActiveXObject("Microsoft.XMLHTTP");
} 

xmlhttp.onreadystatechange=function() { 
if (xmlhttp.readyState==4 && xmlhttp.status==200){
document.getElementById("myResp").
innerHTML=xmlhttp.responseText;
} 

 } 
xmlhttp.open("POST","serverURL",true);
xmlhttp.setRequestHeader("Content-type","application/x-www- 
form-urlencoded");
xmlhttp.send("auth="+auth+"</br>notif="+notification);

} 
    function onSuccess(acceleration) {
          var element = document.getElementById('accelerometer');
          message='Acceleration in X: ' 

+acceleration.x+'<br/>'+'Acceleration in Y: ' + 
acceleration.y +'<br />'+'Acceleration in Z: ' + 
acceleration.z + '<br />' +'When: '      + 
acceleration.timestamp + '<br />';
element.innerHTML =message;
load (message,<authenticator>);                   

} 
    </script> 
  </head> 
<body> 
<div id="accelerometer">Wait for accelerometer data...</div> 

    Confirmation from server
<div id="myResp"></div> 

  </body> 
</html> 

Fig. 2  Sample PhoneGap application for acceleration watch
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Furthermore, Fig. 3 shows a simulator of an 7″ tablet running Android with the 
code shown in Fig. 2 running on it.

6  Conclusions

The chapter presented a proposal of integration of BeesyCluster and mobile 
applications for distributed, potentially large-scale data acquisition and process-
ing. What is important, software development platforms and APIs for mobile 

Table 3  Recommended location for processing selected sensor data with comments

Sensor Mobile device HPC (external) system

Accelerometer In case of determination of  
plain changes or gestures  
(Wang et al. 2012)

If comparison against many  
patterns or historical  
data needed

Video/Camera Selected determination  
applications such as:

For comparison against large 
databases of images, finding 
objects within image etc.  
e.g. a Google Glass  
application (Simonite 2013)

Palmprint recognition (Han et al. 2007)
License plate recognition (Kang et al. 2007)
Shape retrieval and recognition  

(Kovacs 2012)
Logo recognition (Nguyen et al. 2013)

Audio Local voice recognition Music recognition, speech 
translation e.g. SpeechTrans 
(Venables 2013)

Geolocation Location-based services with database  
on the device e.g. POI databases  
in satellite navigation systems etc.

Location-based services with large 
databases available on the 
server side

Fig. 3  Screenshot of the PhoneGap application on the Android platform
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devices were analyzed in terms of suitability for this purpose considering particu-
lar  sensors available on the mobile device. Furthermore, analysis was performed 
regarding suitability of data processing on either the mobile device or an HPC 
system for particular sensors. On the other hand, BeesyCluster was proposed as a 
middleware that can make use of the data supplied by the mobile devices, route it 
to services and arrange complex and repeatable processing tasks. An example of 
handling the acceleration sensor was provided on the modern PhoneGap platform 
with communication to a server accessible from BeesyCluster. Several practical 
applications of this setup were described.
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Abstract Volunteer computing systems provide a middleware for interaction 
between project owners and great number volunteers. In this chapter, a genetic 
programming paradigm has been proposed to a multi-objective scheduler design 
for efficient using some resources of volunteer computers via the web. In a stud-
ied problem, genetic scheduler can optimize both a workload of a bottleneck com-
puter and cost of system. Genetic programming has been applied for finding the 
Pareto solutions by applying an immunological procedure. Finally, some numeri-
cal experiment outcomes have been discussed.

1  Introduction

In the grid and volunteer computing systems like BOINC or Comcute, some 
scientific projects are transformed to a set of the calculation tasks that are exe-
cuted concurrently by volunteer computers with a support of some levels of the 
middleware modules. A society of scientists can use these systems for exten-
sive distributed calculations in some research projects. The 24-h average per-
formance of the most popular volunteer system BOINC is 8.186 TeraFLOPS. 
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Moreover, the number of active volunteers can be estimated as 238,412, and also 
388,929 computers process data (BOINC 2013).

In the Comcute system, that has been developed at the Gdansk University of 
Technology, an application for the Collatz hypothesis verification and another 
one for finding the next Mersenne prime number are applied to prove the intense 
human interactions, scalability and high performance. The Comcute allows some 
connecting volunteers to fetch codes and subsequently input data packets. Then 
some outcomes are returned to a server side. This system permits definition of sev-
eral tasks and computations for several task instances at the same time.

Genetic programming starts from a goal to be achieved and then it creates 
an application autonomously without explicitly programming (Koza 1992). 
To some extent, it replies to the question that has been formulated by Arthur 
Samuel—a founder of machine learning—“How can computers be made to do 
what needs to be done, without being told exactly how to do it?” (Samuel 1960). 
This paradigm uses the principle of selection, crossover and mutation to obtain 
a population of programs. Genetic programming has been successfully applied 
to some problems from different fields (Koza et al. 2003). Multi-criterion genetic 
programming (MGP) can determine the Pareto-optimal solutions (Balicki 2006).

In this chapter, MGP has been proposed to a multi-objective scheduler design 
for efficient using some resources of volunteer computers. The scheduler opti-
mizes both a workload of a bottleneck computer and the cost of the system. 
Moreover, genetic programming has been applied for finding the Pareto solutions 
by development an immunological system based procedure. Finally, some out-
comes for numerical experiments have been presented.

2  Genetic Programming Rules

Solutions to several problems have been found by genetic programming (GP) for 
instances from different areas, e.g. optimal control, planning and sequence induc-
tion. GP permits discovering a game playing strategy (Koza 1992). Figure 1 shows 
an example of a tree of the computer program performance. This tree corresponds 

Fig. 1  An example of a 
parse tree as a chromosome 
of genetic programming
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to the program written in the LISP language, as follows:(LT (* -2.1 x) 
(LOG y (SQRT x))).

This tree is equivalent to the parse tree that most compilers (parsers) construct 
internally from a computer program source. A parse tree consists of branches and 
nodes: a root node, a branch node, and a leaf node. A parent node is one which has 
at least one other node linked by a branch under it. A child node is one which has 
at least one node directly above it to which it is linked by a branch of the tree.

The size of the parse tree is limited by the number of nodes or by the number 
of the tree levels. Nodes in the parse tree are divided on functional nodes and ter-
minal ones. A functional node represents the procedure randomly chosen from the 
primary defined set of functions:

Each function should be able to accept, as its arguments, any value and data type 
that may possible be returned by the other procedures Koza (1992). Moreover, 
each procedure should be able to accept any value and data type that may possible 
be assumed by any terminal in the terminal set:

So, each function should be well defined and closed for any arrangement of argu-
ments that it may come across. Furthermore, the solution to the problem should 
be expressed by the combination of the procedures from the set of functions 
and the arguments from the set of terminals. For example, the set of functions 
F = {AND, NOT} sufficient to express any Boolean function.

3  Selections in Immunological Systems

A biological immune system has elements distributed as well as some fea-
tures of artificial intelligence like an adaptation, learning, memory, and associa-
tive retrieval of information in recognition (Jerne 1984). Especially, the negative 
selection algorithm (NSA) can be applied for change detection because it uses 
the discrimination rule to classify some trespassers (Forrest and Perelson 1991). 
Detectors are randomly generated to reduce those detectors that are not capable of 
recognizing themselves and detectors capable to distinguish intruders are kept. In 
the NSA, detection is performed probabilistically (Bernaschi et al. 2006).

An antigen can support an antibody generation and it is a particle that stimu-
lates a reaction against squatters. Besides, some “positive” viruses and bacteria 
cooperate with antigens (Kim and Bentley 2002). An antigen is recognized by an 
immunoglobulin (the antibody) that is a huge Y-shaped protein capable to recog-
nize and deactivate external objects as “negative” bacteria or virus (Wierzchon 
2005). The NSA manages constraints in an evolutionary algorithm by dividing a 
population in two assemblies (Coello et al. 2002). “Antigens” belong to a feasible 
solution subpopulation, and “antibodies”—to an infeasible one.

(1)F = {f1, . . . , fn, . . . , fN }

(2)T = {a1, . . . , am, . . . , aM}
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At the beginning of the NSA run an initial fitness for all antibodies in the current 
infeasible subpopulation is equal to zero. Then, a randomly chosen antigen G− from 
the feasible subpopulation is compared to some the selected antibodies. After that, a 
match measure S between G− and the antibody B− is calculated due to a similarity 
at the genotype level. This measure of the genotype similarity for the chromosome 
integer coding is, as follows (Balicki 2005):

where

M length of solution,
G−

m value of the antigen at position m, m = 1, M,

B−
m value of the antibody at position m, m = 1, M.

The negative selection can be modeled by an adjusted evolutionary algorithm 
that prefers the infeasible solutions that are similar to a randomly chosen feasible 
one in the current population. We assume that all random choices of antigens are 
based on an uniform distribution.

The situation is different in a case of the antibodies. If the fitness of the selected 
winner is increased by adding the amount of the similarity measure, then the anti-
body may pass over because of a relatively small value of assessment (3). On the 
other hand, some constraints may be satisfied by this alternative. What is more, if 
the constraint is exceeded and the others are not, the value of the similarity meas-
ure may be lower for some cases. One of two similar solutions, in genotype sense, 
may not satisfy this constraint and another may satisfy it.

4  An Improved NSA*

To avoid above mentioned restrictions, some similarity measures are developed from 
the state of the antibody B− to the state of the selected antigen G−, as below:

where

The distance fn(B−, G−) between B− and G− is supposed to be minimized for all 
constraint indexes n. If fn(B−, G−) < fn(C−, G−), then B− ought to be preferred 
to C− due to the nth constraint. Moreover, if B− is characterized by the distances 
to the antigen all shorter than the antibody C−, then B− should be selected for all 

(3)S (G−, B−) =

M
∑

m=1

∣

∣G−
m − B−

m

∣

∣,

(4)

fn(B
−, G−) =

{

gk(B
−) − gk(G

−), k = 1, K , n = k,
∣

∣hl(B
−)

∣

∣, l = 1, L, n = K + l,
n = 1, N , N = K + L.

gk(x) ≤ 0, k = 1, K ,

hl(x) = 0, l = 1, L
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constraints. However, some situations may occur when B− is characterized by the 
shorter distances for some constraints and C− is marked by the shorter distances 
for the others. In this case, it is difficult to select an antibody. So, a ranking proce-
dure can be applied to calculate fitness of antibodies and then to select a winner.

In the ranking procedure, the distances between the chosen antigen and some 
antibodies are calculated due to their ranks (Balicki 2006). If B− is characterized 
by the rank r(B−) such that 1 ≤ r(B−) ≤ rmax, then the increment of the fitness 
function is estimated, as below:

Subsequently, some fitness values of selected antibodies are increased by their 
given increments. Then antibodies are returned to the current population and this 
process is repeated typically three times the number of antibodies. Each time, 
a randomly chosen antigen is compared to the same subset of antibodies.

Afterwards, a new population is constructed by selection, crossover and muta-
tion without calculations of fitness. That process is repeated until a convergence 
of population emerges or until a maximal number of iterations is exceeded. At 
the end, the final population as outcomes from the negative selection algorithm is 
returned to the external evolutionary algorithm.

5  Optimization Model of Volunteer and Grid System

In the architecture of the volunteer and the grid system Comcute (Fig. 2), one can dis-
tinguish the Z-layer where the system client defines new tasks, starts instances of pre-
viously defined tasks, tracks statuses of running tasks and fetches results for completed 
tasks. On the other hand, W-server layer supervises execution of tasks. For each task 
instance, a subset of W-servers is arranged that partitions the task among its members. 

(5)�f (B−) = rmax − r(B−) + 1

Fig. 2  Architecture of the 
comcute system
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The tasks pass input data packets for the task instance to connected S-servers beneath 
them as well as collect and merge results obtained from the S-layer. S-server is a distri-
bution server that is exposed to clients who fetch execution code and subsequent data 
packets and return results for these data packets. I-client level is an untrusted layer of 
volunteers fetching and returning results to the system.

To test the ability of the MGP with NSA* for handling constraints, we consider 
a multi-criterion optimisation problem for task assignment in a distributed computer 
system (Balicki 2006). Especially, MGP can minimize Zmax—a workload of a 
bottleneck computer and C—the cost of machines, concurrently.

In the considered problem, both a cost of hosts as well as a workload of a bot-
tleneck computer is optimized. A set of parallel tasks {T1, … ,Tv, …, TV} com-
municated to each other’s is considered among the coherent computer network with 
hosts located at the processing nodes from the given set W = {w1, . . . , wi, . . . , wI }. 
Let the task Tv be executed on some hosts taken from the set of available sorts 
� = {π1, . . . , πj, . . . , πJ}. The overhead performing time of the task Tv by the 
computer πj is represented by an item tvj.

The first criterion is a total host’s cost, as follows:

where

Another criterion is Zmax—a workload of the bottleneck host that is supposed to 
be minimized. It is provided by the subsequent formula:

where τvuik—total communication time between the task Tv assigned to the ith 
node and the Tu assigned to the kth node.

Figure 3 shows the workload of the bottleneck computer when the function 
Zmax takes value from a period [40; 110] for 256 solutions. What is more, even 
a small movement of a task to another host or a substitution of the host sort can 
cause a relatively big alteration of its workload.
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The host is supposed to be equipped with necessary capacities of resources. 
Let the memories z1, …, zr, …, zR be available in the volunteer system and let 
djr be the capacity of memory zr in the host πj. We assume the task Tv holds cvr 
units of memory zr during a program execution. The host memory limit cannot be 
exceeded in the ith node, as bellows:

Let πj be spoiled independently according to the exponential distribution with 
rate �j. The hosts and the tasks like Z, W or S can be allocated to the nodes to guar-
antee the required reliability R, as below (Balicki 2005):

Let (X , F, P) be the multi-criterion optimisation question for finding the represen-
tation of Pareto-optimal solutions (Coello et al. 2002). It is established, as follows:

1. X—an admissible solution set

where B = {0, 1}.

(8)

V
∑

v=1

cvrxm
vi ≤

J
∑

j=1

djrxπ
ij , i = 1, I , r = 1, R.

(9)
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2. F—a quality vector criterion

where
R— the set of real numbers,
F(x) = [Zmax(x), C(x)] T for x∈X,
Zmax(x) and C(x) are calculated using (6), (7), respectively

3. P—the Pareto relation (Deb 2001).

To solve this problem we can apply the Strength Pareto Evolutionary 
Algorithm SPEA (Zitzler et al. 2000) or the Adaptive Multi-Criterion 
Evolutionary Algorithm with Tabu Mutation AMEA+ (Balicki 2005). Moreover, 
some scheduling  algorithms based on tabu search have been studied in Weglarz 
et al. (2003).

In AMEA+, a tabu search procedure was applied as the second mutation opera-
tor to decrease the workload of the bottleneck computer. Moreover, we introduced 
the NSA* to improve the quality of obtained solutions and the evolutionary algo-
rithm was denoted as AMEA*.

6  Multi-criterion Genetic Programming

Genetic programming paradigm can be implemented as a genetic algorithm writ-
ten in the Matlab language. Chromosomes are generated as the Matlab functions 
and then genetic operators are applied for finding Pareto-suboptimal solutions. 
Figure 4 shows a scheme of the MGP that operates on the population of program 
functions. The preliminary population of programs is created in a specific man-
ner (Fig. 4, line 3). Each generated program consists of set of procedures and set 
of attributes. Set of procedures is defined, as follows:

where list—the procedure converting I(V + J) real numbers called activa-
tion levels to I(V + J) output binary numbers x

m

11
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m
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π
11
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π
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.
The procedure list is an obligatory the root of the program tree and 

appears only one in a generated program. In that way, the formal constraint 
xm ∈ B , m = 1, M is satisfied. An activation level is supplied to a root from the 
sub-tree that is randomly generated with using arithmetic operators {+, −, *, /} 
and the set of terminals. Let D be the set of numbers that consists of the given 
input data. A terminal set is determined for the problem, as below:

where L—set of n random numbers, n = D.

(10)F : X → R
2,

(11)F = {list, +, −, ∗, /}

(12)T = D ∪ L,
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If x is admissible, then the fitness (Fig. 4, line 4) is estimated, as below:

where r(x) denotes the rank of an admissible solution, 1 ≤ r(x) ≤ rmax.

Moreover, a niching procedure can be applied. The surface region of the Pareto 
front is divided by the size of the population. The number of other member’s fall-
ing within the sub-area of any individual is taken to establish the penalty for it.

In the two-weight tournament 2WT selection (Fig. 4, line 12), the roulette rule 
is carried out twice. If two potential parents (a, b) are admissible, then a domi-
nated one is eliminated. If two solutions non-dominate each other, then they are 
accepted. If potential parents (a, b) are non-admissible, then an alternative with the 
smaller penalty is selected.

The quality of solutions increases in optimisation problems with one criterion, if 
the crossover probability and the mutation rate are changed in an adaptive way (Sheble 
and Britting 1995). The crossover point is randomly chosen for the chromosome X in 
the S-crossover operator (Fig. 4, line 13). The crossover probability is 1 at the initial 
population and each pair of potential parents is obligatory taken for the crossover pro-
cedure. A crossover operation supports searching high-quality solution areas that it is 
important in the early search stage. If the number of generation t increases, the crosso-
ver probability decreases due to formula pc = e−t/Tmax. Some search areas are iden-
tified after several crossover operations on parent pairs. That is why, value pc is smaller 

(13)f (x) = rmax − r(x) + Pmax + 1,

Fig. 4  Multi-criterion genetic programming MGP*



138 J. Balicki et al.

and it is equal to 0.6065, if t = 100 for maximum number of population Tmax = 200. 
The final smallest value pc is 0.3679. A crossover probability decreases from 1 to 
exp(−1), exponentially. During S-crossover, a subtree with the randomly selected root 
from program a is exchanged with another subtree from tree b.

In S-mutation (Fig. 4, line 14), the random node is chosen as a root, the 
related subtree is removed, and then a new subtree is generated. A mutation rate 
is constant in the MGP and it is equal to 1/M, where M represents the number of 
decision variables.

7  Numerical Experiments

Better outcomes from the NSA* are transformed into improving a solution qual-
ity obtained by the MGP*. For the instance with 15 tasks, 4 nodes, and 5 com-
puter sorts, there are 80 binary decision variables. An average level of convergence 
to the Pareto set is 17.7 % for the MGP* and 17.4 % for the AMEA*. A maxi-
mal level is 28.5 % for the MGP* and 29.6 % for the AMEA*. For this instance 
the average number of optimal solutions is 19.5 % for the MGP* and 21.1 % for 
the AMEA*. Figure 5 shows the process of finding efficient task assignment by 
MGP* for the cut obtained from the evaluation space according to the cost crite-
rion C and the workload of the bottleneck computer Zmax.

An average level of convergence to the Pareto set, an maximal level, and the 
average number of optimal solutions become worse, when the number of task, 
number of nodes, and number of computer types increase. An average level is 
37.7 % for the MGP* versus 35,7 % for the AMEA*, if the instance includes 50 
tasks, 4 nodes, 5 computer types and also 220 binary decision variables.

Fig. 5  Pareto front 
determined by GMP*
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8  Concluding Remarks

Multi-objective genetic programming is a relatively new paradigm of artificial 
intelligence that can be used for finding Pareto-optimal solutions. A computer pro-
gram as a chromosome gives possibility to represent knowledge that is specific to 
the problem in more intelligent way than the data structure.

Our future works will focus on testing other sets of procedures and terminals 
to find the Pareto-optimal task assignments for different criteria and constraints. 
Initial numerical experiments confirmed that sub-optimal in Pareto sense task 
assignments can be found by genetic programming. This approach permits obtain-
ing outcomes of comparable quality to advanced evolutionary algorithm.
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Abstract Nowadays, there is a great interest in using of artificial intelligence 
techniques in different areas. The current work is focusing on particle swarm 
optimization (PSO) study. The authors aim to present a synthesis regarding the 
PSO applications within the power system field. Two issues are addressed in the 
 chapter. First, the PSO parameter tuning procedure using mathematical test func-
tions is presented. Second, the conclusions are elaborated in a case of optimal 
power flow (OPF) computing for large scale test power systems. For both issues 
the methodologies and software tools developed are presented. The research 
work is continued focusing on development the PSO based software designed for 
 transmission network expansion (in case of complex power systems).

1  Introduction

Nature represents the main background for swarm type intelligence methods: fish 
tanks, flocks of birds or ant colonies. All these examples are proving extraordinary 
self-organizing capabilities. The collective behavior is not able to be described 
adequately only by gathering each member’s individual one.

Swarm type intelligence appeared in 1989 within the optimization field as 
a set of autonomous robots control algorithms (Beni and Wang 1993). Six years 
later, three main algorithms have been developed: ant colony optimization (ACO), 
stochastic diffusion search (SDS) and particle swarm optimization (PSO). The 
genetic algorithms and the swarm intelligence based ones form the evolutionary 
computation domain.
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Swarm type intelligence describes collective systems, formed by simple agents, 
and characterized by a specific intelligence. This system is able to self-organize, 
based on the agent-agent type local interactions and, also, agent-environment ones. 
The population is called swarm and its individuals are called particles.

PSO has been developed by Kennedy and Eberhart (1995). The first applica-
tion of the PSO has been used for the artificial neural network training process 
(Kennedy and Eberhart 1995). The corresponding algorithm has been devel-
oped and, further, it is also utilized in a telecommunication, data mining, design-
ing, optimization, power engineering, signal processing etc. It has an advantage 
of being simple in concept, easy to implement and computationally efficient 
(AlRashidi and El-Hawary 2007; Esmin et al. 2005; Yumbla et al. 2008). In Zhao 
et al. (2004) PSO is applied for solving the OPF however, only using a continu-
ous control approach. Meanwhile, in He et al. (2004) discrete variables are also 
included by adding penalty terms to an objective function.

The chapter is organized as follows. The Sect. 2 introduces and describes the PSO 
mechanism. The developed software tool is presented in the Sect. 3. The  Sect. 4 pre-
sents the results and their discussion. Conclusions are presented in the Sect. 5.

2  PSO Mechanism 

Two research directions have been studied and are presented in the paper: evalua-
tion of the mathematical test functions using PSO-based algorithm and OPF com-
putation based on the PSO.

2.1  Standard PSO

The algorithm for the standard PSO is presented. The following function is 
considered:

where: x = {x1, x2, x3, . . . , xd}—vector containing d variables. The goal is to com-
pute the solution that provides minimum of the function. The swarm is defined as:

where: np—particle number (each particle being a possible solution candidate). 
It is an important parameter, representing the swarm dimension. Each particle is 
described by a set of d variables:

where: A—set of the possible solutions.

(1)f (x) : X → Y ⊆ R
n

(2)S = {x1, x2, . . . , xnp}

(3)xi = {xi,1, xi,2, . . . , xi,d} ∈ A, i = 1, 2, . . . , np
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To find the solution, each particle is going to move iteratively within the 
 searching space, xi representing the particle position. The position is updated using 
the v velocity value:

The velocity components are computed for each variable. For a specific computing 
step t each particle is characterized by the xt

i
 position and the vt

i
 velocity.

The swarm uses two memories. The first memory refers to each particle and it 
is known as personal best (pBest).

where: t—current computing step.
The PSO algorithm social behaviour is described by the second memory called 

global best (gBest).

One PSO algorithm computing step is described as:

where: r1 and r2—random variables uniformly distributed within the [0; 1] range; 
c1 and c2—acceleration constants corresponding to the cognitive and social terms.

The values corresponding to the c1 and c2 constants have an important influ-
ence over the particles’ behaviour within the searching space (usual values are set 
within [1; 2] range). Few practical considerations are the following ones:

•	 close values to 2 determine the particles to explore farther areas within the 
searching space;

•	 in case of c1 > c2 the searching is forced towards the particles’ personal best 
 values (pBest);

•	 in case of c1 < c2 the searching mechanism is oriented towards the gBest value. 
It is ideal for convex functions (without local minimum; only global one).

(4)xi = {xi,1, xi,2, . . . , xi,d} ∈ A, i = 1, 2, . . . , np

(5)f (pBest
t+1

i ) = Min{f (x1

i ), f (x2

i ), . . . , f (xt
i )}, i = 1, np

(6)pBest
t+1

i = {pBestt+1

i,1 , pBestt+1

i,2 , . . . , pBestt+1

i,d }, i = 1, np

(7)f (gBestt+1) = Min{f (pBest
t+1
1 ), f (pBest

t+1
2 ), . . . , f (pBestt+1

np )}

(8)gBestt+1
= {gBestt+1

1 , gBestt+1
2 , . . . , gBestt+1

d }

(9)
vt+1

i,j = vt
i,j + c1 · r1 · (pBestt

i,j − xt
i,j) + c2 · r2 · (gBestt

j − xt
i,j), i = 1, np, j = 1, d

(10)xt+1
i,j = vt

i,j + xt+1
i,j , i = 1, 2, . . . , np, j = 1, 2, . . . , d
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The acceleration constants’ values are established based on experience. To 
improve the PSO performance, additional searching space or velocity constraints 
can be set:

•	 infinite searching: particle are allowed to evolve towards an unfavourable area. 
Thus a valid solution is not able to be established. The velocity and position are 
not changing;

•	 absorption searching: particles that are situated outside the admissible domain 
are reinitialized with the nearest position to the domain border;

•	 random searching: particles that are situated outside the admissible domain are 
randomly reinitialized inside the domain. In the following, the particles’ veloc-
ity is adjusted according to the relation:

For the great majority of the optimization applications it is recommended that the 
particles should not exceed the admissible domain. Thus, the absorption and ran-
dom searching method are suggested.

Very high velocity values represent one of the problems that could arise in case 
of PSO algorithm evolution. In this case the particles are tending to evolve out-
side the admissible range. Velocity limiting represents a solution for solving this 
problem.

The admissible domain is established as follows:

where ai and bi represent the inferior and superior limits for xi variable. The fol-
lowing velocity limits are obtained:

The k coefficient value is established according to the experience. The most rec-
ommended value is k = 2, leading to an efficient searching space exploring. In 
case of a non convex function (that has multiple local minimum values) greater k 
coefficient values are recommended to be used.

Once the velocities have been computed using relation (9), the obtained values 
are checked and the necessary corrections are performed:

2.2  PSO Variants

In case of PSO algorithm, like other population based searching procedures, two 
major stages are highlighted: exploration—the most suitable areas within the 

(11)vt+1
i,j = xt+1

i,j − xt
i,j

(12)xi ∈ [ai, bi]

(13)vmax
j =

bj−aj

k
, j = 1, n vmin

j = −vmax
j , j = 1, n

(14)vt+1
i,j =











vt+1
i,j if vt+1

i,j ∈ [vmin
j , vmax

j ]

vmin
j if vt+1

i,j < vmin
j , , i = 1, np, j = 1, d

vmax
j if vt+1

i,j > vmax
j
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searching space are identified and exploitation—convergence through the best 
solution is assured.

Two PSO variants are divided: global PSO—entire swarm is considered as 
neighbours of each particle and a single global value characterizing the best posi-
tion of the swarm is used—and local PSO—characterized by several positions 
indicated by the neighbouring groups formed within the swarm. Usually, global 
PSO provides an accelerated convergence towards the optimal value. Local PSO 
performs a more detailed search within the solution space, thus better exploration 
is assured.

In case global PSO, for a swarm having np particles and n variables solution 
space, the xi particle velocity is computed as:

and for local PSO variant the corresponding relation is:

Using this two information a new PSO algorithm variant is developed—the unified 
PSO (UPSO). The two previous velocities are combined through the unification 
factor u:

where u ∈ [0, 1].
For small u values the searching space is explored more efficiently. If a value 

close to 1 is used, then the searching space is smaller, the convergence being 
accelerated (global PSO velocity influence is transmitted) (Bijaya et al. 2001).

2.3  PSO Based OPF Computing

The control variables are represented by:

where: Vi—ith PV bus voltage magnitude; Pgi—ith bus real generated power; kij—
transformer ratio for the ij transformer; G—subset of the PV buses; e—the slack 
bus; T—subset of the transformers.

The state variables are represented by:

(15)
vgt+1

i,j = vt
i,j + c1 · r1 · (pBestt

i,j − xt
i,j) + c2 · r2 · (gBestt

j − xt
i,j), i = 1, np, j = 1, d

(16)
vlt+1

i,j = vt
ij + c1 · r1 · (pBestt

i,j − xt
i,j) + c2 · r2 · (iBestt

j − xt
i,j), i = 1, np, j = 1, d

(17)vt+1

i,j = u · vgt+1

i,j + (u − 1) · vlt+1

i,j , i = 1, np, j = 1, d

(18)Vi, i ∈ G, Pgi, i ∈ G\e, kij, ij ∈ T

(19)δi, i ∈ N\e, Pge, Vi, i ∈ C, Qgi, i ∈ G
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where: δi—ith bus voltage angle; Vi—ith PQ bus voltage magnitude; Qgi—ith bus 
reactive generated power; N—set of buses; C—subset of PQ buses.

Constraints are represented by:

•	 equality constraints:

where: V, δ, K—bus voltage, bus voltage angle and transformer ratio arrays.
•	 inequality constraints:

where: variable x, respectively refers to: Pge, Qg, V, Pij, Sij, Pg, k.

The objective function refers to:

In this case the real power losses are subject to minimization. This problem is 
solved by using penalty functions and Lagrange multipliers method. For this pur-
pose, the lagrangean function Φ is build:

where: λ—Lagrange multipliers; r—penalty coefficients; p—weighting coefficients.
The OPF mathematical model is solved basing on PSO approach. The parti-

cle is represented by an array having as components the control variables: PV bus 
voltage magnitudes (Vi , i ∈ G), PV bus real generated power, excepting the slab 
bus (Pgi, i ∈ G\e), transformer ratio values and phases (Kij , ij ∈ T , Ωij , ij ∈ T). 
The xi particle and the swarm S are defined as:

(20)Pi(U, δ, K) − Pgi − Pci = 0, i ∈ N;Qi(U, δ, K) − Qgi − Qci = 0, i ∈ N

(21)xmin
≤ x ≤ xmax

(22)min(OBF) = min

(

∑

i∈G

Pgi +

∑

i∈N

Pci

)

(23)

Φ =(
∑

i∈G

Pgi +

∑

i∈G

Pci) +

∑

i∈N\e

�pi · (Pi − Pgi − Pci) +

∑

i∈C

�qi · (Qi − Qci)+

+ rpe · (Pge − P∗
ge)

2
+ rq ·

∑

i∈G

pqi · (Qgi − Q∗
gi)

2
+ rV ·

∑

i∈C

pVi · (Vi − V∗
i )2

+

+ rp ·

∑

ij∈R

ppij · (Pij − P∗
ij)

2
+ rs ·

∑

ij∈R

psij · (Sij − S∗
ij)

2

(24)S = [x1, x2, . . . , xN ]

(25)
xi = [xi1, xi2, . . . , xid]

T , i = 1, N;

d = g + (g − 1) + 2c

(26)
xi = [{Ui1, Ui2, . . . , Uij}, {Pgi1, Pgi2, . . . , Pgik}, {Ki1, Ki2, . . . , Kim},

{Ωi1, Ωi2, . . . , Ωim}], i = 1, N; j ∈ G; k ∈ G\e; m ∈ T
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where N—swarm dimension; d—number of variables included within the ith 
 particle; c—number of the transformers within the power system. The swarm 
dimension should not be smaller than 30 particles or, in case of large power sys-
tems, at least equal to number d.

Particles are evaluated based on the relation (23) having as an objective the 
Lagrangean function minimization. Two stopping criteria are considered. The final 
solution is obtained when the maximum number of iterations is reached or no fur-
ther improvement can be brought.

In the following, the OPF algorithm is applied. Based on the algorithm a cor-
responding software tool has been developed.

3  Software Tool

3.1  Particle Swarm Optimization-benchmark (PSO-b) 

The software tool PSO-b has been developed in Matlab (Fig. 1).
Three mathematical functions (Rosenbrock, Rastrigin, Schwefel) are imple-

mented. The user is able to view the plot for the desired function, to change the 
default domain and to chose the desired number of variables (varNo field). The 
basic PSO parameters are set using the PSO Parameters zone:

•	 particle numbers composing the swarm—Swarm Size field;
•	 c1 constant for the cognitive velocity term—C1(cognitive) field;
•	 c2 constant for the social velocity term—C2(social) field.

Additionally, other options are also provided by the developed software tool:

•	 Search Space Control (random, absorb, infinity options);
•	 Velocity Control (adaptive velocity and velocity limitation);
•	 algorithm type is suitable to be chosen: standard PSO or unified PSO;
•	 in case of unified PSO, 3 configuration types for the unification factor are able 

to be selected: constant variation, linear variation and exponential variation;
•	 Number of cycles—field allowing the number of consecutive runs;
•	 if the Real time graph option is checked, the user is able to view in real time 

(for each computing step) the particle position within the searching space.

3.2  PSO Based OPF Computing Software Tool

The main window is presented in Fig. 2.
The user is able to select the control variables (P, V, k or different combinations) 

for the optimization process, the swarm size and to set the stopping criteria. The 
software is linked to other power systems analysis software (such as Power world) 
to extract the associated database. The stopping criteria refer to the maximum iter-
ations and capping iterations (the OBF value is not improved anymore).
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4  Results and Discussions

4.1  Mathematical Test Functions: Rosenbrock Function

Rosenbrock valley represents a classical optimization problem. The global opti-
mum is situated inside a long and narrow valley. The searching algorithms reach 
the valley easily, but convergence to the global optimum is difficult. This function 
is used for the searching algorithm performance testing (Fig. 3).

Fig. 2  PSO based OPF 
software tool

Fig. 1  PSO-b—main window
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Global minimum is located for xm = 1, with f (xm) = 0 (Tables 1 and 2).

(27)f (xi) =

n−1
∑

i=1

[100 · (xi+1 − x2
i )2

+ (1 − xi)
2
] , −2.048 ≤ xi ≤ 2.048

(28)f (xi) = 0 , xi = 1 , i = 1, n

Fig. 3  Rosenbrock’s function plot—2 variables

Table 1  SPSO (20 variables, 50 samples)—Rosenbrock functionRosenbrock function

SPSOr SPSOa SPSOi SaPSOr SaPSOa SaPSOi

Best f(x) value 0.124 0.000 1.298 0.304 0.000 2.189
Average f(x) value 5.872 59.363 8.760 5.677 42.634 9.955
Average x value 0.637 0.565 0.502 0.626 0.673 0.441
Average computing time (CT) (s) 08 06 05 08 06 05

Table 2  UPSO (20 variables, 50 samples)—Rosenbrock function

UPSOr-
uCt

UPSOa-
uCt

UaPSOr- 
uCt

UaPSOa-
uCt

UPSOr-
uExp

UPSOa-
uExp

UaPSOr-
uExp

UaPSOa-
uExp

Best f(x) 
value

1.162 1.944 0.236 0.026 0.032 0.000 3.474 0.000

Average 
f(x) 
value

7.508 11.970 7.702 9.012 6.775 11.960 5.996 20.224

Average x 
value

0.551 0.585 0.553 0.517 0.595 0.588 0.624 0.588

Average 
CT (s)

10 8 10 8 10 8 10 8
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Analyzing the results, the following conclusions are highlighted:

•	 options random and infinity are providing the best results from the average f(x) 
values point of view;

•	 average f(x) values are ranging within the interval [5.6, 9.9].The SaPSOr algo-
rithm provides the closest value to the global minimum f (xi) = 0 (5.677);

•	 average x values are ranging within the interval [0.44, 0.63].The SPSOr algo-
rithm provides the closest value to the solution xi = 0.637;

•	 absorb option provides unsatisfied results for the average f(x) f (x)avg ∈ [42.6, 59.3];
•	 in case of UPSOr-uExp, UPSOr-uCt and UaPSOr-uExp variants a range restric-

tion is recorded f (x)med ∈ [5.9, 7.5] and xmed ∈ [0.55, 0.62];
•	 UPSO absorb variant highlights major improvements from the average f(x) 

value. Like the SPSO case, it is also able to find the solution.

All the 3 functions have been studied, but only the results corresponding to the 
Rosenbrock function are presented in the paper. The use of absorb option, in case 
of Rosenbrock function, leads to the global minimum (0 being the best result). 
But, the average value is much higher than the one corresponding to random 
option. Thus, for this function, it is recommended to control the search space using 
random option, because the best results are provided and their variation is much 
smaller in comparison with absorb option.

It could be concluded that the best results are provided for the unified version of 
the standard PSO algorithm, having a random control of the search space, adaptive 
velocity and an exponential variation unification factor.

4.2  PSO Based OPF Computing

A real large scale power system has been used as case study. It is designed based 
on the Western and Southern side of the Romanian Power System (Fig. 4). It has 
88 buses and 107 branches. The 35 PV buses are divided in 17 real generating 
units and 18 equivalent PV buses, obtained by extracting the analyzed part from 
the Romanian Power System. The system has 42 PQ buses. The buses at medium 
voltage (real generating groups), 110, 220, 400 kV are represented.

A comparison of the bus voltages (base case and OPF) is presented in Fig. 5. 
None of the voltage limits are exceeded. It is highlighted that the OPF voltage sys-
tem buses has greater values than the base case.

The real/reactive generated power OPF results are synthesized in Figs. 6 and 7. 
Analyzing the figures, it is highlighted that the superior or inferior limits are not 
violated for any of the generating units. Regarding the power flow through the sys-
tem branches, there are no branches loaded at limit or congestions.

PSO based OPF algorithm settings have been established as follows: popula-
tion = 30 particles; maximum allowable computing steps = 1,000, executed com-
puting steps = 721; imposed error = 1E−03.
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Fig. 4  Power system one-line diagram

Fig. 5  OPF results—power system buses
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The evolution of the PSO based OPF computing process is described in 
Fig. 8. The Lagrangian function values are represented in the figure. Also, 
the gBest Lagrangian function and OBF values are represented. Starting with 
(around) 150 computing step, the algorithm performs very accurate computa-
tions. The solution is not improving only for the last computing steps and the 
algorithm stops.

The figure highlights that the OBF has an accentuated decrease during the 1st 
20 computing steps. For the determined solution there are no constraint viola-
tions. The notched form of the OBF average values’ plot highlights the diversity of 
the population. Thus, the proposed algorithm is efficiently exploring the solution 
space (for the initial phase). During the last computing steps the plot flattens prov-
ing the algorithm convergence. This particular area of the plot represents the algo-
rithm computing effort trying to improve the solution having as a goal to minimize 
the constraints’ violations (OBF ≅ Lagrangian function).

Fig. 6  OPF results—real 
generated power

Fig. 7  OPF results—reactive 
generated power

Fig. 8  PSO based OPF 
process evolution
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5  Conclusion

For of PSO based mathematical test functions’ evaluation the best results are provided 
for the unified version of the standard PSO algorithm, having a random control of the 
search space, adaptive velocity and an exponential variation unification factor.

A real and large scale test of power system has been led as the case study. 
Useful results have been obtained. The algorithm is characterized by good 
properties.

For PSO based algorithms, the potential solutions (particles) are performed 
using a random velocity, spreading through the problem space by following the 
best particles (having as a goal to improve them). The particles, having random 
velocities, are able to evolve towards the global optimum basing on their memory 
mechanism.
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Abstract This paper describes the optimization of a dividing genetic algorithm  
(DGA). It is used for division of road traffic networks into sub-networks of a dis-
tributed road traffic simulation. The optimization is performed by finding optimal 
settings of the DGA parameters using a distributed optimizing genetic algorithm  
(distributed OGA). Since the distributed OGA is expected to be extremely time-
consuming, the paper is focused on a determination of the total time necessary for 
the OGA computation. It is determined, performing tests, that the OGA can be 
completed in range of days at least for lower numbers of OGA generations on a 
distributed computer consisting of nearly 100 processor cores.

1  Introduction

The computer road traffic simulation is an important tool for analysis,  control, 
and design of road traffic networks. Such simulation can be very time  consuming, 
 especially for large road traffic networks (e.g. large cities or entire states). 
Therefore, many road traffic simulators have been adapted or designed for 
 distributed computing environment where combined computing power of multiple 
interconnected computers (nodes) is used for faster execution of the simulation. In 
this case, the simulated road traffic network must be divided into sub-networks, 
whose simulations are then performed on particular nodes of the distributed com-
puter as processes. The quality of the division influences the resulting performance 
of the entire distributed simulation. Hence, two important issues should be consid-
ered during the division—the sub-networks load-balancing and the inter-process 
communication minimization (Potuzak 2011).
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During our previous research, we have developed a method for road traffic 
 network division, which considers both mentioned issues (Potuzak 2011). This 
method utilizes a genetic algorithm  for multi-objective optimization of the resulting 
road traffic network division. Although the results of the proposed method are reason-
able (Potuzak 2012a) they are not optimal, especially for large road traffic networks 
(Potuzak 2013a). The probable cause is the suboptimal settings of the parameters of 
the genetic algorithm that are set manually based on preliminary testing result. These 
settings can be tuned in order to achieve better performance of the division method.

In this paper, we discuss the time requirements of a distributed genetic 
 algorithm for optimization of the parameters settings of the genetic algorithm for 
road traffic network division. To avoid confusion in the following text the genetic 
algorithm of optimization is referred as optimizing genetic algorithm (OGA). 
The genetic algorithm for road traffic network division (which is optimized using 
OGA) is referred as dividing genetic algorithm (DGA).

2  Basic Notions

In order to make further reading more clear the genetic algorithms  and the road 
traffic network division are described first.

2.1  Genetic Algorithms  Description

A genetic algorithm is an evolutionary algorithm (Poli et al. 2008), which mimics 
natural genetic evolution and selection in nature in order to solve a specific  problem. 
Since their development in 1975, the genetic algorithms  have been widely used 
for solving of optimization (including multi-objective optimization) and searching 
problems in many domains (Farshbaf and Feizi-Darakhshi 2009). The basic notions 
of a typical genetic algorithm are described in following paragraphs.

Using the genetic algorithm for solving of a problem the representation of the 
solution of the problem must be determined first. Each solution is considered an 
individual and it is usually represented by a vector of binary or integer values. The 
meaning of the particular values depends on the solved problem. A predetermined 
number of individuals are then (most often) randomly generated in order to form 
the initial population (Menouar 2010).

For each individual of the initial population, the so-called fitness value is cal-
culated using a fitness function. The fitness value is an objective assessment of the 
quality of each individual from the point of view of the solved problem. The better 
the solution is, the higher its fitness value should be. So, the fitness function is the 
only part of the genetic algorithm requiring the knowledge of the solved problem 
(Menouar 2010). Based on the fitness value, a set of individuals are selected to be 
“parents” of a new generation.
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The new generation is created using the selected parents and the crossover and 
mutation operators. The crossover uses (most often) two parents to produce (most 
often) two descendants using mutual exchange of the values of the parents’ vec-
tors. The mutation performs random changes of the values in the descendants’ vec-
tors (Poli et al. 2008). Once the new generation is created, the fitness values are 
calculated for all individuals and the process repeats until a stop condition is ful-
filled or a preset number of generations is created (Potuzak 2011).

2.2  Road Traffic Network Division Description

As it is mentioned in the Sect. 1 the road traffic network must be divided into 
required number of sub-networks prior the execution of its simulation in a distrib-
uted environment. The resulting sub-networks are then simulated as processes on 
particular nodes of the distributed computer (a sub-network per node). Since, even 
with the simulated road traffic network divided the vehicles still need to pass among 
the sub-networks. Thus, the simulation processes are interconnected by communi-
cation links enabling transfer of vehicles between the neighboring sub-networks in 
the form of messages (Potuzak 2012a). The inter-process communication is also 
necessary for synchronization of the simulation processes, which ensures that the 
simulation time of all processes is the same at the same moment (Potuzak 2012a).

There are two issues, which should be considered during the road traffic net-
work division—the sub-networks load-balancing and the inter-process communi-
cation minimization. The load-balancing is necessary to achieve similar speeds of 
the simulation processes and, consequently, to minimize the waiting of the faster 
processes on the slower processes (Grosu et al. 2008; Potuzak 2012a). If the target 
distributed computer is a homogenous cluster (i.e. with nodes of the same comput-
ing power), the sub-networks should have similar loads (i.e. similar numbers of 
vehicles moving within them). If the target distributed computer is a heterogene-
ous cluster (i.e. with nodes of different computing power), the loads of the par-
ticular sub-networks should correspond to the computing powers of the nodes, on 
which the sub-networks will be simulated (Potuzak 2013a).

The communication minimization is necessary, because it is very slow in com-
parison to the remainder computations of the distributed simulation computations. 
The communication can be diminished by reducing the number of vehicles trans-
ferred among the sub-networks. This, in turn, can be achieved by minimization of 
the number of traffic lanes interconnecting the sub-networks (Potuzak 2013b).

3  Road Traffic Network Division Using DGA

The method for road traffic network division, which we have developed, consid-
ers both mentioned issues (see Sect. 2.2). There are two versions of the method—
for homogenous and for heterogeneous clusters. The versions differ only in the 
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load-balancing, where the road traffic network is divided into sub-networks with 
the similar loads for the homogeneous clusters and into sub-networks with the 
loads ratio corresponding to the computing power ratio of the particular nodes for 
the heterogeneous clusters (Potuzak 2013a).

Regardless the version, the method utilizes a (usually) less-detailed road traffic 
simulation for assigning of the weights to particular traffic lanes. These weights 
correspond to the numbers of vehicles moving within the lanes during the sim-
ulation run. It is possible to use a macroscopic, a mesoscopic, or a microscopic 
simulation. However, the macroscopic simulation is usually used, since all the 
simulations give similar results and the macroscopic simulation is the fastest one 
(Potuzak 2012a). Once the weights are assigned to the traffic lanes, the road traf-
fic network is considered as a weighted graph. The crossroads are then acting as 
nodes and the sets of traffic lanes interconnecting neighboring crossroads acting 
as edges with weights equal to the sum of weights of all traffic lanes of each set 
(Potuzak 2013b). The road traffic network (i.e. the weighted graph) is then divided 
using the dividing genetic algorithm (DGA) into required number of load-balanced 
sub-networks of minimized number of edges (and, consequently, traffic lanes) 
interconnecting them (i.e. divided traffic edges/lanes) (Potuzak 2012a, 2013a).

3.1  Dividing Genetic Algorithm Description

The DGA is a standard genetic algorithm (see Sect. 2.1). Each individual repre-
sents a single assignment of crossroads to particular sub-networks in the form of a 
vector of integer values. The length of the vector corresponds to the total number 
of crossroads in the divided road traffic network. Each value then represents the 
sub-network to which the corresponding crossroad is assigned (Potuzak 2011).

The initial population of 90 individuals is randomly generated. So, the cross-
roads are randomly assigned to the particular sub-networks (Potuzak 2012a). The 
fitness value of each individual is calculated using the fitness function consisting of 
two parts—the equability and the compactness. The equability represents the load-
balancing of the sub-networks and it is the only part of the DGA, which is differ-
ent for homogenous and heterogeneous clusters. The compactness represents the 
minimization of the number of divided edges (and, consequently, traffic lanes) and 
is the same for both types of clusters. The fitness function can be then expressed as:

where a FDGA is the fitness value, E is the equability, C is the compactness, and rE 
is the equability ratio determining, which part (the equability E or the compactness 
C) of the fitness function is more important. Different values of the rE can be con-
venient in different situations. Usually, the rE is set to 0.25.

Once the fitness values are calculated for all individuals, ten individuals are 
selected to be parents of the new generation using truncation selection (see 
Fig. 1a), which means than the individuals with the highest values from entire 

(1)FDGA = rE · E + (1 − rE) · C
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population are selected (Bäck 1996). Using all possible pairs formed from the 
selected individuals and the deterministic uniform crossover (see Fig. 2a), the new 
generation of 90 individuals is created. Using this crossover, every second value 
is exchanged between the two parents’ vectors to form two descendants. Each 
descendant is then mutated using a preset number of random changes of its vec-
tor. This way, a new generation is created. The entire process repeats for the preset 
number of generations (up to 100,000) (Potuzak 2013b).

3.2  Implemented Improvements of DGA

In order to achieve a higher speed of the DGA, its implementation is recently 
refined. A new data structure is created to enable faster calculation of the fitness 
values and the utilization of integer instead of real numbers is employed where 
possible. This leads to a substantial increase of the DGA speed due to reducing its 
computation time to roughly 30 % of its original implementation.

Moreover, three other selection methods and three other crossover methods are 
implemented in order to include them to the OGA optimization of the DGA. A 
specific selection and crossover methods can be set prior to the DGA execution. 
The selection methods include truncation selection, fitness proportionate selec-
tion (Bäck 1996), stochastic universal sampling (Baker 1987), and tournament 
selection (Xie and Zhang 2013). The difference between the selection methods is 
depicted in Fig. 1.

Fig. 1  Comparison of the implemented selection methods

Fig. 2  Comparison of the implemented crossover methods
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The crossover methods include deterministic uniform crossover (see Sect. 3.1), 
uniform crossover, one-point crossover, and two-point crossover (Ahmed 2010). 
The difference in the crossover methods is depicted in Fig. 2.

4  DGA Optimization Using OGA

In order to find optimal settings of the parameters of the DGA, the optimizing 
genetic algorithm (OGA) is used. There are several parameters of the DGA to 
optimize—the number of generations, the number of individuals in the generation, 
the number of selected individuals, and the number of mutations per individual. 
Moreover, the optimal combination of the selection and crossover methods (four 
and four options, respectively—see Sect. 3.2) should be determined. All the men-
tioned parameters can significantly influence the quality of road traffic network 
division and the speed of the division method (Potuzak 2013b).

A parameter, which will not be optimized using the OGA is the equability ratio 
(rE), which determines whether the load-balancing of the sub-networks or the min-
imization of the number of divided traffic lanes should be more important during 
the division (see Sect. 3.1). Since the requirements can vary in different situations, 
it would be difficult to find a single optimal value (Potuzak 2013b).

4.1  Optimizing Genetic Algorithm Description

The utilization of the OGA for optimization of the DGA seems to be a viable 
approach, since the genetic algorithms are generally convenient for optimization 
problems (Farshbaf and Feizi-Darakhshi 2009). The OGA individual representation 
must incorporate all the parameters, which shall be optimized (see Sect. 4). These 
parameters can be expressed as nonnegative integer numbers of different sizes. 
So, the OGA individual is represented by a binary vector with several multi-bit 
parts. Each part represents a single DGA parameter to optimize encoded using the 
unsigned magnitude representation. More specifically, each individual consists of 46 
bits—17 bits for the number of generations (G), 10 bits for the number of individu-
als in a generation (IG), 10 bits for the number of selected individuals (IS), 5 bits for 
the number of mutations per individual (M), 2 bits for the type of selection (S), and 2 
bits for the type of crossover (C) (Potuzak 2013b). The example is depicted in Fig. 3.

The initial population of the OGA consists of 90 randomly generated individuals 
(similarly to DGA). For all individuals, the fitness value is calculated. For an OGA 
individual, it is necessary to perform the complete DGA on a road traffic network 

Fig. 3  An example of the OGA individual
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with parameters set according to the OGA individual. Since it is necessary for the 
OGA optimization to be universal and not solely for one road traffic network, three 
road traffic networks of different sizes divided into three different numbers of sub-
networks will be used. These networks are regular square grids of 64, 256, and 
1,024 crossroads (86, 326, and 1,267 km of total traffic lanes length, respectively). 
They are divided into 2, 4, and 8 sub-networks. Originally, the division into 16 sub-
networks was considered as well (Potuzak 2013b). However, for the road traffic 
networks of the given sizes, the division into 16 sub-networks is quite improbable 
to be convenient, because the resulting sub-networks will be too small.

The OGA fitness value is then calculated using the maximal achieved DGA fit-
ness values of all combinations of the divided road traffic networks and the num-
ber of sub-networks. So, the fitness function can be expresses as:

where FOGA is the OGA fitness function and Fmax
ij

is the maximal achieved DGA 
fitness value for ith road traffic network and jth number of sub-networks.

Once the fitness values are calculated for all OGA individuals, ten individuals 
are selected to be parents of the new generation. The truncation selection is used 
(see Fig. 1a), which means that the individuals with the highest fitness values are 
selected. For the creation of the descendants, the deterministic uniform crossover 
(see Fig. 2a) of all possible pairs of two parents is used. Each descendant can be 
mutated using random but limited number of random changes of its bits. Once the 
new generation is created, the fitness values are calculated for all OGA individuals 
and the process repeats until the preset number of generations is created. So, the 
OGA is very similar to the original DGA.

4.2  Distributed OGA Description

Because the OGA is expected to be extremely computation intensive (Potuzak 
2012b, 2013b), only its distributed implementation seems to be feasible. Still 
a distributed computer with large number of nodes will be required to keep the 
OGA computation time in acceptable limits. For the OGA, we can utilize two 
classrooms, which are at our disposal at Department of Computer Sciences and 
Engineering of University of West Bohemia (DSCE UWB). Each classroom con-
tains twelve desktop PCs. Each PC incorporates Intel i5-2400S Quad-Core pro-
cessor at 3.1 GHz, 8 GB RAM, and 250 GB HDD. The PCs are used for the 
education purposes during the working days, but are usually idle or deactivated 
during the late afternoons, nights, and weekends. As these times, they can be read-
ily used for the OGA computations (Potuzak 2013b).

For the distributed OGA, the well-known farmer–worker paradigm is used. 
So, there is one control process (farmer) and a number of working processes 

(2)FOGA =

∑3
i=1

∑3
j=1 F

max
ij

9
,
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(workers). The OGA is implemented in the DUTS Editor system (developed at 
DSCE UWB). This system with all three road traffic networks (see Sect. 4.1) must 
be installed on each computer, which will participate on the OGA computation. It 
is possible to run either the control process or the working process. It is conveni-
ent, on a multi-core node (computer), to run number of working processes corre-
sponding to the number of processor cores. Each working process is connected by 
a bidirectional communication link to the control process for the message passing.

Assume now that the distributed OGA is performed on three quad-core nodes, 
one of them hosting the control process while two other hosting four working pro-
cesses each (see Fig. 4). The OGA computation is then performed as follows. Each 
working process loads all three road traffic networks. The control process loads 
them as well and performs the macroscopic simulation on each of them in order 
to obtain weights of the traffic lanes (i.e. input for the DGA—see Sect. 3). These 
weights are sent to all working processes, which assign them to the correspond-
ing traffic lanes of the loaded road traffic networks. The control process then cre-
ates the initial OGA population and distributes the individuals uniformly among 
the working process. Each working process then calculates the OGA fitness values 
of the received individuals by performing nine DGA runs per OGA individual (i.e. 
using three road traffic networks divided into three different numbers of sub-net-
works—see Sect. 4.1). The OGA fitness values are then sent to the control process. 
Once the control process receives the fitness values of all OGA individuals, it per-
forms the selection, crossover, and mutation and creates a new OGA generation.

Its OGA individuals are again distributed to the working processes and the 
entire process repeats for the preset number of generations. The inter-process com-
munication scheme of the OGA is depicted in Fig. 4.

Because the fitness values calculation is by far the most computation-intensive 
part of the OGA and only relatively short vectors of integer or real values are 
transferred two times per generation between the control and each working pro-
cess, the time necessary for inter-process communication is negligible, which is 
a very convenient feature for a distributed computation. Nevertheless, the OGA 
computation time is in range of days and weeks (see Sect. 5) and the classrooms 
intended for the OGA are regularly used for education purposes. Hence, a single 
continuous computation of the OGA is out of question. Instead, it is possible for 

Fig. 4  The OGA communication scheme for one control and eight working processes
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the control process to store the weights of the traffic lanes and the current gen-
eration in a XML file during the computation. So, the computation can be ended 
whenever necessary and then resumed using the data in the XML file.

5  Tests and Results

Currently, an implementation of the distributed OGA is nearly finished. In order to 
determine the time necessary for its execution a set of tests have been performed 
using one processor core of one node (computer) of the distributed computer, on 
which the distributed OGA is performed (see Sect. 4.2).

The set of tests has been focused on the time necessary for the homogenous 
and heterogeneous DGA runs in dependence on the settings of its three optimized 
parameters. The settings of these parameters—the number of DGA generations, 
the DGA selection type, and the DGA crossover type (see Sect. 4) can signifi-
cantly influence the time necessary for the DGA run, and consequently, the dis-
tributed OGA execution, which utilize nine DGA runs for the computation of 
the fitness value of a single OGA individual (see Sect. 4.1). The tests have been 
performed for all three road traffic networks (see Sect. 4.1), 1,000, 10,000, and 
100,000 DGA generations, and all combinations of the DGA selection and DGA 
crossover types. All road traffic networks have been divided only into four sub-
networks, since the number of sub-networks has negligible effect on the DGA 
computation time (Potuzak 2013b). The results for the DGA for homogeneous 
cluster are summarized in Table 1. Each value is averaged from ten attempts. The 
results for the DGA for heterogeneous clusters are very similar and differ in range 
of several percents. Therefore, from now on, we will not distinguish between these 
two versions of the DGA.

The results depicted in Table 1 can be used for the determination of the mean 
computation time of the fitness value of a single OGA individual using one pro-
cessor core depending on the number of DGA generations. Following the calcula-
tion of the OGA fitness function (see Eq. 2) and using the last row of Table 1, this 
mean time can be calculated as:

where T
OGA

G
 is the mean computation time necessary for the calculation of the 

OGA individual for G DGA generations, and TDGA

X,G
 are the mean times necessary 

for the DGA for G generations and X crossroads of the divided road traffic net-
work (i.e. values in last row of Table 1). It should be noted that the distributed 
OGA is intended to utilize all four processor cores of each node of the distrib-
uted computer. It has been determined in (Potuzak 2012b) that it is possible for 
the price of 7 % slowdown in comparison to the utilization of only one core. The 
mean computation time of the fitness value of a single OGA individual for differ-
ent numbers of DGA generations is summarized in Table 2.

(3)T
OGA

G
= 3 ·

(

T
DGA

64,G + T
DGA

256,G + T
DGA

1,024,G

)

,
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The mean computation time of the fitness value of a single OGA individual for 
mean number of generations increased by 7 % (see most right cell in last row of 
the Table 2) can be designated the OGA individual computation time. Comparing 
the new results depicted in Table 2 with the results described in Potuzak (2013b), 
the new OGA individual computation time is only roughly 17 % of the OGA 
individual computation time described in Potuzak (2013b). The reasons of this 
speedup are the optimization of the DGA (see Sect. 3.2) and the change of the 
calculation of the OGA fitness function (the division into 16 sub-networks is no 
longer considered—see Sect. 4.1).

Using the OGA individual computation time and knowing there are 90 individ-
uals per OGA generation, it is possible to determine the total computation time of 
the OGA. Considering that the distributed computer for the OGA would consist of 

Table 2  The mean computation time of the fitness value of a single DGA individual

DGA generations count

Without 7 % slowdown With 7 % slowdown

Computation time (s)

103 12.0 12.8
104 114.3 122.3
105 1,203.3 1,287.5
Average 443.2 474.2

Table 1  Time necessary for the DGA for homogeneous clusters

Selection (S) types: TR truncation selection, FP fitness proportionate selection, SUS stochastic 
universal sampling, TO tournament selection. Crossover types: DU deterministic uniform crosso-
ver, U uniform crossover, 1P one-point crossover, 2P two-point crossover

Crossroads 64 256 1,024

Generations 103 104 105 103 104 105 103 104 105

S C DGA computation time (s)

TR DU 0.2 2.2 22.3 0.7 6.2 58.4 2.8 24.2 211.8
U 0.3 2.8 28.8 0.9 8.5 81.4 3.7 33.4 325.4
1P 0.2 2.2 22.4 0.7 6.1 58.3 2.7 23.7 207.2
2P 0.2 2.2 22.7 0.7 6.2 59.6 2.8 24.1 215.4

FP DU 0.2 2.6 26.9 0.8 7.6 75.8 2.8 27.8 764.0
U 0.3 3.2 33.3 1.0 10.1 100.9 3.8 37.8 394.3
1P 0.2 2.6 26.4 0.7 7.5 74.5 2.8 27.2 271.0
2P 0.3 2.6 26.8 0.8 7.5 75.3 2.8 27.6 273.9

SUS DU 0.2 2.6 26.4 0.8 7.5 75.1 2.8 27.7 275.2
U 0.3 3.2 32.8 1.0 10 100.3 3.8 37.8 393.7
1P 0.2 2.5 26.1 0.7 7.4 73.9 2.8 27.2 270.2
2P 0.2 2.5 26.3 0.7 7.5 74.7 2.8 27.4 273.1

TO DU 0.2 2.2 22.6 0.7 6.2 58.9 2.8 24.4 213.6
U 0.3 2.8 28.8 0.9 8.6 82.2 3.7 34.0 326.2
1P 0.2 2.1 22.3 0.7 6.0 57.8 2.8 23.8 209.1
2P 0.2 2.2 22.6 0.7 6.1 58.5 2.8 23.9 211.8

Average 0.2 2.5 26.1 0.8 7.4 72.8 3.0 28.2 302.2
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24 nodes (i.e. computers from both considered classrooms—see Sect. 4.2), there 
are 24 × 4 = 96 processors’ cores available for the OGA working processes. The 
OGA control process can reside in another computer at our disposal. The OGA 
computation time in dependence on the number of OGA generations is summa-
rized in the Table 3.

As can be seen in the Table 3, the OGA computation time ranges from 5 to 
515 days, depending on the number of OGA generations. So, at least the lower 
numbers of OGA generations seem to be feasible. The time necessary for the mac-
roscopic simulation used for the obtaining of the weights of traffic lanes is not 
included in the OGA computation time. The reason is that the macroscopic simu-
lation is performed only once and is very fast (several seconds for the largest road 
traffic network). Similarly, the time necessary for inter-process communication 
is not included, because the communication is performed rarely during the OGA 
computations (two messages per OGA generation per working process).

6  Conclusions

In this paper, we described the optimization of the genetic algorithm for road traf-
fic network division (DGA) using a distributed optimizing genetic algorithm (dis-
tributed OGA). We focus on the determination of the total time necessary for the 
distributed OGA computation. Depending on the number of OGA generations, this 
computation time ranges from 5 to 515 days on 24 quad-core computers. So, the 
OGA seems to be feasible at least for lower numbers of OGA generations.

Currently, the OGA implementation is nearly complete. The debugging and 
preliminary testing, which are crucial for such a long computation, are now ongo-
ing. The further step in our research is to perform the OGA in order to find opti-
mal settings of the DGA parameters.
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Abstract In this chapter, an approach to the design of rule-based systems within the 
framework of fuzzy relational calculus is proposed. The system of fuzzy relations 
serves as the generator of the rule-based solutions of fuzzy relational equations. 
Each solution represents a different trade-off between the classification accuracy 
and the number of fuzzy rules. The accuracy-complexity trade-off is achieved by 
optimization of the total number of decision classes for relations and rules.

1  Introduction

In the design of fuzzy rule-based systems  we have two conflicting objectives: 
accuracy maximization and complexity minimization. For the last years, the prob-
lem of finding the right accuracy-complexity trade-off has given rise to a growing 
interest in neural and genetic systems that take both aspects into account.

 Radial basis function (RBF) neural networks serve as the universal platform 
for rule extraction (Fu and Wang 2001). Rule extraction from RBF networks com-
bined with trained SVMs consists of constructing hyperboxes using support vectors 
(Zhang et al. 2008). The general fuzzy min-max (GFMM) neural networks form 
the decision boundaries by covering the pattern space with hyperboxes (Gabrys and 
Bargiela 2000). The solution of the problem of neural network structure optimi-
zation involves finding a compromise between the generalization ability and the 
ability to capture nonlinear boundaries between classes. The specific training mode 
in the min-max neural networks consists of reducing the number of hyperboxes 
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admitting no loss of recognition performance. However, both goals can be achieved 
by specifying the maximum hyperbox size, which defines how many hyperboxes 
should be created. The undesirable effects of hyperbox expansion are overlapping 
hyperboxes. In this case, one pattern fully belongs to two or more decision classes.

The straightforward approach to the design of genetic rule-based systems  
supposes rule selection. The multi-objective rule selection has been applied to 
improve the accuracy-complexity trade-off. Genetic refinement systems select the 
alternative refinements by using rule evaluation measures to cover some training 
set and avoid misclassification errors. Similarity measures are applied to detect 
and merge compatible fuzzy sets and to remove “don’t-care” terms (Jin 2000). 
Confidence and support measures are applied to generate the candidate rules and 
select the alternative refinement (Ishibuchi and Yamamoto 2004). Finally, these 
criteria are incorporated into multi-objective genetic algorithms in order to simul-
taneously achieve the accuracy maximization and the complexity minimization.

In this chapter, we propose an approach to the design of rule-based systems  
within the framework of fuzzy relational calculus (Peeva and Kyosev 2004). In 
paper (Rotshtein and Rakytyanska 2013) we used the system of fuzzy relations as 
the generator of the rule-based solutions of fuzzy relational equations. The system 
of fuzzy IF–THEN rules can be rearranged as a collection of linguistic solutions 
of fuzzy relational equations using the composite system of fuzzy terms. It allows 
us to avoid alternative rule selection and eliminate overlaps between classes. The 
solution of fuzzy relational equations guarantees the optimal number of fuzzy 
rules for each output fuzzy term and the optimal geometry of input fuzzy terms 
for each linguistic solution. Each solution of fuzzy relational equations represents 
a different trade-off between the classification accuracy and the number of fuzzy 
rules. In this case, the accuracy-complexity trade-off can be achieved by including 
the optimization of the total number of decision classes for relations and rules.

The approach proposed is illustrated by the example of the design of the inven-
tory control system.

2  Fuzzy Model  of the Object

Let us consider an object y = f(X) with n inputs X = (x1, …, xn) and one output y, 
for which the inputs–output interconnection can be represented in the form of the 
following system of IF–THEN rules:

where a
jp
i  is the term for variable xi evaluation in the row with number 

jp, j = 1, m, p = 1, zj; dj is the term for variable y evaluation; zj is the number of 
rules corresponding to the term dj; m is the number of output terms; wjp is the 
weight of the rule with number jp.

(1)
�

p=1,zj





�

i=1,n

�

xi = a
jp
i

�

with weight wjp



 → y = dj, j = 1, m,
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This knowledge base can be rearranged as a collection of linguistic solutions of 
fuzzy relational equations using the composite system of fuzzy terms.

Let {C1, . . . , CN } =
{

ci1, . . . , ciki

}

, i = 1, n, and {D1, . . . , DM} denote the sets of 

first level terms for variables xi and y evaluation; 
{

u
I

1
, . . . , u

I

KI

}

, I = 1, N ,

N = k1 + · · · + kn, and
{

v
J

1, . . . , v
J

QJ

}

, J = 1, M, denote the sets of second 

level terms for significance measures µCI and µDJ evaluation. Second level terms 

are associated with intervals u
I

P
∈
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µCI

P
,µ

CI

P

]

,P = 1,K I , and v
J

L
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DJ
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,

L = 1,Q J , where µCI
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)

 are the lower (upper) bounds of 

significance measures µCI = u
I

P
and µDJ = v

J

L
. Pairs 

(

cil ,µ
cil = u

il

P

)

and (DJ ,

µDJ = v
J

L

)

 are associated with the composite fuzzy terms Uil
P and VJ

L for variables 

xi and y evaluation. Let 
{

a1, . . . , aq

}

=

{

UI
1, . . . , UI

KI

}

and {d1, . . . , dm} =
{

V
J

1
, . . . , V

J

QJ

}

 redenote the sets of terms for variables xi and y evaluation, where 

q = K1 + · · · + KN and m = Q1 + · · · + QM are the total numbers of input and 
output terms in (1).

Thus, the knowledge base (1) is equivalent to the following system of fuzzy 
rules, which interconnects the composite input and output terms:

where A
jp
i  is the first level term for variable xi evaluation; αjp

i  is the second level 
term for the significance measure µA

jp
i  evaluation.

The composite knowledge base (2) can be decomposed into the separate knowl-
edge bases for relations and rules. The collection of fuzzy relational matrices 
Ri ⊆ cil × DJ =

[

rJ
il

]

, i = 1, n, l = 1, ki, J = 1, M, interconnects the first level 
input and output terms using the following system of fuzzy relational rules:

The following system of fuzzy rules interconnects the second level input and  
output terms:

where νjp
il = α

jp
i if A

jp
i = cil, otherwise, ν

jp
il = 0.

The inputs–output dependency can be described with the help of the system of 
fuzzy logic equations for relations and rules (Yager and Filev 1994):

(2)
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with weight wjp



 → y = dj, j = 1, m,
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�

l=1,ki

�

xi = cil with weight rJ
il

�







→ y = DJ , J = 1, M.

(4)
�

p=1,zj





�

i=1,n







�

l=1,ki

�

µcil = ν
jp
il

�







with weight wjp



 → y = dj, j = 1, m,

(5)
µDJ (y) = min

i=1,n

[

max
l=1,ki

(

min
(

µcil (xi), rJ
il

))

]

, J = 1, M,
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where µDJ (y) and µcil (xi) are membership functions of variables y and xi to the 
fuzzy terms DJ and cil; µdj (y) and µa

jp
i (xi) are membership functions of variables y 

and xi to the fuzzy terms dj and ajp
i .

We use a bell-shaped membership function model of variable u to term T:

where β is a coordinate of maximum; σ is a parameter of concentration.
For relations and rules, the operation of defuzzification is defined as follows:

where yD
J

and yd
j
 are the bounds of decision classes DJ and dj.

Correlations (5)–(9) define the generalized fuzzy model of the object approxi-
mated by relations and rules as follows:

where BC =
(

βC1 , . . . , βCN
)

and �C =
(

σC1 , . . . , σCN
)

 are the vectors of 
parameters for fuzzy terms CI membership functions; W = (w1, . . . , wZ) is the 
vector of rules weights; Z is the total number of rules; Ba = (βa1 , . . . , βaq)

and �a = (σ a1 , . . . ,σ aq ) are the vectors of parameters for fuzzy terms ak mem-
bership functions; FR and Fr are the operators of inputs–output connection, corre-
sponding to formulae (5), (7), (8), and formulae (6), (7), (9), respectively.

3  Optimization Problem Statement

Let us define the training data as a set of L pairs: �̂Xs, ŷs�, s = 1, L, where
̂Xs =

(

x̂
s

1, . . . , x̂
s
n

)

and ŷs are the input vector and its corresponding output in the 
experiment number s. We shall evaluate the complexity of the fuzzy system using 
the total number Z(M, m) of rule-based solutions (4) of fuzzy relational equations 
(5). We shall evaluate the performance of the fuzzy system using the following 
root mean-squared error:

(6)µdj (y) = max
p=1,zj

{

wjp · min
i=1,n

[

µa
jp
i (xi)

]

}

, j = 1, m,

(7)µT (u) = 1
/(

1 + ((u − β)/σ)2
)

,

(8)y =

M
∑

J=1

yD

J
· µDJ (y)

/

M
∑

J=1

µDJ (y),

(9)y =

m
∑

j=1

yd

j
· µdj (y)

/

m
∑

j=1

µdj (y),

y = fR(X, M, R, BC , �C),

y = fr(X, fR, m, Z , q, W, Ba, �a),

E =

√

√

√

√

1

L

L
∑

s=1

[ fr(̂Xs, M, m) − ŷs]
2
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The optimization problem can be formulated as follows.
Direct statement It is required to find M and m, for which Z(M, m) → min

and E(M, m) ≤ E, where E is the permissible root mean-squared error.
Dual statement It is required to find M and m, for which E(M, m) → min and 

Z(M, m) ≤ Z , where Z  is the permissible number of rules.
The gradient algorithm (Rotshtein and Kuznetcov 1992) is proposed for finding 

the total number of classes for relations and rules. Given the number of classes M 
and m, the genetic and neural algorithm is used for structural and parametric tun-
ing of relations and rules (Rotshtein and Rakytyanska 2012).

4  Algorithm of Optimization

We shall denote: �(M, m, �R, �r) is the vector of the fuzzy model parameters, 
where �R = (R, BC , �C) and �r(W, Ba, �a) are the vectors of parameters for 
relations and rules, respectively.

Gradient γψ is defined as the following ratio: γψ = ∆E(�, ψ)
/

∆Z(�, ψ), where 
∆E(�, ψ) = E(�, ψ) − E(�, ψ + 1) and ∆Z(�, ψ) = Z(�, ψ + 1) − Z(�, ψ) 
are the error decrease and the rules number increase while the number of output 
classes ψ is increasing. The coordinate ψ is interpreted as M or m.

Algorithm for the direct problem solving will have the following form.
Let �(k) =

(

M
(k)

, m
(k)

, �
(k)
R

, �
(k)
r

)

 be some kth solution.

Step 1 Initialize the null variant of the fuzzy model: k := 0, �
(0) =

(

M
(0)

,

m
(0), �

(0)
R

, �(0)
r

)

. If E
(

�
(0)

)

< E, then go to Step 5.

Step 2 If E(�(k)) > E, then go to Step 3, otherwise, go to Step 4.
Step 3 For the models � ′

=
(

M
(k) + 1, m

(k), � ′
R

, � ′
r

)

and �
′′

=
(

M
(k), m

(k) + 1,

�
′′
R

,�
′′
r

)

, determine the gradients γM and γm. Find the coordinate, for which 
γ = max{γM , γm}, k := k + 1. If γ = γM, then �(k)

:= �
′. If γ = γm, then 

�
(k)

:= �
′′. Go to Step 2.

Step 4 Refine the model �
(k). For the models �

′
=

(

M
(k−1)

, m
(k−1) + 1,

�
′
R

, � ′
r

)

and �
′′

=
(

M
(k−1) + 1, m

(k−1), � ′′
R

, � ′′
r

)

, check the conditions

  If conditions (10) and (11) are not satisfied, then �(k) is the resultant solu-
tion, otherwise, find Z

(

�
′
)

 and Z(� ′′). If Z(� ′) < Z(�(k)), then � ′ is the 
resultant solution. If Z(� ′′) < Z(�(k)), then � ′′ is the resultant solution.

Step 5 Reduce the model �(k). For the models � ′
= (M(k) − 1, m(k), � ′

R, � ′
r) and 

�
′′

= (M(k), m(k) − 1, � ′′
R, � ′′

r ), check the conditions:

(10)E(M(k−1), m(k−1)
+ 1) ≤ E, if γ = γM;

(11)E(M(k−1)
+ 1, m(k−1)) ≤ E, if γ = γm.

(12)E(M(k)
− 1, m(k)) ≤ E;

(13)E(M(k), m(k)
− 1) ≤ E.
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  If conditions (12) and (13) are not satisfied, then �(k) is the resultant 
 solution, otherwise, go to Step 6.

Step 6 For the coordinates, which satisfy conditions (12) and (13), find the 
decrease of the rules number �Z(�, ψ). Find the coordinate, for which 

  k := k + 1. If ∆ = ∆Z(�, M), then �(k)
:= �

′. If � = �Z(�, m), then 
�

(k)
:= �

′′. Go to Step 5.

Algorithm for the dual problem solving will have the following form.

Step 1 Initialize the null variant of the fuzzy model: k := 0, �
(0) =

(

M
(0)

, m
(0)

, �
(0)
R

, �
(0)
r

)

. If Z
(

�
(0)

)

> Z , then go to Step 6.

Step 2 If Z
(

�
(k)

)

< Z , then go to Step 3, otherwise, go to Step 4.
Step 3 Coincides with Step 3 of the previous algorithm. Go to Step 2.
Step 4 Refine the model �

(k). For the models �
′
=

(

M
(k−1)

, m
(k−1) + 1,

�
′
R

, � ′
r

)

and �
′′

=
(

M
(k−1) + 1, m

(k−1), � ′′
R

, � ′′
r

)

 check the conditions:

Step 5 If condition (14) or (15) is not satisfied, then �(k−1) is the resultant solu-
tion, otherwise, k := k + 1. If γ = γM, then �(k)

:= �
′. If γ = γm, then 

�
(k)

:= �
′′. Go to Step 4.

Step 6 Reduce the model �(k). For the models � ′
=

(

M
(k) − 1, m

(k)
, �

′
R

, �
′
r

)

and �
′

=
(

M
(k), m

(k) − 1, � ′′
R

, � ′′
r

)

, check the conditions

  If conditions (16) and (17) are satisfied, then find E
(

�
′
)

and E
(

�
′′
)

, oth-
erwise, go to Step 7. If E

(

�
′
)

< E
(

�
′′
)

, then �
′ is the resultant solution, 

otherwise, � ′′ is the resultant solution.
Step 7 For the coordinates, which do not satisfy conditions (16) and (17), find the 

increase of the error ∆E(�, ψ). Find the coordinate, for which 

  k := k + 1. If ∆ = ∆E(�, M), then �(k)
:= �

′. If ∆ = ∆E(�, m), then 
�

(k)
:= �

′′. Go to Step 6.

∆ = max {∆Z(�, M
(k)

− 1, m
(k)), ∆Z(�, M

(k), m
(k)

− 1)},

(14)Z(M(k−1), m(k−1)
+ 1) ≤ Z , if γ = γM;

(15)Z(M(k−1)
+ 1, m(k−1)) ≤ Z , if γ = γm.

(16)Z(M(k)
− 1, m(k)) ≤ Z;

(17)Z(M(k), m(k)
− 1) ≤ Z .

∆ = min
{

∆E

(

�, M
(k)

− 1, m
(k)

)

, ∆E

(

�, M
(k), m

(k)
− 1

)}

,
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5  Design of the Inventory Control System

Let us present the inventory control system  in the form of the object 
y(t) = f (x1(t), x2(t)), where: x1(t) is demand at time moment t; x2(t) is stock 
quantity-on-hand at moment t; y(t) is an inventory action at moment t, consist-
ing in increasing–decreasing the stock. Training data for the district food-store 
house selling buckwheat is presented in Fig. 1a–c, where t ∊ [1, 365] days; 
x1(t) ∊ [0, 200] × 102 kg; x2(t) ∊ [70, 170] × 102 kg; y(t) ∊ [−100, 100] × 102 kg. 
The produce remainder in store after control ε(t) = x2(t) + y(t) − x1(t) does not 
exceed the permissible inventory level, which is equal to 70 × 102 kg. The dynam-
ics of the produce remainder ε(t) change, presented in Fig. 1d is indicative of the 
control stability, i.e. of the tendency of index ε(t) approaching a zero value.

The optimization problem can be formulated as follows.
Direct statement It is required to find M and m, for which Z (M ,m) →

min and E (M ,m) ≤ E , where E = 7 × 102 kg is the permissible control error, i.e. 
the value of the «instantaneous» increase–decrease of the stock.

Dual statement It is required to find Mand m, for which E(M, m) → min and 
Z(M, m) ≤ 21.

The results of the gradient search are presented in Table 1.
Each iteration in Table 1 represents the results of the design for the current M(k) 

and m(k). Given the number of classes M(k), the vector of parameters �(k)
R  is found 

for the predefined decision classes DJ. The obtained system of fuzzy relational 
equations (5) serves as the generator of rules for the current number of classes m(k). 
To define the number of rules Z and the support vector of input fuzzy terms Ba, the 
solution set is generated for the predefined decision classes dj. The obtained solu-
tions can be translated into the fuzzy rules using the composite fuzzy terms for the 
significance measures µcil (xi) and µDJ (y). To reduce the number of terms q, the 

Fig. 1  Training data: a change of the demand for the produce; b stock quantity-on-hand change; 
c inventory action; d change of the produce remainder in store after control
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linguistic solutions are formed using the merged fuzzy terms. Finally, the vector of 
parameters �(k)

r  is found for the obtained set of rules. The results of the parametric 
tuning allow us to evaluate the inference error E for the current M(k) and m(k).

For fuzzy relations, variables y(t) and xi(t) are described as follows: D1 to 
decrease the stock; D2 stay inactive; D3 to increase the stock; ci1 decreased (D); ci2 
steady (St); ci3 increased (I).

The null variant of the fuzzy system is obtained for M(1) = 2, m(1) = 5.The 
system of fuzzy relational equations for M = 2 takes the form:

The significance measures µ
D(d1) = (0.88, 0.18), µ

D(d2) = (0.60, 0.24), 
µ

D(d3) = (0.36, 0.40), µ
D(d4) = (0.21, 0.59), µ

D(d5) = (0.17, 0.92) correspond 
to the classes: d1 = D1, sharply; d2 = D1, minimally; d3 = D2; d4 = D3, mini-
mally; d5 = D3, sharply. Solution set of fuzzy relational equations for m = 5 is 
presented in Table 2, where variables xi(t) are described as follows: ci1, sharply 
(sD); ci2 (St); ci3, sharply (sI).

The solution of the direct problem is obtained for M(2) = 3, m(2) = 5.
The system of fuzzy relational equations for M = 3 takes the form:

The significance measures µ
D(d1) = (0.85, 0.22, 0.15); µ

D(d2) = (0.57,

0.40,0.18); µ
D(d3) = (0.31, 1.00, 0.34); µ

D(d4) = (0.16, 0.35, 0.60); µ
D(d5) =

(0.15, 0.25, 0.88) correspond to the classes d1 ÷ d5. Solution set of fuzzy relational 
equations for m = 5 is presented in Table 3, where variables xi(t) are described as 
follows: ci1, sharply (sD); ci1, minimally (mD); ci3, minimally (mI); ci3, sharply (sI).

µD1 = [(µc11 ∧ 0.92) ∨ (µc13 ∧ 0.16)] ∧ [(µc21 ∧ 0.25) ∨ (µc23 ∧ 0.89)]

µD3 = [(µc11 ∧ 0.28) ∨ (µc13 ∧ 0.95)] ∧ [(µc21 ∧ 0.96) ∨ (µc23 ∧ 0.17)].

µD1 = [(µc11 ∧ 0.96) ∨ (µc12 ∧ 0.65) ∨ (µc13 ∧ 0.16)]∧

[(µc21 ∧ 0.16) ∨ (µc22 ∧ 0.80) ∨ (µc23 ∧ 0.98)]

µD2 = [(µc11 ∧ 0.83) ∨ (µc12 ∧ 0.72) ∨ (µc13 ∧ 0.53)]∧

[(µc21 ∧ 0.90) ∨ (µc22 ∧ 0.72) ∨ (µc23 ∧ 0.48)]

µD3 = [(µc11 ∧ 0.15) ∨ (µc12 ∧ 0.94) ∨ (µc13 ∧ 0.99)]∧

[(µc21 ∧ 0.95) ∨ (µc22 ∧ 0.65) ∨ (µc23 ∧ 0.15)]

Table 1  The results of the gradient search

k M m Z E γM γm

1 2 5 7 7.89 (7.89 − 6.52)/(13 − 7) = 0.23 (7.89 − 7.31)/
(12 − 7) = 0.12

2 3 5 13 6.52 (6.52 − 6.04)/(16 − 13) = 0.16 (6.52 − 4.48)/
(21 − 13) = 0.25

3 3 7 21 4.48 (4.48 − 4.23)/(29 − 21) = 0.03 (4.48 − 4.12)/
(38 − 21) = 0.02
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The solution of the dual problem is obtained for M(3) = 3, m(3) = 7. The signifi-
cance measures µD(d1) = (0.92, 0.14, 0.12); µD(d2) = (0.49, 0.35, 0.17); µD(d3) =

(0.31,1.00,0.34); µ
D(d4) = (0.16, 0.40, 0.50); µ

D(d5) = (0.10, 0.14, 0.94) cor-
respond to the classes d1 ÷ d5. The significance measures µD(d12) = (0.75,

0.22, 0.15); µD(d45) = (0.12, 0.18, 0.76) correspond to the intermediate classes: 
d12 = D1, moderately; d45 = D3, moderately. Solution set of fuzzy relational 
equations for m = 7 is presented in Table 4, where variables xi(t) are described as 
follows: ci1, sharply (sD); ci1, minimally (mD); ci2 (St); ci3, minimally (mI); ci3, 
sharply (sI).

The results of the parametric tuning of the obtained relations and rules are 
given in Fig. 2 and Table 5. Figure 3 depicts comparison of the model and the 
reference control and comparison of the produce remainder value in store after 
control.

Table 2  Solution set for the null variant

x1(t) x2(t) w y(t)

µc11 µc12 µc21 µc22

[0.88, 1], sD [0, 1] [0, 0.17] [0.88, 1], sI 0.90 d1

[0.60, 1], sD [0, 0.28] 0.28 0.60, St 0.87 d2

0.36 0.40, St 0.40, St [0.36, 1], sI 0.96
[0.36, 1], sD 0.40 [0.40, 1], sD 0.36 0.84 d3

0.36 [0.40, 1], sI 0.40, St [0.36, 1], sI 0.92
0.25 0.59, St [0.59, 1], sD [0, 0.25] 0.80 d4

0.17 [0.92, 1], sI [0.92, 1], sD [0, 1] 0.96 d5

Table 3  Solution set for the direct problem

x1(t) x2(t) w y(t)

µc11 µc12 µc13 µc21 µc22 µc23

[0.85, 1], sD [0, 0.15] [0, 0.15] [0, 0.15] [0, 0.48], mI [0.85, 1], sI 0.93 d1

[0.85, 1], sD 0.48, mD [0, 1] [0, 0.15] [0, 0.15] [0.85, 1], sI 0.98
[0.57, 1], sD [0, 0.15] [0, 0.15] 0.48, mD 0.48, mD [0.57, 1], sI 0.92 d2

[0, 0.15] [0, 0.15] 0.57, mI [0, 0.15] [0, 0.15] [0.57, 1], sI 0.85
0.57, mD 0.57, mD [0, 1] [0, 0.15] [0, 0.15] 0.57, mI 0.81
0.65, mD 0.72, mD, mI 0.65, mI 0.65, mD 0.72, mD, mI 0.65, mI 0.88 d3

[0.46, 1], sD 0.34 [0, 0.34] [0.46, 1], sD 0.31 [0, 0.31] 0.85
[0, 0.31] 0.31 [0.46, 1], sI [0, 0.34] 0.34 [0.46, 1], sI 0.93
0.53, mD 0.53, mD [0.60, 1], sI [0.60, 1], sD [0, 0.16] [0, 0.16] 0.90 d4

[0, 0.16] [0, 0.16] 0.60, mI 0.60, mD 0.60, mD [0, 1] 0.87
[0, 0.16] [0, 0.16] [0.60, 1], sI [0, 0.15] 0.60, mI 0.60, mI 0.89
[0, 0.16] [0, 0.53], mI [0.88, 1], sI [0.88, 1], sD [0, 0.16] [0, 0.16] 0.95 d5

[0, 0.16] [0, 0.16] [0.88, 1], sI [0.88, 1], sD 0.53, mD [0, 1] 0.99
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Table 4  Solution set for the dual problem

x1(t) x2(t) w y(t)

µc11 µc12 µc13 µc21 µc22 µc23

[0.92, 1], sD [0, 0.15] [0, 0.15] [0, 0.15] [0, 0.48], mI [0.92, 1], sI 0.98 d1

[0.92, 1], sD 0.48, mD [0, 1] [0, 0.15] [0, 0.15] [0.92, 1], sI 0.96
[0.75, 1], sD [0, 0.15] [0, 0.15] [0, 0.15] 0.50, St [0.75, 1], sI 0.92 d12

0.65, mD 0.65, St [0, 1] [0, 0.15] [0, 0.15] [0.65, 1], sI 0.86
0.65, mD [0.65, 1], St [0, 1] [0, 0.15] [0, 0.15] 0.65, mI 0.89
[0.49, 1], sD [0.49, 1], St [0, 1] [0, 0.15] [0, 0.15] 0.49, mI 0.88 d2

[0, 0.15] 0.49, mI 0.49, mI [0, 0.15] [0, 0.15] [0.49, 1], sI 0.90
0.49, mD [0, 0.15] [0, 0.15] [0, 1] [0.49, 1], St [0.49, 1], sI 0.83
[0.49, 1], sD [0, 0.15] [0, 0.15] 0.49, mD 0.49, mD [0, 0.15] 0.91
0.65, mD [0.72, 1], St 0.65, mI 0.65, mD [0.72, 1], St 0.65, mI 0.87 d3

[0.46, 1], sD 0.34 [0, 0.34] [0.46,1], sD 0.31 [0, 0.31] 0.86
[0, 0.31] 0.31 [0.46, 1], sI [0, 0.34] 0.34 [0.46, 1], sI 0.94
[0, 0.16] [0, 0.16] 0.50, mI [0.50, 1], sD [0.50, 1], St [0, 1] 0.85 d4

[0, 0.16] [0, 0.16] [0.50, 1], sI [0, 0.15] 0.50, mI 0.50, mI 0.83
[0, 1] [0.50, 1], St [0.50, 1], sI 0.50, mD [0, 0.16] [0, 0.16] 0.91
0.50, mD 0.50, mD [0, 0.15] [0.50, 1], sD [0, 0.16] [0, 0.16] 0.96
[0, 0.16] 0.54, St [0.76, 1], sI [0.76, 1], sD [0, 0.16] [0, 0.16] 0.85 d45

[0, 0.16] [0, 0.16] 0.65, mI 0.65, mD [0.65, 1], St [0, 1] 0.88
[0, 0.16] [0, 0.16] [0.65, 1], sI 0.65, mD 0.65, St [0, 1] 0.94
[0, 0.16] [0, 0.53], mI [0.94, 1], sI [0.94, 1], sD [0, 0.16] [0, 0.16] 0.95 d5

[0, 0.16] [0, 0.16] [0.94, 1], sI [0.94, 1], sD 0.53, mD [0, 1] 0.99
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Fig. 2  Fuzzy terms membership functions for the null variant (a), the direct (b) and the dual (c) 
problem
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Table 5  Membership functions parameters of variables x1 and x2 fuzzy terms

x1(t) x2(t)

D St I D St I
Null variant β 2.95 175.40 71.49 167.62

σ 63.11 62.51 43.20 50.74
Direct 

problem
β 2.93 102.26 197.41 71.19 120.14 169.62
σ 60.08 21.69 58.13 33.56 9.21 31.08

sD mD St mI sI sD mD St mI sI
Null variant β 8.69 108.06 169.44 75.51 125.16 161.62

σ 54.08 43.18 44.52 35.84 20.15 38.67
Direct 

problem
β 5.84 50.39 150.03 193.46 73.47 105.16 135.02 162.59
σ 49.08 41.85 42.15 50.53 19.82 16.18 18.50 14.67

Dual 
problem

β 1.95 30.54 105.80 170.04 199.43 75.50 85.16 125.10 157.99 168.63
σ 51.11 42.85 24.71 40.12 47.55 18.76 22.12 17.75 14.54 12.69
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Fig. 3  Inventory action generated by the fuzzy model and produce remainder in store after con-
trol for the null variant (a), the direct problem (b) and the dual problem (c)
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6  Conclusions

The innovative contribution of this paper is to propose an idea of building the 
composite knowledge base using fuzzy relations and rules. The system of fuzzy 
relations serves simultaneously as the support of the extracted regularities and as 
the generator of the rule-based solutions of fuzzy relational equations, where each 
solution represents a different trade-off between the number of fuzzy rules and 
the classification accuracy. The approach proposed can be extended to the case of 
three-objective genetic rule selection by including the optimization of the total rule 
length. For high-dimensional classification problems, the stage of rule generation 
should be augmented by the genetic local search algorithm for finding particular 
solutions of fuzzy relational equations. The local search procedure implies selec-
tion of the first level terms for each rule-based solution. Finally, the local search 
algorithm is combined with our approach to fuzzy rule selection.
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