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Abstract. Performing in-silico experiments, which involves an intensive access 
to distributed services and information resources through Internet, is nowadays 
one of the main activities in Bioinformatics. Although existing tools facilitate 
the implementation of workflow-oriented applications, they lack of capabilities 
to integrate services beyond low-scale applications, particularly integrating ser-
vices with heterogeneous interaction patterns and in a larger scale, ideally based 
on a Platform as a Service paradigm. On the other hand, such integration  
mechanisms are provided by middleware products like Enterprise Service Buses 
(ESB). This paper proposes an integration platform, based on enterprise mid-
dleware, to integrate Bioinformatics services. It presents a multi-level reference 
architecture and focuses on ESB-based mechanisms to provide asynchronous 
communications, event-based interactions and data transformation capabilities. 
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1 Introduction 

An in-silico experiment is a procedure that uses computer-based resources (local and 
remote) to test a hypothesis, derive a summary or search for patterns [1]. Bioinfor-
maticians develop these experiments using Workflow Management System tools, 
specially adapted to the biological context, giving birth to scientific workflows. 

Scientific workflow tools, notably Taverna [2], have revolutionized the way re-
searchers perform experiments by enabling them to use powerful computational tools 
without needing a strong IT background. These tools enable to access external ser-
vices via Web Services, perform data format transformations, execute queries on large 
databases and even request the execution of an experiment in the cloud [3]. Although 
the generalized use of Taverna is a clear success indicator [2], it does not provide 
suitable mechanisms to handle some particular characteristics of bioinformatics ser-
vices [4] (e.g. the polling approach followed by most biological service providers and 
the use of different data formats in services). This fact turns the logic to be imple-
mented by workflows more complex. Furthermore, it doesn’t provide asynchronous 
message-oriented mechanisms and quality of service management. 

On the other side, middleware technologies which have been evolving during the 
last years, provide abstractions and solutions to increasingly complex integration  
issues (e.g. asynchronous communications and interoperable communications over 
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the internet) related to the construction and integration of distributed applications.  
In particular, Enterprise Service Buses (ESB) and cloud-based Internet Service Buses 
(ISB) [5], are sophisticated middleware technologies which enable to integrate highly 
distributed and heterogeneous services. ESBs provide rich mediation capabilities (e.g. 
message transformation and intermediate routing) which can be used to address mis-
matches between applications and services (e.g. regarding communication protocols, 
message formats, interaction styles and quality of service) [6] [7].  

This leads to the challenge of improving collaboration in bioinformatics commu-
nity by enhancing service-based integration capabilities and reducing the complexity 
in the involved development. Such enhanced platforms should enable to integrate 
bioinformatics Web-based services (e.g. NCBI Web Services) and experiment-
oriented workflow tools (e.g. Taverna) with general purpose mediation features and 
other value-added capabilities. The ultimate goal is to put into practice a Platform  
as a Service (PaaS) approach in the bioinformatics area, enabling an active participa-
tion of laboratories, researchers, and middleware and cloud computing suppliers and 
developers. 

This paper addresses these issues and proposes a reference integration platform for 
the bioinformatics domain which, mediating between Taverna (Kepler1, Galaxy2, etc.) 
and bioinformatics services, provide mechanisms that facilitate the development of 
distributed scientific workflows and solve common challenges arising when perform-
ing this task. The proposed integration platform leverages mediation features of en-
terprise middleware (particularly ESBs), addresses identified integration requirements 
by improving asynchronous interactions, event notification and message transforma-
tion capabilities, and provide the means to implement other value-added services. 

This paper, which is part of a larger work jointly developed with the Bioinformat-
ics Unit of the Pasteur Institute at Montevideo, focuses on solutions oriented to me-
dium and large-scale integration platforms potentially involving cloud resources. 

The rest of the paper is organized as follows. Section 2 presents background. Sec-
tion 3 presents a high level view of the proposed solution. Section 4 describes an 
ESB-based design which provides solutions for some identified scenarios. Section 5 
presents related work and finally, Section 6 presents conclusions and future work. 

2 Background 

2.1 Cloud Computing and PaaS 

According to NIST [8], “Cloud computing is a model for enabling ubiquitous, con-
venient, on-demand network access to a shared pool of configurable computing  
resources that can be rapidly provisioned and released with minimal management 
effort or service provider interaction”. 

On the other side, Platform as a Service (PaaS) is one of the five service models 
that compose Cloud Computing. It provides the consumer the capability to deploy, in 
the cloud infrastructure, applications built on top of the elements (e.g. programming 

                                                           
1 https://kepler-project.org/ 
2 http://galaxyproject.org/ 
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languages) supported by the provider. The consumer does not manage or control the 
underlying cloud infrastructure, but he has control over the applications he deploys 
and over configuration settings for the hosting environment [8]. 

2.2 Taverna and myGrid Project 

myGrid3 is an e-science middleware project, whose main purpose is to provide mid-
dleware based tools of high abstraction that can simplify the development of bioin-
formatics experiments. One of the tools developed in this context is Taverna: a tool 
that allows scientists to model their experiments as a composition of biological ser-
vices, building in this way scientific workflows. The main contribution of Taverna is 
that it allows scientists with limited IT expertise, to be capable of developing their 
experiments using advanced technologies such as Web Services, BioMart, R, etc [2]. 

2.3 Enterprise Service Bus (ESB) 

An ESB is an environment belonging to the platform middleware systems category, 
which provides sophisticated interconnectivity between services and enables to over-
come issues related to reliability, scalability and communications. Service interaction 
using an ESB is based on a combination of the patterns: Asynchronous Queuing, 
Event-Driven Messaging, Intermediate Routing, Policy Centralization, Reliable Mes-
saging, Rules Centralization and Transformation [9]. Additionally, interaction styles 
define the way each actor may behave using an ESB.  

ESB Design Patterns. Intermediate routing patterns dynamically determine the mes-
sage path according to different factors. More concretely, a content-based router  
defines the message path based on its content and a recipient list routes the message to 
a list of dynamically specified recipients.  

Transformation patterns deal with the runtime transformation of messages. In [9] 
the authors identify three types of transformations: data model transformation, data 
format transformation and protocol bridging.  

The Asynchronous Queuing pattern deals with the interactions of client and ser-
vices when synchronous communication can affect performance and reliability. 

Interaction Styles. In [11], eight ESB interaction patterns are identified. These pat-
terns are abstract and define the way actors behave and interact in terms of synchro-
nous/asynchronous interfaces, level of assurance of delivery, handling of timeouts, 
late responses, and error handling. In this paper, we focus on two interactions styles: 
1) Synchronous update Request with acknowledgement and callback and 2) One-way 
with status poll for completion. 

                                                           
3 http://www.mygrid.org.uk/ 
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3 Towards a Bioinformatics Integration Platform 

An environment for in-silico bioinformatic experiments includes, on one hand, local 
bioinformatic tools (e.g. Taverna) which enable researchers to implement experiments 
by composing resources. On the other hand, there are bioinformatic resources, espe-
cially external and distributed over the Internet (e.g. NCBI, EBI, DDBJ), which are 
accessible via APIs, Web Services SOAP and REST. 

Although bioinformatic tools like Taverna provide user oriented development fea-
tures, their lack of mediation mechanisms (e.g. asynchronous interactions, event man-
agement, declarative data transformations) and management functionalities (e.g. quality 
of service, service policy) limits their ability to integrate all the involved elements. 

The proposed Bioinformatics Integration Platform provides features to implement 
an advanced interaction between bioinformatics applications and services (Fig. 1). 
Concretely, it enables to perform not only traditional synchronic function invocations, 
but also asynchronous interactions based on a request-response pattern and data trans-
formation mechanisms.  

 

Fig. 1. The Bioinformatics Integration Platform in Context 

The specification of the integration platform consists of several refinement levels. 
The highest level, shown in Fig. 1, is independent from technical approaches and 
laboratory application contexts. Specifications in a subsequent level are based on the 
technical approaches followed to solve integration requirements in different labora-
tory scenarios by using specific middleware technologies. The third refinement level 
introduces middleware product aspects related to specific implementations. 

The following parts of this section focus on these aspects, starting with solutions 
proposed to integration requirements (asynchronous interaction, events and notifica-
tion, and data transformation) and following with a classification of Laboratory sce-
narios characterized by their scale and service capabilities. The overall architecture, 
based on the multilayer refinement specification, is presented at the end of the section. 

3.1 Integration Requirements 

Asynchronous Interactions. Nowadays, many biological service providers design 
their Web Services using asynchronous communications due to the large amount of 
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time and resources they use to perform data processing. After studying some Web 
Services of the NCBI456, we can argue that they were designed using a response poll-
ing model, where clients send a job request to the Web Service and receive a jobId, to 
use afterwards and check for its status (waiting, running, finished). Only when the job 
status is finished, the client can poll the response. Fig. 2 presents this model. 

 

  

Fig. 2. Polling based asynchronous communi-
cation. 

Fig. 3. Callback based asynchronous com-
munication 

Although the polling model is very effective, it is not too efficient as it requires 
three tasks and a loop to perform only one analysis. A callback approach as showed in 
Fig. 3 is much more efficient and equally effective as the polling model. This paper 
proposes that the design of asynchronous bioinformatics Web Services use a callback 
approach instead of the polling model. If this is not possible, middleware technologies 
should be used to mediate between client and service to reach this approach. 

Events and Notifications. The completion of a workflow, the receipt of a message 
from an external system or a timeout to finish a task, are different types of events 
which are provided as natives features in many enterprise workflow management 
tools (WS-BPEL, Windows Workflow Foundation, JBPM, etc). As far as we know, 
Taverna does not have support for these features, and it has limited support for basic 
event notifications (Atom feeds, email, SMS, Twitter and Jabber when workflows are 
completed). The latter are very useful for human notification but are not suitable for 
machine to machine notifications or the integration of Taverna to other information 
systems. Some useful examples of notifications are Database updates (each update of 
the Genbank database could be notified to Taverna to rerun existing workflows),  
Receive notifications of available information from an external system (i.e. receive or 

                                                           
4 http://www.myexperiment.org/workflows/203.html 
5 http://www.myexperiment.org/workflows/210.html 
6 http://www.myexperiment.org/workflows/230.html 
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wait WS-BPEL activities) and Workflow completion (notify external systems by 
more sophisticated means other than the ones supported nowadays). 

This paper proposes the application of middleware-based technologies to provide a 
notification mechanism based on the Publish/Subscribe design pattern, which could 
allow Taverna to subscribe to events and notifications from external systems. 

Transformation Services. As scientific workflows are usually based on the composi-
tion of third party services, scientists have to transform the output format of one ser-
vice to the input format of the next service (e.g. transform a plain text output into a 
FASTA format input). A survey of 415 registered workflows in myExperiment found 
that 30% of the tasks involved in each experiment were due to format changes, while 
just 22% were due to task for invoking Web Services [12]. Therefore, shim services 
are needed to accomplish the parsing and transformation of data formats [13], but this 
task is hardened by the lack of accepted standards and data models. BioXSD [14] and 
PhyloXML [15] are two examples of standardization initiatives for sequence align-
ment and phylogenetic data, with yet, low acceptance by the scientific community.  

In [14], three possible scenarios are analysed based on how much alignment exists 
between the input and output data formats. In the first scenario, services receive and 
return data in plain text using the data type xsd:string. It is necessary to use shim ser-
vices to transform data formats. In the second scenario, services return and receive 
data in xml format but the output data model is different from the input model of each 
service. It is necessary to use shim services or xslt scripts to perform the transforma-
tions. Finally, in the third scenario, services use the same data model and xml format. 
There is no need for transformations and data flows smoothly from one service to the 
other. 

 

Fig. 4. Middleware-based message transformations scenarios 

It would be desirable to reduce as much as possible the burden of shim services 
and try to seek for C scenarios, where there is no need for data parsing and transfor-
mations. Today, part of this objective can be achieved if the services use canonical 
data formats based on international standards. However, much work has to be done in 
this sense and in the meanwhile, alternative solutions are needed to achieve this goal.  
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This paper proposes to include intermediaries that provide standard service views 
to clients. The intermediate broker will offer the same service to clients but in a suit-
able data format performing the necessary transformations (Fig. 4). 

3.2 Laboratory Scenarios 

The characteristics of the Bioinformatics Laboratories, especially the ability to export 
new services, influences the way in which the Bioinformatics integration platform 
may be used. The following classification enables to instantiate this aspect: 

• Laboratory type 1: Uses Taverna as a standalone tool, using the native connectors 
to consume biological services (WSDL, SoapLab, R). 

• Laboratory type 2: Uses Taverna to consume biological services using the native 
connector, while uses point-to-point middleware to consume services not supported 
natively by Taverna. The number of middleware-based integrations is low. 

• Laboratory type 3: Uses Taverna to consume compatible biological services while 
uses a platform middleware to consume other services not compliant with native 
Taverna integration. This type of laboratory is a large-scale service consumer.  

• Laboratory type 4: Provides services to other laboratories while not necessarily 
consumes. It focuses on interoperability and accessibility features. Uses point-to-
point or platform middleware depending on the number of provided services.  

• Laboratory type 5: Provides Platforms as a Service (PaaS) and it doesn’t focus on 
biological business aspects. One example of this type of Platforms is the Amazon 
SWF. This type of laboratories uses platform middleware. 

3.3 Overall Architecture  

Globally, the Bioinformatics Integration Platform can be defined as a domain-specific 
middleware, which provides abstractions and high quality services to solve common 
integration requirements in a bioinformatics context. Its architecture, shown in Fig. 1 
at the highest abstraction level, can be refined by instantiating three dimensions:  

─ Integration functionalities: asynchronous interaction, events and notification, 
and data transformation.  

─ Laboratory scenarios: Laboratory types from 1 to 5. 
─ Middleware technologies: Web Services, Message Queues, ESB & ISB. 

Characterizing solutions through these dimensions enables to specify and imple-
ment them, keeping the consistency with the overall architecture and with other dif-
ferently instantiated solutions. Notably, Fig. 5 shows connections between specific 
architectures for laboratory scenarios (type 1 to type 3) based on different middleware 
technologies. In section 4, specific solutions are described for laboratories scenarios 
type 4 and type 5, using ESB as middleware technology. 
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4 An ESB-Based Bioinformatics Integration Platform 

The Bioinformatics Integration Platform can be designed and implemented using 
various middleware technologies (Queues, Web Services, ESBs, etc). This section 
presents an ESB-based Bioinformatics Integration Platform, which is suitable for 
Platform as a Service (PaaS) development (Laboratory type 5 scenario), and shows 
how the requirements of Section 3 are supported.  

 

Fig. 5. Overall architecture instantiated in different laboratories 

4.1 Asynchronous Communications 

The proposed solution (Fig. 6) is ESB-based and follows the patterns: Asynchronous 
Queuing (i.e. ESB message queues), Intermediate Routing (i.e. Content Based Router, 
CBR) and Protocol Bridging (i.e. ESB Endpoints and ESB Connectors) [9].  

 

 

Fig. 6. Asynchronous communications based 
on ESB 

 

Fig. 7. Events and notifications based on ESB 
middleware 
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This solution involves defining two message queues in the ESB: one used to receive 
messages from Taverna (TavernaQueueIn) and the other to send the responses (Taver-
naQueueOut) from the ESB to Taverna. The only subscriber of the TavernaQueueIn 
message queue is a CBR, which inspects and routes messages to the biological service 
through a specific ESB Connector, and uses messages’ content to identify the destination 
service. All request messages must specify a destination service, which should be regis-
tered in the Platform’s Service Catalog. After processing the request, the service sends a 
response message to the TavernaQueueOut queue, whose only subscriber (ESB Connec-
tor) forwards the message to Taverna. Since there may be multiple instances of Taverna 
waiting for response messages, a replyTo attribute must be defined in the request mes-
sages to identify the destination instance.  

4.2 Events and Notifications 

The proposed solution is based on an ESB-oriented design and takes advantage of the 
Publish&Subscribe and Protocol Bridging (i.e. Topic Endpoints and ESB Connectors) 
design patterns [9]. This solution defines a topic in the ESB for each type of event or 
notification to be managed by the Platform. Each topic is identified by a TopicID and 
may have N publishers and M subscribers, where each subscriber may subscribe using 
two different types: synchronous or asynchronous. 

To notify an event to the Platform, the publisher creates a message with business 
data and a TopicID, and sends it to the Endpoint Topic in the ESB. This component 
places the message in the corresponding topic according to the TopicID and acknowl-
edges its reception. Each subscriber of the topic will receive a copy of the message 
according to the chosen subscription type. For asynchronous subscribers, the topic 
sends a copy to the ESB Connector associated with the service according to the com-
munication protocols and specific data format. Synchronous subscribers instead, 
should query the topic through the Endpoint Topic for new messages. 

4.3 Transformation Service 

The design of this solution (Fig. 8) is ESB-based and applies the Content Based Rout-
ing, Canonical Data Model and Protocol Bridging (i.e. ESB Connectors and ESB End-
points) design patterns [9]. The solution consists in automatically determining the  
format of the messages sent by Taverna and transforming them to the data format re-
quired by the service. To reduce the number of transformations to be configured, the 
Canonical Data Model pattern is applied, transforming incoming messages to a canoni-
cal data model and later-on back to the specific service data format. A Content Based 
Router is used to route incoming messages to the service. Native connectors are used 
(ESB Connectors) to perform the communication between the ESB and services. 

4.4 Implementation Details 

To show the feasibility of the proposed approach and to analyse key implementation 
aspects, prototypes were developed using JBoss ESB and NCBIs Web Services.  
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Concretely, Asynchronous Communications were implemented using JBoss’s 
built-in features: ESB Queues and the CBR. Events and notification requirement were 
implemented using ESB’s Topics. The transformation requirement was developed 
using the JBoss’s CBR and XSLTs engines. The development of XSLT style sheets 
were needed to be used by the message transformation engine. The ESB Connectors 
used in all the scenarios were provided by JBoss’s SOAP Proxy. Finally, the ESB 
Endpoint was also a JBoss’s JMS Listener and HTTP Gateway.  

 

Fig. 8. Data/Model transformation based on ESB 

5 Related Work 

While different proposals have addressed asynchronous communications issues in 
scientific workflows, they present limitations. Particularly, [16][17] assume that bio-
logical Web Services have WS-Addressing support while this is not frequent (e.g. 
EBI, NCBI, DDBJ do not provide it). Our approach does not depend on this feature. 

Notification mechanisms and events have also been addressed in Bioinformatics. 
In [17] Apache ODE, a WS-BPEL engine, is extended to send notifications in an e-
science context. This solution has the limitation of being too coupled to Apache ODE. 
In [18] a Web Services based message broker is proposed to send notifications. The 
main difference with our approach is the scale of the solution: while this broker is 
lightweight and suitable to be integrated into other platforms, our mechanism is part 
of a wider integration platform for Bioinformatics built on top of an ESB. In [19] a 
WS-Eventing middleware is proposed to improve interoperability between workflows 
tools. This solution only allows synchronous subscriptions while ours also supports 
asynchronous ones. In [20] a notification bus is proposed integrating all the compo-
nents. Unlike this proposal, our solution is based on a service oriented design and 
leverages an existing ESB infrastructure. 

Regarding format transformation, the excessive use of shim services is addressed 
by automatically identifying which shim services are required to be included in the 
workflow [13]. Our work proposes reducing as much as possible, their use. In [21] the 
concept of Virtual Data Assembly Lines (VDAL) is presented to hide the use of shim 
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services to scientists. While VDALs are locally defined in each workflow, our solu-
tion provides a global view of the transformed service to the whole organization. 

Unlike the previously described work, our approach aims to provide a comprehen-
sive domain-specific platform for bioinformatic services. This kind of platform pro-
vides building blocks and services adapted to a specific domain. The Open eHealth 
Integration Platform [22] is a platform middleware for e-health aiming at providing 
mechanisms to integrate e-health applications (e.g. HL7 message processing). In [23] 
an ESB-based platform is proposed in the context of geographic information systems. 
It uses mediation mechanisms (e.g. SOAP WMS-Wrapper) to facilitate the integration 
of geographic Web Services and enterprise applications. To the best of our knowledge 
there are not proposals of domain-specific integration platforms in the Bioinformatics 
domain using enterprise middleware technologies.  

6 Conclusions and Future Work 

This paper addresses the issues of improving Bioinformatics laboratory collaboration 
and proposes a reference integration platform which provides enhanced capabilities to 
implement distributed and service-based systems.  

The implementation approach, based on enterprise middleware technologies (ESB, 
etc.), has shown to be capable of addressing the requirements of providing advanced 
integration features and adequately connecting to Taverna and other Bioinformatics 
services. Still, functionalities like processing very large data sets require further work. 

The main contributions of this work consist in the analysis and identification of 
relevant features to be provided in a Bioinformatics integration platform, the proposed 
solution that can be applied to different types of laboratories, and the implementation 
of prototypes that enabled to validate technologies and the implementation approach. 

The work also constitutes a step forward on carrying out a Platform as a Service 
(PaaS) approach for Bioinformatics.  

Future work consists in extending the presented results with service composition 
and policy rules management mechanisms. On the other hand, it could include the 
conceptualization of Domain Specific integration platforms, beyond the Bioinformat-
ics context, based on a PaaS approach as well as on the here applied framework. 
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