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Preface

The 2013 VLDB Secure Data Management Workshop was the tenth edition of the
SDM workshop series.

Recent developments in society have led to a growing interest in the topic of data
security. The deep embedding of ICT in our everyday life has resulted in an ever-
growing amount of (often personal) data traveling over the World Wide Web.
Awareness of the need for proper protection of these data is growing among citizens,
industries, and politicians.

Given the fact that the tenth edition of our VLDB Secure Data Management
Workshop was an anniversary edition, we decided to hold a special workshop with a
proceedings volume comprising the visionary contributions of leading thinkers in the
field.

The result of the workshop is captured in these proceedings, which contain the key-
note paper, the technical papers, as well as ten vision papers. The vision papers in
particular address key challenges in our area and indicate interesting research ques-
tions. We hope that these vision papers will inspire researchers in this field and give
direction to their research.

We wish to thank all the authors of submitted papers for their high-quality sub-
missions. We would also like to thank the Program Committee members as well as the
additional reviewers for doing an excellent job. Finally, we would like to acknowledge
Elisa Costante and Sokratis Vavilis, who helped in the technical preparation of the
proceedings.

December 2013 Willem Jonker
Milan Petković



Organization

Workshop Organizers

Willem Jonker EIT ICT Labs/University of Twente, Enschede,
The Netherlands
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To Cloud Or Not To?
Musings on Clouds, Security and Big Data

Radu Sion(B)

Stony Brook Network Security and Applied Cryptography Lab,
Stony Brook, USA

radu@digitalpiglet.org

Abstract. In this talk we explored the economics of cloud computing.
We identified cost trade-offs and postulated the key principles of cloud
outsourcing that define when cloud deployment is appropriate and why.
The results may surprise and are especially interesting in understanding
cyber- security aspects that impact the appeal of clouds.

We outlined and investigated some of the main research challenges on
optimizing for these trade-offs. If you came to this talk you were also
very likely to find out exactly how many US dollars you need to spend
to break your favorite cipher, or send one of your bits over the network.

1 Overview

Commoditized outsourced computing has finally arrived, mainly due to the emer-
gence of fast and cheap networking and efficient large scale computing. Ama-
zon, Google, Microsoft and Oracle are just a few of the providers starting to
offer increasingly complex storage and computation outsourcing “cloud” ser-
vices. CPU cycles have become consumer merchandise.

In [1] and elsewhere we explored the end-to-end cost of a CPU cycle in various
environments and show that its cost lies between 0.45 picocents in efficient clouds
and 27 picocents for small business deployment scenarios (1 picocent = $1 ×
10−14). In terms of pure CPU cycle costs, current clouds present seemingly cost-
effective propositions for personal and small enterprise clients.

Nevertheless, cloud clients are concerned with the privacy of their data
and computation – this is often the primary adoption obstacle, especially for
medium and large corporations, who often fall under strict regulatory compliance
requirements. To address this, existing secure outsourcing research addressed
several issues including guaranteeing integrity, confidentiality and privacy of
outsourced data to secure querying on outsourced encrypted database. Such
assurances will likely require strong cryptography as part of elaborate intra- and
client-cloud protocols. Yet, strong crypto is expensive. Thus, it is important to
ask: how much cryptography can we afford in the cloud while maintaining the
cost benefits of outsourcing?

Some believe the answer is simply none. In a 2009 interview, Whitfield Diffie
argued that “the whole point of cloud computing is economy” and while it is

W. Jonker and M. Petković (Eds.): SDM 2013, LNCS 8425, pp. 3–5, 2014.
DOI: 10.1007/978-3-319-06811-4 1, c© Springer International Publishing Switzerland 2014



4 R. Sion

possible in principle for “computation to be done on encrypted data, [...] current
techniques would more than undo the economy gained by the outsourcing and
show little sign of becoming practical”.

In this work we explored whether this is truly the case. We set out to find
out whether this holds and if so, by what margins. We would like to quantify
just how expensive it is to secure computing in untrusted, potentially curious
clouds.

One way to look at this is in terms of CPU cycles. For each desired un-
secured client CPU cycle, how many additional cloud cycles can we spend on
cryptography, before its outsourcing becomes too expensive?

We started by looking at the economics of computing in general and clouds in
particular. Specifically, we derived the end-to-end cost of a CPU cycle in various
environments and show that its cost lies between 0.1 picocents in efficient clouds
and nearly 27 picocents for small enterprises (1 picocent = $1 × 10−14), values
validated against current cloud pricing.

We then explored the cost of common cryptography primitives as well as the
viability of their deployment for cloud security purposes. We conclude that Diffie
was correct. Securing outsourced data and computation against untrusted clouds
is indeed costlier than the associated savings, with outsourcing mechanisms up
to several orders of magnitudes costlier than their non-outsourced locally run
alternatives.

This is simply because today’s cryptography does not allow for efficient obliv-
ious processing of complex enough functions on encrypted data. And outsourcing
simple operations – such as existing research in querying encrypted data, key-
word searches, selections, projections, and simple aggregates – is simply not
profitable (too few compute cycles / input word to offset the client’s distance
from the cloud). Thus, while traditional security mechanisms allow the elegant
handling of inter-client and outside adversaries, today it is still too costly to
secure against cloud insiders with cryptography.

2 Conclusion

In this work we explored whether cryptography can be deployed to secure cloud
computing against insiders. In the process we evaluated CPU cycles at a price of
no less than 0.1 picocents, and saw that a bit cannot be transferred without pay-
ing at least 900 picocents, and stored a year without a pocket setback of at least
100 picocents. We estimated common cryptography costs (AES, MD5, SHA-1,
RSA, DSA, and ECDSA) and finally explored outsourcing of data and computa-
tion to untrusted clouds. We showed that deploying the cloud as a simple remote
encrypted file system is extremely unfeasible if considering only core technology
costs. Similarly, existing single server cryptographic oblivious data access pro-
tocols are not only time-impractical (this has been shown previously) but also
(surprisingly) orders of magnitude more dollar expensive than trivial data trans-
fer. We also concluded that existing secure outsourced data query mechanisms
are mostly cost-unfeasible because today’s cryptography simply lacks the
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expressive power to efficiently support computation outsourcing to
untrusted clouds. Hope is not lost however. Full homomorphisms are becoming
increasingly faster. Further, for simple data outsourcing, we found borderline
cases where outsourcing of simple range queries can break even when compared
with local execution. These scenarios involve large amounts of outsourced data
(e.g., 109 tuples) and extremely selective queries which return only an infinites-
imal fraction of the original data (e.g., 0.00037 %).

The scope did not permit us to explore the fascinating broader issues at the
intersection of technology with business models, risk, behavioral incentives, socio-
economics, and advertising markets. We also would have liked to explore how
“green” factors impact computing or whether mobile power and computation-
constrained scenarios would be different.

About the Author

Radu is an Associate Professor of Computer Science at Stony
Brook University (on leave) and currently the CEO of Private
Machines Inc., an early startup funded by the US Air Force,
OSD, IARPA, the National Science Foundation and others. He
remembers when gophers were digging through the Internets and
bits were running at slower paces of 512 per second. He is also
interested in efficient computing with a touch of cyber-security

paranoia, raising rabbits on space ships and sailing catamarans of the Hobie
variety. Radu lives in Brooklyn, NY.
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Data Security – Challenges
and Research Opportunities

Elisa Bertino(&)

Cyber Center, CS Department, and CERIAS, Purdue University,
West Lafayette, IN, USA

bertino@cs.purdue.edu

Abstract. The proliferation of web-based applications and information sys-
tems, and recent trends such as cloud computing and outsourced data man-
agement, have increased the exposure of data and made security more difficult.
In this paper we briefly discuss open issues, such as data protection from insider
threat and how to reconcile security and privacy, and outline research
directions.

1 Introduction

Issues around data confidentiality and privacy are under greater focus than ever before
as ubiquitous internet access exposes critical corporate data and personal information
to new security threats. On one hand, data sharing across different parties and for
different purposes is crucial for many applications, including homeland security,
medical research, and environmental protection. The availability of ‘‘big data’’
technologies makes it possible to quickly analyze huge data sets and is thus further
pushing the massive collection of data. On the other hand, the combination of multiple
datasets may allow parties holding these datasets to infer sensitive information. Per-
vasive data gathering from multiple data sources and devices, such as smart phones
and smart power meters, further exacerbates this tension.

Techniques for fine-grained and context-based access control are crucial for
achieving data confidentiality and privacy. Depending on the specific use of data, e.g.
operational purposes or analytical purposes, data anonymization techniques may also
be applied. An important challenge in this context is represented by the insider threat,
that is, data misuses by individuals who have access to data for carrying on their
organizational functions, and thus possess the necessary authorizations to access
proprietary or sensitive data. Protection against insider requires not only fine-grained
and context-based access control but also anomaly detection systems, able to detect
unusual patterns of data access, and data user surveillance systems, able to monitor
user actions and habits in cyber space – for example whether a data user is active on
social networks. Notice that the adoption of anomaly detection and surveillance
systems entails data user privacy issues and therefore a challenge is how to reconcile
data protection with data user privacy. It is important to point out that when dealing
with data privacy, one has to distinguish between data subjects, that is, the users to
whom the data is related, and data users, that is, the users accessing the data. Privacy

W. Jonker and M. Petković (Eds.): SDM 2013, LNCS 8425, pp. 9–13, 2014.
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of both categories of user is important, even though only few approaches have been
proposed for data user privacy [6, 8, 9].

Data security is not, however, limited to data confidentiality and privacy. As data
is often used for critical decision making, data trustworthiness is a crucial require-
ment. Data needs to be protected from unauthorized modifications. Its provenance
must be available and certified. Data must be accurate, complete and up-do-date.
Comprehensive data trustworthiness solutions are difficult to achieve as they need to
combine different techniques, such as digital signatures, semantic integrity, data
quality techniques, as well taking into account data semantics. Notice also that
assuring data trustworthiness may require a tight control on data management pro-
cesses which has privacy implications.

In what follows we briefly elaborate on the above issues and research challenges.

2 Access Control and Protection from Insider Threat

From a conceptual point of view, an access control mechanism typically includes a
reference monitor that checks that requested accesses by subjects to protected objects
to perform certain actions on these objects are allowed according to the access control
policies. The decision taken by the access control mechanism is referred to as access
control decision. Of course, in order to be effective access control mechanisms must
support fine-grained access control that refers to finely tuning the permitted accesses
along different dimensions, including data object contents, time and location of the
access, purpose of the access. By properly restricting the contexts of the possible
accesses one can reduce improper data accesses and the opportunities for insiders to
steal data. To address such a requirement, extended access control models have been
proposed, including time-based access control models, location-based access control
models, purpose-based access control models, and attribute-based access control
models that restrict data accesses with respect to time periods, locations, purpose of
data usage, and user identity attributes [8], respectively.

Even though the area of access control has been widely investigated [2], there are
many open research directions, including how to reconcile access control with pri-
vacy, and how to design access control models and mechanisms for social networks
and mobile devices. Many advanced access control models require that information,
such as the location of the user requiring access or user identity attributes [3], be
provided to the access control monitor. The acquisition of such information may result
in privacy breaches and the use of cloud for managing the data and enforcing access
control policies on the data further increases the risks for data users of being target of
spear phishing attacks. The challenge is how to perform access control while at the
same time maintaining the privacy of the user personal and context information [6, 8].

Social networks and mobile devices acquire a large variety of information about
individuals; therefore access control mechanisms are needed to control with which
parties this information is shared. Also today user owned mobile devices are
increasingly being used for job-related tasks and thus store enterprise confidential
data. The main issue is that, unlike conventional enterprise environments in which
administrators and other specialized staff are in charge of deploying access control

10 E. Bertino



policies, in social networks and mobile devices end-users are in charge of deploying
their own personal access control policies. The main challenge is how to make sure
that devices storing enterprise confidential data enforce the enterprise access control
policies and to make sure that un-trusted applications are unable to access this data.

It is important to point out that access control alone may not be sufficient to protect
data against insider threat as an insider may have a legitimate permission for certain
data accesses. It is therefore crucial to be able determine whether an access, even
though is granted by the access control mechanism, is ‘‘anomalous’’ with respect to
data accesses typical of the job function of the data user and/or the usual data access
patterns. For example, consider a user that has the permission to read an entire table in
a database and assume that for his/her job function, the user only needs to access a few
entries a day and does so during working hours. With respect to such access pattern,
an access performed after office hours and resulting in the download of the entire table
would certainly be anomalous and needs to be flagged. Initial solutions to anomaly
detection for data accesses have been proposed [5]. However these may not be
effective against sophisticated attacks and needs to be complemented by techniques
such as separation-of-duties [1] and data flow control.

3 Data Trustworthiness

The problem of providing ‘‘trustworthy’’ data to users is an inherently difficult problem
which often depends on the application and data semantics as well as on the current
context and situation. In many cases, it is crucial to provide users and applications not
only with the needed data, but with also an evaluation indicating how much the data can
be trusted. Being able to do so is particularly challenging especially when large amounts
of data are generated and continuously transmitted. Solutions for improving data, like
those found in data quality, may be very expensive and require access to data sources
which may have access restrictions, because of data sensitivity. Also even when one
adopts methodologies to assure that the data is of good quality, attackers may still be
able to inject incorrect data; therefore, it is important to assess the damage resulting
from the use of such data, to track and contain the spread of errors, and to recover. The
many challenges for assuring data trustworthiness require articulated solutions com-
bining different approaches and techniques including data integrity, data quality, record
linkage [4], and data provenance [10]. Initial approaches for sensor networks [7] have
been proposed that apply game theory techniques with the goal of determine which
sensor nodes need to be ‘‘hardened’’ so to assure that data has a certain level of trust-
worthiness. However many issues need to be addressed, such as protection again col-
luding attackers, articulated metrics for ‘‘data trustworthiness’’, privacy-preserving data
matching and correlation techniques.

4 Reconciling Data Security and Privacy

As already mentioned, assuring data security requires among other measures creating
user activity profiles for anomaly detection, collecting data provenance, and context
information such as user location. Much of this information is privacy sensitive and

Data Security – Challenges and Research Opportunities 11



security breaches or data misuses by administrators may lead to privacy breaches.
Also users may not feel comfortable with their personal data, habits and behavior
being collected for security purposes. It would thus seem that security and privacy are
conflicting requirements. However this is not necessarily true. Notable examples of
approaches reconciling data security and privacy include:

• Privacy-preserving attribute-based fine-grained access control for data on a cloud
[8]. These techniques allow one to enforce access control policies taking into
account identity information about users for data stored in a public cloud without
requiring this information to be disclosed to the cloud, thus preserving user privacy.

• Privacy-preserving location-based role-based access control [6]. These techniques
allow one to enforce access control based on location, so that users can access
certain data only when located in secure locations associated with the protected
data. Such techniques do not require however that the user locations be disclosed to
the access control systems, thus preserving user location privacy.

Those are just some examples referring to access control. Of course one needs to
devise privacy-preserving protocols for other security functions. Recent advances in
encryption techniques, such as homomorphic encryption, may allow one to compute
functions on encrypted data and thus may be used as a building block for constructing
such protocols.

Acknowledgments. The research reported in this paper has been partially supported by NSF
under awards CNS-1111512, CNS-1016722, CNS-0964294.
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Research Challenges to Secure the Future
Internet

Jan Camenisch(B)

IBM Research – Zurich, Säumerstrasse 4, 8803 Rüschlikon, Switzerland
jca@zurich.ibm.com

Abstract. This article puts forth a number of research challenges that
need to be overcome to secure the future digital world and protect the
people living in it.

1 A New World is Shaping

The Internet has transformed our environment and how we interact with each
other dramatically. Soon all things surrounding us will be part of the Inter-
net, producing, processing, proving, and consuming enormous amounts of data.
However, all these devices, their operating systems, and applications (often dis-
tributed over several devices and administrative boundaries) are very complex,
and even experts understand only parts of these systems. Thus, managing and
securing them is a huge challenge, in particular for private users and small enter-
prises who are not and cannot afford to hire IT security professionals. Making
our future infrastructure secure and trustworthy will require novel approaches
and new technologies. We discuss some of the research challenges involved.

Authorisation, Authentication, and Encryption and Data Governance. The
future infrastructure will consist of many distributed systems composed of many
different kinds of devices controlled by many different parties. It seems impos-
sible to protect all devices and system, virtually or even physically. Therefore
secure authorisation and communication, and protecting data at rest are of vital
importance. It is necessary to authenticate and encrypt every single bit as well
as explicitly define who is allowed to do what with the bit, i.e., to attach a
data usage policy to each bit. However, authenticating every bit might result in
decreasing the amount of privacy and hence in a potential decrease of security.

To alleviate this, privacy protecting authentication mechanisms such as
anonymous credentials should be applied. Although such authentication and
encryption mechanisms do exist and data usage control is an active area of
research, much more research is needed until these technologies can be used
to secure large distributed systems. Research topics here include how to make
such complex technologies usable and how to deploy them, what infrastructure
is needed to help users protect and maintain their private data, and how users
can keep control of their data and understands for what and how their data are
used.

W. Jonker and M. Petković (Eds.): SDM 2013, LNCS 8425, pp. 14–17, 2014.
DOI: 10.1007/978-3-319-06811-4 3, c© Springer International Publishing Switzerland 2014 2014
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Distributing Services. While the Internet is a distributed system, most of the
applications running on it are centralized with browsers as standardized clients.
The obvious advantages of a centralized system with standardized clients include
easier application maintenance as well as easier management and processing of
application data. From a security and privacy point of view, however, a central-
ized system not desirable as it is a unique point of failure and, by having all data
at a central location, it is an attractive target for attackers - be it insiders or
outsiders. Thus, an important research direction here is how decentralised appli-
cations that protect privacy but are as easy to run and maintain as centralised
systems can be designed. Research topics here include what kind of protocols
and APIs need to be specified and standardized to this end (similar to the IP
protocol for the transport layer) and how different services offered by different
parties can be combined in an easy and secure way.

2 Information Security Research Challenges

It seems that the basic security technologies such as encryption and digital signa-
ture schemes are well understood today, and no further research is needed. How-
ever, a closer analysis shows that traditional encryption and signature schemes
very often fulfil the application requirements only partially, and thus different or
modified cryptographic primitives are required. Moreover, means to efficiently
compose different secured components into larger systems while maintaining
security are not yet very well understood. Let us expand on this.

New Cryptographic Primitives. One research direction is to analyze different
application scenarios carefully, deriving the security requirements, and then
designing appropriate cryptographic primitives that meet them. Also, using cryp-
tographic primitives to secure applications means that cryptographic keys need
to be managed. This is already very demanding for IT professionals and even
more so for ordinary users. It seems that enabling users to manage their keys
(and other sensitive data) requires fundamentally new cryptographic primitives,
protocols, and policy languages. Mechanisms are required that allow humans
to securely store and retrieve cryptographic keys based on a single human-
memorizable password, based on biometrics, or based on hardware tokens. In
addition mechanisms are needed that enable end users to manage their various
cryptographic keys and their encrypted data via these keys.

Security Modelling and Composition. Properly defining the security requirements
of a cryptographic function, protocol, or full system is far from straightforward.
Also, proving that these requirements are meet by a realization is very error-
prone. To master these complexities, several security composition models have
been proposed. However, these models are still being developed and so far mostly
concentrate on cryptographic protocols rather than on more general, security-
relevant systems. Thus, research needs to come up with more mature models,
that are easy to use and, ideally, such that proofs in these models can be auto-
matically checked, hopefully even in realtime when systems being configured and
modified.
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3 Getting Security and Privacy-Protecting
Technologies Used

Many security and privacy-protecting technologies are quite complex and have
a plethora of different features that often are counterintuitive. This makes them
challenging to deploy and to use. To address this, the complexity of these tech-
nologies need to be reduced and their possibilities communicated to the various
stakeholders.

Usable Cryptographic Libraries. Despite the large number of different crypto-
graphic primitives and schemes that the research literature provides, only very
few of them are used in the real world. One reason for this might be the lack of
software libraries that provide cryptographic primitives other than plain encryp-
tion, signature, and key exchange. Therefore, research is needed to determine
what kind of cryptographic primitives are most useful for building higher-level
protocols, to develop a suitable abstraction to render them easier to understand
and use, and to design APIs that are as simple as possible and less error-prone
in their use.

Professional Stakeholders. Proper security and privacy have to become core
requirements for any mechanism or application that is built. When designing
an application, the requirements put forth are often a reflection of what the
person(s) in charge understands of the available technologies and how they can
be employed. This includes the way business processes are designed and how
they are implemented technically. It is therefore essentials that the people in
the entire design chain be aware of the possibilities of state-of-the-art security
technologies, in particular the privacy protecting and enabling ones. The same
is true for policy makers: to be able to draft new regulations and laws that gov-
ern our digital world, they need to be aware of the possibilities of the available
technologies, their dangers and their merits, and how they can be used or abused.

To this end, research is needed to analyze different application scenarios and
to find alternative realizations that are more secure and protect the privacy of the
users better. This will most likely require the development of new technologies or
at least the innovative use of existing ones. This will demonstrate the feasibility
of such approaches on the one hand and drive research and innovation on the
other hand.

Human Computers Interfaces and Education of End Users. To foster market
adoption of security and privacy-protecting technologies, the end users need to
be made aware of the risks of the current technologies and how these risks could
be addressed with alternative technologies and mechanisms. So, research needs to
develop mental models that are understandable and enable HCI designs (which
again requires a lot of research) so that users can effectively control and apply
the technologies (e.g., to manage and safely use their data and keys).

Economic Models and Security & Privacy. A large part of the services offered
on the Internet are free of charge and financed by making use of personal infor-
mation that the users reveal, voluntarily or not, when using the Internet. Thus,
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service providers are motivated to learn more information about their users so
that they can target their advertizements better and hence invest in better meth-
ods to acquire such data. To increase security, alternative economic models and
menthols need to be developed that do not require the user to reveal personal
data or only very little.

4 Conclusion

The speed with which the Internet evolves and new applications get introduced
and embraced makes it very challenging to address the emerging security and
privacy problems, in particular because privacy and security are too often not
taken into consideration by design. Despite this, security and privacy research is
still very relevant and, indeed, the general public is becoming increasingly aware
of the need of proper security and privacy protection. Thus one can expect the
security and privacy research community to grow in the future, and there is
certainly no lack of interesting and challenging problems to be addressed, some
of which we have pointed out in this brief article.
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1 Introduction

The major driver for move to public clouds is the numerous advantages from
a data owner perspective over the traditional model of doing computing on an
owned infrastructure. These advantages include elimination of physical
infrastructure management, reduced operational costs, and flexibility in match-
ing computational resources to the demands. However, the cloud computing
paradigm introduces a host of new issues with respect to security and privacy
that are not yet well understood.

Inspired by the pioneering paper by Hacigümüş et al. [16], much of the work
carried out in the context of database as a service paradigm is applicable to
the cloud. Under this paradigm, a data owner delegates the management and
storage of a data collection, possibly including sensitive information that can be
selectively accessed by authorized users, to an honest-but-curious external server
(An honest-but-curious server is trusted to properly manage the data and make
them available when needed but it is not trusted to read the data content).

The remainder of this note provides an overview of the main data secu-
rity and privacy issues that characterize the aforementioned scenario along with
possible solutions. It also briefly mentions some open issues that need further
investigation.

2 Data Confidentiality

The first approach proposed to provide confidentiality of outsourced data is to
wrap a protective layer of encryption around sensitive data to counteract both
outside attacks and the curiosity of the server itself (e.g., [4,16,18,26]).
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To minimize the use of encryption and make access to outsourced data
more efficient, recent proposals combine fragmentation and encryption tech-
niques [1,6–8]. These approaches are based on the observation that often data
are not sensitive per se but what is sensitive is their association with other
data. It is therefore sufficient to protect sensitive associations to preserve data
confidentiality.

Several open issues still remain to be addressed. For instance, the fragmen-
tation process should take into account dependencies among attributes in the
original relation since they could be exploited by adversaries to reconstruct the
association among attributes appearing in different fragments. As an example,
the specialty of a patient’s doctor (an oncologist) may reveal the disease the
patient suffers from (cancer). Another open problem is that in real world scenar-
ios, data collections are subject to frequent changes whereas the current research
has focused on the confidentiality of static datasets.

3 Efficient Query Evaluation

In the last few years, several techniques have been proposed to support the
server-side evaluation of a wide set of selection conditions and SQL clauses when
the outsourced relation is completely encrypted. These solutions complement the
encrypted relation with additional metadata, called indexes, on which queries
are evaluated at the server side [2,9,15–17,27]. The main challenge that must
be addressed in the definition of indexing techniques is balancing efficiency and
confidentiality: more precise indexes result in more efficient query execution, but
at the price of a greater exposure to possible confidentiality violations.

Besides the alternative indexing techniques for encrypted data and for effi-
ciently evaluating queries on fragmented data, one open issue that remains is
the possibility of combining fragmentation and indexing approaches [10]. In fact,
fragmentation does not permit delegation of the evaluation of conditions involv-
ing attributes that do not appear in plaintext in a fragment. The association of
indexes to fragments could nicely fill this gap, but should be carefully designed to
prevent information leakage caused by the plaintext representation in a fragment
of an attribute indexed in another.

4 Access Control Enforcement

The solutions proposed to enforce access control restrictions on outsourced data
without the data owners intervention are based on integrating access control and
encryption [11,12].

Most of the problems studied for the enforcement of read privileges need
to be extended to both read and write privileges. It is also necessary to devise
efficient approaches for managing policy updates without any involvement of the
data owner, and techniques for protecting the confidentiality of the policy when
read and write operations are restricted to arbitrary subsets of users.
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5 Data Integrity

Data integrity can be provided at different granularity levels: table, attribute,
tuple, or cell level. The integrity verification at the table and attribute level is
expensive since it can be performed by the client only downloading the whole
table/column. Data integrity at the cell level suffers from a high verification
overhead. For these reasons, the majority of the current proposals provide data
integrity at the tuple level.

Current approaches for providing integrity guarantees to externally stored
data typically adopt signature techniques [5,21]. These solutions are, however,
computationally expensive both for the data owner and for clients. It would be
useful to have alternative approaches based on less expensive techniques that
permit authorized users to efficiently check data integrity.

6 Completeness, Freshness, and Correctness
of Query Results

Although the problem of providing guarantees of completeness and freshness of
query results is of increasing interest [13,19,20,22–24,28,29,32], there are still
many aspects that need to be further investigated. Current solutions consider
simple select-from-where SQL queries operating on a single relation only; it is
necessary to assess the correctness and completeness of the result of more com-
plex queries (e.g., queries including group by and having clauses). Probabilistic
approaches [28–30] provide a good trade-off between completeness guarantee
and efficiency in query evaluation. It would be interesting to develop efficient
approaches that provide absolute certainty of completeness and freshness of
query results, while limiting the computational overhead.

7 Cheap and Lazy Cloud Providers and Side Channels

There are two other threats that deserve mentioning. First, in a cloud, service
level agreements (SLAs) serve as the foundation for the expected level of service
between the data owner and the cloud. However, a cheap and lazy cloud provider
[3] may fail to enforce an SLA due to either cost cutting or negligence. To detect
this, it is important to devise methods to allow data owners to verify if the cloud
is abiding by an SLA. Second, it is possible for a malicious virtual machine (VM)
to establish a side-channel if two VMs can share the same physical resource
[25]. This means that isolation in a cloud must be enforced carefully to prevent
information leakage.

There is limited progress towards addressing these problems. Bowers et al.
[3] provide a way for a data owner to verify that the cloud stores a file in a fault-
tolerant manner by storing a fixed numbers of replicas specified in the SLA.
Wang et al. [31] present a mechanism for data owners to verify that the disk
storage isolation is being enforced by the cloud.
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Abstract. This paper reflects on the state of the art in cryptology and
information security. It considers the main achievements and shortcom-
ings of research and identifies the major challenges for the future. It
explores which research approaches have a high potential to evolve from
academic ideas to practical solutions. The paper concludes by discussing
how the deployment of more secure and reliable IT systems requires a
complete re-engineering including new architectures; it also sketches the
broader societal context of such a redesign.

As scientific discipline, cryptology was born during World War II with the sem-
inal work of Shannon. In the 1970s, the academic research in the area took
off, with the invention of public-key cryptology by Diffie and Hellman. During
the last four decades, cryptology has developed into a mature scientific disci-
pline with sub-disciplines focusing on foundations, cryptographic algorithms and
protocols, and secure and efficient implementations. The dramatic reduction in
cost of hardware and communication and the development of the Internet have
resulted in the processing and storage of huge amounts of personal data; this
has motivated the mass deployment of cryptology during the past two decades.

In spite of these successes there are major challenges ahead. While crypto-
graphic theory has developed solid foundations, most of this theory deals with
reduction proofs, that show that a cryptographic primitive is secure if a certain
problem is hard. It has been noted that some of these proofs have shortcomings
in the sense that the model used is not realistic, or that the reduction is not
tight. However, it seems that the main issue is that as a community, we don’t
know which problems are hard; even for problems we believe to be hard it is
very difficult to make reliable estimates for the difficulty of concrete instances.

Symmetric cryptographic algorithms seem to be rather mature: the block
cipher AES and the hash function SHA-2 are widely deployed and one can expect
that SHA-3 (Keccak) will find its way into products quickly. For stream ciphers,
the field is more diverse but the eSTREAM competition has resulted in several
promising designs. The short term challenges are how to phase out many older
and weaker algorithms (such as A5/1, E0, Keeloq, MD2, and MD5), the design
of more efficient and versatile schemes for authenticated encryption, and the
further reduction of cost of these algorithms (a.k.a. lightweight cryptography).
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The long term question is whether we can find novel techniques to cryptanalyze
the current schemes or whether we can start building evidence (or even proofs)
that these constructions offer long term security.

One particular threat to the currently widely deployed systems is the develop-
ment of quantum computers. Twenty years ago, these we considered to be exotic
objects; today it is clear that substantial progress has been made. It remains an
open question whether or not quantum computers will be able to break realistic
key lengths for public-key algorithms in the next twenty years. However, if they
can, public-key algorithms – and thus our information security infrastructure –
will be in deep trouble. Moreover, it should be realized that changing a global
infrastructure can take 10–20 years (or even more); and some data such as med-
ical, financial, or government data requires confidentiality for 50 years or more.
In view of this, more resources need to be spent on the development of concrete
proposals for public-key algorithms that resist quantum computers. There has
been some excellent research in the past decade in this area, so this topic is no
longer “new” or “hot.” On the other hand, interest for this issue in the industry
is low, as the time horizon of this research lies beyond 2020.

In addition to the risks created by novel computers, the open cryptographic
community learned in the past decades that, even if cryptographic systems are
mathematically secure, their implementations can be vulnerable. One potentially
weak element are the Application Programming Interfaces (APIs) to software
libraries and hardware modules. Attackers can also exploit physical phenomena,
such as side channels (timing, power, electromagnetic radiation) or active attacks
such as the deliberate injection of faults in the hardware (e.g. by voltage glitches
or laser pulses). There has been a large body of research on securing implemen-
tations by masking or hiding information and by verifying calculations to detect
injected faults; there also have been initial ideas on how to create implementa-
tions with a security proof (under the name leakage-resilient implementations).
However, the models considered in theory are far from practice and even the
best ad hoc solutions are too inefficient. This means that cryptographic imple-
mentations have to switch to “security by obscurity”: while the algorithm used
is known, the details on how it is implemented have to remain secret – revealing
the (limited) countermeasures against implementation attacks that are present
would allow to break the system. There is no doubt that further research is
needed to create better models and more secure implementations.

It took about 20 years for the breakthrough research on public-key cryptol-
ogy of the late 1970s to become widely deployed. This required a major engi-
neering effort. Since then, at cryptology conferences an ever growing number
of more complex protocols is being presented. The challenge is to understand
how one can build up a large body of schemes and study how their security
relates. But few of those schemes make it to implementations – either because
there is no need for them or because the application developers do not under-
stand the benefits. The broader research agenda however that is being pursued
is highly relevant: while historically cryptography was developed to secure com-
munication channels and later on to protect local storage, cryptography is much



The Future of Information Security Research: Cryptology and Beyond 25

more powerful. With advanced cryptographic tools, one can replace a central
trusted party by a distributed system. The use of centralized trusted parties
seem to have been essential for modern societies and the advent of information
technologies has only exacerbated this trend: in application such as auctions,
search, recommendation systems, road pricing, e-commerce, and in many secu-
rity systems centralized parties play a key role. However, a properly designed
cryptographic protocol allows to create a completely different design, that is
fully distributed and in which no central party needs to be fully trusted. The
system optimally protects the interests of each party and works if the major-
ity of the players is honest. As there is no central party, this kind of design
can be much more robust against attacks either by hackers or by governments.
While the first designs brought enormous overhead in terms of communication
and storage, there has been tremendous progress and some proofs of concepts
and even real deployments have materialized. One can compare this approach
to peer-to-peer distribution versus centralized distribution, with as difference
that much stronger security guarantees are provided and a broader range of
applications can be covered. It is clear that implementing such systems will be
extremely hard: the technological challenges are daunting and one will always
pay a performance penalty compared to fully centralized systems. One can also
question whether cryptographers can ever convince society that such an app-
roach is indeed better. Moreover, the large incumbents and several governments
have nothing to gain by such an approach that undermines their power.

While cryptology is essential for information security and privacy, it is only
a very small part of the very complex security puzzle. There has been a sub-
stantial amount of excellent work on information security, but the discipline
itself seems to lack maturity. This may be because information security is much
broader than cryptology; moreover, it is more closely coupled to the ever chang-
ing information infrastructure that is deployed with minimal or no security. In
this environment new programming languages, frameworks, and system archi-
tectures are deployed continuously. As an example, browsers have evolved from
simple viewing programs to sophisticated software that is more complex than
an operating system from the 1980s. On the one hand, innovative security ideas
are being incorporated, but each new development opens up a plethora of new
weaknesses. The situation can be summed up with a quote from A. Shamir: “In
information security, we are winning some battles but losing the war.”

While security and privacy by design are a common mantra, very few systems
have been designed with security or privacy as dominating factors: it is well
understood that deployed systems are driven by economic factors, and in most
cases it is preferred to have a successful but not so secure system that can be
patched later, over a much more secure system that arrives one year too late in
the market. Once a system or infrastructure is successful, updating its security is
extremely difficult – this has been compared to changing the wheels on a bicycle
while one is driving it. The overall solution is to patch the most blatant holes,
have centralized detection and monitoring to go after abusive attacks and keep
fingers crossed that no disastrous attack will happen. This approach has worked
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rather well for the first two decades of the Internet as a mass medium, but we
are now witnessing its limitations. In particular, as more and more of our critical
infrastructure goes online (very often with very limited or even no protection)
and the Internet and cyber world are developing as the theater not only for
crime but also for terrorism attacks and war, one can question whether the past
approach that seemed adequate for e-commerce and business infrastructure is
sufficient to build an information society on.

If the answer is no, the discipline of information security and privacy engi-
neering should be further developed to create solid long term solutions. This is
only possible if we start re-thinking the way we architect, develop, and evolve
systems: security and privacy considerations should be one of the key drivers of
an infrastructure that is too big to fail. It is important to keep in mind that
“architecture is politics”: the choice of an architecture is not a purely technical
decision, but it is determined by and determines power relations in the infor-
mation society. The best way to avoid huge privacy breaches is by stopping to
collect massive amounts of personal data. For reliability and correctness, we can
learn from the aviation and space industry, that have developed advanced meth-
ods to create reliable and complex systems (in spite of this, it seems that they
use insecure communication channels). Of course we would need a more cost
effective approach that can deliver similar results.

It is not within the scope of this position paper to give more concrete answers,
but some of the elements that are needed are obvious: the only systems we
can make secure are simple systems; hence we need a better understanding of
how to reduce complexity and how to put together secure systems from well
understood and simple building blocks. This approach has been used in the
past, but probably deserves more attention. Another element that needs more
attention is modularity: so far we have failed to deliver on this, as upgrading
a cryptographic algorithm or protocol is much more complex than it should
be. Finally, we should question the current approach of extreme centralization,
where all the data and control of a system are brought to a single place: we
have learned that eventually these systems will be compromised with dramatic
consequences for both privacy and security.

The above problems are well understood by the security community, but
somehow we have failed to make progress. On the one hand, research tends to
focus on the “find a hole and patch it” game, that brings short term success.
On the other hand, there are very few drivers to start from scratch and develop
systems that are more robust, secure, and reliable. Moreover, this would require
a large scale international collaboration effort between industry and academia,
which is complex to manage.

It would be very interesting to study how society can be transformed to deal
in a more effective way with large scale risks and vulnerabilities that are created
by the information infrastructure.1 This is a complex problem with economi-
cal, psychological, sociological, political and legal dimensions. While there is an
1 The same applies of course to our financial infrastructure and to the problems of
energy supply and global warming.
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understanding that liability could play a role as the key driver to align the mar-
ket players, it seems very difficult to conceive how one could assign liability in a
complex system in which billions of subsystems interact. Moreover, for privacy
the problem is even more challenging, as some of the damage by revealing sen-
sitive personal data can create irreversible harm. Overall this would require a
thorough redesign of the complete architecture of our ICT systems to make them
more robust and distributed; distributed cryptography could play an important
role here. But it seems likely that society will only be prepared to pay the price
for this after a major disaster.

Acknowledgements. This work was supported in part by the Research Council KU
Leuven (GOA TENSE/11/007), by the Flemish Government (FWO WET G.0213.11N
and IWT MobCOM), and by the European Commission through the ICT programme
under contract FP7-ICT-2013-10-SEP-210076296 PRACTICE.



Where Security Research Should Go
in the Next Decade

Kai Rannenberg(&)

Deutsche Telekom Chair of Mobile Business & Multilateral Security,
Goethe University Frankfurt, Frankfurt, Germany

Kai.Rannenberg@m-chair.de

http://www.m-chair.de

Abstract. In 2004 the series of annual Secure Data Management workshops as
part of VLDB began, so SDM can now celebrate its 10th edition. It is less clear,
when research in the area of security began; even for ICT security this is
unclear. One could claim, that security research started thousands of years ago,
when the original Trojan Horse was designed. While one can probably find
even earlier references to research on security issues, referring to the Trojan
Horse can also take its justification from the fact, that the original Trojan Horse
lead to a decisive end of a security issue after about 10 years. In any case it
illustrates, that already several millennia of thinking (or not-thinking) were
spent on the issue. Therefore this text starts with a description of relevant goals
(1) as well as technical and other trends (2). Then (3) relevant instruments for
ICT security are derived from the goals and trends. These instruments are not
necessarily new but important for research due to their relevance in general or
due to their high number of relevant open questions.

1 Goals

Two general goals seem to be of particular relevance for security research:

1. Multilateral Security, as it aims for a fair distribution of security among stake-
holders, avoiding, that the security of some stakeholders dominates that of others.

2. The privacy compatibility of ICT security measures, as many security measures
tend to become an unnecessary privacy threat for some stakeholders.

1.1 Multilateral Security

Multilateral Security [1, 2] aims at a balance between the competing security
requirements of different parties. It means taking into consideration the security
requirements of all parties involved. It also means considering all involved parties as
potential attackers, as one cannot expect the various parties to trust each other. The
‘‘ideal’’ of Multilateral Security can be described as follows:

1. Considering Conflicts:

1. Different parties involved in a system may have different, perhaps conflicting
interests and security goals.
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2. Respecting Interests:

1. Parties can specify their own interests and security goals.
2. Conflicts can be recognized and negotiated.
3. Negotiated results can be reliably enforced.

3. Supporting Sovereignty:

1. Each party is only minimally required to place trust in the honesty of others.
2. Each party is only minimally required to place trust in the technology of

others.

Multilateral Security in general refers to all security goals, i.e. confidentiality,
integrity, availability, or accountability can be in the interest of one party, but not
necessarily in that of another. However a typical conflict occurs between the wish for
privacy and the interest in cooperation. On one hand parties wish to protect their own
sphere, information, and assets, on the other hand they strive for cooperation and wish
to establish trust with partners, transfer values, or enable enforcement of agreements.
To make Multilateral Security an effective protection of the weaker stakeholders it
needs to go hand in hand with user enablement and especially with real choice from
alternatives.

1.2 Privacy Compatibility of ICT Security Measures

ICT security measures or mechanisms can be in line with privacy goals, e.g. in access
control, when confidentiality and privacy protection are closely related. However
security mechanisms can also have a negative effect on privacy, e.g. when audit logs
create additional data that can tell a lot of sensitive things about people and their
interest. In general ICT security measures often trigger more and more data collec-
tions that need to be analysed for their impacts on privacy and possible alternatives.

2 Technical and Other Trends

ICT and related services are coming ever closer to people under paradigms like
mobility, ubiquity, and personalization. These paradigms are also triggering the cre-
ation of more and more data about users, e.g. movement profiles. At the same times
attacks by large state organisations on security and privacy protection of ICT services
and infrastructures of all kind are now discussed more openly, especially since the
recent disclosures of the USA NSA spying activities.

For some experts the revelations were no news, but for many people the dangers of
undetected surveillance and manipulation of information are now becoming so
obvious, that their trust into ICT infrastructures and their operators is massively
reduced at least for some time. This may result in more support for thorough research
addressing some fundamental weaknesses in current ICT architectures, e.g. the dif-
ficulties to control information flows. It also motivates the quest for infrastructures
that are independent from overly swift government actions by storing less data or by
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being distributed wisely. In any case the relation between trust and security needs to
be researched more thoroughly. Depending on the definition trust has at least two
distinct meanings:

1. Trust can be seen as a consequence of security and assurance as e.g. the security
certification paradigms see it: More perceived security and more endeavours to
assure security lead to more trust.

2. Trust can be seen as a consequence of insecurity, as often done in social sciences:
Trust is then the more or less rational belief in an acceptable outcome of an
insecure situation. Therefore trust is dependent from insecurity or a lack of
security: If there is security there is no basis for trust, as there is no insecure
situation.

While these two distinct meanings of trust and their consequence for ICT security
research seem to be reasonable understood, there are open questions with regard to the
middle ground between them. More research seems to be needed on the cases where
people have some trust or partial trust, e.g. only in parts of the ICT they use or only
with regard to some aspects of security and privacy. These combinations of trust are
conceptually difficult to grasp. Nevertheless they are very relevant, as in most real-life
situations trust and distrust co-exist - most ICT products and services reach their
(potential) users as combinations of several elements and involved parties. While
some users may trust some ICT elements and involved parties, the same or other users
may not be able to judge on the trustworthiness of other ICT elements and involved
parties or even consider those as untrustworthy.

3 Instruments

3.1 Data Thriftiness

A number of research areas can be seen under the umbrella of data thriftiness. They
are not completely new, but they need (more) research attention in order to further
progress them to a status, that allows more usage in practical applications.

1. Partial Identities and Identifiers: More and more public and private parties are
trying to overcome the natural borders between domains of data, making users
ever more transparent from ever more perspectives. Partial identities and iden-
tifiers become more and more important for users to protect themselves by
reducing the dangers of unwanted information flows.

2. Minimal Disclosure: Still much more personal information than needed is asked
from users, e.g. for authorising them to use Internet resources. Risk management
processes compatible with the minimal disclosure need to be established. One
important building block for minimal disclosure is represented by Attribute Based
Credentials [3], as they allow users to calibrate the amount of information they
want to disclose.
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3.2 Stability of Services and Reliability with Regard to Planning of Changes

Often Internet based services like Facebook change their features and their security
and privacy default settings very fast and surprisingly. So their users have almost no
chance to react and to protect their assets, e.g. to enact access control for a new feature
that would publish data that was not accessible before. To enable innovation but to
give people a realistic chance to react, proper plans for the establishment and com-
munication of changes are needed. These plans need to be researched to balance
innovation and new versions of software or services against the need for stability of
users’ environment.

3.3 Trustworthy Mobile Platforms and App-Ecosystems

Smartphones could be a great platform for credentials and other personal assets, but
their operating systems and applications have so many security and privacy weak-
nesses, that many users don’t dare to consider them trustworthy (in the first sense),
even though they use them. For these mobile platforms more research is needed to
enable technologies and architectures that European democratic governments can
understand well enough to give a realistic assessment whether their citizen’s data and
cyber activities are protected appropriately. An approach to overcome the app-side of
the problem (e.g. apps that leak their users’ personal data to their developers or
elsewhere) is to enhance the app ecosystem (e.g. the app-markets). App markets are to
provide useful privacy information about individual apps in all the phases of apps’ life
cycle, but especially during app discovery, installation, and usage. Crowdsourcing
may be used to protect against privacy-invasiveness of apps by influencing the
rankings in (alternative) app-markets.

3.4 Strong Sovereign Assurance Tokens and Wallets

Assurance tokens (e.g. authorisation certificates) tend to contain more and more
sensitive information, e.g. birth dates or authorizations for specific services or
activities. Therefore they need special protection against undue transmission and
exploitation. This protection can be provided either directly or via digital wallets.
Examples are advanced smart cards or mobile devices with trustworthy secure ele-
ments that enable their holder to influence the character and degree of identification
and the type of identification information. These devices are also to enable meaningful
communication between the assurance token holder and the assurance token. Last but
not least assurance tokens and wallets must be able to protect themselves. For example
they need to be able to verify their respective controllers (readers) by e.g. an extra
communication channel. Therefore a portfolio of communication mechanisms is
needed, also to provide some redundancy. Moreover an independent clock, a suffi-
ciently powerful access control mechanism to protect relevant data, and enough
processing power for complex (crypto) operations are needed.
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3.5 Trustworthy and Transparent ICT Infrastructures in General

Current ICT infrastructures are in general not really trustworthy. They lack technology
and processes that European democratic governments can understand well enough to
protect European citizens and businesses against e.g. espionage, manipulation, or
domination by major players. An important special area is that of eID infrastructures,
as they are used in many applications, another one is that of cloud computing services
for SMEs, as SMEs are usually small against their cloud computing providers and
therefore in a relatively weak position. In general more transparency of ICT infra-
structures and the ICT used in them is needed. This needs to include open and frank
descriptions, explanations, and discussions of current and future weaknesses, e.g. on
the steps that have been taken to prevent illegitimate exploitation, and a pause, while
the implications of the weaknesses become better understood. It also needs an
infrastructure of independent institutions to assess the security and reliability of
complex ICT [4].

Acknowledgement. André Deuker, Markus Tschersich, and Christian Weber provided valu-
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Abstract. Security researchers identified 15 years ago that passwords create
too much of a burden on users. But despite much research activity on alter-
native authentication mechanisms, there has been very little change for users in
practice, and the implications for individual and organisations productivity are
now severe. I argue that - rather than looking for alternative ‘front-end’ solu-
tions, we must re-think the nature of authentication: we must drastically reduce
the number of explicit authentication events users have to participate in, and
use advanced technologies to implicitly authenticate users, without disrupting
their productive activity.

My disciplinary background is in usability, and for a decade, I worked to improve the
usability of emerging Internet systems and services. My focus on security (and later
privacy, trust and identity aspects) started because an industrial collaborator faced
security help desk costs that were spiraling out of control, and asked me to figure out
‘why these stupid users cannot remember their passwords’. The resulting study con-
ducted in collaboration with Anne Adams ‘Users Are Not the Enemy’ [1] published in
1999, the same year as Whitten & Tygar’s ‘Why Johnny can’t Encrypt’. The two
papers mark laid the foundation for the research area now referred to as Usable
Security. Over the past decade and a bit, this area has flourished: there are now several
conferences and workshops dedicated to the area, and papers on this topic have been
accepted to top-tier security and usability conferences alike.

But things have not improved for the average user out there. As Herley [3] put it,
most security managers ‘‘value users’ time at zero’’. To date, the cost of individual
user time and effort spent to what is not their primary goal and activity has been
largely hidden. The result, as an intense frustration among users about the burden of
security, and the erosion of their personal productivity. Users are acutely aware of this,
and stop complying when the friction between the security task and their primary task
becomes too high. They introduce workarounds which compromise security, and/or
reorganise their primary tasks to minimize their exposure to security [4]. In the
context of an organisation, the organisation ultimately pays a high price: the cost of
reduced individual and business activity productivity, and that of security breaches
which occur as a result of non-compliance. To put it bluntly, most organisations’
security at present is an expensive Swiss cheese – to borrow the analogy from the guru
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of safety research, it is riddled with holes that ever so often align and let the threat
through. Unlike good Swiss cheese, the current state of operational security stinks.

Authentication provides a clear example for this. After the publication of ‘‘Users
are Not The Enemy’’, we campaigned for changes to reduce the burden of authenti-
cation. We had some success: many organisations introduced single sign-on, and
reduced the frequency with which passwords expire. But has been no serious attempt
to grab the nettle of the password-based infrastructure that is deeply embedded in
current systems. In the 2000s, technology (Bill Gates, Bruce Shneier) and usability
(Jacob Nielsen) gurus both declared it a non-problem that would be resolved through
the introduction of biometrics, which they assumed to be usable by default ‘since users
don’t have to remember anything’. But a decade later, we found that the password
burden was still weighing down individuals and organisations alike [6]: single sign-
ons, more relaxed policies, and password managers such as LastPass may have
reduced the burden somewhat, but the explosive growth in the number of devices,
applications and services we use means users still have to manage dozens of pass-
words. The introduction of self-service re-sets and account recovery mechanisms has
increased the burden further: helpdesks staffed by humans to assist other humans a
were a visible cost that organisations swiftly moved on – replacing them with a
technology-based self-service reminder and re-set mechanisms that create yet more
items that users have to think up and remember. In a recent study [7] found additional
impact created by ‘‘too much’’ authentication: staff logged in less frequently from
home or when travelling, or stopped doing so altogether – meaning colleagues and
customers had to wait for information or assistance, which in turn held up their work.
Some refused to have a company-owned laptop, or returned it. We also found several
examples where staff had identified a business opportunity, but did not pursue it
because authentication policies or mechanisms would have to be changed, and they
could not face the time and emotional effort that would require. We diagnosed a case
of severe Authentication Fatigue, top on the list generated an ‘Authentication Hate
List’:

1. Re- authentication to the same system (e.g. because of 15 min time-outs)
2. Length and complexity makes passwords hard to create, recall and enter – and

different rules for different systems compound this)
3. Authenticating to infrequently used systems (hard to recall)
4. Password expiry (having to create a new password, interference with the old one,

and you have to create 4 passwords a year for a system you only used twice in the
same period)

5. Additional credentials for password re-set mechanism

As in previous studies, we found users had created workarounds – to cope with the
most hated re-authentication, many users installed mouse-jiggler software to prevent
time-outs. Which of, course they forget quite often when they actually do get up and
leave their system unattended. So why are we still stuck with high-effort, productivity-
zapping authentication mechanisms rendered ineffective by user workarounds?
The password nettle is still there, and until we have the courage to grab and remove it,
workable mechanisms are hard to realise. In an attempt to reduce the authentication
burden, the organisation we studied offered fingerprint sensors to its staff; some used

34 M. Angela Sasse



it, and said it was great on a day-to-day basis. But because the underlying authenti-
cation infrastructure and policies had not been changed, every 3 months, the under-
lying password expired – so they had to find the pieced of paper with the current
password, change it, write the new one down, and then re-enrol their fingerprint
against the current password. Biometrics have potential to reduce user burden, but do
not deliver usability if simply used as an interface solution. Usable security research
on authentication to date has largely focused ‘user interface’ solutions: pictures that
are assumed to be more memorable, or password managers (which have been adopted
by some users). In an age of ubiquitous computing, the cloud, and touch screen
devices, we need to thinking more broadly and boldly: with cloud computing, even
long and complex passwords can be attacked at relatively low cost. The majority of
user interactions is now with touch screen devices, rather than keyboards – and
entering password of any length and complexity takes at least 3 times longer than
doing so on a standard keyboard.

If we use passwords at all, they have to be memorable and quick and easy to enter
– that means using some form of 2 factor authentication is inevitable. Most organi-
sations adopt 2 Factor authentication for security reasons, and opt for token-based
authentication in form of special devices, smartcards, software tokens, or phones to
send additional codes (as Google, for instance, does). But these solutions may, at first
glance, offer an improvement in security, they create yet more burden on users, who
have to remember to carry tokens, or wait for and enter further credentials. And
remember to obtain a credential in advance when travelling somewhere without phone
reception.

What we need is a shift from repeated explicit to implicit authentication: in an age
where commercial companies are able to use the masses of data we emit to identify
and profile us with what many think is a frightening degree of accuracy [8] it is bizarre
that users’ activity is constantly disrupted by systems insisting that we prove who
we are. The ‘wall of authentication’ [7] users currently face is the legacy of old-style
command-and-control, perimeter-based security thinking, where it was acceptable to
create big obstacles to keep attackers out of systems, and make it almost as difficult for
legitimate users to get in. That approach is not sustainable, and we hear users [in 7, but
also a range of other studies we conducted shouting in collective frustration that
‘‘technology should be smarter than this!’’ And consumer-based parts of the industry
are beginning to move – the FIDO alliance [9], which numbers Google and Paypal
amongst its members, is the example of a framework that replaces passwords alto-
gether. It shows how smarter use of the information we have on users – their devices,
location, biometrics, patterns of use – can be leveraged to provide low-effort
authentication. The final step is to shift towards implicit authentication: application of
usability principles to leverage user activity on the primary task, rather than create an
explicit, secondary security task – making security not entirely transparent, but
making it ‘‘zero perceived effort’’.. Biometrics that have been developed to deliver
high levels of accuracy (building on Roy Maxion’s work keystroke recognition [11])
can recognise users from the way they type, touch – and perhaps even sing [12] or
think [13] a simple knowledge-based credential – as part of their main activity to
deliver 0 Effort, 1 Step, 2 Factor Authentication. I have to admit to having dismissed
the authentication described in [12] and [13] as impractical in the past, but the
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emergence of low-cost smart technology such as the Emotiv helmet [14], developed to
provide faster input for gaming, brings the idea of users ‘thinking their password’ and
having it entered at the same time into the realm of the possible. Authentication is
only one security mechanism that needs a radical re-think and re-design – users are
suffering from outdated and unworkable access control mechanisms, slow and
timewasting CAPTCHAs and incomprehensible security warnings. We need to start
designing security that starts with protecting what users do and value.
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Abstract. Security research aims at reducing the risk and consequences of
attacks on information technology. Based on the projection of current trends,
this vision paper makes an attempt at identifying potential security research
challenges for the next 10 years. Examples of identified challenges are the
trend to have pervasive computing in tiny devices, to collect and analyze data
from these devices and other sources, and to increase the connection between
IT and physical systems.

1 Data Security and Privacy in 2025

Security research aims at reducing the risk and consequences of attacks on informa-
tion technology. Based on the projection of current trends, this vision paper makes an
attempt at identifying potential security research challenges for the next 10 years.
Particular trends that we believe will have a substantial impact on IT security are:

Computing and Sensors Everywhere: The trend to connect computing devices
including smartphones, tablets, and entertainment devices is expected to accelerate to
include industrial equipment, vehicles, and wearables. Research cited by IBM predicts
that ‘‘more than 22 billion web-connected devices by 2020 […] will generate more
than 2.5 quintillion bytes of new data every day.’’ If the technical progress continues
at the pace of the last 15 years, a 2025 mobile device would have the performance of a
70 GHz processor, 256 TB of storage, and the size of 3 9 7 mm at a price tag of $16
[10]. A likely consequence is that sensing will be ubiquitous. Personal devices per-
manently record ambient sounds, video, position, acceleration, and proximity to other
objects and will interact with your vehicle, your appliances, and peers on a continuous
basis and will be able provide real-time augmented reality to end-users [4].

The Power of Analytics: This huge amount of data contains valuable information and
enables real-time intelligent interaction with individuals. Applications for personal use
include driver assistance, decision support, or augmented reality where people can
obtain real-time and localized information through devices such as Google Glass and
personal assistants. Similarly, enterprises have only explored a small subset of
potential usages of this information and its value. Security technology has not even
started to leverage recent advances in analytics to assess and mitigate risks.

Cyber physical Systems: Besides sensing and analyzing, an important trend is the
increased direct and automated control of the physical reality through actuators.
Actuators include power grids controlling power consumers, intelligent transportation
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systems, management of cities, and control of home appliances. For instance, Wiki-
pedia cites a prediction that 30 % of households will delegate selected tasks to
intelligent robots in 2022.

What about Security and Privacy? The possibilities and the potential value acts as a
strong incentive to maximize use of these technologies. On the downside, individuals
may be tempted to accept the privacy loss for the convenience gained. The continued
growth of complexity will ensure that most systems remain vulnerable. This in turn,
may continue to encourage industrial espionage for increasing the competitiveness of
nations and enterprises.

2 Emergency Research Challenges

Huge amounts of data strive to be used (and mis-used). The overarching research
challenge resulting from the outlined trend is: ‘‘How can society benefit from these
capabilities without suffering the negative consequences.’’ This holds even more since
security and privacy risks may lead to rejection and pushback while the abundance of
vulnerabilities may constitute a risk that may be unacceptable to enterprises and society.

2.1 Sensing, Computing, and Actuators Everywhere

The key research challenge is how to integrate privacy and confidentiality controls
into a scenario where sensors are pervasive and potential adversaries are powerful.
The unlimited capability to sense and collect data allows computing devices to fully
monitor and permanently record a given environment. They may learn the location
and identity of persons and objects and record their behavior without restrictions.
Consequences of these abilities are unprecedented privacy and confidentiality chal-
lenges. For instance sensors that can records all activities in a building could void
confidentiality for affected enterprises, or cameras in all mobile devices provide
sufficient information to record the movements and behaviors of each individual.

Important questions are how can individuals control the sensed data derived from
them, how can enterprises control the data generated from its behavior, and how to
generate insight in a way to protect privacy. While initial research (such as usage
control) exists for controlling well-defined data streams, tackling the problem of
privacy-aware sensing has not been resolved yet. Similarly, sensing systems that
ensure that the insight does not trigger privacy concerns only exist for special cir-
cumstances such as video1.

A second area of research is the scalability of security to billions of devices.
Groundwork is the key- and security management of these devices without any human
intervention under potentially adversarial conditions2. Related research includes
multi-factor authentication of physical devices [5], intrinsic hardware identities such

1 E.g. [11] describes surveillance cameras where persons are replaced by anonymised shapes at the
source.

2 Assume that each device requires 1 s of human intervention, then 1B of devices require 32 person-
years.
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as Physically Unclonable Functions, and end-user-managed security for mobile
devices.

While protecting in-bound information is important, a second challenge is to
ensure safety when controlling actuators that affect physical systems, in particular in
safety-critical applications such as industrial control systems or automobiles. Again,
adversaries may take over large portions of the infrastructure and a fail-safe mode of
operation is often not available.3

2.2 End-to-End Data Confidentiality and Privacy

While securing sensors is difficult, a related challenge is how to protect data along its
processing chain including the sensing end-nodes, edge devices providing network
connections, aggregators, the cloud backend, and the network interconnections.
Today’s security mechanisms allow end-to-end protection of unmodified data streams
(e.g., using authentication codes, encryption, or hardware security and usage control
policies). How to allow data aggregation and analysis along this chain while keeping
data confidential, proving the correctness of the results, and maintaining verifiable
privacy are open problems. Research in this area includes multi-party computations
[7], homomorphic encryption [6], or trusted computing. In particular for cloud
computing, these challenges gain relevance due to the increasing insider threats. In
order to protect against individual cloud insiders, separation of duty can help [2].
However, if collusions of insiders are expected, today’s research results allow only
cloud storage while distributing data across multiple clouds [1]. How to secure
computation in the cloud against insiders is largely unsolved.

2.3 Failure-Resistant Design

We believe that vulnerabilities will continue to grow and the corresponding risks will
continue to increase. In particular for targeted attacks, we believe that a general
defense is largely impossible and therefore these attacks will continue to be successful
and their number will continue to grow.

A resulting research challenge is failure-resistant design of security systems.
Today, security mechanisms are designed with the assumption that they protect from
given risks and that they usually do not fail. For targeted attacks, this assumption
needs to be revisited. Surviving failures and successful attacks must receive more
attention when designing individual security systems. The new challenge to address is
‘‘how to ensure that the damage of envisioned successful attacks is minimized?’’.
Potential mechanisms to enhance the survivability of IT systems are the early erasure
of data, multiple lines of defense, and hardware-based trust mechanisms as fallback
that allow to re-establish the security of a system after a successful attack. Such
fallback mechanisms are particularly important if systems are designed for a long

3 For instance, in case of a fault (e.g., caused by an attack) in an automotive control system, the
breaks may still slow down and stop the car while there is no fail-safe mode for the steering.
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life-time (e.g., monitoring systems for public infrastructures). An area of research on
long-term security are Post-Quantum Crypto schemes that provide security even if the
mathematical assumptions underpinning today’s cryptography are broken [3].

3 Conclusion

While the IT industry will continue to change at a rapid pace and attacks are getting
more powerful, the positive news is that there already exists a vast amount of security
and privacy research that can be used to address these new challenges. To some
extent, translating research into usable real systems is one of the bigger challenges we
face.

Besides addressing the research challenges that we have outlined, an interesting
consequence of the emerging sensor/analytics/actuator trend is that we expect security
research to undergo a paradigm shift from black/white or trusted/untrusted towards a
more analytics-based approach where the trust in entities lies on a continuum between
trusted and untrusted. Classes of failure and attacks will be tolerated in this approach.
This approach to will integrate trust assessment mechanisms along with data analysis
to assess data based on its trustworthiness while automatically disregarding suspected
outliers, untrusted data points, and data resulting from attacks.
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Abstract. With the advent of cloud computing, data and computation out-
sourcing is fast emerging as a dominant trend for both individual users for
personal data management as well as for enterprises wishing to exploit the
cloud to limit investment and costs in IT. A fundamental challenge that arises
when entities outsource data is the ‘‘loss of control over data’’. The paper
focuses on the privacy and confidentiality implications of loss of control.
Techniques/mechanisms to ensure data confidentiality have been studied in the
literature in the context of database as a service (DAS). The paper identifies
new opportunities and challenges that arise in the context of the cloud. In
particular, the paper advocates a risk-based approach to data security in the
context of cloud computing.

1 Introduction

Fueled by advances in virtualization and high-speed networking, cloud computing is
emerging as a dominant computing paradigm for the future. Cloud computing can
roughly be summarized as ‘‘X as a service’’ where X could be a virtualized infra-
structure (e.g., computing and/or storage), a platform (e.g., OS, programming language
execution environment, databases, web servers), software applications (e.g., Google
apps), a service, or a test environment, etc. A distinguishing aspect of cloud computing
is the utility computing model (aka pay-as-you-go model) where users get billed for the
computers, storage, or any resources based on their usage with no up-front costs of
purchasing the hardware/software or of managing the IT infrastructure. The cloud
provides an illusion of limitless resources that one can tap into in times of need, limited
only by the amount one wishes to spend on renting the resources. Despite numerous
benefits, organizations, especially those that deal with potentially sensitive data (e.g.,
business secrets, sensitive client information such as credit card and social security
numbers, medical records), hesitate to embrace the cloud model completely. One of the
main impediments is the sense of ‘‘loss of control’’ over ones’ data wherein the end-
users (clients) cannot restrict the access to potentially sensitive data by other entities,
whether they are other tenants to the common cloud resources or privileged insiders
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who have access to the cloud infrastructure. The key operative issue here is the notion
of trust. Loss of control, in itself, is not as much of an issue if clients/users could fully
trust the service provider. In a world where service providers could be located any-
where, under varying legal jurisdictions; where privacy and confidentiality of ones data
is subject to policies and laws that are at best (or under some circumstances) ambig-
uous; where policy compliance is virtually impossible to check, and the threat of
‘‘insider attacks’’ is very real – trust is a difficult property to achieve. Loss of control
over resources (by migrating to the cloud) coupled with lack of trust (in the service
provider) poses numerous concerns about data integrity (will service provider serve my
data correctly? Can my data get corrupted?), availability (will I have access to my data
and service at any time?), security, privacy and confidentiality (will sensitive data
remain confidential? Will my data be vulnerable to misuse - by other tenants and/or by
service provider?). In this position paper, we focus on the privacy and confidentiality
aspects of data processing in public cloud environments.

An obvious approach to achieving confidentiality is to appropriately encrypt data
prior to storing it on the cloud. This way, data remains secure against various types of
attacks, whether they be due to using shared systems & resources also accessible to
others, insider attacks, or data mining attacks leading to information leakage. While
encrypting data mitigates many of the confidentiality concerns, it poses a new chal-
lenge - how does one continue to process encrypted data in the cloud? The challenge
of searching and data processing over encrypted data has been addressed extensively
in the literature. Over the past few decades, numerous cryptographic approaches as
well as information hiding techniques have been developed to support basic compu-
tations over encrypted data [1, 6, 8]. For instance, a variety of semantically secure
searchable encryption techniques that can support various forms of keyword search as
well as range searches have been proposed. Likewise, work in the area of Database
As a Service (DAS) [7] has explored support for SQL style queries with selections/
projections/joins etc. over encrypted data. When processing cannot continue on the
encrypted domain, the data is transferred to the secure client, which then decrypts
the data and continues the computation. The goal in such processing is to minimize the
client side work, while simultaneously minimizing data exposure. For instance [5],
outlined how an SQL query could be split to execute partly on the server and partly on
the client to compute the final answer. Many such approaches offer sliding scale
confidentiality wherein higher confidentiality can be achieved, albeit extra overheads.
Significant progress has been made in designing solutions that offer viable approaches
when the computation to be performed on encrypted data is suitably constrained.

2 Challenges and Opportunities Beyond DAS

While the techniques for query processing/search in mixed security environments
developed in the literature to support the DAS model provide a solid foundation for
addressing the confidentiality challenge in cloud computing, the cloud setting offers
additional opportunities as well as additional challenges that have not been fully
explored in the DAS literature:
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• Unlike DAS, where the resources were assumed to be very limited on the client
side, in the cloud setting organizations may actually possess significant resources
that meets majority of their storage and query processing needs. For instance, in the
cloud setting data may only be partially outsourced, e.g., only non-sensitive part of
the data may be kept on the cloud. Also, it is only at peak query loads that the
computation needs to be offloaded to the cloud. This has implications from the
security perspective since much of the processing involving sensitive data can
be performed at the private side, e.g., if query primarily touches sensitive data, it
could be executed on the private side.

• In DAS, since the goal was to fully outsource the data and computation, the focus of
the solutions was on devising mechanism to compute on the encrypted represen-
tation (even though such techniques may incur significant overhead). In contrast, in
the cloud environments, since local machines may have significant computational
capabilities, solutions that incur limited amount of data exposure of sensitive data
(possibly at a significant performance gain) become attractive.

• While DAS work has primarily dealt with database query workload (and text search
[1]), in a cloud setting, we may be interested in more general computation mech-
anisms (i.e. not only database workloads). For instance, map-reduce (MR) frame-
works are used widely for large-scale data analysis in the cloud. We may, thus, be
interested in secure execution of MR jobs in public clouds.

• Another challenge is that of autonomy of the cloud service providers. It is unlikely
that autonomous providers will likely implement new security protocols and
algorithms (specially given significant overheads associated with adding security
and the restrictive nature of cryptographic security for a large number of practical
purposes). For instance, it is difficult to imagine Google making changes to the
underlying storage models, data access protocols and interfaces used by its appli-
cation services (such as Google Drive, Picasa, etc.) such that users can store/search/
process data in encrypted form. This calls for a new, robust and more flexible
approach to implement privacy and confidentiality of data in cloud-based
applications.

3 Risk Aware Data Processing in Clouds

Given that general solutions that offer complete security in cloud setting are unlikely
to emerge in the near future, we promote a risk-based approach to practical security
for such settings. Unlike traditional security approaches that attempt to eliminate the
possibility of attacks, a risk-based approach, instead of preventing loss of sensitive
data, attempts to limit/control the exposure of sensitive data on public cloud by
controlling what data and computation is offloaded to the public cloud and how such
data is represented. Different ways to steer data through the public and private
machines may exhibit different levels of risks and expose a tradeoff between exposure
risks and system specific quality metrics that measure the effectiveness of a cloud
based solution. Given such a tradeoff, the goal of the risk aware computing changes
from purely attempting to maximize the application specific metrics to that of
achieving a balance between performance and sensitive data disclosure risks. Let us
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illustrate the concept of a risk-based solution using a couple of example cloud-based
system scenarios.

As a first motivation, consider a hybrid cloud setting wherein an organization
seamlessly integrates its in-house computing resources with public cloud services to
construct a secure and economical data processing solution. A growing number of
organizations have turned to such a hybrid cloud model [1, 2] since it offers flexibility
on the tasks that can be offloaded to public clouds thereby offering the advantages of
increased throughput, reduced operational costs while maintaining security. Consider
a data management workload (i.e., a set of database queries) that the organization
would like to execute periodically with some timing guarantees. The workload may be
too large for a given private infrastructure and the option might be to shift some
queries to the public side. There are multiple choices for data processing – either shift
some queries (and the corresponding data needed for their processing) to the public
side, or alternatively, one could use DAS style query operator implementation
whereby the public and private sides split the task of query execution cooperatively.
In either case, the data and computation needs to be distributed and different workload
distributions offer different levels of exposure risks and benefits (e.g., task completion
time). A risk-based approach would attempt to find a solution that optimizes the
performance subject to constraints on exposure risks. Or alternatively, it may attempt
to minimize the risk while ensuring certain performance guarantees. Our previous
work [11] has explored such a tradeoff for a static workload consisting of Hive
queries.

As another scenario, consider a system that empowers users with control over data
they may store in existing (autonomous) cloud-based services such as Box, Google
drive, Google Calendar, etc. There are many ways to realize such a system – for
instance, in our implementation, which we refer to as CloudProtect [3], the system is
implemented as an intermediary privacy middleware that sits between clients and
service providers that intercepts the clients’ http requests, transforms the request to
suitably encrypt/decrypt1 the data based on the user’s confidentiality policies before
forwarding the request to the service provider. Encrypting data, may interfere with the
user’s experience with the service – while requests such as create, retrieve, update,
delete, share and even search can be performed over encrypted data, functions such as
language translation (Google) picture printing (Shutterfly or Picasa) require data to be
decrypted first. In such a case, CloudProtect executes an exception protocol that
retrieves the data from the server, decrypts it, and stores the data in cleartext prior to
forwarding the service request. While CloudProtect offers continued seamless avail-
ability of web services, if every user’s request (or many of them) results in an
exception, the user’s experience will be seriously compromised due to significant
overheads of exception handling. An ideal approach will adaptively choose a repre-
sentation of data on the cloud side that strikes a balance between the risk of data
exposure with the usability of the service (i.e., reducing number of exceptions raised
in CloudProtect). Such an approach would ensure, for instance, that data at rest is

1 Since web services follow a custom data model, CloudProtect uses a format preserving encryption
[2, 3].
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always encrypted while data frequently used by requests that cannot be executed over
encrypted representation is left in cleartext form at the service provider.

4 Challenges that Lie Ahead

The examples above illustrate 2 scenarios where risk based approach could be adopted
to strike a balance between system specific metrics (e.g., performance, usability,
timeliness etc.) and confidentiality. Our work in Radicle Project (http://radicle.ics.uci.
edu) has explored such an approach in a few example cloud computing settings –
namely, splitting database query workloads in hybrid clouds, developing a secure map
reduce (MR) execution environment (entitled SEMROD) that controls the data
exposure in multi-phase MR jobs, and CloudProtect middleware that empowers users
control over data exposed in Web applications. While these systems make a strong
case for a risk-based approach for data confidentiality in the cloud setting, much work
lies ahead before a risk-based approach can become an effective tool in the arsenal for
securing data in the cloud. First, and foremost, we need to develop appropriate metrics
to model risks in cloud setting. One can use simple metrics such as number of
sensitive data items exposed, and/or duration of the exposure, as a way of measuring
risks (as is done in our prior work). Risks, however, depend upon a variety of factors –
e.g., the vulnerability of the cloud infrastructure and steps the cloud provider has taken
to secure the infrastructure, the adversaries and the nature of the attacks, on the degree
of harm an adversary can cause to the data owner due to exposure, and the repre-
sentation of the data on public clouds, to name a few. A risk-based approach requires
proper models and metrics to quantify risks. Risk-based approaches expose tradeoffs
between security and system specific properties (e.g., performance, usability, etc.)
requiring users to make a choice. A natural question is how should the risks be
communicated to the user and what kind of tools can be built to empower users to
make an informed choice? Possible approaches based on HCI principles, social sci-
ence research on risk communications, as well as, machine learning methods to learn
user’s tolerances to risk could be employed. Finally, another related challenge in
developing a risk-based approach is in postulating the choice of data representation on
the public cloud as a multi-criteria optimization. Such a formulation requires rea-
sonable estimate of how the system will be used in the future (e.g., what requests will
a user make to cloud services in the CloudProtect context, or what analysis tasks will
the user execute in the hybrid cloud setting, etc.). This requires mechanisms for future
workload predictions. Work on autonomic computing for workload prediction (usu-
ally done in the context of performance optimization, e.g., to determine what indices
to create in a relational database) could possibly be exploited for such a task.

5 Concluding Remarks

Overall we believe that until efficient general computation over encrypted data rep-
resentation is fully solved (unlikely in the near future), a risk-based approach sketched
above provides a viable complementary mechanism to achieve practical security and
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data confidentiality in cloud computing setting. Such an approach can, of course,
benefit from the ongoing work on cryptographic techniques that extend the nature/
types of computations one can perform over encrypted data.
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Abstract. Secure and reliable Internet of Things (IoT) presents the
main challenges to face for sustainable and efficient IoT ecosystems based
on privacy-aware systems. In this paper we present a concise description
of such challenges.
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1 Introduction

The extension of the Internet to smart things is estimated for reaching by 2020
between 50 and 100 billion of devices [1], defining the called Internet of Things
(IoT) [2]. In not-so futuristic world of IoT, security, privacy, and trust need
to be considered as fundamental design parameters (e.g. privacy-by-design) of
sensor systems, because serious and multi-dimensional problems related with
these areas are inherent to the IoT paradigm.

Internet of Things represents a key enabler for the smartness of a city,
enabling the interaction between smart things and an effective integration of
real world information and knowledge into the digital world. Smart (mobile)
things instrumented with sensing and interaction capabilities or identification
technologies such as RFID, will provide the means to capture information about
the real world in much more detail as ever before, which means to influence real
world entities and other actors of a smart city eco-system in real time. There-
fore, IoT will be an essential part of the knowledge society and will provide new
information-based business.

Nevertheless, the usage of IoT at large-scale creates the need to address
adequately trust and privacy functions. In a world becoming more and more
digital, security and privacy are going to be the key needs in the deployments of
new applications, since citizens will only accept such deployments, if they really
trust the devices and applications that they use and with which they interact.
Thus, for livable cities it is needed to rely on secure and privacy-aware IoT
infrastructures.
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Fig. 1. Scenario where user security, privacy and trust need to be provided

Secure and trust considerations able infrastructures will form the backbone
framework for public services, enterprises, and citizens to manage, control, opti-
mize, and improve all operational aspects of their lives. In that sense, it is needed
to evolve from a vision of sensors to an integrated view of smart objects forming
part of our personal space, and as being shared, borrowed and, in general, hav-
ing temporal associations with the users and their personal identity, while these
aspects are addressed considering security and privacy rules. Figure 1 shows an
example of scenario where user security, privacy and trust need to be provided.

In order to reach this vision, there are several research aspects to be under-
taken along next years. These are:

– Authentication of sensors as proof of origin.
– Authentication of request for the access control to sensor data/configuration.
– Encryption, privacy, anti-eavesdropping, etc.
– Secure point to point connection for data integrity.
– Attribute based on control mechanisms.
– Techniques to support privacy-by-design issues, including data minimization,

identification, authentication and anonymity.
– Fine-grain and self-configuring access control mechanisms emulating the real

world.
– A fundamental building block for identity management, not only for the users’

identities, but also for the things themselves.

Below, we describe some of the security and privacy approaches to provide
new frameworks for security and privacy management of smart objects.

2 Operational Security in Internet of Things

As already mentioned, the number and diversity of sensors and devices deployed
is growing tremendously, and this is due mainly thanks to:
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– Their capacities to offer low cost air-interfaces which allow easy and quick
deployments.

– Their suitability to support an extended range of solutions.
– Their infrastructure capacities to provide an Internet access to these networks,

which is becoming ubiquitous to all the environments and users, and accessible
for sensors based on technologies such as IPv6 Low Power Wireless Personal
Area Networks (6LoWPAN).

A new generation of services where all the devices around the user are con-
nected and providing sensed data will emerge fast. It presents challenges not only
for management and scalability, but also for privacy, security, confidentiality and
trust. These requirements make that management to be considered inherent to
the Future Internet.

Some works such as that carried out by Schonwalder et al. in [3], define the
Future Internet as the composition of an increase of the available content, the
definition of new services centralized and personalized to the user, as well as
an increase of the management. Thus, the management requirement is clearly
a relevant challenge to cope. But this concern cannot be addressed through
traditional approaches such as out-of-band and centralized management, which
are usually considered, designed and definitively added to the service in a final
stage of the solution development. In this new context, it is required a definition
of the management issues at the design level, since a higher level of discussion
and considerations is needed to solve the requirements of scalability and security,
which present the need of manage millions of devices. Therefore, out-of-band
management is not able to setup so large number of devices, and in contrast of
this, an in-band management, with semi-automatic configuration, bootstrapping
online, assisted deployment of keys, i.e. key management protocols, and device
authentication based on identity instead of simple identifiers must be proposed to
deal with all the challenges mentioned. Furthermore, the solutions which address
all these features need to reach a self-management approach.

In conclusion, Future IoT requests new moderation and management ser-
vices. For that reason, it is important to focus on offering a scalable and secure
management protocol, which allows, on the one hand, the identity verification
and authentication of the new devices deployed in a network, and, on the other
hand, the extension of the trust domain to these new devices. Thereby, with this
semi-automatic bootstrapping and configuration of new devices is more feasible,
scalable and extensible the deployments based on IoT, and this protocol will be
able to address the requirements from novel services proposed, where security
will be highly required and desirable.

3 Security for Constrained Devices

Providing security, privacy and trust in embedded systems and pervasive sen-
sor devices raises important technological challenges as the time-and resource-
consuming cryptographic primitives, and security protocols are hard to realize
in sensor devices and embedded platforms of merger resources. Since computing
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systems of sensor devices are, by their natures, extremely resource-constrained
in terms of computing and communication capabilities, energy, power, chip and
memory area, the challenge necessitates a deep and all-encompassing expertise in
applied cryptography and security engineering. Moreover, the sensors generally
have to work in harsh, uncontrolled, and even hostile surrounding conditions,
where they are prone to attacks, misuse and malicious intentions.

To address the abovementioned issues and challenges, works would need to
focus on the following three major areas:

1. Design of lightweight security protocols and cryptographic algorithms.
2. Lightweight and efficient implementations of security protocols and crypto-

graphic algorithms.
3. Secure implementations in hardware and/or software.

For cryptographic algorithms, new standard based on hash functions [4], ellip-
tic curve cryptography [5], and pairing-based cryptography are being considered,
as well as the new hardware and/or software implementations of them. For secu-
rity protocols, a special emphasis on anonymous group signature algorithms that
will give way to efficient privacy-enhanced security and authentication schemes
[6,7] are placed, where accountability is also provided. Specially, controlled-link
ability [8], which allows tracking when there is an attack or malicious behav-
iour, is a challenging topic for which lightweight solutions are needed to be
proposed.

4 Sharing Data in a Privacy-Preserving Way

To the large extent, IoT data may be of personal nature, therefore it is important
to protect from unauthorised entities trying to access them. Data privacy is one
of the most sensitive subjects in any discussion related with the topic of IoT
protection [9].

The amount of data generated by IoT will be huge. In most cases, single
pieces of information, i.e. single measurements, may not represent a significant
threat for the owners of IoT devices (like temperature at a location, even heart
rate of a person at a given moment). However, given that these devices will
be generating data continuously, it is obvious that unauthorized access to such
wealth of data can cause important problems, even it can harm the owners of
the data (and possibly others, depending on the context of such data). There-
fore, it is of paramount importance to protect the access to IoT data. On the
other hand, some of the powers of IoT lie in the ability to share data, com-
bine different inputs, process them and create additional values. Hence, it is
equally important to enable access to data generated by other IoT devices,
but as long as the use of such data in un-authorized or undesired ways is
prevented.



52 A. Skarmeta and M.V. Moreno

The existing initiatives such as FI-WARE1, address the privacy within the
Optional Security Service Enabler2, where privacy issue is concerned with autho-
rization and authentication mechanisms. This includes a policy language to
define what attributes (roles, identity, etc.) and credentials are requested to
grant access to resources. It also includes a (data handling) policy language that
defines how the requested data (attributes and credentials) are handled, and
to whom they are passed on, providing the means to release and verify such
attributes and credentials.

Finally, it is also important to consider the mechanisms enabling the protec-
tion of information based on encryption algorithms within the secure storage.
In terms of the privacy policy implementation, one of the viable solutions is
privacy-by-design, in which users would have the tools needed to manage their
own data [10]. The fundamental privacy mechanisms lie in intelligent data man-
agement so that only the required data are collected. Detecting the redundancy,
data are anonymised at the earliest possible stage and then deleted at the ear-
liest convenience. Furthermore, the processing of the data gathered will have
to be minimised according to a strict set of rules so that it cannot be re-used.
There are already some approaches which focus on defining such methodology
together with the mechanisms for the secure storage based on efficient crypto-
graphic algorithms suited for resource constrained environments.

5 Conclusions

Internet of the Future will be a cluster of heterogeneous current and future
infrastructures (networks, services, data, virtual entities, etc.) and of usages with
mainly decentralized security and trust functions. According to all mentioned so
far, it is remarkable that the emergence of sensing and actuating devices, the pro-
liferation of user-generated content and nascent (Internet-only) services delivery
create the need to address adequately trust and security aspects. Therefore, IoT
brings new challenges regarding security and, in consequence, also for privacy,
trust and reliability.

To conclude this article, below we summarize the major issues which will
need to be addressed in short term for achieving sustainable and effective IoT
systems:

– Design of a scalable management and bootstrapping protocol, and provide
lightweight security protocols.

– Many devices are no longer protected by well-known mechanisms such as
firewalls because they can be attacked via the wireless channel directly. In
addition, devices can be stolen and analyzed by attackers to reveal their key
material.

1 FI-WARE Platform
http://forge.fi-ware.eu/plugins/mediawiki/wiki/fiware/index.php.

2 FI-WARE Security
http://forge.fi-ware.eu/plugins/mediawiki/wiki/fiware/index.php/
FI-WARE Security#Optional Security Service Enabler.

http://forge.fi-ware.eu/plugins/mediawiki/wiki/fiware/index.php
http://forge.fi-ware.eu/plugins/mediawiki/wiki/fiware/index.php/FI-WARE_Security#Optional_Security_Service_Enabler
http://forge.fi-ware.eu/plugins/mediawiki/wiki/fiware/index.php/FI-WARE_Security#Optional_Security_Service_Enabler
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– Combining data from different sources is the other major issue since there is
no trust relationship between data providers and data consumers, at least not
from the very beginning.

– Secure data exchange is required between IoT devices and consumers of their
information.

– Architectures need to provide security and privacy features through dynamic
trust models.

– Security and credential management need to be adapted to IoT restrictions.
– Future Internet architectures need to consider IoT security and privacy as

first class objects.
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Abstract. This paper reflects on security, privacy and trust from the point of
you of the innovation in information and communication technologies. It also
considers social, economic and legal aspects that need to be taken into account
in the development cycles of new technologies. Finally, the major research
challenges, which need to be overcome to ensure the future of the digital world,
protect people privacy and enable even more rapid innovation, have been
discussed.

Keywords: Security � Privacy and trust

1 Introduction

Information and Communication Technology (ICT) is one of the most disruptive
technologies of our time and as a driver of economic growth and quality of life,
omnipresent in today’s society. ICT is characterized by ever shorter technology
cycles, which require continuous adaption of systems and processes. The high
dependence on fast evolving ICT poses serious challenges when it comes to
dependability as well as social acceptance.

The current developments of high speed (mobile) networks enable rapid and
instantaneous sharing of information between almost any places on the globe. People
that are on-line can be traced continuously and the fast deployment of sensor tech-
nology adds to that that even those off-line can be almost constantly observed. This
combination of instant proliferation of information and continuous monitoring of
behavior makes that people feel infringed in their personal life sphere.

Under the above conditions the interest in research in the area of Privacy and Trust is
growing fast. Privacy and Trust require intrinsically a multidisciplinary approach, where
social, economic, legal, and technical aspects have to be merged into integrated solu-
tions. Unfortunately today this is very often not the case. Technical solutions are being
presented that have no social or legal foundation and as a result are not being used. The
social debate is often lacking technical foundation which results into myths and sus-
picion. And finally law has difficulties in keeping at pace with technical developments.

Unfortunately the security research community itself is sometimes fuelling fear
and suspicion by pointing at security vulnerabilities without too much nuance.

W. Jonker and M. Petković (Eds.): SDM 2013, LNCS 8425, pp. 54–58, 2014.
DOI: 10.1007/978-3-319-06811-4_11, � Springer International Publishing Switzerland 2014



Laymen get easily confused and as a result public debates move into a direction that
leads to blocking ICT innovations such as for example electronic health records, road
pricing and electronic voting machines in the Netherlands, and many applications of
RFID-tags and other sensors world-wide.

Dependability, and especially security, privacy and trust, become a serious chal-
lenge with the deep penetration of ICT in almost any (critical) infrastructure. Security
issues related to the Internet are meanwhile well known by the general public due to
the widespread of security attacks on the Web. The ICT dependency will only grow
with developments like Cloud Computing and Cyber Physical Systems that connect
embedded systems to the Web. Phones, cars, planes, factories, hospitals, etc. are
becoming critically depended on ICT as can be seen in areas such as smart grids for
energy generation and distribution, intelligent mobility solutions for urban traffic
management, on-line voting for general elections and smart production as pursued in
the German Industry 4.0 initiative.

In order to be effective in the development of high impact innovations addressing
societal challenges that are sensitive in terms of privacy or trust, the design of such
solutions should from the very beginning involve social, economic, technical and legal
specialists that map out the potential privacy and trust issues in a multi-disciplinary
threat model. Based on such a threat model not only the system design should be
developed but also the social-legal-economic design to prepare a proper embedding in
society. Such an approach where security and privacy considerations form an integral
part of the overall solution design (security and privacy by design) will make that
security and privacy concerns are the enablers of innovation rather than the blockers
as is it often seen today.

2 Key ICT Drivers to Invade Privacy

There are three major ICT developments that are perceived by the general public as
key enablers for the infringement of their privacy. The first is the development of
omnipresent connectivity via fixed and mobile networks, which leads to a situation
where people are almost always on-line and feel continuously monitored in the cyber
world. The second is the development of sensor technologies that allows embedding
of sensors in wide range of devices and environments which leads to a situation where
people feel continuously monitored in the physical world. The third is the develop-
ment of advanced data analytics, mining and profiling techniques that can operate on
huge data sets which leads to a situation that people feel that based on their behavior
in both the physical and cyber world their beliefs, values, and intentions can be
determined by governments, different organizations and companies.

3 Social, Economic, and Legal Aspects

With respect to connectivity the initial social and legal attitude has been that digital
networks replace physical distribution networks of documents and letters. So sending
an email is the digital equivalent of sending a physical letter. And as a result the social
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expectation is that the content of an email will only and only be accessed by the
receiver. The legal framework for emails is trying to catch up with this but is not
adequate either in the regulation itself or the enforcement. Many incidents lead to a
perception with the general public that sending an email is more like sending a letter
to a newspaper than writing a confidential letter. Although not exactly the same issue,
but closely related, is the debate about the exact legislation of net-neutrality, which
again fuels the wide-spread distrust towards operators of telecommunication infra-
structures. However today’s networks are no longer simply supporting e-mails or
phone calls, they have grown into complex data and communication infrastructures
where all kind of information is exchange and stored (tweets, Facebook pages, Wi-
kipedia pages, LinkedIn, WhatsApp messages etc.). As a result the social perception
of what we call the World Wide Web or the cyber world is very diverse and far apart
from a simple mirror of known concepts from the physical world.

With respect to sensors and monitoring, the social attitude has always been one of
suspicion. At the same time there is an enormous increase of surveillance cameras for
example. Although they did meet a lot of resistance at first, there is a growing
acceptance and most people completely accept that they are continuously observed at
airports, city centers, in shops, in stadia, during events, in railway stations, etc. Often
the argument of public safety is enough for most people to give up their resistance.

With respect to data analytics, mining and profiling techniques that operate on
huge data sets, the general public today has little notion of the strengths and limitation
of these techniques which leads to distrust and myths. Economic models play an
important role here, since no business can be sustained by providing web services to
end-users for free. So other source of income such as targeted advertising is needed
which in turn requires profiling of users (e.g. driving business models behind com-
panies like Google and Facebook).

From a more general socio-economic-legal perspective the OECD [1] has since
long listed a number of principles that should be guiding when it comes to the
treatment of personal data, amongst which the Collection Limitation Principle (data
should be obtained by lawful and fair means and, where appropriate, with the
knowledge or consent of the data subject), Data Quality Principle (relevant to the
purposes for which they are to be used, and, to the extent necessary for those pur-
poses, should be accurate, complete and kept up-to-date), Purpose Specification
Principle (specified not later than at the time of data collection and the subsequent use
limited to the fulfillment of those purposes or such others as are not incompatible with
those purposes and as are specified on each occasion of change of purpose), Use
Limitation Principle (not be disclosed, made available or otherwise used for purposes
other than those specified except with the consent of the data subject or by the
authority of law), Accountability Principle (data controller should be accountable for
complying). From a legislation and technical perspective quite some work needs to be
done to establish a situation where the general public starts to trust that the OECD
principles are really governing our modern communication and information infra-
structures. After a lot of debates, new data protection regulation in Europe is on its
way to be established.
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4 Key Technologies Addressing Security, Privacy and Trust

Encryption is an established way of hiding information. A key challenge with
encryption is to develop efficient techniques that are highly secure and at the same
time can run on very small footprints such as for example sensors. Another key
challenge is to develop practical encryption schemes (e.g. homomorphic schemes) that
allow data operations in the encrypted domain1 (e.g. data mining or search in
encrypted data).

Access control is developing from a centralized approach with large databases
shielded via access control managers towards access and usage control techniques for
open environments that allow policy to travel with the data that needs to be protected
based on enhanced encryption techniques (e.g. Attribute Based Encryption [2]). Policy
enforcement with decentralized control in distributed environments and the Cloud
with key management, change management, and revocation remain to be very
challenging.

Authentication techniques are essential ingredients in making sure that the right
subjects get access to the right information and communication. The trend is to move
towards certificate based solutions, however the current complexity still makes these
techniques hard to use and fairly easy to compromise due to poor implementations.
Claim (attribute)-based, privacy-preserving authentication systems such as Idemix [3]
and uProve [4] are also finding their place in the landscape2. Another trend is the
coupling of physical and digital identities via biometrics. Although for specific
applications fingerprints and iris scans are being deployed there is still a long way to
go to improve accuracy and decrease false positives and have the general public
accept large scale deployment of biometric identification technology. Dealing with
identity fraud in an effective way is another key challenge here.

The concept of big data influences many information security fields too. Intrusion
detection, data leakage detection and protection are gaining a lot of attention due to
many security and privacy breaches happening worldwide resulting in significant
monetary losses. The current data leakage detection technologies suffer from low
accuracy rates and many false positives. New white-box approaches [5] that make sue
of big data and data analytics can boost the applicability of scientific results in the
practice.

Reputation management aims at establishing trust in subjects or organizations by
soliciting in a transparent way experiences and making them public. Reputation
systems can be very effective but are also vulnerable to all kinds of fraud especially in
an open networked environment (for example amongst others the usefulness of rep-
utation systems highly depends on trustworthy authentication).

For all these technologies holds that successful deployment is only possible if the
technology development is done with a deep understanding of the social, economic

1 See for example work on privacy-preserving data mining in the Trusted HealthCare Services
(THeCS) project – http://security1.win.tue.nl/THeCS/publication.html.

2 See for example the work done in the AU2EU project – www.au2eu.eu.
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and legal context in which they will be used. At the same time the technological
development should go hand in hand with the development of the legal-economic
framework in order to arrive at social acceptance.

5 Conclusion

ICT driven innovations are often hampered by security and privacy concerns. The
reason for this is a combination of social, economic, legal and technical factors.
In order to drive ICT innovations for economic growth and quality of life it is of key
importance that technological developments go hand in hand with the development of
legal-economic frameworks in order to arrive at social acceptance.

Acknowledgments. This work has been partially funded by the EC via grant agreement no.
611659 for the AU2EU project, as well as by the Dutch national program COMMIT under the
THeCS project.
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Abstract. Similar document detection is a well-studied problem with
important application domains, such as plagiarism detection, document
archiving, and patent/copyright protection. Recently, the research focus
has shifted towards the privacy-preserving version of the problem, in
which two parties want to identify similar documents within their respec-
tive datasets. These methods apply to scenarios such as patent protection
or intelligence collaboration, where the contents of the documents at both
parties should be kept secret. Nevertheless, existing protocols on secure
similar document detection suffer from high computational and/or com-
munication costs, which renders them impractical for large datasets. In
this work, we introduce a solution based on simhash document finger-
prints, which essentially reduce the problem to a secure XOR computa-
tion between two bit vectors. Our experimental results demonstrate that
the proposed method improves the computational and communication
costs by at least one order of magnitude compared to the current state-
of-the-art protocol. Moreover, it achieves a high level of precision and
recall.

1 Introduction

Similar document detection is an important problem in computing, and has
attracted a lot of research interest since its introduction by Manber [10]. Specif-
ically, with digital data production growing exponentially, efficient file system
management has become crucial. Detecting similar files facilitates better index-
ing, and provides efficient access to the file system. Furthermore, it protects
against security breaches by identifying file versions that are changed by a virus
or a hacker. Similarly, web search engines periodically crawl the entire web to
collect individual pages for indexing [11]. When a web page is already present
in the index, its newer version may differ only in terms of a dynamic advertise-
ment or a visitor counter and may, thus, be ignored. Therefore, detecting similar
pages is of paramount importance for designing efficient web crawlers. Finally,
plagiarism detection and copyright protection are two other major applications
that are built upon similar document detection.

While plaintext similar document detection is extremely important, it is not
sufficient for secure and private operations over sensitive data. In many cases,
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owners of sensitive data may be forced to share their datasets with the govern-
ment or other entities, in order to comply with existing regulations. For example,
health care companies may be asked to provide data to monitor certain diseases
reported in their databases. This may be accomplished by identifying similar
attribute patterns in patient diagnosis information from different entities. Obvi-
ously, such pattern searches cannot be performed without secure protocols, since
they may lead to severe privacy violations for the individuals included in the var-
ious databases.

Data sharing for intelligence operations also involves risks when disclosing
classified information to other parties. A person of interest may have records at
several intelligence agencies under different names with similar attributes. To
identify similar records, the participating agencies may only wish to disclose the
existence of records akin to the query. Detecting violations of the academic dou-
ble submission policy is another problem with similar restrictions. For example,
a conference’s organization committee may want to know whether the articles
submitted to their conference are concurrently submitted to other publication
venues. Since research articles are considered confidential until published, their
contents cannot be revealed unless a similar article is found in another venue.

Secure similar document detection (SSDD) leverages secure two-party com-
putation protocols, in order to solve the above problems that arise due to the
distributed ownership of the data. In particular, SSDD involves two parties, each
holding their own private dataset. Neither party wants to share their data in
plaintext format, but they both agree to identify any similar documents within
their respective databases. The objective is to compute the similarity scores
between every pair of documents without revealing any additional information
about their contents. In existing work, document similarity is computed with
either the inner product of public key encrypted vectors [7,8,12] or with secure
set intersection cardinality methods based on N -grams [1]. However, the com-
putational cost of inner product based similarity is very high, due to numerous
public key operations. On the other hand, N -gram based methods are more com-
putationally efficient, but they incur a high communication cost as the number
of documents increases.

In this study, we present a novel method based on simhash document finger-
prints1. Simhash is essentially a dimensionality reduction technique that encodes
all the document terms and their frequencies into a fixed-size bit vector (typi-
cally 64 bits). Unlike classical hashing algorithms that produce uniformly random
digests, the simhash digests of two similar documents will only differ in a few bit
positions [6]. This enables us to (i) evaluate the similarity over a fairly small data
structure rather than large vectors, and (ii) reduce the similarity calculation to
a secure XOR computation between two bit vectors. To further improve the pri-
vacy preserving properties of our approach, we modify the basic method to hide
the similarity scores of the compared documents. In particular, the enhanced
version of our protocol returns all the document pairs whose similarity is above
a user-defined threshold, while maintaining the exact scores secret. This is the
1 We follow the simhash definition of Charikar [2].
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first protocol in the literature that provides this functionality. Our experimental
results demonstrate that the proposed methods improve the computational and
communication costs by at least one order of magnitude compared to the cur-
rent state-of-the-art protocol. Moreover, they achieve a high level of precision
and recall.

The remainder of the paper is organized as follows. Section 2 describes the
various primitives utilized in our methods and summarizes previous work on
secure similar document detection. Section 3 presents the formal definition of the
SSDD query and describes the underlying threat model and security. Section 4
introduces the details of our basic protocol and Sect. 5 presents the enhanced
version that hides the exact similarity scores. Section 6 illustrates the results of
our experiments and Sect. 7 concludes our work.

2 Background

Section 2.1 introduces the cryptographic primitives utilized in our methods and
Sect. 2.2 describes the simhash algorithm. Section 2.3 surveys the related work
on secure similar document detection.

2.1 Cryptographic Primitives

Homomorphic Encryption. Homomorphism in encryption allows one to eval-
uate arithmetic operations, such as multiplication and addition, over plaintext
values by manipulating their corresponding ciphertexts. Most public key encryp-
tion schemes in the literature are partially homomorphic, i.e., they allow the
evaluation of only one type of operation (either addition or multiplication).

In our work, we utilize ElGamal’s additively homomorphic encryption scheme
[3,5]. The scheme incorporates key generation, encryption, and decryption algo-
rithms, as shown in Fig. 1. The homomorphic properties of this cryptosystem
are as follows (where E(·) denotes encryption):

E(m1 + m2) = E(m1)E(m2)

E(m1 − m2) = E(m1)E(m2)−1

E(m1k) = E(m1)k

Note that, ElGamal’s scheme is semantically secure, i.e., it is infeasible to
derive any information about a plaintext, given its ciphertext and the public key
that was used to encrypt it. Its security is based on the decisional Diffie-Hellman
assumption. Also note that the decryption process involves a discrete logarithm
computation. If the encrypted values are not too large (which is the case in our
protocol) it is possible to precompute all possible results and use them as a
lookup table to speed up the decryption process.

Secure Two-Party Computation. A secure two-party computation protocol
[9] allows two parties, Alice and Bob, to jointly compute a function based on their
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ElGamal cryptosystem

Key generation
1. Instantiate a cyclic group G of prime order p, with

generator g (G, g, and p are public knowledge)
2. Choose a private key x, uniformly at random from Z

∗
p

3. Publish the public key h = gx

Encryption
1. Let m be the private message
2. Choose r, uniformly at random from Z

∗
p

3. Compute ciphertext (c1, c2) = (gr, hr+m)

Decryption
1. Compute hm = c2 · (cx1)−1

2. Solve the discrete logarithm to retrieve m

Fig. 1. The ElGamal cryptosystem

inputs, while maintaining their inputs secret (i.e., they only learn the function
output). Yao’s garbled circuit technique [14] is a generic two-party computa-
tion protocol that can evaluate securely any function, given its Boolean circuit
representation. Nevertheless, Yao’s technique is efficient only for relatively sim-
ple functions, i.e., when the number of input wires and logic gates is small. In
particular, every input wire (for one of the parties) necessitates the execution
of an Oblivious Transfer (OT) [13] protocol that is computationally expensive,
while the total number of gates affects the overall communication and circuit
construction/evaluation costs.

Besides Yao’s generic protocol, researchers have also devised application
dependent protocols that typically leverage the properties of additively homo-
morphic encryption. As an example, consider the secure inner product compu-
tation that is used extensively in previous work [8,12]. For simplicity, assume
that Alice holds vector ←a1, a2〉 and Bob holds vector ←b1, b2〉. The objective is
for Alice to securely compute S = a1b1 +a2b2. Initially, Alice encrypts her input
with her public key and sends E(a1), E(a2) to Bob. Next, Bob utilizes the prop-
erties of homomorphic encryption to produce E(S) = E(a1)b1E(a2)b2 . Finally,
Alice decrypts the result and learns the value of S.

2.2 Simhash

Simhash maps a high dimensional feature vector into a fixed-size bit string [2].
However, unlike classical hashing algorithms, simhash produces fingerprints that
have a large number of matching bits when the underlying documents are simi-
lar. Computing the simhash fingerprint from a text document is a fairly simple
process. First, one has to extract all the document terms along with their weights
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(e.g., how many times they appear in the document). Then, a vector of l coun-
ters ←c0, c1, . . . , cl−1〉 is initialized, where l is the size of the simhash fingerprint
(e.g., 64 bits). Each of the document’s terms is then hashed with a standard
hashing algorithm, such as SHA-1. If the bit at position i (i ∈ {0, 1, . . . , l − 1})
in the resulting SHA-1 digest is 0, ci is decremented by the weight of that
term; otherwise, ci is incremented by the same weight. When all document
terms are processed, the simhash fingerprint is constructed as follows: for all
i ∈ {0, 1, . . . , l − 1}, if ci > 0, set the corresponding bit to 1; otherwise, set the
bit to 0.

2.3 Related Work

The problem of secure similar document detection was first introduced by Jiang
et al. [7]. In their approach, Alice and Bob first run a secure protocol to identify
the common terms that appear in both datasets (dictionary). Then, similarity is
computed with the cosine of the angle between two document term vectors. The
cosine computation requires a secure inner product protocol, identical to the one
described in Sect. 2.1. Specifically, for Alice to compare a single document against
Bob’s database, she first uses her public key to encrypt the weights of every term
in the dictionary (if the term does not exist in Alice’s document, its weight is 0).
After Bob receives the encrypted vector, he uses his plaintext term vectors to
blindly compute the encryptions of the inner products for all documents. Finally,
Alice decrypts the results and computes the similarity between her document and
each document in Bob’s database. This protocol is computationally expensive,
because of numerous public key operations at both parties. Furthermore, its
performance degrades as the size of the dictionary space increases. For example,
the similarity search between two document sets, each containing 500 documents,
takes about a week to complete [7].

The authors of [7] extend their work in [12] with two optimizations. First, to
reduce the number of modular multiplications at Bob, they ignore every cipher-
text in Alice’s vector where the corresponding plaintext value at Bob is zero.
Second, to reduce the number of document comparisons, each party applies (in
a pre-processing step) a k-means clustering algorithm on their documents. The
idea is to initially compare only the cluster representatives and measure their
similarity. If that similarity value is above a certain threshold, then the docu-
ments in both clusters are compared in a pairwise manner. Nevertheless, the
drawback of clustering is that it is sensitive to the value of k. If k does not accu-
rately reflect the underlying document similarities, it may result in a significant
loss in query precision and recall.

Jiang and Samanthula [8] propose the use of N -grams in their SSDD pro-
tocol. An N -gram representation of a document consists of all the document’s
substrings of size N (after removing all punctuation marks and whitespaces). In
general, N -grams are considered a better document representation method than
term vectors, because they are language independent, more sensitive to local
similarity, simple, and less sensitive to document modifications [8]. Specifically,
Jiang and Samanthula utilize 3-gram sets and define the similarity between two
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documents as the Jaccard index of their 3-gram sets. Prior to protocol execu-
tion, both parties create the 3-gram sets of their documents and Bob discloses
his global 3-gram set to Alice. To compare a pair of documents, Alice and Bob
create the binary vectors of the corresponding 3-gram sets with respect to Bob’s
global 3-gram set (let A be Alice’s vector and B be Bob’s vector). Next, the two
parties invoke a secure two-party computation protocol to compute |A∩B| in an
additively split form. Finally, they run a secure division protocol to compute the
Jaccard index J = |A∩B|

|A∪B| . Unfortunately, the above protocol is not secure [1],
because Bob has to reveal his global 3-gram set to Alice. By utilizing this infor-
mation, Alice can easily check whether a word appears in Bob’s global collection,
which is an obvious security breach.

Blundo et al. [1] introduce EsPRESSo, a protocol for privacy-preserving eval-
uation of sample set similarity. It is based on the private set intersection car-
dinality (PSI-CA) protocol of De Cristafaro et al. [4]. The authors show that
one possible application of EsPRESSo is similar document detection and pro-
pose a solution based on 3-grams. To compare two documents, Alice and Bob
first create the 3-gram sets of their respective documents. Next, Alice hashes her
3-grams and raises the resulting digests to a random number Ra (let’s call this
set A). She then sends A to Bob who, in turn, raises these values to his ran-
dom number Rb and randomly permutes the set. He also hashes his 3-gram set
members and raises the hash values to Rb (let’s call this set B). Bob then sends
both sets back to Alice. Alice removes Ra from A and computes the cardinality
of the intersection between A and B (|A ∩ B|). From this value, she computes
the Jaccard index as J = |A∩B|

|A|+|B|−|A∩B| .
The limitation of the basic EsPRESSo protocol is that its performance

depends on the total number of 3-grams that appear in the compared docu-
ments. To this end, the authors of [1] introduce an optimization based on the
MinHash technique. In particular, instead of incorporating every available 3-
gram in the corresponding 3-gram sets (A and B), Alice and Bob agree on k
distinct hash functions (H1,H2, . . . , Hk) to produce sets of size k, independent
of the total number of 3-grams. Specifically, for i ∈ {1, 2, . . . , k}, each party
hashes all their 3-grams with the Hi hash function and select the digest with the
minimum value as a representative in their respective set. Once sets A and B are
constructed, the EsPRESSo protocol is invoked to compute the Jaccard index
between the two documents. The MinHash approximation reduces considerably
the computational and communication costs and is currently the state-of-the-art
protocol in secure similar document detection.

3 Problem Definition

Bob (the server) holds a collection of N documents D = {D1,D2, . . . , DN}. Each
document Di ∈ D is represented as a set of pairs ←wi, fi〉, where wi is a term
appearing in the document and fi is its frequency (i.e., the number of times it
appears in the document). Alice (the client) holds a single document q that is
represented in a similar fashion. Alice wants to know which documents in Bob’s
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collection D are similar to q. Note that, if Alice herself holds a collection of M
documents, the query is simply evaluated M distinct times.

In this work we propose two protocols with different privacy guarantees.
The security of the basic protocol (Simhash, Sect. 4) is identical to the security
provided by all existing SSDD protocols:

– For all i ∈ {1, 2, . . . , N}, Alice learns the similarity score between q and Di.
– Bob learns nothing.

On the other hand, the enhanced version of our protocol (Simhash∗, Sect. 5)
provides some additional security to the server (Bob):

– For all i ∈ {1, 2, . . . , N}, Alice learns whether Di’s similarity score is above a
user-defined threshold t (boolean value). The exact score remains secret.

– Bob learns nothing.

We assume that both parties could behave in an adversarial manner. Their
goal is to derive any additional information other than the existence of similar
documents and their similarity scores. For example, they could be interested in
the contents of the other party’s documents, statistical information about the
terms in the other party’s document collection, etc. Finally, we assume that
both parties run in polynomial time and are “semi-honest,” i.e., they will fol-
low the protocol correctly, but will try to gain any advantage by analyzing the
information exchanged during the protocol execution.

4 Basic Protocol

In this section we introduce our basic protocol that reveals the exact similarity
score for each one of Bob’s documents to Alice. Section 4.1 presents the protocol
and Sect. 4.2 outlines its security proof.

4.1 The Simhash Protocol

Prior to protocol execution, each party runs a preprocessing step to generate
the simhash fingerprints of their documents. The preprocessing includes lower
case conversion, stop word removal, and stemming. In the end, each document
is reduced to a set of terms and their corresponding frequencies. The simhash
fingerprints are then created according to the algorithm described in Sect. 2.2.
In what follows, we use a to denote Alice’s simhash (from document q) and bi
(i ∈ {1, 2, . . . , N}) to denote the simhash of document Di in Bob’s database.
Recall that all fingerprints are binary vectors of size l = 64 bits.

Similarity based on simhash fingerprints is defined as the number of non-
matching bits between the two bit vectors. In other words, a similarity score of 0
indicates two possibly identical documents, while larger scores characterize less
similar documents. Consequently, it suffices to securely compute (i) the bitwise
XOR of the two vectors and (ii) the summation of all bits in the resulting XOR
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Simhash

Input: Alice has a simhash fingerprint a
Bob has N simhash fingerprints {b1, b2, . . . , bN}

Output: Alice gets N similarity scores {σ1, σ2, . . . , σN}

Alice
1: Alice sends to Bob E(a[0]), E(a[1]), . . . , E(a[l − 1]);

Bob
2: for (i = 1; i ≤ N ; i + +) do
3: Set σi ← 0 and compute E(σi);
4: for (j = 0; j < l; j + +) do
5: if (bi[j] == 0) then
6: E(σi) ← E(σi)E(a[j]);
7: else
8: E(σi) ← E(σi)E(1)E(a[j])−1;
9: end if
10: end for
11: end for
12: Bob sends to Alice E(σ1), E(σ2), . . . , E(σN );

Alice
13: Alice decrypts all ciphertexts and retrieves σ1, σ2, . . . , σN ;

Fig. 2. The Simhash protocol

vector. Figure 2 shows the detailed protocol, where E(·) denotes encryption with
Alice’s ElGamal public key (which is known to Bob).

First (line 1), Alice encrypts every bit of her fingerprint a and sends l cipher-
texts to Bob. Bob cannot decrypt these ciphertexts but is still able to blindly
perform the required XOR and addition operations. In particular, for every doc-
ument Di in his database, Bob initializes the encryption of the similarity score
to E(σi) = E(0) (line 3). Next, he iterates over the l bits of the corresponding
fingerprint bi. If the bit at a certain position j is 0, then the result of the XOR
operation is equal to a[j] and Bob simply adds the value to the encrypted score
(line 6). Otherwise, the result of the XOR operation is (1 − a[j]) which is also
added to E(σi) in a similar fashion (line 8). After all documents are processed,
Bob sends the encrypted results to Alice (line 12). Finally, Alice uses her private
key to decrypt the scores and identify the most similar documents to q (line 13).

4.2 Security

In this section we prove the security of the Simhash protocol for semi-honest
adversaries, following the simulation paradigm [9]. In particular, we will show
that, for each party, we can simulate the distribution of the messages that
the party receives, given only the party’s input and output in this protocol.
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This is a sufficient requirement for security because, if we can simulate each
party’s view from only their respective input and output, then the messages
themselves cannot reveal any additional information.

Alice’s input consists of a bit vector a and her output is {σ1, σ2, . . . , σN}.
The only messages that Alice receives from Bob are the encryptions of the N
similarity scores. The simulator knows Alice’s public key and it also knows her
output. Therefore, it can simply generate the encryptions of the corresponding
scores.

In Bob’s case, the input is N bit vectors and there is no output. In the begin-
ning of the protocol, Bob receives l encryptions from Alice. Here, the simulator
can simply generate l encryptions of zero. Given the assumption that the under-
lying encryption scheme is semantically secure, Bob cannot distinguish these
ciphertexts from the ones that are produced by Alice’s real input.

5 Enhanced Protocol

The basic Simhash protocol has the same security definition as all existing SSDD
protocols in the literature. That is, Alice learns the similarity score for every doc-
ument Di in Bob’s database. Nevertheless, making all this information available
to Alice may allow her to construct some “malicious” queries that reveal whether
a certain term (or 3-gram) exists in Bob’s database. Consider the EsPRESSo
protocol as an example. Alice’s query may consist of a number of fake 3-grams
(i.e., 3-grams that could not appear in Bob’s documents) plus a real one that
Alice wants to test against Bob’s database. After completing the protocol exe-
cution, Alice can infer that the 3-gram is present in Bob’s database if at least
one of the similarity scores is non-zero. This attack is not as trivial to perform
with the simhash or MinHash techniques, but it is still possible for sophisticated
adversaries to devise similar attacks.

To this end, in this section, we introduce Simhash∗, an enhanced version
of the basic Simhash protocol that maintains the similarity scores secret. This
is the first SSDD protocol in the literature that provides this functionality. In
particular, Alice and Bob agree on a similarity threshold t and the protocol
returns, for each document Di, a boolean value θi that indicates whether σi ≤ t.
The detailed protocol is shown in Fig. 3.

The first steps of the protocol (lines 1–10) are identical to Simhash, i.e., Bob
blindly computes the encryptions of all N similarity scores. However, instead of
sending these ciphertexts to Alice, Bob computes, for each Di ∈ D, the encryp-
tions of rj · (σi − j) where j ∈ {0, 1, . . . , t} (lines 12–13). Specifically, rj is a
uniformly random value that masks the actual similarity score (σi) when it is
not equal to j. On the other hand, if σi is equal to j, then the computed value
is an encryption of 0. Next, Bob uses a random permutation πi for each set of
(t + 1) ciphertexts corresponding to document Di, and eventually sends a total
of (t + 1) · N ciphertexts back to Alice (line 16). The different permutations are
required in order to prevent Alice from inferring the value of j (i.e., similarity
score) that produces the encryption of 0. Finally, Alice concludes that document
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Simhash∗

Input: Alice has a simhash fingerprint a
Bob has N simhash fingerprints {b1, b2, . . . , bN}

Output: Alice gets N binary values {θ1, θ2, . . . , θN}

Alice
1: Alice sends to Bob E(a[0]), E(a[1]), . . . , E(a[l − 1]);

Bob
2: for (i = 1; i ≤ N ; i + +) do
3: Set σi ← 0 and compute E(σi);
4: for (j = 0; j < l; j + +) do
5: if (bi[j] == 0) then
6: E(σi) ← E(σi)E(a[j]);
7: else
8: E(σi) ← E(σi)E(1)E(a[j])−1;
9: end if
10: end for
11: for (j = 0; j ≤ t; j + +) do
12: Choose rj , uniformly at random from Z

∗
p;

13: E(xij) ← [E(σi)E(j)−1]rj ;
14: end for
15: end for
16: Bob sends to Alice {E(xij)}, ∀i ∈ {1, 2, . . . , N}, j ∈ πi({0, 1, . . . , t});

Alice
17: Alice decrypts all ciphertexts and retrieves {xij};
18: for (i = 1; i ≤ N ; i + +) do
19: for (j = 0; j ≤ t; j + +) do
20: if (xij == 0) then
21: break;
22: end if
23: end for
24: if (j > t) then
25: θi ← false;
26: else
27: θi ← true;
28: end if
29: end for

Fig. 3. The Simhash∗ protocol

Di’s similarity score is within the predetermined threshold t, if and only if one
of the (t + 1) ciphertexts corresponding to Di decrypts to 0 (lines 19–28).

The security proof of the Simhash∗ protocol is trivial and follows the proof
outlined in Sect. 4.2. In particular, only Alice’s case is different, since (i) her
output is N boolean values {θ1, θ2, . . . , θN} and (ii) she receives (t + 1) · N
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ciphertexts from Bob. Nevertheless, the simulator knows Alice’s output and also
knows how the protocol operates. Therefore, for all documents Di where θi is
true, the simulator generates t random encryptions plus one encryption of 0. On
the other hand, for documents where θi is false, the simulator generates (t + 1)
random encryptions.

6 Experimental Evaluation

In this section we experimentally compare the performance of our methods
against existing SSDD protocols. Section 6.1 describes the experimental setup
and Sect. 6.2 illustrates the results of our experiments.

6.1 Setup

We compare our protocols against the work of Murugesan et al. [12] that utilizes
cosine similarity (labeled as “Cosine” in our results), and EsPRESSo (both the
basic protocol and the MinHash optimization) [1] that is based on 3-grams. We
implemented all protocols in C++ and leveraged the GMP2 library for handling
large numbers. To ensure a fair comparison, we set the bit length of p (the order of
the cyclic group G3 in Fig. 1) to 160 bits, and the bit length of the RSA modulus
in Paillier’s cryptosystem to 1024 bits. This results in similar security levels for
the underlying cryptographic protocols. We ran both the client and the server
applications on a 2.4 GHz Intel Core i5 CPU. The performance metrics that we
tested include the CPU time, the communication cost, and the precision/recall
of the document retrieval process.

The document corpus is a collection of Wikipedia4 articles. In particular,
we selected 103 main articles from diverse topics and, for each article, we also
selected a number (around 10) of its previous versions from the history pages of
this topic. The total number of documents in the corpus is 1152. For Simhash
and Cosine, we applied lower case conversion, stop word removal, and stemming,
in order to derive the document terms along with their frequencies. For the
EsPRESSo protocols, we extracted the 3-grams as explained in [1]. The total
number of terms in the documents is 152,571 and the total number of 3-grams
is 10,392.

6.2 Results

In the first set of experiments we investigate the document retrieval performance
of the various protocols. The objective is to compare the underlying document
representation methods: term vectors, simhash, and 3-grams. The experiments
were performed as follows. We run 103 queries, where the query documents were
2 http://gmplib.org
3 Note that the EsPRESSo protocols are also implemented on top of group G.
4 http://en.wikipedia.org

http://gmplib.org
http://en.wikipedia.org
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selected to be the most recent versions of the 103 unique articles. Using different
threshold values, we observed the precision and soundness of the retrieved doc-
uments (recall that we know in advance the “correct” results, since the different
versions of each article are very similar to each other). For our methods we used
the threshold values {2, 3, 4, 5, 6}, while for the rest of the protocols we used
the values {0.6, 0.7, 0.8, 0.9, 0.99}. Observe that, for Simhash, larger threshold
values imply less similar documents, whereas for the other methods the opposite
is true.

We used the precision and recall as the performance metrics for the document
retrieval process. Precision is defined as:

precision =
|R ∩ V |

|R|
where R is the set of retrieved documents and V is the total number of docu-
ments that satisfy the query. In other words, precision is equal to the fraction
of retrieved documents that belong to the result set. Recall, on the other hand,
indicates the fraction of the result set that is retrieved by the query and is
computed as:

recall =
|R ∩ V |

|V |
Figure 4(a) and (b) show the precision and recall curves for the various

EsPRESSo protocols. As expected, the basic protocol has the best overall per-
formance and maintains a precision of 1.0 for all threshold values. The MinHash
approximations sacrifice some precision for better running times, but they all
perform very well for threshold values larger than 0.7. In terms of recall, all
EsPRESSo variants are very sensitive to the underlying threshold value, expe-
riencing a large drop when the threshold is larger than 0.8. The Cosine method
has a very stable performance, as shown in Fig. 4(c). In particular, both the
precision and recall values remain over 0.75 under all settings. Finally, Simhash
exhibits excellent query precision for all threshold values (Fig. 4(d)). Further-
more, the query recall raises steadily with increasing threshold values and, when
the threshold is 6, Simhash retrieves over 96 % of the relevant documents.

In the next experiment we measure the computational cost of the various
methods. We select MinHash-50 (i.e., MinHash with k = 50 hash functions) to
represent the EsPRESSo family of protocols, since it has the best performance
in terms of CPU time. The experiments were performed as follows. We run the
cryptographic protocols for the 103 unique queries and measured the total CPU
time, excluding the initial query encryption time (which is performed only once,
independent of the database size N). From this value we determined the average
time needed to compare a pair of documents. Using this measurement, Fig. 5
depicts the CPU time required to compare one document against a database of
size N , where N ∈ {100, 500, 1000, 3000, 5000} (the curves also include the query
encryption time). Simhash is by far the best protocol among all competitors and
it is one order of magnitude faster than MinHash-50. Cosine incurs a very high
computational cost, mainly due to the query encryption step that involves tens
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of thousands of public key encryptions. MinHash-50 is significantly slower than
Simhash, because it involves numerous (expensive) modular exponentiations for
every document in the server’s database.

Figure 5(b) shows the CPU overhead of the Simhash∗ protocol, where the
similarity threshold is set to t = 6. The additional cost is due to the (t + 1)
modular exponentiations that are required to hide a document’s similarity score.
However, Simhash∗ is considerably faster than MinHash-50, incurring 23.7 s of
CPU time to compare 5000 documents, as opposed to 107.5 s for MinHash-50.

Figure 6(a) illustrates the communication cost for Simhash, MinHash-50,
and Cosine. Clearly, Simhash outperforms significantly both competitor meth-
ods, incurring a communication cost that is at least 18 times smaller under
all settings. For example, to compare one document against a database of size
N = 5000, requires 1.24 MB of data communication for Simhash, 35.29 MB for
MinHash-50, and 38.47 MB for Cosine. The drawback of MinHash-50 is that
it has to send 50 ciphertexts plus 50 SHA-1 hashes for every document in the
database. On the other hand, the overhead for Cosine lies exclusively on the
transmission of the encrypted term vector, which is why it seems to remain
unaffected by the database size N .

Finally, Fig. 6(b) shows the communication overhead for the Simhash∗ pro-
tocol. In this experiment, the threshold t is set to 6, which necessitates the
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transmission of 7 ciphertexts for every document in the database. As a result,
the communication cost of Simhash∗ is around 7 times larger than the cost of
the basic Simhash protocol. Nevertheless, it is still significantly lower than the
competitor methods, requiring just 8.56 MB of data for N = 5000 documents.

7 Conclusions

Secure similar document detection (SSDD) is a new and important research
area with numerous application domains, such as patent protection, intelli-
gence collaboration, etc. In these scenarios, two parties want to identify similar
documents within their databases, while maintaining their contents secret. Nev-
ertheless, existing SSDD protocols are very expensive in terms of both compu-
tational and communication cost, which limits their scalability with respect to
the number of documents. To this end, we introduce a novel solution based on
simhash document fingerprints that is both simple and robust. In addition, we
propose an enhanced version of our protocol that, unlike existing work, hides
the similarity scores of the compared documents from the client. Through rig-
orous experimentation, we show that our methods improve the computational
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and communication costs by at least one order of magnitude compared to the
current state-of-the-art protocol. Furthermore, they perform very well in terms
of query precision and recall.
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Abstract. Big Data technologies are changing the traditional technology domains
and their successful use will require new security models and new security design
approaches to address emerging security challenges. This paper intends to provide
initial analysis of the security issues and challenges in Big Data and map new
challenges and problems to the traditional security domains and technologies. The
paper starts with the Big Data definition and discusses the features that impact the
most the Big Data security, such as Veracity, Volume, Variety, and dynamicity.
The paper analyses the paradigm change and new challenges to Big Data security.
The paper refers to the generic Scientific Data Infrastructure (SDI) model and
discusses security services related to the proposed Federated Access and Delivery
Infrastructure (FADI) that serves as an integration layer for potentially multi-
provider multi-domain federated project oriented services infrastructure. The paper
provides suggestions for practical implementation of such important security
infrastructure components as federated access control and identity management,
fine-grained data-centric access control policies, and the Dynamic Infrastructure
Trust Bootstrap Protocol (DITBP) that allows deploying trusted remote virtualised
data processing environment. The paper refers to the past and ongoing project
experience by authors and discusses how this experience can be consolidated to
address new Big Data security challenges identified in this paper.

Keywords: Big Data security � Federated Access and Delivery Infrastructure
(FADI) � Trusted virtualised environment � Cloud infrastructure services

1 Introduction

Big Data and Data Intensive technologies are becoming a new technology trend in
science, industry and business [1–3]. Big Data are becoming related to almost all
aspects of human activity from just recording events to research, design, production
and digital services or products delivery, to the final consumer. Current technologies
such as Cloud Computing and ubiquitous network connectivity provide a platform for
automation of all processes in data collection, storing, processing and visualization.
Consequently, emerging data intensive technologies impose new challenges to
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traditional security technologies that may require re-thinking and re-factoring cur-
rently used security models and tools.

In e-Science and industry, the scientific data and technological data are complex
multifaceted objects with the complex internal relations and typically distributed
between different systems and locations. They are becoming an infrastructure of their
own and need to be supported by corresponding physical or logical infrastructures to
store, access, process and manage these data. We refer to such infrastructure as
Scientific Data Infrastructure (SDI) or Big Data Infrastructure (BDI) in general. We
argue that both SDI and BDI should provide capabilities to support collaborative
groups of researchers or technologists due to complex character of the research pro-
jects or production processes.

The goal of this paper is to understand the main features, trends and new possi-
bilities in Big Data technologies development, identify the security issues and problems
related to the specific Big Data properties, and based on this to review existing security
models and tools and evaluate their potentiality to be used with Big Data technologies.

There is no well-established terminology in the area of Big Data. Expectedly this
problem will be solved by the recently established NIST Big Data Working Group [4].
In this paper we primarily focus on the security issues related to Big Data and in many
case use terms Big Data technologies, Data Intensive Technologies and Big Data
Science as interchangeable depending on the context.

The authors made an initial attempt in their recent papers [5, 6] to summarise
related Big Data discussions and provide a definition of the 5V of Big Data: Volume,
Velocity, Variety, Value, and Veracity, as the main properties of the Big Data that
create a challenge to modern technologies. In this paper we continue with the Big Data
definition and primarily focus on the security related aspects.

The paper is organised as follows. Section 2 looks into Big Data definition and Big
Data nature in science, industry, and business, analyses factors that impact security.
Section 3 gives a short overview of related research and developments. Section IV
discusses security challenges to Big Data infrastructure and Big Data challenges to
traditional security models. Section 4 discusses paradigm shift in Big Data security
and new challenges to be addressed. Section 5 briefly discussed data management and
proposes the Scientific Data Lifecycle Management model, identifies security
and trust related issues in handling data, and summarises the general requirements and
design suggestions for cloud based Big Data security infrastructure. Section 6 dis-
cusses the main components of the consistent cloud based security infrastructure for
Big Data: Federated Access and Delivery Infrastructure, fine granular data centric
policy definition, and Virtual Infrastructure Trust Bootstrapping protocol. Section 7
provides suggestions for the future research and developments.

2 Big Data Definition and Security Properties

2.1 Big Data Nature in e-Science, Industry and Business

We observe that Big Data ‘‘revolution’’ is happening in different human activity
domains empowered by significant growth of the computer power, ubiquitous
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availability of computing and storage resources, increase of digital content production.
To show the specifics of Big Data properties and use, we can distinguish the following
Big Data domains: e-Science/research, industry, and business, leaving analysis of
other domains for future research.

Science has been traditionally dealing with challenges to handle large volume of
data in complex scientific research experiments, involving also wide cooperation
among distributed groups of individual scientists and research organizations. Scien-
tific research typically includes collection of data in passive observation or active
experiments which aim to verify one or another scientific hypothesis. Scientific
research and discovery methods are typically based on the initial hypothesis and a
model which can be refined based on the collected data. The refined model may lead
to a new more advanced and precise experiment and/or the previous data re-evalua-
tion. The future SDI/BDI needs to support all data handling operations and processes
providing also access to data and to facilities to collaborating researchers. Besides
traditional access control and data security issues, security services need to ensure
secure and trusted environment for researcher to conduct their research.

Big Data in industry are related to controlling complex technological processes
and objects or facilities. Modern computer-aided manufacturing produces huge
amount of data which are in general need to be stored or retained to allow effective
quality control or diagnostics in case of failure or crash. Similarly to e-Science, in
many industrial applications/scenarios there is a need for collaboration or interaction
of many workers and technologists.

In business, private companies will not typically share data or expertise. When
dealing with data, companies will intend always to keep control over their information
assets. They may use shared third party facilities, like clouds or specialists instru-
ments, but special measures need to be taken to ensure workspace safety and data
protection, including input/output data sanitization.

With the digital technologies proliferation into all aspects of business activities,
the industry and business are entering a new playground where they need to use
scientific methods to benefit from the new opportunities to collect and mine data for
desirable information, such as market prediction, customer behavior predictions,
social groups activity predictions, etc. Refer to numerous blog articles [3, 7, 8] sug-
gesting that the Big Data technologies need to adopt scientific discovery methods that
include iterative model improvement and collection of improved data, re-use of
collected data with improved model.

2.2 5 Vs of Big Data and Data Veracity

Despite the ‘‘Big Data’’ became a new buzz-word, there is no consistent definition for
Big Data, nor detailed analysis of this new emerging technology. Most discussions are
going now in blogosphere where active contributors have generally converged on the
most important features and incentives of the Big Data [2, 8–10]. In our recent paper
[6] we summarised existing definitions and proposed a consolidated view on the
generic Big Data features that was used to define the general requirements to Scientific
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Data Infrastructure. In this paper we provide a short summary and discuss the main
Big Data properties that impose new security challenges.

For the completeness of the discussion, we quote here the IDC definition of Big
Data (rather strict and conservative): ‘‘A new generation of technologies and archi-
tectures designed to economically extract value from very large volumes of a wide
variety of data by enabling high-velocity capture, discovery, and/or analysis’’ [10]. It
can be complemented more simple definition from [11]: ‘‘Big Data: a massive volume
of both structured and unstructured data that is so large that it’s difficult to process
using traditional database and software techniques.’’ This is also in accordance with
the definition given by Jim Gray in his seminal book [12].

We refer to the Big Data definition proposed in our recent paper [6] as having the
following 5V properties: Volume, Velocity, Variety, Value, and Veracity, as illus-
trated in Fig. 1. We also highlight the security related properties Veracity, Variety and
Volume (by the density of the property representing circles).

(1) Veracity

Veracity property of Big Data is directly related to the Big Data security and includes
two aspects: data consistency (or certainty) what can be defined by their statistical
reliability; and data trustworthiness that is defined by a number of factors including
data origin, collection and processing methods, including trusted infrastructure and
facility.

Big Data veracity ensures that the data used are trusted, authentic and protected
from unauthorised access and modification. The data must be secured during the
whole their lifecycle from collection from trusted sources to processing on trusted
compute facilities and storage on protected and trusted storage facilities.

Fig. 1. 5 Vs of Big Data and security related properties of Veracity, Variety, and Volume.
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The following aspects define and need to be addressed to ensure data veracity:

• Integrity of data and linked data (e.g., for complex hierarchical data, distributed
data with linked metadata)

• Data authenticity and (trusted) origin.
• Identification of both data and source.
• Computer and storage platform trustworthiness.
• Availability and timeliness.
• Accountability and Reputation.

Data veracity relies entirely on the security infrastructure deployed and available
from the Big Data infrastructure. Data provenance is an important mechanism to
ensure data Veracity.

(2) Other impact factors: Volume, Variety and Dynamicity

Security and privacy issues are magnified by volume, variety, and Big Data dynam-
icity (or variability). The latter is originated from the fact that data change their
structure, model, content, and may migrate between datacenters and clouds during
their lifecycle.

Volume as the main generic feature of the Big Data provides also challenges to
current security technologies that need to scale the size of Big Data, also taking into
account their distributed character.

Dynamicity and data linkage are the two other factors that reflect changing or
evolving character of data and need to keep their linkage during the whole their
lifecycle. This will require scalable provenance models and tools incorporating also
data integrity and confidentiality.

3 Related Research and Developments

There is not much academic works on Big Data security. The research community
currently is in the process of identifying the potential research areas. However, many
new research works that attempt to review the very basic security concepts and models
can be potentially extended to the Big Data related challenges and problems.

First serious attempts of tackling this problem have been undertaken by the NIST
by organising the two workshops in 2012 and 2013 related to Big Data [13] and
establishing the Big Data Working Group [4] in July 2013. The Cloud Security
Alliance (CSA) has established in 2012 the Big Data Security Working Group [14].

3.1 CSA Top Ten

Recently the CSA Big Data Security WG has published its first deliverable ‘‘Top Ten
Big Data Security and Privacy Challenges’’ [15]. The document provides a good
insight and initial identification of such challenges but they are clearly defined from
the point of view of the Information Security and Service Management and don’t
touch security design issues. In our research and in this paper, we approach the Big
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Data Security problem from the Security Engineering point of view, providing also
analysis of existing security technologies and their applicability and required modi-
fication to support Big Data infrastructure and processes.

We find useful to provide a short summary of the CSA Top Ten (refer to the
original document [15] for details). We group them into few clusters:

A. Infrastructure security
(1) Secure computations in distributed programming frameworks.
(2) Security best practices for non-relational data stores.
(3) Secure data storage and transactions logs.
(4) End-point input validation/filtering.

B. Access control and policy
(5) Granular access control and data centric access policies.
(6) Cryptographically enforced access control and secure communication.

C. Data Management
(7) Real-time security/compliance monitoring.
(8) Granular audits.
(9) Data provenance.

D. Privacy and Confidentiality
(10) Scalable and composable privacy-preserving data mining and analytics.

In this paper, we will discuss different aspects of securing Big Data, identify new
security challenges and propose generic security mechanisms to address these
challenges.

3.2 Related Security Research

Most of currently used security models, services and mechanisms have been devel-
oped for host based, client/server, or service oriented models. Big Data have their
specific security requirements, new business models and actors with different rela-
tions, and also global scalability character. All this will motivate changing current
security services and development of new models and services. For the related
research, besides specifically dealing with the Big Data security, we can look also at
the recent research that attempt to respond to the changing landscape of the services
and technologies with emerging global computing environment, ubiquitous connec-
tivity and proliferation of personal devices, and growth of data centric applications, in
particular in healthcare, behavioral and bio-science.

We found a number of interesting conceptual and innovative papers presented at
the New Security Paradigms Workshop in the past 3 years. In particular, paper [16]
looks at a new ‘‘clean slate’’ approach to the security problems originated from the
healthcare that currently becomes increasingly computerized and data intensive. The
healthcare use case can be one of reference cases to solve the whole bunch of the data
protection related problems. Paper [17] analyses the VM and services virtualization
based security models and evaluate their effectiveness. Paper [18] looks at the privacy
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as a process and attempts to provide a theoretical basis for new/future Privacy
Enhancing Technologies (PET).

We can also refer to the related work presented at the SDM12 workshop. Paper
[19] proposes an approach to build a trustworthy cloud platform motivated by the
specific requirements from the healthcare applications to the trustworthiness of the
healthcare platforms. The proposed solution is based on using federated cloud-of-
cloud architecture to enforce common security and data protection policies in various
cloud layers. Paper [20] discusses new provenance models for complex multi-source
Web 2.0 data that similar to Big Data can evolve with time.

We find appropriate also to refer to our past works that attempted to review and
re-factor different key security problems related to Grid security [21] and cloud
security [22].

4 Paradigm Shift and New Challenges

4.1 Paradigm Shift to Data Centric Security

Traditional security models are OS/system based and host/service centric what means
the security is either communication protocols based or ensured by the system/OS
based security services. The security and administrative domains are the key concepts,
around which the security services and protocols are built. A domain provides a
context for establishing security context and trust relation. This creates a number of
problems when data (payload or session context) are moved from one system to
another or between domains.

Big Data will require different data centric security protocols, especially in the
situation that the object or event related data will go through a number of transfor-
mations and become even more distributed, between traditional security domains. The
same relates to the current federated access control model that is based on the cross
administrative and security domains identities and policy management. Keeping
security context and semantic integrity, to support data provenance in particular, will
require additional research.

The following are additional factors that will create new challenges and motivate
security paradigms change in Big Data security:

• Virtualization: can improve security of data processing environment but cannot
solve data security ‘‘in rest’’.

• Mobility of the different components of the typical data infrastructure: sensors or
data source, data consumer, and data themselves (original data and staged/evolu-
tional data). This in its own cause the following problems.

• On-demand infrastructure services provisioning.
• Inter-domain context communication.

• Big Data aggregation that may involve data from different administrative/logical
domains and evolutionally changing data structures (also semantically different).

• Policy granularity: Big Data may have complex structure and require different and
high-granular policies for their access control and handling.
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4.2 Trusted Virtualisation Platforms

In many cases the companies or users need to store or process their data on the
provider facilities in the environment that is not under their control. In most cases they
can rely on the provider’s business practices but in some cases, both commercially and
privacy sensitive, this is not sufficient. Virtualisation technologies enhanced with the
trusted computing technologies can potentially provide a basis for developing proper
solutions here.

Traditional secure virtualization models are domain and host based. Advance-
ments in services virtualisation (e.g. using Java service container [23]) and develop-
ments of the wide scale cloud virtualization platforms [24] provide a sufficiently
secure environment for runtime processes but still rely on the trusted hardware and
virtualization/hypervisor platform. To address key data-centric (and ownership based)
security model it needs to be empowered with the Trusted Computing Platform
security mechanisms, in particular, implementing the remote platform trust boot-
strapping protocol. We discuss such possible solution in Sect. 6.

4.3 Data Ownership

Data ownership will become one of the important concepts in data management and
policy definition. Data ownership concept is widely discussed in the context of data
governance and personal data protection [25], but there is no well-defined mechanisms
to enforce data ownership related policies in the distributed data processing environ-
ment. Data centric ownership model is a cross-domain and needs to span the whole data
lifecycle. In this respect it is different from the current facility ownership concept in IT,
telecommunications and clouds, which is rather provider and domain based. Data
ownership is linked to individual or organisational ownership and will affect many
currently used security concepts such as identity centric access control and delegation
(like implemented in the Auth2.0 protocol [26]), user centric federation and trust model,
identity based trust model and data protection mechanisms, data verifiability/audibility.

Federated security models need to adopt the data ownership concept and allow
building data centric cross-domains federations. It is also understood that data own-
ership will impact data provenance and lifecycle management model.

4.4 Personal Information, Privacy and Opacity

Modern services and infrastructure supporting social networks and human activity are
tending to be of the scale of humanity, i.e. scaling world-wide (like Facebook) or
targeting to support the knowledge base of the whole humanity (like Wikipedia).
Their notion of Big Data actually means ‘‘ALL (relevant) data’’. Such systems are
unavoidably dealing with the personal identifiable information, despite using existing
techniques for information de-identification and anonymisation.

Lot of information can be collected about individuals and privacy protection
concerns are known in this area. Big Data will motivate developments of the new
privacy protection models in this area. Acknowledging general requirement to protect
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privacy and personal data, we still think that existing privacy concepts and PET
models will change with the Big Data technologies development and proliferation.

Healthcare system, governmental systems, defense and law enforcement systems
will increasingly collect more and more information about individuals. In many cases
such information is vitally important for health, life and security. On the other hand,
business and service industry will also increasingly collect more information than it is
needed to conduct their main business. With modern analytics tool, additional not
intended personal information can be extracted from such datasets/collections by
linking different datasets and/or applying behavioral analysis.

There is another aspect of the confidentiality or privacy when providing shared
datasets services which we define as opacity. The researchers who are in many cases
doing competitive research on the shared datasets and/or facilities,like in case of the
genome research or LHC experiment, need to trust that their activity (in particular data
accessed or applications used) is not tracked and cannot be seen by other competitors.
The computing facilities need to make the individual activity opaque although
retaining the possibility for data provenance and audit.

5 Security Infrastructure for Big Data

5.1 Scientific Data Lifecycle Management (SDLM)

In Big Data, security needs to be provided consistently during the whole data lifecycle.
The generic data lifecycle includes at least the following stages: data acquisition/col-
lection; filtering and classification; processing and analytics; visualization and delivery.

The scientific data lifecycle is more complex and includes a number of consequent
stages: research project or experiment planning; data collection; data processing;
publishing research results; discussion, feedback; archiving (or discarding).

The required new approach to data management and handling in e-Science is
reflected in the proposed by the authors the Scientific Data Lifecycle Management
(SDLM) model [6, 27], (see Fig. 2). The SDLM incorporates both the existing
practices researched in [28] and current trends in the Data Intensive Science.

Fig. 2. Scientific Data Lifecycle Management in e-Science
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The new SDLM requires data storage and preservation at all stages what should
allow data re-use/re-purposing and secondary research on the processed data and
published results. However, this is possible only if the full data identification, cross-
reference and linkage are implemented in SDI.

Capturing information about the processes involved in transformation from raw
data up until the generation of published data becomes an important aspect of sci-
entific data management. Scientific data provenance becomes an issue that also needs
to be taken into consideration by SDI providers [29].

Another factor that will define the SDLM and SDI requirements is the European
Commission’s initiative to support Open Access [30] to scientific data from publicly
funded projects suggests introduction of the following mechanisms to allow linking
publications and data: persistent data ID (PDI) [31], and Open Researcher and Con-
tributor Identifier (ORCID) [32].

Data integrity, access control and accountability must be supported during the
whole data during lifecycle. Data curation is an important component of the discussed
SDLM and must also be done in a secure and trustworthy way.

5.2 Security and Trust in Cloud Based Infrastructure

Ensuring data veracity in Big Data infrastructure and applications requires deeper
analysis of all factors affecting data security and trustworthiness during their whole
lifecycle. Figure 3 illustrates the main actors and their relations when processing data
on remote system. User/customer and service provider are the two actors concerned
with their own data/content security and each other system/platform trustworthiness:
users want to be sure that their data are secure when processed or stored on the remote
system.

Figure 3 illustrates the complexity of trust and security relations even in a simple
usecase of the direct user/provider interaction. In clouds data security and trust model
needs to be extended to distributed, multi-domain and multi-provider environment.

Fig. 3. Security and Trust in Data Services and Infrastructure.
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5.3 General Requirements to Security Infrastructure

To support secure data processing, the future SDI/BDI should be supported by an
corresponding security infrastructure that would ensure normal infrastructure opera-
tion, assets and information protection, and allow user identification/authentication
and policy enforcement in distributed multi-organisational environment.

Moving to Open Access [30] may require partial change of business practices of
currently existing scientific information repositories and libraries, and consequently
the future Access Control and Accounting Infrastructure (ACAI) should allow such
transition and fine grained access control and flexible policy definition and control.

Taking into account that future SDI/BDI should support the whole data lifecycle
and explore the benefit of the data storage/preservation, aggregation and provenance
in a large scale and during long/unlimited period of time, the future ACAI should also
support all stages of the data lifecycle, including policy attachment to data to ensure
persistency of the data policy enforcement during continuous online and offline pro-
cesses [33].

The required ACAI should support the following features:

• Empower researchers (and make them trust) to do their data processing on shared
facilities of large datacentres with guaranteed data and information security.

• Motivate/ensure researchers to share/open their research environment to other
researchers by providing tools for instantiation of customised pre-configured
infrastructures to allow other researchers to work with existing or own data sets.

• Protect data policy, ownership, linkage (with other data sets and newly produced
scientific/research data), when providing (long term) data archiving. (Data preser-
vation technologies should themselves ensure data readability and accessibility with
the changing technologies).

6 SDI/BDI Security Infrastructure Components

6.1 Federated Access and Delivery Infrastructure (FADI)

In [6] we proposed the generic SDI Architecture model for e-Science (e-SDI) that
contains the following layers:

Layer D6: User side and campus based services that may include user portals, identity
management services and also visualization facilities.

Layer D5: Federated Access and Delivery Infrastructure (FADI) that interconnects
Federation and Policy layer that includes federation infrastructure components,
including policy and collaborative user groups support functionality.

Layer D4: (Shared) Scientific platforms and instruments (including potentially dis-
tributed/global sensor network) specific for different research areas that also include
high performance clusters for Big Data analytics and shared datasets.
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Layer D3: Infrastructure virtualisation layer that is represented by the Cloud/Grid
infrastructure services and middleware supporting specialised scientific platforms
deployment and operation.

Layer D2: Datacenters and computing resources/facilities.

Layer D1: Network infrastructure layer represented by the general purpose Internet
infrastructure and dedicated network infrastructure.

Note: ‘‘D’’ prefix denotes relation to data infrastructure.
The proposed SDI reflects the main components required to process, consume and

manage data and can easily adopted to the general Big Data Infrastructure.
Modern cloud technologies provide a proper basis for implementing SDI/BDI, in

particular for Layer D3 and Layer D4 that correspondingly provide the general
infrastructure virtualization platform and shared scientific platform and instruments
that typically provide services on-demand for dynamically created virtual groups of
users, also called Virtual Organisations. The main efforts to create and operate
infrastructure for specific scientific projects will be put into the Layer D5 Federated
Access and Delivery Infrastructure (FADI).

When implemented in clouds, the FADI and SDI in general may involve multiple
providers and both cloud and non-cloud based infrastructure components. Our vision
and intention is to use for this purpose the general Intercloud Architecture Framework
(ICAF) proposed in our works [34]. ICAF provides a common basis for building
adaptive and on-demand provisioned multi-provider cloud based services.

Figure 4 illustrates the general architecture and the main components of the FADI
(that corresponds to the ICAF Access and Delivery Layer C5) that includes infra-
structure components to support inter-cloud federations services such as Cloud Ser-
vice Brokers, Trust Brokers, and Federated Identity Provider. Each service/cloud

Fig. 4. Federated Access and Delivery Infrastructure (FADI)
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domain contains an Identity Provider IDP, Authentication, Authorisation, Accounting
(AAA) service and service gateway that typically communicates with other domains.

FADI incorporates related federated infrastructure management and access tech-
nologies [34–36]. Using federation model for integrating multi-provider heteroge-
neous services and resources reflects current practice in building and managing
complex infrastructures (SDI and enterprise infrastructures) and allows for iner-
organisational resource sharing.

6.2 Data Centric Access Control

SDI/BDI will incorporate standards and if needed advance access control services and
mechanisms at the level of FADI and users/services level. However consistent data
centric security and access control will require solving the following problems:

• Fine-granular access control policies.
• Encryption enforced attribute based access control.

Depending on the data type and format, the two basic access control and policy
models can be defined: resource and/or document based access control, including intra
document; and cell or record based access control for data stored in databases. We
identify XACML policy language as appropriate for document/intra-document access
control. For databases we need to combine their native access control mechanisms and
general document based access control.

(1) XACML policies for fine granular access control
The policies for data centric access control model should provide the fine-grained
authorization features, based not only on the request context attributes such as sub-
jects/users, data identifiers, actions or lifetimes, but also on the structured data content.
A prospective direction is to design and apply attribute based access control mech-
anisms with policies incorporate along with data granularity. Such policies may
contain complex logic expressions of attributes. Based on input attribute values from
users, their queries could return either authorized data or errors. In this respect,
managing SDI/BDI big data using attribute-based policy languages like XACML is
applicable. However, for large documents or complex data structures XACML poli-
cies evaluation may create a significant performance overhead.

We refer to our experience in developing Dynamically provisioned Access Control
Infrastructure (DACI) for complex infrastructure services and resources [22, 37].
It uses advanced features of the XACML based policies that allow describing access
control rules for complex multi-domain resources, including domain, session context,
multi-domain identity and trust delegation [38–40]. The proposed in [41] the Multi-
data-types Interval Decision Diagrams (MIDD) policy decision request evaluation
method allows for significant performance gain for massively large policy sets.

(2) Access control in NoSQL databases
The popular NoSQL databases for structured data storage MongoDB [42], Cassandra
[43], Accumulo [44] provide different levels of security and access control. Most of
them have coarse-grain authorization features, both on user management and on
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protected data granularity like table-level or row-level security. Accumulo [44] pro-
vides the most advanced features to allow cell-level security with which accesses from
keys to values are only granted when the submitted attributes satisfy predefined
Boolean expressions provided as a security label of the cell key index. However, the
current policy language in Accumulo is at early development stage and lacks of
features for distributed, multi-domains environments.

(3) Encryption enforced access control
Described above solutions are capable to address majority of the problems for data
access, transfer and processing stages, however data in-rest when stored on remote
facilities may remain unprotected. The solution to this problem can be found with
using the encryption enhanced access control policies that in addition to the traditional
access control, use also attributes based encryption [45, 46] to allow data decryption
only to the targeted subject or attribute owner. We admit such approach as potentially
effective and applicable to many data protection use cases in Big Data, in particular,
healthcare or targeted broadcast of streaming data that make take place when using
distributed sensor networks.

6.3 Trusted Infrastructure Bootstrapping Protocol

To address the issues with creating trusted remote/distributed environment for pro-
cessing sensitive data, in our earlier papers [47, 48] we proposed a generic Dynamic
Infrastructure Trust Bootstrapping Protocol (DITBP). This includes supporting
mechanisms and infrastructure that takes advantage of the TCG Reference Archi-
tecture (TCGRA) and Trusted Platform Module (TPM) [49, 50]. The TPM is used to
provide a root of trust that extends from the physical hardware itself, and to generate a
key pair in hardware where the private key is never revealed (i.e. non-migratable).

There are four functional components to support the bootstrapping process:

Domain Authentication Server (DAS) provides a trusted root for the third party’s
domain.

Bootstrap Initiator (BI) is the application that is transferred to the remote machine in
order to confirm the machine’s status before any infrastructure or software is
deployed.

Bootstrap Requester (BREQ) is a client application that runs on the machine
responsible for provisioning remote infrastructure. It communicates with its coun-
terpart on the remote machine and handles the first/initial stage of the bootstrapping
process.

Bootstrap Responder (BRES) is the counterpart server application. It is responsible
for authenticating the machine to a remote client and verifying that the client is
authorized to bootstrap the machine. Once each end point has been authenticated, the
BRES will receive, decrypt and decompress the payload sent by the client.
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The bootstrapping process includes the following 4 steps:

(1) Initially the BRES on the target machine, registers and authenticates itself with
the DAS. This done over a TCP connection. Hardware based keys from the TPM
are used to authenticate the instance and complete the handshake. Key data is
then signed and stored on the DAS.

(2) When the BREQ needs to authenticate a target machine, it connects to the DAS
and authenticates itself. This authentication could be simple user and password
based authentication, or could also involve security tokens or pre-shared cer-
tificates and keys.

(3) After authentication, the DAS provides the BREQ with the certificates and keys
for the target machine. The BREQ then constructs a bootstrapping request with
an encrypted payload containing the Bootstrap Initiator (BI), secured using the
provided credentials. This requests is then sent to the DAS over the same
authenticated TCP channel. The DAS then signs and forwards the request with
the encrypted payload to the BRES.

(4) As the payload is encrypted with the target machines public key / certificate
which is tied to the TPM (non-migratable keypair), only the target machine is
able to decrypt the payload. Once decrypted, the BRES executes the BI and
hands control over to it. The BI can effectively execute any code on the machine
and thus can verify that the machine and the platform are as expected and as
required. Once complete, the BI can then download the infrastructure payload
(this would be implementation specific) and can then execute it and hand over
control to the framework.

A prototype implementation of the BREQ and BRES is called Yin and Yang and
described in [48]. The NodeJS and SocketIO libraries, provide a two-way message
framework that allows the focus to remain on the message content and their structure.
NodeJS has bindings for NaCl which provide a range of cryptographic functions. At
present there is no native binding for TPM functionality, however initially software
generated keys and certificates can be exchanged for developing and verifying the
protocol.

7 Future Research and Development

The authors will continue their research to understand the new challenges and required
solutions for Big Data infrastructure and applications. The future research and
development will include further enhancement of the Big Data definition. This should
provide a better basis for proposing a consistent Big Data security model and archi-
tecture addressing identified security challenges presented in this paper. At this stage
we tried to review existing security technologies, own experience and consolidate
them around the main security problems in Big Data such as providing trusted vir-
tualized environment for data processing and storing, fine granular access control, and
general infrastructure security for scientific and general Big Data applications.
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The authors will also continue working on the data centric and user centric
security models that should also incorporate new Big Data properties such as data
ownership. A number of technical security problems will arise with the implemen-
tation of persistent data and researcher identifiers (PID and ORCID), as required by
the new EC initiative, and related privacy and provenance issues.

As a part of the general infrastructure research we will continue research on the
infrastructure issues in Big Data targeting more detailed and technology oriented
definition of SDI and related security infrastructure definition. Special attention will
be given to defining the whole cycle of the provisioning SDI services on-demand,
specifically tailored to support instant scientific workflows using cloud IaaS and PaaS
platforms. This research will be also supported by development of the corresponding
Cloud and InterCloud architecture framework to support the Big Data e-Science
processes and infrastructure operation.

The authors will look also at the possibility to contribute to the standardisation
activity at the Research Data Alliance (RDA) [51] and recently established NIST Big
Data Working Group [4].
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Abstract. Encrypting data at rest has been one of the most common
ways to protect the database data against honest but curious adversaries.
In the literature there are more than a dozen mechanisms proposed on
how to encrypt data to achieve different levels of confidentiality. How-
ever, a database system is more than just data. An inseparable aspect of
a database system is its interaction with the users through queries. Yet,
a query-enhanced adversary model that captures the security of user
interactions with the encrypted database is missing. In this paper, we
will first revisit a few well-known adversary models on the data encryp-
tion schemes. Also, to model the query-enhanced adversaries we addi-
tionally need new tools, which will be formally defined. Eventually, this
paper introduces query-enhanced adversary models which additionally
have access to the query logs or interact with the database in different
ways. We will prove by reduction that breaking a cryptosystem by a
query-enhanced adversary is at least as difficult as breaking the cryp-
tosystem by a common adversary.

Keywords: Database encryption · Query Rewrite Function · Query-
enhanced adversary models

1 Introduction

In the recent past, there has been significant interest in processing queries on
encrypted data without decrypting the data. The goal is to protect the confi-
dentiality of data against honest but curious attackers who have powerful access
rights on the machines that host and process the data; e.g., system administra-
tors with root privileges. There has been a lot of work on proposing query-able
data encryption schemes such as [1,4–7,11].

However, data is not the only source of information for the adversary in a
database system. Interactions with a database through queries and transactions
might also lead to confidentiality leaks. Thus, in order to prove the level of
data confidentiality in a database system, it does not suffice to only look at the
adversary models which solely operate on the data. Therefore, new and enhanced
adversary models are required to capture the confidentiality of the database
query logs. The goal in this paper is to introduce such enhanced adversary models
that independent of the encryption scheme try to break the cryptosystem by
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looking at the query logs. So far there has been no single work dedicated to
model the query log attack on encrypted databases.

In this paper we assume to have a client-server architecture, where the client
is trusted and the database server is completely untrusted. We assume to have
a thin encryption layer residing on a trusted party, either on the client itself
or on a trusted security middleware. This thin encryption layer sits between
the client and the untrusted database server. The main task of the encryption
layer is to adjust the plaintext queries written by the clients in such a way that
the encrypted database can process them. Upon receiving the query results, the
encryption layer decrypts the result sets and sends them back to the client.
Client is assumed to be unaware of the encryption layer in between, i.e. the
encryption layer is transparent to the client. This model is assumed by almost
all the database systems supporting encryption such as [2,6,8,10,12,14].

Now the main problem is how secure are these rewritten queries that are
submitted to the untrusted database server. The encryption layer rewrites the
queries based on the encryption scheme used to encrypt the data. There are
however a number of examples on how the queries may leak additional infor-
mation to the adversary. For example, some queries can reveal secrets about
their underlying encryption scheme. Additionally, the query log itself provides
the adversary with additional information about the client submitting the query,
timestamp and submission frequency.

Since in a database system, data and queries are intertwined we need to care-
fully separate these two during security analysis. In the beginning of this paper
we will explain the assumed architecture in more detail. Then, we will revisit
the well-known adversary models on encrypted data, namely Ciphertext-only
Attack, Known-Plaintext Attack and Chosen-Plaintext Attack. More concretely,
this paper makes the following contributions:

– First contribution of this paper is the introduction and formal definition of
new tools required to analyze a query-enhanced adversary, such as a one-
way Query Rewrite Function (QRF) that takes an encryption scheme and an
original query from the client as input and outputs a rewritten query for the
encrypted database, a Query Simulator (QSim) that can simulate rewritten
queries just by looking at the query logs and the encrypted data, and a Query
Generator (QGen) that can generate original queries out of plaintext values.

– Second contribution of this paper are the query-enhanced adversary models.
– Third contribution is to prove that regardless of the chosen encryption scheme,

the security guarantee that a database encryption scheme can give against a
query-enhanced adversary is at least as much as the security guarantee that
the database encryption scheme can give against a common adversary.

This paper is structured as follows: Sect. 2 revisits the common attacker sce-
narios on encrypted data. Afterward, Sect. 3 introduces the formal notions that
will serve as building blocks in the query-enhanced adversary models. Eventually,
Sect. 4 introduces the query-enhanced adversary models and proves by reduction
that analyzing the security of the query logs can be replaced by the common
security analysis on the underlying encryption scheme.
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2 Preliminaries

In this section, we will first go over our assumptions regarding the system’s archi-
tecture and security. Then, we revisit a few well-known attacks on the encryption
schemes, namely Ciphertext-only Attack, Known-Plaintext Attack and Chosen-
Plaintext Attack.

2.1 Client-Server Architecture

Figure 1a shows the traditional client-server architecture of running applications
on top of a database system. The application or end user issues SQL statements
to the database server. The database server executes these SQL statements and
returns the results.

Fig. 1. Extended Client-server Database Architecture

Figure 1b shows an abstraction of the security-extended architecture. In this
architecture, the application is unchanged and issues the same (unencrypted)
SQL statements as in the traditional system of Fig. 1a. In the following we will
describe each component and its security assumptions in the security-extended
architecture.

– Encrypted DB is the database server containing the encrypted data. In this
paper the database server and all its components (e.g. main memory, CPU,
...) are assumed to be untrusted, however the server is not actively malicious.

– Encryption Layer implements the confidentiality. This layer can be seen
as a trusted server namely a security middleware as in [6,10,13,14], it can
be seen as a secure co-processor within the database server as in [2,3], or it
can be an added module on the client’s machine. The critical assumption is
that this layer is trusted. The encryption layer is responsible for adjusting
(rewriting) the queries to be processed on the encrypted data, and thereafter
this layer needs to decrypt and if necessary post-process the query results.
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– Client can be an end user or an application developer and is assumed to be
trusted.

2.2 Attacks on Ciphers

In this section we go over the most common attack scenarios on the encryption
schemes. These scenarios will be used in the reduction proofs in Sect. 4, where
we define the query-enhanced adversaries.

Notation. Let x denote a plaintext value from the set of plaintext values, X .
Respectively, let y denote a ciphertext value from the set of ciphertext values,
Y. Let Enc(τ,x) be the encryption function of an arbitrary encryption scheme,

ES and τ the randomness element possibly required by the Enc function. x $← X
simply means that a vector of plaintext elements have been chosen uniformly at
random. The $ implies a uniformly random selection from a set.

Experiment. An Experiment1 is a probabilistic system that is connected to an
Adversary2, A, on its left interface as shown in Fig. 2 and at the right interface
outputs a bit (0 or 1) indicating whether the Experiment is won. The Experiment
is denoted as EXP throughout this paper.

Fig. 2. An Experiment interacts with an adversary and in the end shows whether the
adversary has succeeded.

Adversary. An adversary (attacker) is (or has access to) an algorithm that
interacts with the experiment and its goal is to succeed in the experiment. The
adversary is denoted as A.

Advantage. The advantage of an adversary, A, playing an experiment, EXP, is
the success probability of A winning EXP, i.e. The experiment outputs 1 on its
right interface. The advantage of A succeeding in EXP is denoted as AdvEXP(A).

Ciphertext-only Attack (CoA). In a Ciphertext-only Attack the attacker is
given only a series of ciphertexts for some plaintext unknown to the attacker [9].
If an attacker can succeed in a Ciphertext-only Attack, it means that he could
succeed in the following experiment:
1 An Experiment is also called a Game in some security literatures.
2 An Adversary is also called a Winner in some security literatures.
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Experiment 1 : ExpCoA
ES (A)

τ
$← T ; x

$← X
y ← EncES(τ,x)

x
$← A(y)

if x ∈ x then return 1
else return 0

Experiment 1 chooses uniformly at random a vector of plaintext values, x.
It then encrypts them using the EncES(τ,x) function to obtain a vector of the
corresponding ciphertext values, y. The adversary then receives y and runs A(y).
The adversary succeeds if the plaintext value he returns, is in the plaintext
vector chosen in the beginning by the experiment, in other words A succeeds if
x ∈ x. The advantage of the Ciphertext-only attacker on an arbitrary encryption
scheme, ES, is denoted as: AdvCoA

ES (A).

Known-Plaintext Attack (KPA). In a Known-Plaintext Attack the attacker
is given a couple of plaintext-ciphertext pairs [9]. The goal of the attacker is
to distinguish pairs of ciphertexts based on the plaintext they encrypt which
were not initially given. Indistinguishability under Known-Plaintext Attack is
captured through the following experiment:

Experiment 2 : ExpIND-KPA
ES (A)

τ
$← T ; x

$← X
y ← EncES(τ,x)

(x1, x2)
$← X s.t. x1, x2 /∈ x

b
$← {0, 1}

yb ← EncES(τ, xb)

b′ $← A(x,y, (x1, x2), yb)
if b′ = b then return 1
else return 0

Experiment 2 chooses uniformly at random a vector of plaintext values, x. It
then encrypts these values using the EncES(τ,x) function to obtain a vector of
the corresponding ciphertext values, y. Then the experiment chooses randomly
two plaintext values, (x1, x2) s.t. x1, x2 /∈ x, flips a coin and encrypts ran-
domly one of them, yb = EncES(τ, xb). The attacker is then given both x and y,
(x1, x2) and yb. Based on yb and the information he may extract from the known
Plaintext-Ciphertext pairs, x and y, the attacker tries to find out whether x1 or
x2 was encrypted. The probability that an attacker can succeed in this experi-
ment is denoted as the IND-KPA advantage, AdvIND-KPA

ES (A) and is optimal if
an attacker cannot do better than to randomly guess b, i.e. AdvIND-KPA

ES (A) ≤ 1
2 .
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Chosen-Plaintext Attack (CPA). In a Chosen-Plaintext Attack the attacker
is given plaintext-ciphertext pairs for the plaintext vector chosen by the attacker
[9]. The goal of the attacker is to distinguish pairs of ciphertexts based on the
plaintext they encrypt which were not initially chosen by the attacker. There-
fore, the attacker, A, consists of two functions A = (A1, A2). A1 chooses a vector
of plaintext values and A2 tries to distinguish which plaintext was encrypted.
Indistinguishability under Chosen-Plaintext Attack is captured through
Experiment 3.

Experiment 3 : ExpIND-CPA
ES (A)

τ
$← T ; x←A1(X )

y ← EncES(τ,x)
(x1, x2)←A1(X ) s.t. x1, x2 /∈ x

b
$← {0, 1}

yb ← EncES(τ, xb)

b′ $← A(x,y, (x1, x2), yb)
if b′ = b then return 1
else return 0

The adversary, using A1, chooses a vector of plaintext values, x, and gives it
to the experiment. The experiment encrypts these values using the EncES(τ,x)
function to obtain a vector of the corresponding ciphertext values, y. Then, the
adversary again chooses two plaintext values, (x1, x2) s.t. x1, x2 /∈ x and gives
it to the experiment. The experiment flips a coin and encrypts randomly one of
them, yb = EncES(τ, xb). The attacker is then given both x and y, (x1, x2) and
yb. Based on yb and the information he may extract from his chosen Plaintext-
Ciphertext pairs, x and y, the attacker tries to find out whether x1 or x2 was
encrypted. The probability that an attacker can succeed in this experiment is
denoted as the IND-CPA advantage, AdvIND-CPA

ES (A) and is optimal if an attacker
cannot do better than to randomly guess b, i.e. AdvIND-CPA

ES (A) ≤ 1
2 .

3 New Definitions

In order to define new and query-enhanced adversary models we need additional
functions that can capture the query transformations in the client-server archi-
tecture mentioned in Sect. 2.1.

Notation. Let the set of all queries a client sends to the encryption layer be
denoted as Qx and the set of rewritten-queries by the encryption layer to be
processed on the encrypted database be Qy. Respectively, an original query
submitted from the client is denoted as qx ∈ Qx and similarly a rewritten query
submitted to the untrusted and encrypted database server is denoted as qy ∈ Qy.
Qs

x denotes a subset of queries from Qx and respectively, Qs
y ⊆ Qy.
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Query. In this paper whenever we talk about a query, an SQL query is meant.
However, our query-enhanced adversary models can be used also for other type
of queries (e.g. information retrieval queries).

Running Example. Consider a relation customer(id,name,age,salary,city) in
the encrypted database. The following query, qx, is sent by the client to the
database server:

SELECT SUM(salary) FROM customer
WHERE city = ’Zurich’ and age <= 30

Since the database is encrypted, the client’s query is intercepted by the
encryption layer and rewrites the query in a way, so that it can be processed by
the encrypted database.

Query Tokens. These tokens are the pieces of data in the SQL query. Query
tokens can be in plaintext, for example given the query of our running example,
the query tokens are ‘Zurich’ and 30. Query Tokens can also be in ciphertext.

Query Rewrite Function (QRF). The Query Rewrite Function is a function
that takes an original query qx, and an encryption scheme ES as input and
outputs the rewritten query qy, QRF (ES, qx) = qy. Depending on the encryption
scheme, qx will be rewritten differently. For example, having data encrypted in
the database with the deterministic AES, the query of our running example, qx,
is rewritten as follows QRF (AES, qx) = qy:

SELECT salary,age FROM customer
WHERE city = EncAES(‘Zurich’)

Why the rewritten query having a deterministic AES scheme looks like above
is not in the scope of this paper. In brief, deterministic AES is neither homo-
morphic (no support for the SUM aggregate function), nor order preserving (no
support for the range condition), but it is deterministic and therefore equality-
preserving.

Query Generator (QGen). The Query Generator is a function that takes a
vector of plaintext query tokens, x, as input and generates a set of SQL queries
Qs

x using the tokens in x. QGen is independent of the encryption scheme, ES.
QGen has an inverse function, x = QGen−1(Qs

x) which outputs the plaintext
query tokens of its input set. Figure 3, shows how QGen works for our running
example.

Query Simulator (QSim). Parallel to QGen but in the ciphertext space, the
Query Simulator takes a vector of ciphertext query tokens, y, as input and
generates a set of SQL queries, Qs

y, using the tokens in y. QSim is independent
of the encryption scheme and is allowed to use the query logs in Qy. QSim has
an inverse function too, y = QSim−1(Qs

y). Figure 4, shows how QSim works for
our running example, assuming that EncAES(‘Zurich’) = EG42KL23.
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Fig. 3. QGen takes plaintext query tokens as input and builds a set of SQL queries
out of them.

Fig. 4. QSim takes ciphertext query tokens as input and builds a set of rewritten SQL
queries out of them.

Remark 1. QGen and QSim are functions that do not change their input, x
and y respectively, but wrap them in an SQL query.

Figure 5, illustrates the above introduced functions. These functions will serve
as building blocks in our adversary models and proofs.

Fig. 5. Basic functions used in the query log adversary models

In the remainder of this section, we introduce and formally define the adver-
sary models. We prove that each adversary model on the query logs can be
reduced to a known adversary model on the underlying encryption scheme.

4 Adversary Models

Database Adversary: Let us define the database adversary, ADB, to be an
adversary that has access to everything on the database server, namely the set
of rewritten queries, Qy, the encrypted data, Y, and eventually the encrypted
result sets which are the result of running Qy on Y. We also assume that the
database schema is public, i.e. a database adversary knows about the tables,
attributes, attribute types, foreign keys and so on.
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Proof by Reduction: To prove that Problem B (with unknown complexity)
is at least as hard as Problem A (with known complexity), one solves Problem
A using the solver of Problem B. It suffices to find an efficient3 transformation,
φ between the Solver of Problem B, T into the Solver of Problem A, S, i.e.
S = φ(T ).

4.1 Query-Only Attack

Query-only Attack (abbreviated as QoA) is when the database adversary ADB

has only access to the rewritten query logs namely, Qy. The advantage of a
database adversary, ADB, to succeed in a Query-only Attack, is defined as his
probability to win the Experiment 4:

AdvQoA
ES (ADB) = Pr[ExpQoA

ES (ADB) = 1]

The experiments ExpQoA
ES (ADB) is defined as follows:

Experiment 4 : ExpQoA
ES (ADB)

x
$← X

QS
x ← QGen(x)

QS
y ← QRF (ES, QS

x )

xt
$← ADB(QS

y )
if xt ∈ x then return 1
else return 0

In the following we will prove that the Ciphertext-only Attack discussed in
detail in Sect. 2 can be reduced to a Query-only Attack.

Lemma 1. Given an encryption scheme ES and a subset of rewritten queries,
QS

y ∈ Qy, ES is at least as safe against Query-only Attack as ES is safe against
Ciphertext-only Attack.

AdvQoA
ES (ADB) ≤ AdvCoA

ES (A)

Proof. Let ES be an arbitrary encryption scheme. Suppose ADB is an adversary
with non-trivial QoA advantage against ES. We construct a Ciphertext-only
adversary A against ES. As per definition in the Ciphertext-only Experiment 1,
A is given a vector of encrypted values, y. A runs QSim(y) to simulate QS

y .
Eventually, A runs ADB(QS

y ). A’s communication with ADB mimics the QoA
experiment. Clearly, A is efficient since QSim is sublinear to the size of its input.
3 Polynomial-time in the size of the input.
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4.2 Known-Query Attack

Known-Query Attack (abbreviated as KQA) is when the database adversary
ADB has access to a number of (qx, qy) pairs. For example assume qx is:

SELECT SUM(salary) FROM customer
WHERE city = ’Zurich’ and age <= 30

then qy using a deterministic ES will be something like:

SELECT salary, age FROM customer
WHERE city = EncES(‘Zurich’)

Remark 2. Query Logs additionally provide a database adversary with informa-
tion about the clients submitting the queries, timestamp of the query submitted
and their frequency. An adversary that has background knowledge about the busi-
ness logic can use these additional log information to guess the original queries
submitted by the clients. In general, statistical attacks on query logs can be clas-
sified as KQA.

The advantage of a database adversary, ADB, to succeed in a Known-Query
Attack, is defined as his probability to distinguish the rewrite of two queries with
the same structure as shown in the Experiment 5.

AdvIND-KQA
ES (ADB) = Pr[ExpIND-KQA

ES (ADB) = 1]

The experiments ExpIND-KQA
ES (ADB) is defined as follows:

Experiment 5 : ExpIND-KQA
ES (ADB)

QS
x

$← Qx

QS
y ← QRF (ES, QS

x )

(q1x, q2x)
$← Qx s.t. q1x, q2x /∈ QS

x

b
$← {0, 1}

qby ← QRF (ES, qbx)

b′ $← A(QS
x , QS

y , (q1x, q2x), qby)
if b′ = b then return 1
else return 0

Lemma 2. Given an encryption scheme ES and a set of original and rewritten
query pairs, (QS

x ,QS
y ), ES is at least as safe4 against Known-Query Attack as

ES is safe against Known-Plaintext Attack.

AdvIND-KQA
ES (ADB) ≤ AdvIND-KPA

ES (A)

4 Safe means indistinguishable in this experiment.
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Proof. Let ES be an arbitrary encryption scheme. Suppose ADB is an adver-
sary with non-trivial IND-KQA advantage against ES. We construct an IND-
KPA adversary, A, against ES. As per definition in the IND-KPA experiment
(Experiment 2), A is given a set of plaintext-ciphertext pairs. A has also access
to a limited QRF that only works for QS

x . A first runs QGen(x) = QS
x and

then QRF (ES, QS
x ) = QS

y . Additionally, A receives x1, x2 and yb, so he con-
structs q1x = QGen(x1), q2x = QGen(x2) and qby = QSim(yb). Eventually, A runs
ADB(QS

x , QS
y , (q1x, q2x), qby). A’s communication with ADB mimics the IND-KQA

experiment. Clearly, A is efficient since QGen, QRF and QSim are linear to the
size of their input.

Indistinguishability against Known-Plaintext Attack (Sect. 2) can be reduced
to indistinguishability against Known-Query Attack as Lemma 2 shows.

4.3 Chosen-Query Attack

Chosen-Query Attack (abbreviated as CQA) is when the database adversary,
ADB, has access to a Query Rewrite Function, QRF (ES). For example, an
adversary that can send arbitrary queries to the encryption layer and see the
rewritten queries on the other end. The advantage of a database adversary,
ACQA =

(
ACQ, ADB

)
, to succeed in a Chosen-Query Attack, is defined as his

probability to distinguish the rewrite of his chosen queries as shown in
Experiment 6.

AdvIND-CQA
ES (ACQA) = Pr[ExpIND-CQA

ES (ACQA) = 1]

The indistinguishability against Chosen-Plaintext Attack (see Sect. 2) can
be reduced to indistinguishability against Chosen-Query Attack as Lemma 3
suggests.

Experiment 6 : ExpIND-CQA
ES (ACQA)

QS
x

$← ACQ(Qx)
QS

y ← QRF (ES, QS
x )

(q1x, q2x)←ACQ(Qx) s.t. q1x, q2x /∈ QS
x

b
$← {0, 1}

qby ← QRF (ES, qbx)

b′ $← A(QS
x , QS

y , (q1x, q2x), qby)
if b′ = b then return 1
else return 0

Lemma 3. Given an encryption scheme ES and a set of original and rewritten
query pairs, (QS

x ,QS
y ) where QS

x has been chosen by the adversary, ES is at least
as safe against a Chosen-Query Attack as ES is safe against a Chosen-Plaintext
Attack.

AdvIND-CQA
ES (ACQA) ≤ AdvIND-CPA

ES (A)
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Proof. Let ES be an arbitrary encryption scheme. Suppose ACQA is an adversary
with non-trivial IND-CQA advantage against ES. We construct a CPA adversary
A against ES. As per definition in the IND-CPA experiment (Experiment 3),
A is given a set of plaintext-ciphertext pairs where plaintexts have been chosen
by the attacker. A has also access to a full-fledged QRF. A first runs QGen(x)
= QS

x and then QRF (ES, QS
x ) = QS

y . Additionally, A receives x1, x2 and yb,
so he constructs q1x = QGen(x1), q2x = QGen(x2) with the same structure and
qby = QSim(yb).

Eventually, A runs ADB(QS
x , QS

y , (q1x, q2x), qby). A’s communication with ACQA

mimics the IND-CQA experiment. Clearly, A is efficient since QGen, QRF and
QSim are linear to the size of their input.

5 Conclusion

In this paper we have shown why it is important to consider additional and
enhanced adversary models when analyzing the security of an encrypted data-
base. The reason is because an encrypted database does not only consist of data
but also queries and therefore, the security of the query logs are as important
as the security of the data. Along the way, we have introduced a few notions
and tools such as a Query Rewrite Function, a Query Generator and a Query
Simulator to be used in our query-enhanced adversary models. In the end, we
proved by reduction that breaking a database encryption using a query-enhanced
adversary is at least as hard as breaking the underlying encryption scheme using
a normal adversary. More concretely, we could show in this paper that:

– An encrypted database is at least as secure against a Query-only Attack as
its underlying encryption scheme is secure against a Ciphertext-only Attack

– An encrypted database is at least as secure against a Known-Query Attack as
its underlying encryption scheme is secure against a Known-Plaintext Attack

– An encrypted database is at least as secure against a Chosen-Query Attack as
its underlying encryption scheme is secure against a Chosen-Plaintext Attack

As already mentioned in the introduction, there are a dozen of database encryp-
tion systems and schemes proposed in different communities. Nevertheless,
adversary models that capture the query log security have never been defined or
proposed before. As a venue for future work, the conclusions in this paper can
be easily used to analyze the query log security for any existing or upcoming
database encryption system or scheme.
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Abstract. Privacy-preserving query processing (PPQP) techniques are
increasingly important in collaborative scenarios, where users need to
execute queries on large amount of data shared among different par-
ties who do not want to disclose private data to the others. In many
cases, secure multi-party computation (SMC) protocols can be applied,
but the resulting solutions are known to suffer from high computation
and communication costs. In this paper, we describe a scalable proto-
col for performing queries in distributed data while respecting the data
owners’ privacy. Our solution is applicable both to equality and range
queries, and relies on a bucketization technique in order to reduce time
complexity. We show the effectiveness of our approach through theoret-
ical and practical analysis.

Keywords: Secure multi-party computation · Range query · Privacy-
preserving query processing and bucketization

1 Introduction

Nowadays, large amounts of data are made available and shared in collaborative
scenarios, where multiple data owners put together the information they have
on the purpose of making accurate analysis and knowledge extraction. When
data privacy is a concern, however, data owners are not willing to share plain
text data with other parties. This is the case when legal constraints apply to the
shared data (as for example data belonging to patients in hospital databases)
or parties are at the same time competitor for commercial of financial reasons
(as for example bank databases or list of customers from different competing
companies).

Many techniques for Privacy-preserving query processing (PPQP) have been
developed allowing data owners to respect data privacy when collaborating dur-
ing the execution of queries. Such techniques are usually based on the application
of secure multi-party computation (SMC) protocols. When the size of partitioned
data is large, however, efficiency becomes a primary concern. Recently, different
solutions for privacy-preserving queries in SMC paradigm have been proposed
[1–7]. For instance, privacy preserving set intersection [2–5], which enables com-
puting items common to private databases in a privacy-preserving way, is a fun-
damental operation for performing equality test query [8,9], i.e. selecting items
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DOI: 10.1007/978-3-319-06811-4 15, c© Springer International Publishing Switzerland 2014
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in a database that are equal to a given value fall in a given range [9–11]. Our
own recent work includes a technique, the B-SMEQ (Bucketized Secure Multi-
party protocol for Equality test Queries) [12] supporting efficient execution of
equality test queries on shared data. In this paper, we propose an extension of
our technique to execute privacy-preserving range queries over partitioned data
in scalable manner.

Three categories of solutions have been proposed for privacy-preserving range
queries: those based on a specialized data structure [10,11,13], those exploiting
order-preserving encryption techniques [14,15], and those relying on bucketiza-
tion approaches [8,16]. Regardless of the category, these solutions focus on the
data outsourcing paradigm, i.e., when all the data are outsourced to a third party
server, and do not handle scenarios in which different parties are jointly collab-
orating in query execution. The solution we present transforms a range query
over real numeric data in a sequence of equality test queries, each resolved using
B-SMEQ. The paper is organized as follows. In the next section some related
work is discussed, while in Sect. 3 the problem of privacy-preserving range queries
is introduced and some preliminary notions are discussed. In Sect. 4, we present
secure range queries in multi-party paradigm. The privacy of our protocol is
analyzed in Sect. 4.5. In Sect. 5, we summarize the results we have obtained by
simulation. Section 6 describes our conclusions.

2 Related Work

Much research has been done on techniques for querying encrypted outsourced
databases, and many techniques for performing equality and range queries over
encrypted data have been developed [16–19]. Encryption techniques used for
database outsourcing usually do not preserve order and therefore query pred-
icates with comparison operators can not be straightforwardly evaluated on
encrypted values. For this reason, authors in [14,15] proposed a solution based
on the exploitation of order preserving encryption schemes for supporting range
queries on encrypted data, while others have put forward bucketization-based
approaches [8,16] . However, these solutions have been tailored to the data out-
sourcing paradigm. To the best of our knowledge, no applicable solutions for the
execution of privacy-preserving range queries in multi-party collaborative sce-
narios exist in the literature. In the remainder of this paper, we will show how
the idea underlying equality test protocol proposed in [12] can be extended to
tackle this problem, computing range queries respecting data privacy.

3 Preliminaries

In this section, we briefly go over some definitions that will be used to describe
our approach: We describe first the basic scenario, the set intersection protocol
on which our solution is based, and then the B-SMEQ technique [12].
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3.1 Basic Scenario

In our setting, the multi-party system consists of the following components:

• A set of data owners O = {O1, . . . , Om}, which are arranged into a logical
ring.

• A collection of horizontally partitioned data T = {T1, . . . , Tm} belonging
to {O1, . . . , Om}, respectively. Each table Ti may contain a set of search-
able attributes Ti,A1,...,Ag1

and extra attributes Ti,B1,...,Bg2
. In this paper, we

assume g1 = g2 = 1 to simplify the protocol description.
• A group of authorized users1 U enabled to execute query q over T .

Here, we suppose that data owners are honest-but-curious i.e., they honestly
follow the protocol, but they are curious to learn as much as they can. Given a
query q spanning over the partitioned data T by an authorized user, the aim is
to obtain the answer to query q while satisfying the following properties:

data privacy: the user learns only the result of the query; query privacy: data
owners do not learn the query; query anonymous result: the user does not know
whom the results belong to.

3.2 Set Intersection Protocol

The set intersection protocol proposed by Agrawal et al. [4] relies on a com-
mutative encryption scheme. Informally, a commutative encryption is a pair of
encryption functions f and g such that f(g(v)) = g(f(v)). Thus by using the
combination f(g(v)) to encrypt v, we can ensure that one data owner cannot
compute the encryption of value without the help of other data owners. In the
following, we provide a quick summary of Agrawal’s Set Intersection Protocol:

Input. Two parties S(sender) and R(receiver) with set of values VS , VR and
keys ks, kr, respectively.
Output. VS ← VR

Step 1. Both S and R apply hash function h to their own values and encrypt
the result with their secret keys, fks

(h(VS) and fkr
(h(VR)).

Step 2. Sites S and R exchange fks
(h(VS) and fkr

(h(VR)) after randomly
reordering their values to prevent possible inference attacks.
Step 3. Site S encrypts each value of the set fkr

(h(VR)) with ks to obtain
ZR = fks

(fkr
(h(VR))) and sends back the pairs (fkr

(h(VR)), ZR) to R.
Step 4. Site R creates pairs (v,ZR) by replacing fkr

(h(VR)) with the corre-
sponding v, where v ∈ VR.
Step 5. In order to determine VS ← VR, site R selects all v for which ZR ∈
fkr

(fks
(h(VS)).

1 User authentication is outside the scope of the current paper and will not be discussed
here.
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3.3 Bucketized-Secure Multi-party Equality Test Queries
(B-SMEQ)

In this section, we summarize our bucketization-based solution for equality test
problem, called B-SMEQ [12]. The scenario allows an authorized user u asks for
all tuples in T whose searchable attribute is equal to searched value v. B-SMEQ
relies on a bucketization technique on searchable attribute that allows each data
owner, during the computation phase, to select the bucket corresponding to v,
thus resulting in lower computation and communication costs.

The protocol includes two phases: Phase 1 is executed only once by a trusted
third party (TTP) for the realization of the bucketization scheme, whereas phase
2 is executed each time a query is processed.

• Phase 1 (Computation Matrix W). Each data owner Oi separately computes
a local permutation πi of bucket indices vector (1, 2, . . . , s) and sends it to
TTP, who in turn generates a random permutation π of (1, . . . , s) and an
interchange matrix W based on π1, . . . , πm. Details on the computation of
matrix W can be found in [12].

• Phase 2 (Query protocol). In this phase Agrawal’s Set Intersection Protocol is
executed to to find the intersection among the query and the results collected
by the owners. More in detail, to compute the result of the query, each data
owner sends its data in encrypted form to the next participant. This way,
each data owner holds the data of its predecessor in the ring. When a user u
wants to submit an equality query looking for value v, u gets the bucket ID
corresponding to v from TTP permutation π. Then the bucket ID is sent to the
initiator2, who selects the corresponding bucket from the predecessor’s data,
super-encrypts them with its own key and sends it to the next participant.
The procedure is repeated for each data owner in the ring; the selected buckets
are propagated along the ring until they have been encrypted using all owner’s
private keys. Once all data owners hold the buckets encrypted with all keys,
the buckets, denoted by Rq, are sent to u along with the query q encrypted
by all the owner’s keys, denoted by q = Ek1,k2,...,km

(Eu(q)). The user, after
decrypting q with her own key, obtains q = Ek1,k2,...,km

(q). Since the adopted
encryption scheme is commutative, u can now match q with the searchable
attribute of Rq to find which tuples correspond to the original query q.

4 Range Query in Secure Multi-party Paradigm

In this section, we apply B-SMEQ to executing multi-party range query on
numeric data. We present two protocols, the first designed to work for range
queries on integers, and the second for range queries on real numbers, achieving
a significant reduction in communication complexity. Here, we focus only on the
query processing phase for these two protocols, since we assume that phase 1
of B-SMEQ protocol has already been executed and each data owner is holding
2 The initiator is selected at the time of matrix W generation by TTP.
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the vector Wi that can be used to correctly select the buckets containing the
values falling in the range query. For instance, let us assume that data owners
{O1, O2, . . . , Om} have received row vectors {Wm,W1, . . . ,Wm−1} from matrix
W , respectively3; the owner who has received W1 is called initiator.

4.1 Protocol 1

Input. A multi-party system with the data owner O2 as initiator; range
vector r = (rmin, rmax); user query values Vr = {x ∈ N |rmin ∈ x ∈ rmax}
Output. The set of tuples R = {t ∈ T |t.A ∈ Vr}.

Step 1. Both user u and data owner Oi apply the hash function h to their
sets. Let V̄r = h(Vr) be the result of hashing for the user and let T̄i,A =
h(Ti,A), for each i ∈ {1, . . . , m}, be the hashing of the set values Ti,A. Two
randomly secret keys are selected, kr for u and ∩ki, k∩

i≤ for data owner Oi.
Step 2. u encrypts V̄r and sends ¯̄Vr = fkr

(V̄r) to all data owners.
Step 3. Each data owner Oi, 1 ∈ i ∈ m, does the following:
3.1 Computes fki

(
T̄i,A

)
= Yi = {yi = fki

(x)|x ∈ T̄i,A}.
3.2 Generates a set of new keys, one for each value of attribute B, as

KB
i ={kix = fk′

i
(x)|x ∈ T̄i,A}.

3.3 Encrypts each value x in Ti,B with the corresponding key kix to obtain
Y B
i = {Ekix

(z)|z ∈ Ti,B}, where E is a symmetric encryption function.
3.4 Computes set Ii = {(v, fk′

i
(v))|v ∈ ¯̄VR} for the purpose of decrypting the

values of attribute B at user site. The data owner Oi randomly reorders
the tuples Yi and Y B

i and sends them along with Ii to the next owner
O(i mod m)+1.

Step 4. u selects the set of buckets B = {i|1 ∈ i ∈ s} that contains values
of Vr, and sends B̄ = {π̄k|k ∈ B} to O2 as an initiator.
Step 5. At this step, each data owner Oi holds data Yi−1 of Oi−1. For every
item j belonging to B̄, O2 sets h2 = W1j , selects Y1(h2) i.e., the bucket in
Y1 where ID is h2, and overencrypts with her own key. Then O2 sends h2

to the next owner. When data owner Oi receives hi−1 from Oi−1, she sets
hi = W(i−1)hi−1 , selects the corresponding bucket Yi−1(hi) and sends the
position hi to Oi+1. This step continues until each data owner selects the
buckets corresponding to Vr.
Step 6. Each data owner Oi, 1 ∈ i ∈ m, forms a set of triples ∩Yi, Y

B
i , Ii≤

of her selection from step 5 and sends to the next data owner O(i mod m)+1.
Step 7. Data owner O(i mod m)+1 encrypts only Yi with the key k(i mod m)+1

and sends the triples ∩fk(i mod m)+1(Yi), Y B
i , Ii≤ after reordering to the next

participant in the ring. This process is repeated until Yi is encrypted by
all keys of m data owners, obtaining Zi = fk1(fk2(...(fkm

(Yi)))), up to a
permutation of the encryption keys4.

3 Without loss of generality, the association of row vectors to data owners can be
changed according to the selected permutation πi when the TTP generates the
matrix W .

4 The keys k1, k2, . . . , km represent a commutative set of keys.
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Step 8. Each data owner Oi sends ∩Zi, Y
B
i , Ii≤ to O2, who in turn passes the

set ¯̄Vr through the ring in order to have it encrypted by all keys k1, . . . , km
for obtaining Ṽr = fk1(. . . (fkm

(fkr
( ¯̄Vr)))), and then sends back Ṽr with the

set of triples ∩Zi, Y
B
i , Ii≤ to the user, for all i ∈ {1, . . . , m}.

Step 9. User u decrypts each value ṽ ∈ Ṽr with the own decryption key to
obtain set V̂r, and then for each i, 1 ∈ i ∈ m:

– Finds tuples in Zi whose entry related to attribute A is equal to jth value
of V̂r;

– Considers the entry corresponding to attribute B of those tuples;
– Decrypts the jth value of Ii with kr, obtaining fki

(ṽ);
– Uses fki

(ṽ) to decrypt the corresponding entry in Y B
i .

For instance, suppose that user u asks for tuples belonging to range r =
[29, 42] w.r.t. attribute T.A. According to the proposed protocol, u sends an
equality query for each integer value in

Vr = {29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42}
Then, each equality query is computed by using B-SMEQ protocol. While
straightforward, this approach has two primary disadvantages: first, it has high
computation and communication costs, and second, it has a limitation on domain
type, since not all ordered domains can be handled this way; for instance, float-
ing point values do not lead themselves well to this type of representation. To
handle these problems, we split values of searchable attribute to improve the
protocol.

4.2 Protocol 2

We are now ready to improve Protocol 1 to support range query over real search-
able attribute by splitting each real number into two values. The aim of splitting
real numbers is to provide a finite discrete domain in which range queries can be
resolved by using Protocol 1. Accordingly, we introduce two main modifications,
one in the pre-processing and the other in post-processing phase.

Pre-processing Phase

• Data owners side: Each data owner Oi splits the attribute T.A into two sub
attributes T.X, T.Y as follows:
– ∀v ∈ T.A, v = vx + vy
– Suppose that v1v2 . . . vc is the integer part of v. Then we set vx = v1.10c−1,

vy = v − vx. Observe that vx ∈ N by definition and that T.Y is considered
an extra attribute, only T.X is used as searchable attribute.

• User side: Suppose that q is a range query, with range r = (rmin, rmax), the
user u wants to perform.
– User u splits range boundaries as described above, obtaining rmin = rmin,x+

rmin,y, rmax = rmax,x + rmax,y
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– Suppose that α is the most significant digit of rmin,x and β is the most
significant digit of rmax,x, and that c1 and c2 are the number of digits of
rmin,x and rmax,x respectively.

– The range query q is mapped onto 3 categories of equality queries:
q(1) := {i.10c1−1, i ∈ {α, α + 1, . . . , 9}}
q(2) := {γ.10c̄, γ ∈ {1, 2, . . . , 9}, c1 − 1 ≺ c̄ ≺ c2 − 1, c̄ ∈ N}
q(3) := {η.10c2−1, η ∈ {1, 2, . . . , β}}

– The query sets q(1), q(2), q(3) are computed then by adopting Protocol 1.
– Observe that for each range [10i, 10i+1], i ≥ 1, in Protocol 2 we compute at

most 10 equality queries, whether in Protocol 1 we compute (10i+1 − 10i)
equality queries.

Post-processing Phase

• User side. Suppose that S(1), S(2), S(3) are the results obtained by the user for
the equality set q(1), q(2), q(3), respectively. By definition of q(2), all the tuples
in S(2) are in the range r = (rmin, rmax). The user u should only select from
S(1) those tuples t for which t.y ≥ rmin,y, and from S(3) those tuples t such
that t.y ∈ rmax,y.

4.3 A Worked-Out Example

As an example, consider the ring of three data owners shown in Fig. 1(a), where
each owner has a searchable attribute A on real numbers along with correspond-
ing bucket number. According to the protocol description in Sect. 4.2, each data
owner first splits every v ∈ A. For instance, data owner O1 follows the pre-
processing phase and obtains vx = 10, vy = 7.7 for v = 17.7 (Fig. 1(b)). Now,
suppose that user u asks for tuples t whose searchable attribute value is within
the range r = [8.62, 242.0]. Then, u splits rmin = 8.62 and rmax = 242.0 to
rmin,x = 8, rmin,y = 0.62 and rmax,x = 200, rmax,y = 42.0, respectively. By
definition, u sets α = 8, β = 2, c1 = 1 and c2 = 3 to obtain q(1) = {8, 9},
q(2) = {10, 20, . . . , 90} and q(3) = {100, 200}. Then u sends the equality queries
q(1), q(2) and q(3) to data owners, who in turn execute protocol 1 and return the
corresponding results S(1), S(2) and S(3) to the user. Finally, a post-processing
phase is required to weed out the false positives from S(1) and S(3). Thus, u
selects tuples t from S(1) for which t.y ≥ 0.62 and from S(3) those tuples t such
that t.y ∈ 42.0.

4.4 False Positive Analysis

In this section, we analyze the impact of the data distribution, query distribu-
tion and number of buckets on the number of false positives that user gets in the
query result (i.e. the tuples not belonging to the query range). More specifically,
we tested Protocol 2 for m = 3 data owners, respectively with n1 = 50000,
n2 = 60000, n3 = 70000 tuples in their own tables T1, T2 and T3. We repeated
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(a)

(b)

Fig. 1. (a) Three data owners with real searchable attribute A, (b) Each data owner
splits attribute A into two sub attributes X and Y

the experiment with two data distributions: uniform distribution (UD) and nor-
mal distribution (ND) (mean μ = 50.5, standard deviation sd = 10). Moreover,
we also tried out two categories of queries, whose range was chosen respectively
with a uniform and a normal distribution, with mean μ and standard deviation
sd. Moreover, we repeated our experiment with s = (5, 10, 15, 20, 25) number
of buckets, computing exactly the same queries for each value of s. In Fig. 2,
we show the results averaged across all the performed queries. Several remarks
can be done based on Fig. 2. Firstly, the average number of false positives (FP)
always decreases when s increases. This is more evident for uniform queries, for
both UD and ND data. Furthermore, we observe that, with uniform queries, UD
data has higher FP than ND data for s = 5, 20, 25, while it is almost the same
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for the other choices of s. When adopting normal queries for ND data, the FP
is much less than uniform queries on UD/ND data when s = 5, almost the same
when = 10, higher for the other values of s. This behavior suggests that for
normally distributed queries and ND data bucketization is less effective, since
both the data and the queries are concentrated around μ, thus leading to some
buckets containing almost all the tuples.

Fig. 2. Number of False Positives vs Number of Buckets

4.5 Privacy Issues

In this section, we study the security of our protocol for single query processing in
the presence of honest-but-curious data owners5. First, we observe that privacy
preservation for equality queries is related to B-SMEQ privacy preservation,
which has already been proven in [12]. Hence, we only have to discuss whether
splitting the searchable attribute A into sub attributes X and Y may lead to
data leakage. For this reason, we focus on the privacy of Steps 5 and 7 where
the records of each data owner are selected according to the user bucket ID.

– S tep 5: Let us recall that at this step, each data owner holds the encrypted
data of its predecessor in the ring .The only information that is visible to each
data owner are bucket labels corresponding to tuples of its predecessor. Since
the values of the predecessor are in encrypted form, there is no way in which
the owner can find the relations between bucket ID and values of attributes
X and Y . In this step, the owner selects the buckets corresponding to user
query, which may reveal the size of buckets, but the owner does not know
which bucket ID corresponds to the received tuples from the predecessor.

– S tep 7: In this step each data owner receives the values of attribute X with dif-
ferent keys. However, since the values of attribute Y remained unchanged dur-
ing the protocol execution, the data owner can infer the relationship between

5 For now, we do not consider the case where a malicious participant can become
aware of the distribution of query values by receiving multiple queries.
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received set of X from different rounds. Nevertheless, there is no way in which
the owner can access the actual values of the predecessor unless she is able to
break the encryption.

According to the above informal analysis, our approach is secure in honest-
but-curious model as long as no two data owners collude.

5 Time Complexity Analysis

In this section, we perform some experiments to clearly illustrate the benefit of
bucketization approach for processing range queries in SMC paradigm in terms
of communication time. We use Castalia6 simulator on a Linux machine with
dual Intel CPU running at 2.26 GHz, and 2 GB Ram. In the experiments, we
construct 5 nodes in Castalia simulator including 3 data owners, 1 user and the
TTP. Each data owner holds a table with one searchable attribute for range
query where values are generated by sampling uniformly at random. To encrypt
the searchable attribute of each data owner’s table, we implemented a simple
commutative encryption protocol based on exponentiation modulo p. For the
range query, we prepared a set of 8 wide range queries Q, where the range
predicates are defined on the selected attribute. Each query is selected randomly
from uniform distribution.

We measured the communication time of our protocol for different number
of buckets and different number of records, which are partitioned horizontally
among 3 nodes. The experimental results are shown in Fig. 3. Each point in the
figure corresponds to the average communication time obtained by running the
query workload Q. The x axis shows the number of tuples Ni partitioned among
data owners, where Ni = 18.10i−1 for 1 ∈ i ∈ 5. The y axis shows the average
time of the query workload on the data owner side, which is dominated by the
time of circulating buckets containing range values along the ring. The solid
line of the plot displays the communication time of our protocol without using
bucketization, whereas the dotted lines display the results of our protocol, which
adopts bucketization on searchable attribute.

The dotted lines show the communication time when the searchable domain
attribute [1.0, 100.0] is divided into 5, 10 and 15 buckets having the same size.
As Fig. 3 shows, the difference in communication time between solid and dotted
lines increases fairly slowly when the number of tuples is relatively small, but
it grows much faster as the number of tuples increases. The results confirm the
fact that bucketization approach is effective in reducing the number of tuples
circulating along the ring, resulting in lower communication time. Moreover,
bucketization decreases communication time dramatically at first, for example
when the number of buckets is 10, the protocol provides about 2 times improve-
ment; however, then the marginal contribution of additional buckets to speed
up tends to decrease. This behavior depends obviously on the domain of the
searchable attribute, and does not depend on data and query distribution. We
provide some examples in Sect. A of Appendix.
6 http://www.omnetpp.org/component/content/article/8-news/3478

http://www.omnetpp.org/component/content/article/8-news/3478
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Fig. 3. Communication Time Comparison (Communication Time vs Number of
Buckets)

6 Conclusions and Future Work

In this paper we extended our previous work to obtain a protocol for range
queries in SMC paradigm. The proposed method exploits the relationship
between range and equality queries to transform a range query in a set of equal-
ity queries. By appropriately splitting the searchable attribute, the number of
equality queries is considerably reduced. Moreover, by adopting a bucketization
technique which allows to work solely on a subset of data, our protocol scales well
when large size data are considered. In our future work, we will extend our app-
roach for supporting multidimensional range queries in a privacy-preserving way.

Acknowledgments. This work was partly supported by the EU project CUMULUS
(contract n. FP7-318580).

Appendix

A Finding Optimal Number of Buckets

For finding the optimal bucket number that is independent from the data and
query distribution, we generate two different set of queries Quni, Qnor in which
each has 8 queries with wide ranges corresponding to the searchable attribute
with range [1.0, 100.0]. Range of each query in Quni, Qnor is selected randomly
from uniform and normal distribution, respectively (Fig. 4).

For each experiment, we generated 4 range queries whose value is extracted
according to a uniform distribution and 4 queries whose values are extracted
according to a normal distribution on searchable attribute A with range
[1.0, . . . , 100.0]7.
7 For normal distribution, the standard deviation and mean are equal to sd = 10 and

μ = 50.5 respectively in order to ensure adequate coverage of buckets.
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(a) (b)

(c)

Fig. 4. (a) Uniform data-Uniform query, (b) Normal data-Uniform query and (c) Nor-
mal data-Normal query
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Abstract. Social networks are becoming increasingly popular nowa-
days. Users share personal information about themselves and other users
in order to build and maintain their social network. However, the large
amount of personal information available on social networks poses risks of
data misuse. Although social networks offer users the possibility to spec-
ify privacy settings to regulate access to their information, these settings
are often complicated and unintuitive, especially when dealing with new
modalities of social communication like tagging. In this paper we investi-
gate the privacy consequences of information sharing in social networks.
In particular, we formally analyze the impact of the privacy settings and
the use of tagging in Facebook on the visibility of information. To increase
users’ awareness of the risks of information sharing and empower users to
control their information, we present a tool for determining the visibility
of users’ information based on their privacy settings and tagging.

1 Introduction

Online social network services, also called social networks, have become increas-
ingly popular over the years. For instance, social networks like Facebook,
Google+ and Twitter have millions of users across the world. The popularity
of social networks is due to the fact that people want to keep in contact with
their friends and meet people with common interests. Social networks provide
a social environment in which users can share information with other users and
build communities around common interests.

The most common way to share information is in the form of posts which
can be placed by users on their own profile or on the profile of other users.
Other examples include the possibility of sharing pictures, having profiles that
are (partially) publicly available, and options to provide additional information
about the user (e.g., location information). Many social networks also allow
users to add to their profile (third party) applications which provide additional
functionalities (e.g., games, online marketplaces, function enhancers) for sharing
information and building their social network.
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Social networks have also led to the introduction of new modalities of social
communication for sharing information and building online communities. A
prominent example of such new modalities is tagging which has been introduced
by Facebook in 2009 [17]. Tagging allows users to share contextual informa-
tion about themselves or their friends by linking a user to a certain content on
the social network. In particular, a tag is a label specifying a user’s name and
provides a link to that user’s profile.

From a user’s viewpoint, the uncontrolled sharing of personal information
poses potential privacy threats [18,23]. In particular, information available on
social networks can be misused by other users (e.g., cyberstalking [11], identity
theft [4,27] and discrimination [12]). In order to address user privacy concerns,
many social networks allow users to specify privacy settings in order to regu-
late the visibility of their information. In addition, tools are available within
social networks to help users visualize their social circle and the visibility of the
information posted in their profile.

Although privacy settings provide users some control over their information,
such settings are often complicated and unintuitive. In particular, they may mis-
lead users by providing confidence to be in full control of their information. Many
users believe they are solely sharing data with their friends and are unaware that
the actual visibility may not reflect their privacy settings [32]. For instance, tags
modify the visibility of objects, making it difficult for users to determine to what
extent a piece of information is visible. Moreover, tools for viewing the user’s
profile from the perspective of other users often do not reflect the real visibil-
ity of information. As a consequence, they provide a false perception that leads
users to underestimate the risks of sharing information.

Another main privacy issue concerns the user who is in control of the infor-
mation. In social networks, the user in control of the information is usually the
user who owns the profile in which the content is posted. In contrast, privacy
regulations (e.g., Directive 95/46/EC and its subsequent regulation) empower
the data subject – i.e., the user to whom the information refers – to control the
processing and disclosure of his data [9].

To enable users to control the use of their data, we need collaborative access
control systems able to support the functionalities provided by social networks.
Moreover, these systems should increase users’ awareness of the privacy risks
of sharing information. In particular, they should assist users in ensuring that
the specified settings reflect their intentions and in understanding the privacy
consequences of sharing information.

This work takes a first step in the development of such systems. We formally
analyze the impact of privacy settings and tagging on the visibility of information
in Facebook and identify drawbacks in the privacy controls used to regulate
access to information. First, we model user profiles in Facebook along with the
objects that can be shared by users as well as the role of users with respect to
information. We use the profile model to study how the visibility is determined by
privacy settings and tagging. In particular, the model has been used to develop
a proof-of-concept tool which aims to increase awareness and empower users to
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control their information. The tool implements Facebook’s privacy controls in
Prolog, and allows users to determine the visibility of their information based
on their settings and tags. To make the discussion more concrete, we analyze a
number of scenarios that are representative for real situations in Facebook.

The paper is organized as follows. Section 2 discusses the privacy issues
in social networks. Section 3 presents the Facebook profile model, and Sect. 4
demonstrates the effect of privacy settings and tagging on the visibility of infor-
mation using some examples. Section 5 presents an implementation of Facebook’s
privacy controls in Prolog to determine and analyze the visibility of information.
Finally, Sect. 6 discusses related work, and Sect. 7 concludes the paper providing
directions for future work.

2 Privacy Issues in Social Networks

To build and maintain their social circle, users of social networks are willing
to share more and more information about themselves and about other users.
Larcom and Elbirt [13] observe that “the important common thread among
these[social network] services is the exchange of personal information over the
Internet”. Thus, a huge amount of personal data is available on social networks
nowadays. Although the sharing of personal data helps users build large social
circles, this attitude poses privacy risks to them.

Several studies [10,15,18,23,25] have analyzed privacy concerns in social net-
works. Privacy issues in social networks can be classified into two categories.

Social network privacy practices: this category concerns privacy issues
related to the collection and processing of personal data by the social network
and their disclosure to third parties. Privacy issues in this category include
user tracking (e.g., Facebook “Like” button [16]), user profiling for adver-
tisement purposes and secondary usage of data [22], and storing information
after it was deleted by the user.

Information disclosure to contacts: this category concerns privacy issues
that arise from the misuse of personal information by other users in the
social network. Privacy issues like cyberstalking [11], identity theft [4,27]
and discrimination [12] fall under this category.

The first category is similar to the issues characterizing other domains in which
personal data are handled by an organization. In this paper, we focus on the sec-
ond category which is specific to social networks and, in general, to collaborative
environments.

Users usually share their personal information on social networks voluntarily.
Atwan and Lushing [2] observe that: “There is only one thing in the world worse
than being Facebook stalked, and that is not being Facebook stalked”. This privacy
paradox shows the contradictory desires of users: on the one hand, users want
their privacy protected; on the other hand, they are willing to share more and
more information about themselves in order to build and maintain their social
network. Most users sacrifice their privacy in favor of their sociability. This choice
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is due to the fact that users are often not fully aware of the risks of sharing their
information and of the widespread accessibility of information when posting on
social networks.

Social networks allow users to specify privacy settings to control the visibility
of the objects in their profile (i.e., who can see the object). This, however, may
mislead users into believing they are in full control of their information. Even if
users specify their privacy settings carefully, the information can be viewed by
more users than the profile owner intended. For instance, in Facebook tagging a
post modifies the visibility of the post. Moreover, by tagging a post or an image,
a copy of the tagged post or image appears in the profile of the tagged user. The
latter can then specify the visibility of the copy in his profile, regardless of the
privacy settings of the original post.

The first intuition for analyzing the privacy issues in social networks and,
in particular, the control over the information is that we need to distinguish
the roles of users involved with the management of information. The profile
owner has control of the information posted on his profile and in particular on
its visibility. When posting on the profile of another user, a user retains some
rights over the posted information. Tagged users have control over the tag and
can influence the visibility of the information to which they are tagged. Last but
not least, users can share information not only about themselves, but also about
other users. Data subjects should be able to control the information about them
and in particular its visibility. In the remainder of the paper, we refer to the
problem of controlling the usage of information as the multi-ownership problem.

Multi-ownership introduces a number of privacy risks as it is not easy to
understand to what extent users can control information, especially when users
involved in the management of a piece of information specify conflicting privacy
settings or are not aware of the privacy settings specified by the data host and
of his relationship with other users. For instance, a user can establish a friend
relationship with another user just to become close to a third user and therefore
access the information in his profile without the latter knowing it. In addition,
users may not be aware of the existence of content concerning themselves in
the profiles of other users. The main issue here is that it is very difficult, if not
impossible, to correctly identify the users to whom the information refers. Even if
users would be aware, they have very little control over their information posted
in the profile of other users. In particular, they have no authority to remove their
information from other profiles or share it with a smaller group of users.

In this paper, we analyze the problem of multi-ownership and the issues
introduced by the tagging functionality in Facebook. In particular, by formalizing
the privacy settings in Facebook, we aim to study how tagging affects the multi-
ownership problem and influences the visibility of information.

3 Facebook Profile Model

Facebook allows users to define privacy settings to control the usage of the
information published in their profile (visibility, posting, removal, etc.). In the
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Fig. 1. Facebook Profile Model

remainder of the section, we describe the information contained in a Facebook
profile and the permission that users have on such information. The Facebook
profile model is presented in Fig. 1.

The main objects on Facebook are user profiles. Users can be individuals or
organizations. A profile is created when a user signs up for the social network,
and can be seen as a representation of the user. In particular, in Facebook a user
is linked to a single profile and a profile to a single user. Therefore, we freely
interchange the terms user and profile from here on. Every profile has a standard
set of profile information associated with it (e.g., name, country, email address),
and can contain one or more albums and posts. An album is a collection of
images. A post is a message published in a profile. The main difference between
images and posts is that images can only be uploaded on a user’s own profile,
while posts can also be placed on the profile of other users. Note that a user can
post an image on the profile of another user; however, in this case the image is
considered a post. Posts and images can have one or more comments and tags
connected to it.1 A comment is a note commenting a target object. A tag is a
label that links a piece of information to a user profile. The concept of “wall”,
which is used on Facebook as a central place where content is visible, is not
modeled since privacy settings cannot be defined at wall level.

We distinguish four roles that users can have in Facebook. The data host is
the user that owns the profile in which the content is posted. The data provider is
the user placing content on a profile in the form of posts, comments and images.
The tag issuer is the user placing a tag on a post or an image. The tag target is
1 Although Facebook also allows users to include tags in comments, we do not consider

such tags in the paper as they do not change the visibility of objects.
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the tagged user. Note that users can have more than one role on an object, e.g.
data host and data provider.

To support users in organizing and managing their online relations, social
networks employ the concept of group. A group consists of a set of users. Face-
book provides users with a number of standard groups (i.e., friends, friends of
friends, public, only me) as well as with the possibility to create custom groups
specific to users’ needs (e.g., school friends). Note that groups are specific to
a profile, i.e., the membership of a user to a group should be determined with
respect to the user who has defined the group. This is represented by cardinality
“1 to many” for relation defined by in Fig. 1.

The permissions that users can have on an object depend on their role on
the object. The permissions supported by Facebook are “view”, “delete”, “post”,
“comment” and “tag”. Note that permission to “comment” is implied by per-
mission to “view”; permission to “tag” is implied by permission to “post” for
posts and by permission to “view” for images. Therefore, we will not consider
these permissions further in the paper.

The data host has all permissions on his profile and on the objects in it. The
data provider can remove the content he posted at the condition he is in the
current visibility of the object: if the data host changes his setting and the object
is no longer visible to the data provider, then the data provider cannot remove
the object anymore. Finally, the tag target has permissions to remove the tag
from the content, regardless of its location. Facebook also supports the “control”
permission, which represents the authorization to change profile settings. Such
permission is always limited to the data host.

The permissions a user has on an object are also based on the visibility
of objects. The visibility of an object is determined by its location, the privacy
settings defined for the object and the tags associated to it. In Facebook, privacy
settings can be specified at different levels of granularity, namely profile, profile
information, album, post and image. The visibility of an object consists of the
group defined by the data host in his settings for the object. Intuitively, a user
can view the content in the profile of another user only if he belongs to the
group to which the profile owner has granted permission to view the content. In
addition, for every tag attached to a post, the same type of group, now defined
by the tag target, is added to the visibility of the post. When a post or an image
is tagged, a “copy” of the object appears on the profile of the tagged user. The
visibility of the copy is determined regardless of the settings for the original
object.

Facebook also allows users to specify profile settings. In this paper, we only
consider the post setting, which specifies which group can post on the profile.
The options for this setting are limited to friends or “no one” (i.e., only the
profile owner can post). The other settings are used to specify default groups
for the visibility of new objects. In addition, a user can specify whether the
objects in which he is tagged should appear on his profile. In the remainder of
the paper, we assume that this option is active with “friends” as visibility (note
that these are the default settings in Facebook). This makes it possible to study
information dissemination, of which the data host is unaware.
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4 Application of Privacy Settings

In this section, we analyze the multi-ownership problem and the effect of tag-
ging through a number of scenarios that are representative for real situations in
Facebook.

4.1 Scenario 1

This scenario analyzes a situation in which tagging is not used. It includes three
users: Alice, Bob and Eve. Alice and Bob are friends. The scenario is shown in
Fig. 2a.

Scenario 1(a). Alice posts some content on Bob’s profile. Accordingly, Bob is
the data host; Alice is the data provider. Bob assigns visibility friends of friends
to the post. He can delete the post; Alice can delete the post as long as she is
in the visibility of the post.

Scenario 1(b). Eve wants to view the information posted on Bob’s profile without
the latter knowing it. To this end, Eve becomes a friend of Alice. As the post has
visibility friends of friends, Eve can view the post and all comments in response
to it.

This simple scenario shows that, when using the standard posting feature of
Facebook to share information, the data host is in full control of the content in
his profile. One may argue that Bob may not know that Eve can view the post
in his profile. However, Bob can simply avoid it by specifying more restrictive
privacy settings. For instance, he can change the visibility of the post to friends
or only me.

4.2 Scenario 2

This scenario extends scenario 1 by considering the use of tagging. Here, Bob is
friend of Alice and Eve. The scenario is shown in Fig. 2b.

Scenario 2(a). Alice posts some content about Bob on her profile and tags Bob.
Accordingly, Alice is the data host and data provider; Bob is the tag target. The
visibility of the post is set by Alice to friends of friends. Because of the tag, the
visibility of the post also includes the friends of friends of Bob. In addition, a
copy of the post appears on Bob’s profile (Bob is the data host for the copy).
The visibility of this copy is friends (of Bob) based on the default profile setting
of Bob for tags. Because of the friendship relations between the users, Eve is
part of the visibility of the post.

Scenario 2(b). Alice realizes Eve is in the visibility of the post and wants to stop
sharing it with Eve while allowing her friends to view it. To do this, Alice changes
the visibility to friends. As a consequence, the visibility of the post changes to
Alice’s friends and Bob’s friends. Nonetheless, Eve remains part of the visibility,
as she is Bob’s friend.
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Fig. 2. Evaluation Scenarios

Scenario 2(c). Since changing the visibility to friends did not work, Alice changes
the visibility to only me to prevent Eve to view the post. Thus, the visibility of
the post changes to only Alice and Bob. However, Eve can still see the content
in the post, as she can see the copy on Bob’s profile.

This scenario illustrates the privacy risks caused by the extended, uncontrol-
lable visibility induced by tagging. Alice changed the visibility in an attempt
to remove a specific user from the visibility. However, due to the complexity
introduced by the tag, even changing the visibility to only me does not have the
desired result. The problem is that Alice depends on Bob for the visibility of the
post. At this point, the only option left to Alice would be to remove the tag.
However, by removing the tag Bob loses any form of control on the post, which
is unacceptable from a privacy perspective as he is the subject of the content
and therefore he should retain some authority on it. The alternative of leav-
ing the tag attached to the post is also unacceptable, as Alice cannot restrict
the visibility as desired. This simple example shows that the use of tagging
in Facebook makes the multi-ownership problem, and control of the visibility,
non-trivial.

4.3 Scenario 3

This scenario is based on scenarios 1 and 2, and aims to illustrate additional
problems related to the use of tagging. Here, Bob and Eve are friends; Alice is
not a friend of Bob and Eve. The scenario is shown in Fig. 2c.

Scenario 3(a). Bob uploads an embarrassing photo of Alice in an album that
he shares with his friends. Bob tags Eve in the image, making an instance of
the image appear on Eve’s profile. The visibility of the image is Bob and Eve’s
friends (for the image in Bob’s profile) and Eve’s friends (for the image in Eve’s
profile). At this point, Alice may not be aware that a photo of her has been
uploaded.
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Scenario 3(b). A friend of Bob tags Alice to make sure everyone knows which
person is the subject of the image.2 Alice is notified that she has been tagged
and, thus, she becomes aware of the existence of the image. In response, Alice
deletes the image from her profile. However, the image still appears on Bob’s
profile, including the tag pointing to Alice. Alice decides to remove the tag as
well. However, the image in Bob’s profile and its copy in Eve’s profile remain
visible.

This scenario illustrates the lack of control users have over their information
when posted on other users’ profiles. Initially, Alice is not even aware that an
image about her is posted (scenario 3(a)). She becomes aware in scenario 3(b)
after she is tagged. However, she does not have the right to delete the image
from other users’ profile or even to restrict its visibility; she is only able to
remove the image from her profile and the tag from the image.

4.4 Discussion

To analyze the consequence of information sharing, users require a good under-
standing of how the visibility of information is determined. However, privacy
controls in Facebook are complicated and unintuitive. In particular, the scenar-
ios above show that determining the visibility of objects becomes increasingly
complex when tagging is used. For instance, tagging modifies the visibility of
posts by including the tagged user’s group corresponding to the one specified by
the data host in his settings. As a consequence, users may share their information
with more users than they intended.

Moreover, tags create a copy of tagged objects in the profile of the tag target.
Facebook adopts an object-centric approach in which copies are treated as indi-
vidual objects: users can define the visibility of copies in their profile regardless
of the privacy settings for the original objects. This makes it difficult for the data
host of the original object to restrict the visibility to certain users. For instance,
scenario 2 shows that the only option Alice has to completely remove Eve from
the visibility is to remove the tag.

To determine the actual visibility of the content (as opposed to objects)
the data host of the original object needs to know the settings defined by the
tagged user as well as his relations with other users. This, however, is impossible
in Facebook as no one but the data host can visualize his settings. Although
Facebook’s choice of keeping settings private is reasonable, the settings for the
original object should be considered when calculating the visibility of its copies.

The identification of data subjects and the control they have over their infor-
mation are other crucial issues in social networks. Although tagging may be seen
as a solution to the problem of linking a piece of information to the correspond-
ing data subject, tagged users are not necessarily related to the information (see
scenario 3). Indeed, the main goal of tagging in Facebook is to make information

2 Bob’s friend and Alice have to be friends as this is a requirement for tagging in
Facebook.
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easy to access rather than identifying the actual data subject(s). As a result, tag-
ging can grant some control over the information to users that are not directly
related to the information, increasing the risks of data misuse.

Even if data subjects are correctly tagged, they have limited control over
their information (see scenario 3(b)). This is because Facebook assumes that
the data host is the owner of the information. However, this is not always the
desired solution. For instance, in scenario 3, it should be Alice in control of the
visibility of the image; for Bob, delete permission would be sufficient. The obvious
difficulty lies in determining the correct permissions for each piece of information,
which is a non-trivial problem. However, making the data host automatically the
owner is not a viable solution in all cases.

Another issue related to tagging is that when a user is tagged, the object
automatically appears in her profile. The user may prevent it to occur by mod-
ifying the profile settings; however, this is a “one-size fit all” solution: either all
contents in which she is tagged appear on her profile or none. A more desirable
solution would be to let the tagged user pre-approve content before it appears
on her profile.

5 Visibility Visualization Tool

In this section, we present an implementation of Facebook’s privacy controls in
Prolog for determining the visibility of users’ information based on their pri-
vacy settings and tagging (available at http://security1.win.tue.nl/THeCS/).
This proof-of-concept tool aims to increase awareness of the risks of informa-
tion sharing and empower users to control their information.

5.1 Formal Representation of Privacy Settings

We use Prolog [1] to model and reason on the visibility of information based on
user settings and tagging. First, we recap the Prolog concepts that are relevant
to this paper.

An atom is an object of the form p(t1, . . . , tn) where p is an n-ary predicate
symbol and t1, . . . , tn are terms (i.e., variables and constants). An atom is ground
if t1, . . . , tn are constants. A rule is a construct of the form H :- B1, . . . , Bn (with
n ≥ 0), where H is an atom called head and B1, . . . , Bn (called body) are atoms.
Intuitively, H is true if B1, . . . , Bn are true. A fact is a rule with empty body
(i.e., n = 0). A program is a finite set of rules.

Table 1 shows the predicates used to represent settings and objects in the
Facebook profile and to reason about them. Predicates profile, profile-info, album,
image, post, comment and tag are used respectively to identify profiles, profile
information, albums, images, posts, comments, and tags. The first argument of
these predicates is the ID of the object and is used to identify the object itself.
In addition, objects are linked to a higher level object; the highest level object is
the profile. Profile information, albums and posts are linked to a profile, images
to an album, and comments to a post or an image. Intuitively, this link is used

http://security1.win.tue.nl/THeCS/
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Table 1. Predicates

Objects:
profile(profileID)
profile-info(attributeID, profileID)
album(albumID, profileID)
image(imageID, albumID, tag-list)
post(postID, profileID, poster, tag-list)
comment(commentID, locationID, commenter)
tag(tagID, issuer, target)

Visibility:
setting(objectID, group)
visibility-tag(objectID, visibility-list, tag-list)
visibility(objectID, visibility-list)
profile-setting(profileID, group)

Membership:
friends(profileID1, profileID2)
friendsOfFriends(profileID1, profileID2)
belongsTo(profileID1, (profileID2, group))
member(profileID, visibility-list)

Authorization:
can(profileID, permission, objectID)

to identify the user/profile hosting the object. Predicates post, comment and tag
specify the data provider (e.g., poster, commenter) or tag issuer. Predicates post
and image specify the list of tags associated to them. Finally, tag specifies the
user that has been tagged.

To determine the visibility of an object, we employ three predicates: setting
for representing the privacy settings defined by the data host for the object,
visibility-tag for tag induced visibility, and visibility for representing the object’s
visibility based on settings and tags. Predicate setting is a binary predicate where
the first argument is an object ID and the second is the group specified by the
data host as privacy setting (e.g., friends, public). Predicate visibility is a binary
predicate where the first argument is an object ID and the second is a visibility
list. A visibility list is a list of pairs (profileID, group); each pair specifies a
group which is part of the object’s visibility together with the user who defined
the group. For example, the list [(profile1, friends), (profile2, fof)] means that
the friends of profile1 and friends of friends of profile2 form the object’s visibil-
ity. The ternary predicate visibility-tag is similar to visibility; besides specifying
the object ID and the visibility list of the object, it also provides the list of tags
to be considered for determining the visibility of the object. In addition, we use
the binary predicate profile-setting to specify post settings. The first argument
is a profile ID, and the second denotes the group of users that can post on the
profile.

The membership of a user to a group is determined using four predicates.
Predicate member is used to determine whether a user is a member of the
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Table 2. Rules for visibility, membership, and authorization

Visibility
1 visibility(ID, X) :- comment(ID, LocationID, ), visibility(LocationID, X).
2 visibility(ID, [(ProfileID, X)|Y ]) :- post(ID, ProfileID, , T ), setting(ID, X),
visibility-tag(ID, Y, T ).

3 visibility-tag( , [], []).
4 visibility-tag(ID, [(X, Z)|Y ], [TagID|T ]) :- visibility-tag(ID, Y, T ),
tag(TagID, , X), setting(ID, Z).

Membership
5 friends(X, X) :- profile(X).
6 friends(X, Y ) :- friends(Y, X).
7 friendsOfFriends(X, Z) :- friends(X, Y ), friends(Y, Z).
8 belongsTo(X, (Y, friends)) :- friends(X, Y ).
9 belongsTo(X, (Y, fof)) :- friendsOfFriends(X, Y ).

10 belongsTo(X, (Y, public)) :- profile(X), profile(Y ).
11 member(S, [(X, Y )|Z]) :- belongsTo(S, (X, Y )).
12 member(S, [T |Z]) :- member(S, Z).

Authorization
13 can(S, delete, ID) :- post(ID, S, , ).
14 can(S, delete, ID) :- comment(ID, LocationID, ), post(LocationID, S, , ).
15 can(S, delete, ID) :- tag(ID, LocationID, ), post(LocationID, S, , T ), in(ID, T ).
16 can(S, delete, ID) :- post(ID, , S, ), visibility(ID, X),member(S, X).
17 can(S, delete, ID) :- comment(ID, , S), visibility(ID, X),member(S, X).
18 can(S, delete, ID) :- tag(ID, , S).
19 can(S, view, ID) :- visibility(ID, X),member(S, X).
20 can(S, post, ID) :- profile-setting(ID, X),member(S, X).

Copy Inference
21 copy(ProfileID, PostID) :- post(PostID, , , Tags), tag(TagID, , ProfileID),

in(TagID, Tags).

visibility list associated to an object. Predicate belongsTo is used to determine
whether the user corresponding to profileID1 is part of group as defined by
the user corresponding to profileID2 (Remark that groups are defined with
respect to users). Predicate friends(profileID1, profileID2) holds if the user
corresponding to profileID1 is a friend of the user corresponding to profileID2.
Similarly, friendsOfFriends(profileID1, profileID2) holds if the user correspond-
ing to profileID1 is a friend of a friend of the user corresponding to profileID2.
Finally, predicate can is used to determine whether a user has a given permission
(i.e., view, post and delete) on an object. Intuitively, can(profileID, permission,
objectID) holds if the user corresponding to profileID can exercise permission
on the object corresponding to objectID.

Table 2 provides the set of rules used to determine which permissions users
have on a certain object. According to Prolog convention, we use symbol under-
score ( ) to denote an anonymous variable; intuitively, it means “any term”.



Privacy Implications of Privacy Settings and Tagging in Facebook 133

Rules 1 to 4 determine the visibility of posts and comments.3 The visibility of
comments depends on the visibility of the post to which a comment belongs.
Accordingly, rule 1 associates to a comment the visibility list of the post to
which the comment belongs. Rule 2 determines the visibility list of a post based
on its privacy settings and the list of tags associated to it. The visibility list of the
post implied by the tags associated to it is recursively built using rules 3 and 4.
In particular, rule 4 sets the visibility of the post to the same group specified by
the data host in her setting, but now defined by the tag target.

Rules 5 to 12 are used to determine the membership of a user to a group. In
Facebook the friendship relation is both reflexive and symmetric. These proper-
ties are represented by rules 5 and 6, respectively. Rule 7 uses predicate friends
to determine the friends of friends of a user. Rules 8, 9, and 10 determine the
membership of a user to groups friends, friends of friends (fof ), and public. The
membership of a user to group only me as well as to custom groups can be
explicitly specified using predicate belongsTo. Rule 8 states that a user belongs
to the group friends of a certain profile if he is a friend of the user of that
profile. Rule 9 is analogous to rule 8 but for group fof. Rule 10 states that, if a
profile exists, then all existing profiles are part of group public. Rules 11 and 12
recursively verify whether a user is in the visibility list of an object.

Rules 13 to 20 are used to determine the permissions that a user has on an
object. A user has deletion rights over a certain object in three cases.
Rules 13 to 15 state that the data host has the right to delete the objects in
his profile (e.g., posts, comments, and tags). Predicate in is used to determine
if a tag is one of the tags contained in the post. Rules 16 and 17 state that a
user can delete the posts and comments he gave only if he is still within the
visibility of the post and comment, respectively. Finally, a user can delete the
tags that point to him (rule 18). Note that the tag issuer cannot remove the tags
he created. He can only delete the tag by deleting the post that contains it.4

Finally, a user has the permission to view an object if he is in the visibility of the
object (rule 19). The permission to post is determined by checking the profile
setting for posting (rule 20).

To determine the visibility of a certain content it is not sufficient to deter-
mine the visibility of the object in which the content is posted; we also need
to determine the visibility of the copies of the object due to tagging. This can
be done by adding rules that, given a set of tags, infer the copies of the tagged
object. Rule 21 shows how the copies can be inferred using the original post and
the tags associated to it. Then, the visibility of the content contained in a post
can be determined as the union of the visibility of the post and the visibility of
its copies. This choice reflects the fact that Facebook treats copies as separated
objects on which the corresponding data host specifies his settings. Note that
3 The rules for images and albums are similar to the ones for posts.
4 A tag can be inserted in a post only when the post is created. Accordingly, the tag

issuer and data provider coincide for posts.
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deleting a copy can be done in two ways: either the user hosting the copy (i.e.,
the tag target) deletes it from her profile, or the data host or tag target removes
the tag.

5.2 Proof-of-Concept

Facebook provides a functionality called “view as”, which enables a user to
look at her profile from the perspective of another user. In particular, using this
functionality a user can determine the visibility of data objects in her profile from
the perspective of a friend or a “public” user. However, this functionality only
provides a partial view of the visibility. For instance, in scenario 1, Bob cannot
verify whether Eve is in the visibility of the post. He can only verify the visibility
that a public user has (Eve is not a friend of Bob), which shows that public users
cannot view the information although Eve can. Moreover, the functionality does
not consider tags to determine the overall visibility. In particular, the extended
visibility introduced by adding tags to objects, as in scenario 2, is not shown;
also copies of data objects are not considered for the visibility.

In contrast, the formalization of the Facebook profile model and privacy
controls in Sect. 5.1 provides a visualization of the visibility which reflects the
actual Facebook privacy controls. In particular, the proof-of-concept can accu-
rately determine the visibility in situations involving tags and copies, like the
scenarios in Sect. 4. A user can gain a more realistic insight into the access that
others have to her information and therefore into the risks of information shar-
ing by determining the visibility of her information, including instances of the
information in other profiles. Based on this view, the user can choose to adapt
her privacy settings, request removal of the information or report abuse to the
social network.

To determine the visibility of a piece of information, it is necessary to consider
all the users that should be involved in the management of that information,
including the data subject(s). Tagging seems to be a viable solution for the
identification of data subjects. Few approaches have been proposed to assist users
in tagging images by identifying the subjects in an image. For instance, Stone et
al. [24] propose a method for autotagging images within social networks which
increases recognition performance beyond that of a baseline face recognition
system. Facebook also provides an “autotagging” mechanism that automatically
suggests possible tags for images. However, these tags often remain suggestions;
moreover, they are only given to the data host who may not have incentive to
accept them. In contrast, these tags should also be suggested to the data subject
who can check the image and “accept” the tag. This approach has the added
benefit of increasing data subject awareness which is a crucial step in improving
user privacy in social networks.

To generate the complete visibility of a piece of information, the application
would need access to the privacy settings of all involved users. However, in Face-
book users can only access the settings of their own profile. Therefore, the proof-
of-concept proposed in this paper cannot be deployed as a third party application.
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It should be provided by Facebook as a functionality of the social network (which
has the necessary administrative rights) like the “view as” functionality.

6 Related Work

Privacy in social networks has been extensively researched [7,8,19,30]. Many
research efforts have been devoted to the design and analysis of privacy enhancing
systems for social networks [14,20,31]. However, to the best of our knowledge, the
impact of tagging on privacy and its relation with the multi-ownership problem
have not been studied.

Several research efforts focus on the design of new privacy-friendly social
networking sites. This is because existing social networks are often proprietary,
and so it is difficult to validate the proposed approach. For instance, Cutillo and
Mulvo [6] develop Safebook, a social network that handles privacy by real-life
trust relationships. Baden et al. [3] propose Persona, a social network that uses
user-defined privacy and attribute-based encryption. One attempt to enhance
the privacy of existing social networks is Lockr [29]. Lockr is an access control
system in which the social networking content is decoupled from functionality of
social networks sites. This effectively removes the link between the user and the
information and therefore enhances the control users have over their information.
Differently from [29], the goal of this paper is to study the visibility of informa-
tion in existing social networks rather than enhancing their privacy controls. In
particular, our work is complementary to [29]: by having a complete view of the
visibility of their information, users can effectively evaluate the consequences of
sharing information and use existing techniques to restrict the access to it.

Another stream of research for enhancing privacy in social networks focuses
on methods for controlled sharing of information. Controlled sharing among
multiple users is often studied in the area of collaborative access control. Collab-
orative access control aims to balance the competing goals of collaboration and
security [28]: collaborative systems aim to facilitate the sharing of information,
while security aims to protect the same information. Tolone et al. [28] identifies
the access control requirements for collaborative systems and analyzed existing
authorization mechanisms with respect to such requirements. Although the iden-
tified requirements are general and applicable to social networks, they do not
consider the new modalities of social communication that are emerging within
social networks. Shen and Dewan [21] propose an access control model for collab-
orative editing. The model provides users a multi-dimensional, inheritance-based
scheme for specifying access rights. Thomas [26] proposes team-based access
control as an approach to applying role-based access control in collaborative
environments. Yet, these models do not consider the new modalities of social
communication. In addition, they mainly focus on organizational environments
rather than on social networks.

In the context of social networks, a simple solution to the multi-ownership
problem is proposed by Thomas et al. [25], in which the visibility of information
is determined as the intersection of the privacy preferences of all involved users.
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This method, however, may result in the unavailability of information when, for
instance, two or more users restrict the visibility to “only me”. Maximilien et al.
[18] propose a privacy enhancing technology for evaluating profile privacy based
on risk scores. Risk scores represent the level of privacy of a profile based on a
comparison with other profiles and their respective settings. Recommendations
are then made to lower the risk score based on the settings of other profiles.
Another approach to collaborative access control in social networks is proposed
in [23]. This approach maps user privacy specifications to an auction based on
the Clarke-Tax mechanism [5] in order to select privacy policies that maximize
social utility. In particular, privacy settings for an object are determined by
a collaborative decision between the involved parties. However, this approach
requires the data host to identify all involved parties and provides no proper
incentive to do so.

7 Conclusions

Social networks are offering their users new modalities of social communica-
tion for sharing information and building social relations. These new modalities,
however, introduce new privacy issues. In this work we have investigated the
impact of privacy settings and tagging on the visibility of information in Face-
book. The analysis of scenarios representative for real situations has shown that
privacy controls in Facebook are unintuitive. In particular, they may provide
users a false confidence of being in full control of their information and there-
fore they may lead users to underestimate the risks of information sharing. To
increase awareness and enable users to control the access to their information,
we implemented Facebook’s privacy controls to determine the actual visibility
of information also in presence of tags. The main characteristic of the proof-of-
concept tool is that it is information-centric (as opposite to object-centric) in
the sense that visibility is determined by considering all the occurrences of a
piece of information.

The work presented in this paper suggests some interesting directions for
future work. The proposed tool implements Facebook’s privacy controls as they
are. Such controls, however, suffer from a number of drawbacks; e.g., their
enforcement is not transparent for the user and do not consider the data subject
as a main actor in the decision making process. Existing work on collaborative
information sharing does not fully solve the privacy problems in social network.
Indeed, most approaches do not consider the various functionalities like tagging
available nowadays in social networks, leaving out crucial information about
content visibility. We argue that new approaches for collaborative information
sharing on social networks are needed. Such approaches should support the full
range of functionalities for information sharing offered by social networks. More-
over, they should make users aware of the consequence of privacy controls they
define and the risks of sharing information. For instance, they should provide
transparent conflict detection mechanisms that assist users in the identification
and resolution of conflicts with the privacy settings of other users. Social net-
works will therefore need tools that assure that data are accessed according to
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the user’s settings, or notify the user why the settings of other users have been
assigned a higher priority.
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