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Preface

This book constitutes the refereed proceedings of the 3rd Computer Science
On-line Conference 2014 (CSOC 2014), held in April 2014.

We are promoting new scientific conference concepts by organizing the CSOC
conference. Modern online communication technology improves the traditional
concept of scientific conferences. It brings equal opportunity to participate to all
researchers around the world. Therefore, CSOC 2014 uses innovative methodol-
ogy to allow scientists, postdocs, and doctoral students to share their knowledge
and ideas online.

The conference intends to provide an international forum for the discussion of
the latest high-quality research results in all areas related to Computer Science.
The topics addressed are the theoretical aspects and applications of Artificial
Intelligences, Computer Science, and Software Engineering. The authors present
new approaches and methods to real-world problems, and particularly, exploratory
research that describes novel approaches in their field.

The 53 papers presented in the proceedings were carefully reviewed and
selected from 95 paper submissions. At least two respected reviewers reviewed
each submission. 58 % of all submissions were received from Europe, 27 % from
Asia, 7 % from America, and 5 % from Africa.

The editors believe that readers will find the proceedings interesting and useful
for their own research work.

March 2014 Radek Silhavy
Roman Senkerik

Zuzana Kominkova Oplatkova
Petr Silhavy

Zdenka Prokopova
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Part I
Artificial Inteligence



Intelligence Digital Image Watermark
Algorithm Based on Artificial Neural
Networks Classifier

Cong Jin and Shu-Wei Jin

Abstract An intelligence robust digital image watermarking algorithm using
artificial neural network (ANN) is proposed. In new algorithm, for embedding
watermark, the original image first is divided into some N1 9 N2 small blocks,
different embedding strengths are determined by RBFNN classifier according to
different textural features of every block after DCT. The experimental results show
that the proposed algorithm are robust against common image processing attacks,
such as JPEG compression, Gaussian noise, cropping, mean filtering, wiener fil-
tering, and histogram equalization etc. The proposed algorithm achieves a good
compromise between the robustness and invisibility, too.

Keywords Digital watermarking � ANN � Classification � Textural feature �
Invisibility � Robustness

1 Introduction

Multimedia data is easily copied and modified, so necessity for copyright pro-
tection is increasing. Digital watermarking [1, 2] has been proposed as the tech-
nique for copyright protection of multimedia data. A watermarking algorithm
requires both invisibility and robustness, which exist in a trade-off relation. Many
watermarking systems based on artificial neural network (ANN) have been already
proposed [3–5]. In [3], watermarking is viewed as a form of communications.
A blind watermarking algorithm is presented using Hopfield neural network to
calculate the capacity of watermarking. Zhang et al. [4] used a back-propagation
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(BP) ANN to learn the characteristics of relationship between the watermark and
the watermarked image. The false decoded rate of the watermark can be greatly
reduced by the trained ANN. In [5], ANN is used to model human visual system
(HVS) [6] and an image-adaptive scheme of watermarking strength decision
method is presented for the watermarking on DCT coefficients. Robust digital
image watermarking schemes based on ANN are proposed in [5], too. We know
that the robustness of watermarks depends on the watermark embedding strength.
For transform domain watermark, if selecting higher watermark embedding
strength, it has good robustness and bad invisibility; and if selecting lower
watermark embedding strength, it has bad robustness and good invisibility.
Therefore, when we choose a watermark embedding strength, we should consider
a trade-off between invisibility and robustness.

Different from existing methods, in this paper, we don’t discuss the capacity of
watermarking (topic of [3]). In [4], the properties of HVS don’t be considered.
Although the good watermark performance was obtained by using ANN in [5], the
watermark extraction processes are not blind with referring to the original image.
In this paper, we propose a new watermarking algorithm based on ANN. After
dividing the original image into some non-overlapping small blocks of size
N1 9 N2, ANN is used to determine different watermarking embed strengths
according to different textural features of every block.

2 ANN Classifier

Multi-layer perceptron has many advantages such as simple structure [7], rapid
training process and good extend ability etc. So it can be applied to many fields,
especially, in the aspects of pattern classification and function approach.

ANN-based classifiers can incorporate both statistical and structural informa-
tion and achieve better performance than the simple minimum distance classifiers
[8]. An ANN possesses the following characteristics [9]: (1) It is capable of
inferring complex non-linear input–output transformations. (2) It learns from
experience, so, has no need for any a priory modeling assumptions. Therefore,
based on the advantages of ANN, multi-layered ANN, usually employing the back
propagation (BP) algorithm, is also widely used in digital watermarking [10]. In
this paper, an effective classification approach using ANN according to the image
textural features is proposed.

In this paper, we let ANN have four layers including an input layer with five
neurons, first hidden layer with six neurons, second hidden layer with eight neu-
rons and one output neuron. Where, the number of the input neuron is determined
by dimension number of textural feature vector. The output of ANN is the max-
imum watermarking strength. All the input features and output have to be nor-
malized so that they always fall within a specified range before training. The inputs
and the output are normalized to fall in the interval [-1, 1] and [0, 1], respectively.
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3 Select Textural Features

Let I be a gray-level original image of size M1 9 M2, and we divide I into non-
overlapping N1 9 N2 blocks, J,

J ¼
[M1=N1

i¼1

[M2=N2

j¼1

Jði;jÞ ð1Þ

where, M1 [ N1 and M2 [ N2.
For one non-overlapping block Jði;jÞ in I, we will extract five-dimensional

vectors of features. We use five features: one from the image histogram (mean gray
level) and four from the gray level co-occurrence matrix (contrast, entropy, cor-
relation, and angular second moment). Specific definitions of these features are
given below.

1. First-order gray level parameter

In this category, the feature is derived from the gray level histogram. It
describes the first-order gray level distribution without considering spatial
interdependence. As a result, it can only describe the echogenicity of texture as
well as the diffuse variation characteristics within the every N1 9 N2 block.
The feature selected from this category is:

(a) The mean gray level (MGL)

MGL ¼ 1
N1 � N2

XN1

m¼1

XN2

n¼1

Jði;jÞðm; nÞ; 1� i� M1

N1
; 1� j� M2

N2
ð2Þ

where Jði;jÞðm; nÞ is the gray level of N1 9 N2 block Jði;jÞ at pixel ðm; nÞ.
2. Second-order gray level features

This category of features describes the gray level spatial inter-relationships and
hence, they represent efficient measures of the gray level texture homogeneity.
These features can be derived using several approaches such as first-order
gradient distribution, gray level co-occurrence matrix, edge co-occurrence
matrix, or run-length matrix. Because the gray level co-occurrence matrix
seems to be a well-known statistical technique for feature extraction, we will
generate these features from the gray level co-occurrence matrix. We generated
a gray-level co-occurrence matrix from every N1 9 N2 block. The formal
definition of this matrix is as follows:

Coðs; tÞ ¼ 1
N1 � N2

cardinality ðk1; k2Þ; ðl1; l2Þð Þ 2 Jði;jÞ : k1 � l1j j ¼ dx; k2 � l2j j ¼ dy
� ð3Þ
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sign ðk1 � l1Þ � ðk2 � l2Þð Þ ¼ signðdx � dyÞ; Jði;jÞðk1; k2Þ ¼ s; Jði;jÞðl1; l2Þ ¼ t
ffi

ð4Þ

where Coðs; tÞ is the gray level co-occurrence matrix entry at gray levels s and t,
and ðdx; dyÞ is a prescribed neighborhood definition taken in case to be (0, 12)
representing an axial neighborhood definition. In other words, the entry ðs; tÞ of
this matrix describes how often the two gray levels s and t are neighbors under the
given neighborhood definition. Note that this definition does not discriminate
between negative and positive shifts and hence, the co-occurrence matrix is
expected to be symmetric using this definition. The four features are defined as
follows

(b) The contrast (CON)

CON ¼
X

s; t

ðs� tÞ2 � Coðs; tÞ ð5Þ

The contrast feature is a difference moment of the Coðs; tÞ matrix and is a
standard measurement of the amount of local variations presented in an image. The
higher the values of contrast are, the sharper the structural variations in the image
are.
(c) The entropy (ENT)

ENT ¼ �
X

s;t

Coðs; tÞ � log Coðs; tÞð Þ ð6Þ

(d) The correlation (COR)

COR ¼
P

s; t stCoðs; tÞ � mx � my

Sx � Sy
ð7Þ

where,

mx ¼
X

s

s
X

t

Coðs; tÞ; my ¼
X

t

t
X

s

Coðs; tÞ; S2
x ¼

X

s

s2
X

t

Coðs; tÞ � m2
x ;

S2
y ¼

X

t

t2
X

s

Coðs; tÞ � m2
y

(e) The angular second moment (ASM)

ASM ¼
X

s;t

Coðs; tÞð Þ2 ð8Þ
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Angular second moment gives a strong measurement of uniformity. Higher non-
uniformity values provide evidence of higher structural variations.

4 Embedding and Extraction of Watermark

4.1 Select DCT Coefficients for Inserting Watermark

Our goal is to embed the roust watermark into to the DCT frequency bands of I.
Before the embedding procedure, we need to transform the spatial domain pixels into
DCT domain frequency bands. After we perform the N1 9 N2 block DCT on I, we get
the coefficients in the frequency bands, F,

F ¼ DCTðIÞ; and F ¼
[M1=N1

i¼1

[M2=N2

j¼1

Fði;jÞ ð9Þ

For one non-overlapping block ði; jÞ in I, the resulting N1 9 N2 DCT bands Jði;jÞ
can be represented by

Fði;jÞ ¼
[N1�N2

k¼1

Fði;jÞðkÞ
� ffi

; 1� i� M1

N1
; 1� j� M2

N2
ð10Þ

Fði;jÞðkÞ are zigzag ordered DCT coefficients. Afterwards, we are able to embed
the watermark in the DCT domain. Assuming that the binary-valued watermark to
be embedded is W, having size S1 9 S2. A pseudo-random number traversing
method is applied to permute the watermark to disperse its spatial relationship.
With a pre-determined key, key0, in the pseudo-random number generating system,
we have the permuted watermark WP,

WP ¼ permuteðW ; key0Þ: ð11Þ

And we use WP for embedding the watermark bits into the selected DCT
frequency bands. The human eye is more sensitive to noise in lower frequency
components than in higher frequency ones. However, the energy of most natural
images is concentrated in the lower frequency range, and watermark data in the
higher frequency components might be discarded after quantization operation of
lossy compression. In order to invisibly embed the watermark that can survive
lossy data compressions, a reasonable trade-off is to embed the watermark into the
middle-frequency range of the image. In this paper, the middle band of the DCT
domain is chosen. But, with regard to JPEG, casting watermarks in the middle
band of the N1 9 N2 block-based DCT domain is more robust.

Intelligence Digital Image Watermark Algorithm 7



In the case of embedding a watermark based on N1 9 N2 block DCT, only

k ¼ N1 � N2 � S1�S2
M1�M2

j k
coefficients for each N1 9 N2 block Fði;jÞ will be used for

the watermark embedding. First, the DCT coefficients of each block are reordered
in zig-zag scan. Then, the coefficients from the (L + 1)th to the (L + k)th, i.e. a
sequence of values Fði;jÞ ¼ Fði;jÞ(Lþ 1); Fði;jÞðLþ 2Þ; . . .; Fði;jÞðLþ kÞ

� ffi
are taken

according to the zig-zag ordering of the DCT spectrum, where the first L coeffi-
cients are skipped for embedding the middle band.

4.2 Embedding the Watermark

The amount of modification each coefficient undergoes is proportional to the
magnitude of the coefficients itself as expressed by

F̂ði;jÞðLþ uÞ ¼
Fði;jÞðLþ uÞ þ aði;jÞðuÞ � Fði;jÞðLþ uÞ

�� �� � wP
ði;jÞðuÞ; if wP

ði;jÞðuÞ ¼ 1

Fði;jÞðLþ uÞ; otherwise

(

ð12Þ

u ¼ 1; 2; . . .; k; 1� i� M1

N1
; 1� j� M2

N2

where, aði; jÞðuÞ indicates uth parameter controlling the watermarking strength of

block ði; jÞ given by the ANN. F̂ði; jÞ is then inserted back into the image in place of
Fði;jÞ, and we obtain the watermarked DCT coefficients, F0,

F0 ¼
[M1=N1

i¼1

[M2=N2

F̂ði;jÞ ð13Þ

After performing inverse DCT on F0, we get the watermarked image, Î,

Î ¼ inverse DCTðF0Þ ð14Þ

4.3 Extracting the Watermark

To extract a watermark in a possibly watermarked image Iw, firstly, Iw is
decomposed into non-overlapping N1 9 N2 blocks and the DCT is computed for
each blocks. k DCT coefficients are selected by using the same method with
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embedding watermark for each block. Another necessary procedure is to calculate
the suggested strength aði;jÞðuÞ of the corresponding block ði; jÞ. Moreover, we let

Thði;jÞ ¼
1
k

Xk

u¼1

Fði;jÞðLþ uÞ ð15Þ

we are able to extract the permuted watermark according to the following equation

W 0Pði;jÞðuÞ ¼
1; if F̂ði;jÞðLþ uÞ � Fði;jÞðLþ uÞ

�� ��� aði;jÞðuÞ � Th ði;jÞ
0; otherwise

�
ð16Þ

W 0P ¼
[M1=N1

i¼1

[M2=N2

j¼1

W 0Pði;jÞðuÞ; u ¼ 1; 2; . . .; k ð17Þ

We use key0 in Eq. (11) to acquire the extracted watermark W 0 from W 0P,

W 0 ¼ inverse permute ðW 0P; key0Þ ð18Þ

5 Experimental Results

5.1 Experiments

To evaluate the performance of the proposed watermarking algorithm, a set of
experiments is performed under the following conditions.

The ‘‘Flower’’ image with size M1 9 M2 = 512 9 512, is used the original
image, which is shown in Fig. 1. We have the embedded watermark with size
S1 9 S2 = 128 9 128, shown in Fig. 2. Size N1 9 N2 of small block is 8 9 8.

Hence, the number of bits to be embedded in one 8 9 8 non-overlapping block
is k ¼ 1282=5122 � 64 ¼ 4, L = 6, and Fði;jÞ ¼ Fði;jÞð7Þ; Fði;jÞð8Þ; Fði;jÞð9Þ;

�

Fði;jÞð10Þg. Which is shown in Fig. 3. After watermark embedding in the DCT
domain, we take the inverse DCT, and obtain the watermarked image. We measure
the invisibility of the watermarked images and the robustness of the extracted
watermarks against various attacks. The Peak Signal to Noise Ratio (PSNR) and
the Normal Correlation (NC) shown in Eqs. (19) and (20) are used to measure the
invisibility and the robustness, respectively.

PSNR ¼ 10 log10

M1 �M2 �
PM1

i¼1

PM2
j¼1 ðÎði; jÞÞ

2

PM1
i¼1

PM2
j¼1 ðIði; jÞ � Îði; jÞÞ2

ð19Þ
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NC ¼
PS1

i¼1

PS2
j¼1 Wði; jÞW 0ði; jÞ
S1 � S2

� 100 % ð20Þ

where W and W 0 are original watermark and extracted watermark, respectively.
The ANN training procedure is terminated either when the training error is less

than 10-4 or 2,000 iterations. The training error is the mean square error. The
learning rate and momentum term were chosen as 0.1–0.15 and 0.8–0.9, respec-
tively. The initial weight values, momentum term, and learning rate are the
parameters of BP algorithm. The most commonly used winner-takes-all method
was used for selecting the ANN output. The hidden and output neuron functions
were defined by the logistic sigmoid function f ðxÞ ¼ 1= 1þ expð�xÞð Þ.

The watermarked image using proposed algorithm is depicted in Fig. 4.

Fig. 1 Original image with
size 512 9 512

Fig. 2 Watermark image
with size 128 9 128

Fig. 3 4 bits are embedded
in every 8 9 8 block
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5.2 Results

5.2.1 Invisibility

The goal is to measure the invisibility of the watermarked images. PSNR is used to
measure the invisibility of the watermarked image, where the higher PSNR, the
more transparency of the watermark. Basics image ‘‘Flower’’, another four images
are chosen as the tested images. The four images of size 512 9 512 are Baboon,
Lena, Goldhill, and Peppers. By using the proposed algorithm, we see that the
watermark is almost invisibility to the human eyes. Table 1 shows PSNR of tested
images after embedding watermark.

5.2.2 Robustness

1. Wiener filtering Wiener filtering is a kind of the common signal attack for
digital watermark. Table 2 collects the results in terms of the average PSNR
and NC about above mentioning five images, and Wiener filtering with different
windows for the watermarked image.

To illustrate the effect of the Wiener filtering to an individual tested image,
Fig. 5a shows the watermarked images of ‘‘Flower’’ under 7 9 7 window and
Fig. 5b shows the corresponding extracted watermark. The experiment results
demonstrated that the proposed algorithm has great robustness against Wiener
filtering.

Fig. 4 The watermarked
image, PSNR = 44.63

Table 1 PSNR of
watermarked images

Image Flower Baboon Lena Goldhill Peppers

PSNR 44.63 45.31 46.82 43.94 45.58

Intelligence Digital Image Watermark Algorithm 11



2. Mean filtering Mean filtering is another kind of common watermark attacks
method. Table 3 collects the results in terms of the average PSNR, NC about
above mentioning five images, and mean filtering with different windows for
the watermarked image, respectively.

To illustrate the effect of the mean filtering to an individual tested image,
Fig. 6a shows the watermarked images of ‘‘Flower’’ under 5 9 5 window and
Fig. 6b shows the corresponding extracted watermark. Experiment results show
that the proposed algorithm has very robustness against mean filtering.

3. Histogram equalization Histogram equalization is a kind of the common signal
processing operation. Figure 7a shows the watermarked images of ‘‘Flower’’
after attacked by histogram equalization and Fig. 7b shows the corresponding
extracted watermark.

Above experiment results confirm that proposed algorithm is robustness to
histogram equalization attack, but also has more invisibility.

4. Gaussian noise The addition Gaussian noise is also a very common signal
attack. We introduce Gaussian noise to watermarked image, Gaussian noise
is zeros mean, and variance are 0.0005, 0.001, 0.002, 0.003 respectively.
Figure 8a shows the watermarked images of ‘‘Flower’’ after attacked by
Gaussian noise, and Fig. 8b–e shows the corresponding extracted watermark.
The experiment results confirmed that the proposed algorithm has great
robustness against Gaussian noise.

5. JPEG Compression We demonstrate the robustness of new algorithm. Since
most digital images on networks are compressed, resistance against lossy

Table 2 PSNR and NC for
Wiener filtering attack

Windows PSNR NC

3 9 3 40.07 0.9261
5 9 5 35.98 0.8492
7 9 7 30.62 0.8019

Fig. 5 a Watermarked
image after Wiener filtering
with a 7 9 7 window. b The
watermark extracted from (a),
NC = 0.8219
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compression is essential. We obtain the watermark extraction results for the
JPEG compression of watermarked ‘Flower’ image with different quality fac-
tors (QF) 45, 40, 20, 15 to Fig. 4 respectively. The extraction results are shown
in the Fig. 9a–d.

The experiment results demonstrated sufficiently that the proposed algorithm
has great robustness against JPEG compression.

6. Cropping We cropped a part of the watermarked image, 1/4 cropped and filled
with pixels valued 0 and 1/2 cropped and filled with pixels valued 255
respectively, and the extraction results are shown in Fig. 10. These experiments
show that proposed algorithm is robustness to cropping attack.

Table 3 PSNR and NC for
mean filtering attack

Windows PSNR NC

3 9 3 38.25 0.8564
5 9 5 33.16 0.8091
7 9 7 29.67 0.7023

Fig. 6 a Watermarked
image after mean filtering
with a 5 9 5 window. b The
watermark extracted from (a),
NC = 0.7952

Fig. 7 a Watermarked
image attacked by histogram
equalization. b The
watermark extracted from (a),
NC = 0.8584
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5.2.3 Comparison with Other Methods

We compare proposed algorithm to [11] method to Lena, Goldhill and Peppers
images. The experiment results after various attacked are shown in Table 4. In
Table 4, ‘‘Proposed’’ is average NC value to three images Lena, Peppers, and Goldhill.

Fig. 8 a Watermarked image attacked by Gaussian noise with zero-mean and variance = 0.003,
b extracted watermark when variance = 0.0005, c extracted watermark when variance = 0.001,
d extracted watermark when variance = 0.002, and e extracted watermark when
variance = 0.003

Fig. 9 Extracted images with a quality factors of 45, 40, 20, 15 respectively

Fig. 10 Cropped the watermarked image 1/4 shown in (a) or 1/2 in (c) by different methods and
the extracted watermarks are shown in (b) and (d) respectively
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Numerical values in Table 4 show that new algorithm has shown the best
performance for robustness against JPEG compression attacks. The performance
of new algorithm is also compared with the results reported in [12–15] respec-
tively. ‘‘Proposed’’ is average PSNR or NC value to five tested images Baboon,
Flower, Lena, Peppers, and Goldhill. Numerical values in Table 5 show that the
proposed algorithm has shown the very good performance for invisibility and
robustness against various attacks. It is also seen that NC values for the method in
[12] is little better compared to the proposed algorithm in case of lowpass filtering
(LPF), JPEG compression (50 %), Cropping 1/4, and Scaling 256 9 256, but
PSNR is much lower than the latter, did not achieve a good trade-off between
invisibility and robustness.

6 Conclusion

Proposed new watermarking algorithm has the following advantages: (1) It can
resist to common image processing attacks. Furthermore, watermark has good
invisibility, and which makes that the proposed algorithm solves the conflict
between invisibility and robustness better. (2) It is very difficult only to use a
threshold determined by the experiments. By the proposed algorithm, this problem
is a good solution. (3) The proposed algorithm shows the complex texture infor-
mation of the image can be classified by ANN, and which makes that the proposed
algorithm is very suitable to design digital image watermark algorithm.

Table 4 NC after attacked by JPEG compression with different QF of [11]’s methods

QF (%) 90 80 70 60 50 40 30 20 10

Lenaa 0.99 0.99 0.97 0.95 0.96 0.90 0.82 0.67 0.34
Goldhilla 0.98 0.97 0.96 0.95 0.90 0.88 0.81 0.69 0.30
Peppersa 0.99 0.99 0.97 0.96 0.96 0.93 0.86 0.72 0.35
Proposed 1.000 1.000 0.991 0.989 0.985 0.941 0.847 0.768 0.626
a is proposed by [11]

Table 5 PSNR and NC after various attacks of [12]’s methods

Various attacks [12]b [13]b [14]b [15]b Proposed

PSNR 38.92 40.89 40.08 26.77 40.86
LPF 3 9 3 0.86 0.92 0.91 1.00 0.9406
Median 3 9 3 1.00 0.87 0.84 1.00 1.0000
JPEG (80) 0.86 0.84 0.89 1.00 1.0000
JPEG (75) 0.82 0.81 0.85 1.00 1.0000
JPEG (50) 0.55 0.69 0.79 1.00 0.9259
Cropping 1/4 1.00 0.89 0.93 1.00 0.9772
Scaling 256 9 256 1.00 0.67 1.00 0.99 0.9898
b are proposed by [12–15], respectively
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PPSA: A Tool for Suboptimal Control
of Time Delay Systems: Revision
and Open Tasks

Libor Pekař and Pavel Navrátil

Abstract During the development of algebraic controller design in a special ring
for time delay systems (TDSs) a problem of a suitable free controller parameters
setting appeared. The first author of this contribution recently suggested a natural
idea of placing the dominant characteristic numbers (poles) and zeros of the
infinite-dimensional feedback control system on the basis of the desired overshoot
for a simple finite-dimensional matching model and shifting of the rest of the
spectrum. However, the original procedure called the Pole-Placement Shifting
based controller tuning Algorithm (PPSA) was not developed and described
entirely well. The aim of this paper is to revise the idea of the PPSA and suggest a
possible ways how to improve or extend the algorithm. A concise illustrative
example is attached to clarify the procedure for the reader as well.

Keywords Time delay systems � Pole placement controller tuning � Optimiza-
tion � Direct-search algorithms � Evolutionary algorithms � SOMA � Nelder-Mead
algorithm � Gradient sampling algorithm � Model matching

1 Introduction

Time delay systems (TDSs) constitute a huge class of processes and systems that
are affected by any form of delay or latency, either in the input–output relation (as
it is known in classical engineering problems) or inside the system dynamics (in
this case notions of internal or state delays are introduced). The latter models and
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processes those are much more involved for analysis and control can be found in
many theoretical and practical applications covering various fields of human
activity, such as technology, informatics, biology, economy, etc., see e.g. [1–4].

A typical feature of TDSs is their infinite spectrum, due to transcendental nature
of the characteristic equation, i.e. they have an infinite number of solution modes
and corresponding system poles. This unpleasant attribute makes them difficult to
analyze and design a control law as well. Linear time-invariant TDSs can be
modeled and described by transfer functions by means of the Laplace transform. In
most cases, roots of the transfer function denominator coincide with system poles.

The ring of quasipolynomial meromorphic functions (RMS), originally devel-
oped and introduced in [5] and revised and extended in [6], represents a possible
tool for description and control design of TDSs. However, in many cases, namely,
for unstable TDSs, the control algorithm must deal with also infinitely many
feedback characteristic poles the positions of which depend on the selectable
controller parameters. The use of pole-placement (pole-assignment, root-locus)
tuning algorithms can be a possible way how to solve the setting problem, see e.g.
[7–9]. However, these algorithms deal with poles only ignoring closed-loop zeros
and/or they have been derived for state-space controllers.

The idea of the Pole-Placement Shifting based controller tuning Algorithm
(PPSA) provides slightly different approach [10]. It is based on the analysis of a
simple finite-dimensional model where the relative maximum overshoot, relative
dumping and relative time-to-overshoot of the reference-to-output step response
are calculated and serve as a control performance indicators. Then, according to
the selected values, the desired positions of dominant (i.e. the rightmost) poles and
zeros are calculated, and poles and zeros of the infinite-dimensional feedback
system are shifted to the prescribed positions while the rest of the spectrum is
pushed to the left (i.e. to the ‘‘stable’’ region). In some sense, it represents a
matching problem. The initial solution (i.e. controller parameter setting) is
obtained using the Quasi-Continuous Shifting Algorithm (QCSA) [7, 8] which is
followed by the use of an advanced numerical optimization algorithm. The method
was independently developed in [9]; however, there are some essential differ-
ences—the reader is referred e.g. to [10] for details.

However, the original algorithm was described neither precisely nor in details
and it contains some shortcomings and errors. Thus, the aim of this contribution is
to revise and consolidate the PPSA and raise some open tasks how to improve and
accelerate the algorithm. In this connection, the reader is kindly asked to partic-
ipate on the solution of these problems in the future if he or she is interested in
them.

To make the procedure clearer (to the reader) a short illustrative example on the
control of an unstable time delay system by means of Matlab-Simulink environ-
ment is provided.

18 L. Pekař and P. Navrátil



2 Time Delay Systems: Introductory Description

Since the reader is supposed to be a non-expert in system and control theory and
the description and control design of TDSs is not the primary topic of this con-
tribution, only a very concise overview of TDS models is provided such that all
necessary information are given him or her.

A possible formulation of a TDS model (either a plant or a delayed control
feedback loop) can be done using the transfer function in a complex variable s as
the direct consequence of the use of the Laplace transform as follows

G sð Þ ¼ b sð Þ
a sð Þ ð1Þ

where aðsÞ; bðsÞ are quasipolynomials of a general form

x sð Þ ¼ sn þ
Xn

i¼0

Xhi

j¼1

xijs
i exp �sgij

� ffi
; gij� 0; xij 2 R ð2Þ

where gij express delays and R means the set of real numbers. If delays are
included only in the numerator bðsÞ, they influence the input-output relation; in the
contrary, the system contain internal delays and equation aðsÞ ¼ 0 has infinitely
many solution. These solution values constitute (in overwhelming majority of
cases) system poles, more precisely, poles si; i ¼ 1; 2; . . . are singularities of GðsÞ
satisfying

lim
s!si

G sð Þ ¼ �1; 9n0; 8n� n0 : lim
s!si

s� s0ð ÞnG sð Þ\1 ð3Þ

Zeros have the same meaning as in (3) yet for 1=GðsÞ instead of GðsÞ, i.e. they
coincide with the roots of bðsÞ (in most cases).

3 Problem Formulation

Now consider that GðsÞ means the control feedback transfer function. Some
control design approaches yield this function with the denominator containing
delays along with free real controller parameters from the set
K ¼ k1; k2; . . .; krf g 6¼ [ 2 R

n. This results in the infinite-dimensional (delayed)
control feedback. Naturally, the numerator can own delays (and controller
parameters) as well.

The idea of the PPSA is to match some number of the rightmost (i.e. the
dominant) poles and zeros of GðsÞ with all poles and zeros of a finite-dimensional
model GmðsÞ. Thus the selected poles and zeros of GðsÞ are quasi-continuously
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shifted to the desired positions by small steps and the rest of both spectra (of poles
and zeros) try to push to the left (i.e. to the stable complex semiplane) as far as
possible. The shifting can be done e.g. using the QCSA or via an advanced
algorithm, [11–13], minimizing a suitable cost function reflecting the distance of
dominant poles from prescribed positions and the spectral abscissa (i.e. the value
of the real part of the rightmost pole/zero). By doing this, the values of K are being
adjusted and hence the controller parameters are being tuned.

A crucial problem is to choose a suitable number of prescribed poles and zeros,
i.e. degrees of the numerator, NðsÞ, and denominator, DðsÞ, of GmðsÞ. Let us denote
the numerator and the denominator as Nðs;KNÞ and Dðs;KDÞ, respectively, where
KN and KD mean free real parameters of the numerator and denominator,
respectively, with rN ¼ KNj j � 0; rD ¼ KDj j[ 0. It is initially assumed that
equations Nðsi;KNÞ ¼ 0; Dðsj;KDÞ ¼ 0 are independent for arbitrary yet fixed
si; sj with i ¼ 1; 2; . . .nN � rN ; j ¼ 1; 2; . . .nD� rD, that is

rank o
okN;l

N si;KNð Þ
h i

i¼1;2;...nN
l¼1;2;...rN

¼ nN

rank o
okD;l

D sj;KD

� ffih i
j¼1;2;...nD
l¼1;2;...rD

¼ nD

ð4Þ

Then the following conditions must hold: As indicated above, the number of
prescribed poles, nD, and zeros, nN , must be less or equal to the number of
corresponding free parameters to obtain a solvable matching problem. Moreover,
if one needs to enable shifting the rest of the spectrum to the left, some parameters
might not be bounded with desired position of roots, hence

0� nD\rD; 0\nN\rN ð5Þ

where DnD ¼ rD � nD;DnN ¼ rN � nN serve for adjusting the rightmost real parts
of the rest of spectra. Naturally, the number of all desired solutions can not exceed
the number of all free parameters, which gives rise to

nD þ nN\r ð6Þ

In addition, the model has to be strictly proper, i.e.

nD\nN ð7Þ

Conditions (5)–(7) ought to be taken into account when designing the finite-
dimensional model.
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4 PPSA Strategies

Three possible revised modifications of the PPSA follows. A thorough algorithm
description is consequently supported by its vague explanation and discussion in
all three cases. Let is use these notations in the algorithms: K ¼ KN [KD where
numerator coefficients of GðsÞ read KN ¼ KNnD [KND with

rND ¼ KND

�� �� ¼ KN \KDj j; rNnD ¼ KNnD
�� �� ¼ KNnKND

�� ��, whereas denominator

ones analogously are KD ¼ KDnN [KND with rDnN ¼ KDnN
�� �� ¼ KDnKND

�� ��. Sim-
ply, rN ¼ rNnD þ rND; rD ¼ rDnN þ rND.

Algorithm 1 (PPSA strategy 1: ‘‘Poles First Independently’’)
Input. Closed-loop reference-to-output transfer function G sð Þ with rNnD [ 0.

Step 1. Set nD ¼ rD � 1, thus DnD ¼ rD � nD ¼ 1. (Or just select nD\rD as
high as desirable).

Step 2. Verify that there can exist a non-negative number nN satisfying

0� nN\min nD; rNnD
� �

ð8Þ

If (8) holds, fix nN and go to Step 3; otherwise, set nD ¼ nD þ 1. If
nD\minfrD; rNnD þ 1g, i.e. nD\rD and nD� rNnD, go to Step 2, else terminate the
procedure (a solution does not exist).

Step 3. Choose a simple matching model of a stable finite-dimensional system
with the numerator of degree nN , the denominator of degree nD and the unit static
gain governed by the transfer function GmðsÞ. The model can be prescribed e.g.
according to the desired dynamic behavior of the feedback loop. Its poles and
zeros are referred as ‘‘prescribed’’ below.

Step 4. Set a part of the spectrum of poles via the number nD of coefficients
from the set KD into the prescribed positions while the rest of denominator
parameters are chosen arbitrarily. If these poles are dominant, initialize the counter
of currently shifted poles as nsp ¼ nsp;m þ nsp;opt ¼ nD þ 1 where nsp;m ¼ nD and
nsp;opt ¼ 1. If not, then nsp ¼ nsp;m þ nsp;opt ¼ nD; nsp;m ¼ nD; nsp;opt ¼ 0.

Step 5. Check that (4) holds for the number nsp of the rightmost poles and KD. If
not, go to Step 4 and reset the initial assignment; otherwise, shift the number nsp;m

of the rightmost feedback system poles towards the prescribed locations (i.e., keep
in the close proximity of them), e.g. using the QCSA, whereas the number nsp;opt of
poles is pushed to the left. If necessary, increase nsp;opt ) nsp. If nsp ¼ rD and/or
the shifting is no more successful, go to Step 6.

Step 6. If all nsp;m poles are dominant, go to Step 7. Otherwise, select a suitable
cost function UPðKDÞ reflecting the distance of dominant poles of GðsÞ from
prescribed positions and the spectral abscissa. Minimize UPðKDÞ starting with
results from Step 5 (using e.g. an advanced iterative algorithm, [11–13]). Fix KD.

Step 7. Place a part of the spectrum of zeros of G sð Þ using the number of nN

coefficients from the set KNnD into the prescribed positions and the remaining
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parameters in KNnD are chosen arbitrarily. If these zeros are dominant, initialize
the counter of currently shifted zeros as nsz ¼ nsz;m þ nsz;opt ¼ nN þ 1 where
nsz;m ¼ nN and nsz;opt ¼ 1; otherwise, set nsz ¼ nsz;m þ nsz;opt ¼ nN ;
nsz;m ¼ nN ; nsz;opt ¼ 0.

Step 8. Check that (4) holds for the number nsz of the rightmost zeros of G sð Þ
and for current values of KNnD. If it is approved, nsz;m zeros are to be incessantly
moved to the prescribed positions whereas nsz;opt zeros are pushed to the left. If
necessary, increase nsz;opt ) nsz. If nsz ¼ rNnD and/or the shifting is no more
successful, go to Step 9.

Step 9. If all nsz;m zeros are dominant, the algorithm is finished. Otherwise,
select a suitable cost function UZðKNnDÞ reflecting the distance of dominant zeros
of GðsÞ from prescribed positions and the spectral abscissa. Minimize UZðKNnDÞ
with initial setting of KNnD obtained from Step 8.

Output. The vector of controller parameters K ¼ KNnD [KD, positions of the
rightmost poles and zeros and the spectral abscissae.

The above presented strategy of the PPSA places the feedback poles to the
desired positions first, and consequently, transfer function numerator parameters
not included in the numerator serve as tuning tool for inserting zeros to the desired
loci. Thus, zeros are placed independently from poles by means of KNnD. In both
the cases, the rest of the spectrum is pushed to the left as far as possible to
minimize the spectral abscissa. If this quasi-continuous shifting is not successful, a
trade-off between the zeros/poles matching task and the spectral abscissa is opti-
mized. Note that condition (8) stem from (5) and (7) while (6) always holds for this
strategy.

In fact, the QCSA or a shifting technique presented in [14] enables to shift a
conjugate pair of roots along the real axis using a single controller parameter, i.e. it
is possible to write nsp;m þ nsp;opt;R þ nsp;opt;C � rD and nsz;m þ nsz;opt;R þ
nsz;opt;C � rNnD where a subscript R denotes real roots whereas C means complex
conjugate pairs.

If rDnN [ 0, it is possible to apply the strategy reversely, i.e. to set zeros first
and, afterwards, to place poles. However, the presented variant prefers poles since
they affect the system dynamics more significantly.

Let us present now another (a simpler) strategy combining both, the poles and
zeros matching, under one procedure.

Algorithm 2 (PPSA strategy 2: ‘‘Poles and Zeros Together’’)
Input. Closed-loop reference-to-output transfer function G sð Þ.

Step 1. Set nD ¼ rD � 1, or just select nD\rD as high as desirable.
Step 2. Verify that there exists a non-negative number nN satisfying

0� nN\min nD; r � nD; rNð Þ ð9Þ

If (9) holds, fix nN and go to Step 3; otherwise, set nD ¼ nD � 1. If
rD [ nD�max r � nD; rNf g, go to Step 2; contrariwise, a solution does not exist.
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Step 3. Choose a simple model GmðsÞ of a stable finite-dimensional system with
the numerator of degree nN , the denominator of degree nD, the unit static gain and
prescribed (desired) zeros and poles.

Step 4. Set finite subsets of both the spectra, poles and zeros, via the number nD

of coefficients from the set KD and by means the number nN of coefficients from
the set KN , respectively, into the prescribed positions of Gm sð Þ while the rest of
parameters from K are chosen arbitrarily. If all these poles are dominant, initialize
the counter of currently shifted poles as nsp ¼ nsp;m þ nsp;opt ¼ nD þ 1 where
nsp;m ¼ nD and nsp;opt ¼ 1; otherwise, nsp ¼ nsp;m þ nsp;opt ¼ nD; nsp;m ¼ nD;
nsp;opt ¼ 0. Similarly for zeros, if they are the rightmost ones, set
nsz ¼ nsz;m þ nsz;opt ¼ nN þ 1; nsz;m ¼ nN ; nsz;opt ¼ 1; in the contrary, nsz ¼ nsz;mþ
nsz;opt ¼ nN ; nsz;m ¼ nN ; nsz;opt ¼ 0.

Step 5. Check that (5) holds for the number nsp of the rightmost poles and KD,
and for nsz dominant zeros along with KN . If not, go to Step 4 and reset the initial
assignment; otherwise, shift mutually the number nsp;m and nsz;m rightmost feed-
back system poles and zeros, respectively, towards the prescribed locations the
number nsp;opt and nsz;opt of poles and zeros, respectively, is pushed to the left along
the real axis. If necessary, increase nsp;opt ) nsp and/or nsz;opt ) nsz. If nsp;m þ
nsp;opt;R þ nsp;opt;C � rD and nsz;m þ nsz;opt;R þ nsz;opt;C � rN and nsz;m þ nsp;m þ
nsp;opt;Cþ nsz;opt;R þ nsz;opt;C � r, or the shifting is no more successful, go to Step 6.

Step 6. If all nsp;m poles and nsp;z zeros are dominant, the procedure is finished.
Otherwise, select a suitable cost function UðKÞ reflecting the distance of dominant
poles and zeros of GðsÞ from prescribed positions and spectral abscissae of both
the spectra. Minimize UðKÞ starting with results from Step 5.

Output. The vector of controller parameters K, positions of the rightmost poles
and zeros and the spectral abscissae.

The methodology is useful in case rNnD ¼ 0 (and/or rDnN ¼ 0). Roughly
speaking to summarize it, poles and zeros are moved simultaneously over a
common set K of adjustable parameters, therefore their positions are not inde-
pendent to each other.

A trade-off between Algorithm 1 and Algorithm 2 can be done by a procedure
when only a subset KND;D � KND is dedicated to poles while a subset KND;N �
KND is given to zeros to be modified, where KND;D \KND;N ¼ ;. Hence, these

disjunctive sets provide a certain kind of independency.
The last conceivable strategy consists in the accurate setting of a part of the

spectrum of zeros, which results in that some parameters from KN are dependent to
others, and consequently, find the optimal setting of independent parameters by
strategies from Algorithm 1 or Algorithm 2. This idea, however, does not guar-
antee the dominancy of the placed zeros.

Due to the limited space, these two strategies mentioned above will be a topic
of any of our future papers.
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5 Illustrative Example

A very concise demonstrative example follows to provide the reader with the idea
of control of TDS and the PPSA.

In [15] a mathematical model of a skater on the swaying bow, which represents
an unstable TDS system, was introduced, and a corresponding controller designed
in the RMS ring was derived in [16]. The eventual reference-to-output transfer
function reads

G sð Þ ¼ bbQ sð Þ
sþ m0ð Þ4mQ sð Þ

exp � sþ #ð Þsð Þ

bQ sð Þ ¼ b q3s3 þ q2s2 þ q1sþ q0
� ffi

sþ m0ð Þ4þp0m4
0s2 s2 � a exp �#sð Þ
� ffi

mQ sð Þ ¼ s2 s2 � a exp �#sð Þ
� ffi

s3 þ p2s2 þ p1sþ p0
� ffi

þ b exp � sþ #ð Þsð Þ q3s3 þ q2s2 þ q1sþ q0
� ffi

ð10Þ

where delays s; #� 0 stand for the skater’s and servo latencies, respectively, b,
a are real plant parameters. Note that the spectral assignment for the polynomial

factor sþ m0ð Þ4;m0 [ 0 is trivial, then the goal is to find unknown parameters of
mQ sð Þ. To cancel the impact of the quadruple real pole s1 ¼ �m0 to the feedback
dynamics, it must hold that m0 � �a Kð Þ where a Kð Þ expresses the spectral
abscissa of the quasipolynomial factor. Hence, we have K ¼ p2; p1; p0; q3;f
q2; q1; q0g with KND ¼ q3; q2; q1; q0; p0f g; KNnD ¼ ;; KDnN ¼ p2; p1f g; KN ¼
KND; KD ¼ K, that is r ¼ rD ¼ 7; rND ¼ rN ¼ 5; rNnD ¼ 0; rDnN ¼ 2. Let us fol-
low Algorithm 2 which is suitable in this case since rNnD ¼ 0 and hence Algorithm
1 can not be used.

We attempt to set nD ¼ 2, then the conditions (9) reads 0� nN\2; therefore, let
nD ¼ 1 and consider the model

Gm sð Þ ¼ b1sþ b0

s2 þ a1sþ a0
¼ k

s� z1

s� s1ð Þ s� �s1ð Þ ð11Þ

According to the desired dynamic properties, we prescribe a zero z1 ¼ �0:18 and a
complex conjugate pair of poles s1 ¼ �0:1þ 0:2j. Since the initially place roots
are not dominant with abscissas for poles and zeros as aP Kð Þ ¼ 0:8959 and
aZ Kð Þ ¼ �0:1373, respectively, set nsp ¼ 2; nsz ¼ 1 and perform Steps 5-6 of the
PPSA by means of the QCSA.

In Figs. 1 and 2 distances of the rightmost poles pair r and the zero f from the
prescribed ones are displayed, and the evolution of K during the quasi-continuous
shifting is provided in Fig. 3.

Further, the SOMA is used to minimize the cost function U Kð Þ ¼ r1 � s1j j þ
f1 � z1j j þ 0:01ar;P Kð Þ þ 0:01ar;Z Kð Þ where ar;P Kð Þ, ar;Z Kð Þ mean the spectral

abscissa of the rest of poles and zeros, respectively. It is worth noting that the

24 L. Pekař and P. Navrátil



optimization yields only a slightly improvement giving the eventual spectra and
the parameters set as in (12). However, final poles and zeros positions are quite far
from the desired ones, which proves the fact about TDS that the desired spectrum
can not be chosen arbitrarily in general.

XP;opt ¼ �0:1158� 0:0674j;�0:1161� 5:1163j;�0:1211� 1:2103j,. . .f g
XZ;opt ¼ �0:1801;�0:2247� 0:1032j;�0:7607;�2:817� 8:1939j,. . .f g

Kopt ¼ 5235:169; 9829:219; 1060:87; 78:2405; 30:9684; 1:763; 947:517½ 	T

ð12Þ

Fig. 1 Evolution of r1 � s1j j
using the PPSA with QCSA

Fig. 2 Evolution of f1 � z1j j
using the PPSA with QCSA
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Fig. 3 Evolution of K using the PPSA with QCSA
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6 Discussion

Let us now present some ideas how to modify, extend or improve the PPSA,
regarding computation acceleration, shifting strategies, model selection etc.

Considering these aspects in the chronological order according to the running of
Algorithm 1 or Algorithm 2, we can start with the selection of a finite-dimensional
matching model. In the example above, it is supposed that the feedback dynamics
is primarily given by positions of the rightmost poles and zeros where the model is
found from the desired maximum overshoot, time-to-overshoot and the relative
dumping. Naturally, other strategies how to prescribe the model (with corre-
sponding roots) can be adopted. Moreover, the dominancy of the roots can be
evaluated in a different way, e.g. in [14], the method based on the ‘‘weights’’ of
modes of the impulse response was presented.

The initial shifting, convergence and the speed of the PPSA may be improved
by the use of other ‘‘approaching’’ strategies, e.g. only roots of the same type (real,
complex) are approaching to each other, or by thorough consideration that a
complex conjugate pair means two separate roots instead of one (as it used here).

Last but not least another optimization procedures can be utilized in, e.g. the
well-known and efficient NM algorithm [13] or some of many modern evolu-
tionary or genetic algorithms. In fact, computationally the most time-consuming
operation is the finding of the spectrum; hence the aim is to minimize the number
of these spectral evaluations. For instance, it would be desirable to parallelize an
existing spectrum-searching procedure and to utilize distributed computations on
graphical cards, e.g. Compute Unified Device Architecture (CUDA) or Open
Computing Language (OpenCL).

7 Conclusion

It is always difficult to tackle optimal or suboptimal control design or controller
tuning for TDS. The presented paper has summarized and revised the basic
principles of the PPSA which is based on quasi-continuous feedback poles and
zeros shifting to the described dominant ones according to a selected finite-
dimensional feedback model. The semi-finite result from the shifting has been then
improved by an optimization procedure. Two possible PPSA strategies have been
introduced and discussed, and the explanation has been supported by an illustrative
example. In the future research, the other possible strategies will be analyzed and,
moreover, the two presented ideas will be tested, compared and enhanced by tools
discussed in this paper. Hence, the reader is kindly asked to participate on the
future research, with the accent to provide us with the computational and pro-
gramming support, to benchmark and verify the discussed ideas.
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Abstract This paper introduces process planning, scheduling and optimization in
warehouse environment. The leading companies of the logistics warehouse
industry still do not use planning and scheduling by automatic computer methods.
Processes are planned and scheduled by an operational manager with detailed
knowledge of the problem, processed tasks and commodities, warehouse layout,
performance of employees, parameters of equipment etc. This is a quantum of
information to be handled by a human and it can be very time-consuming to plan
every process and schedule the timetable. The manager is usually also influenced
by stress conditions, especially by the time of holidays when everyone is making
supplies and the performance of the whole warehouse management goes down.
The main contribution of this work is (a) to introduce the novel automatic method
for optimization based on the evolutionary method called genetic programming,
(b) to give a description of a tested warehouse, and (c) to show the metrics for
performance measurement and to give a results which states the baseline for
further research.

Keywords Genetic programming � Logistics � Optimization � Scheduling

J. Karasek (&) � R. Burget � L. Povoda
Faculty of Electrical Engineering and Communication, Department of Telecommunications,
Brno University of Technology, Technicka 12, 616 00 Brno, Czech Republic
e-mail: karasekj@feec.vutbr.cz
URL: http://vutbr.cz/en/; http://splab.cz/en/

R. Burget
e-mail: burgetrm@feec.vutbr.cz

L. Povoda
e-mail: xpovod00@stud.feec.vutbr.cz

R. Silhavy et al. (eds.), Modern Trends and Techniques in Computer Science,
Advances in Intelligent Systems and Computing 285, DOI: 10.1007/978-3-319-06740-7_3,
� Springer International Publishing Switzerland 2014

29



1 Introduction

The processes which come under operational level management competences such
as planning and scheduling of daily routine tasks are important parts of everyday
decision making. When these problems are handled in a big company with hun-
dreds of employees, they become more and more complex. Furthermore, the
complexity of the problem may arise from various sources, such as attributes
related to performance of employees and attributes which describe the equipment,
logistic warehouse and commodities layout, processed tasks, sub-tasks, and others.
In a nutshell, the problem often becomes so complex that it is very difficult or
nearly impossible to solve it only by skilled operational manager or any kind of
mathematical programming method. By the time of writing this paper, the leading
companies of the logistics and warehousing industry still have not used automated
methods for process planning and scheduling.

The main aim of this paper lies (a) in introduction of the novel automatic
method for process planning and scheduling based on genetic programming
algorithms, (b) in description of a tested logistic warehouse, and (c) in introduction
of the metrics for performance measurement and the initial results as reference
points for further research with a more detailed view on one single example where
the performance of the automated system has been proved to surpass the human
operator. The main contribution of this paper is to help community dealing with
logistics and warehouse optimization to set the baseline results for further
development and joint research in the considered problem domain and to provide
the metrics for performance measurement.

The rest of the paper is organized as follows. Section 2 deals with the work
related to the problem considered in this paper. Similar problems and methods
dealing with process planning and scheduling are discussed there. Section 3
describes in a nutshell a novel automatic method based on a genetic programming
algorithm. Section 4 describes the standard layout of the logistic warehouse center
which is also used as the reference point for further research. Section 5 describes a
simple metrics for progress measurement, results of an operational manager, and
results reached by a proposed system. Furthermore, this section also briefly
describes an example where the proposed system has reached better results than
the operational manager. The paper is concluded with Sect. 6.

2 Related Work

The problem of process planning and scheduling in logistic warehouses described
in this paper deals with complex optimization of logistic warehouses and distri-
bution centers. The problems addressed within the logistic warehouse optimization
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deal mostly with the optimization of some part of the logistic warehouse, such as
design of warehouse layout, design of receiving and shipping areas and design of
other parts of the logistic warehouse. The products handled in the warehouse are
also quite often subject to optimization—the optimization deals with product
grouping, classing, and zoning. For more information see [1, 2].

There are two basic approaches to solving the warehouse optimization problem
regarding process planning and scheduling. The first approach, commonly used
when the problem is not so complex, are methods of mathematical programming
[3]. The second approach uses heuristic methods. In the past, a lot of heuristic
methods were used to solve the considered problem such as shifting bottleneck,
dispatching rules, simulated annealing [4], particle swarm optimization [5] and/or
tabu search [6]. The biggest group of algorithms used is Evolutionary Algorithms
(EA) [7]. Genetic algorithms (GA), one of the biggest part of EAs, have dem-
onstrated their potential for solving difficult optimization problems, and they have
proved to be very efficient and adaptive solutions for complex problem solving.

3 Optimization Method

The GA showed potential for problem solving in difficult and complex situations
which require a certain demand of adaptability and robustness. The problem of
using GA is that in the case of this work the structure of chromosome is not given
by any prescription. Therefore, the Genetic Programming (GP) as an optimization
method has been chosen instead of GAs. The GP has demonstrated the same or
even better potential than GAs and in addition to that the GP algorithm is able to
design the structure of chromosome automatically. In recent years, GP algorithms
have been successfully applied in many problem domains, where the algorithms
were creating relatively complex problem solutions or whole automated systems.
For instance, in the paper [8] the GP was successfully used for creation of the
image detector that is able to detect relatively complex objects in noisy ultrasound
data, in another work [9] the GP was used to select optimal features to classify
emotions in textual data, and in [10] the GP driven by the context-free grammar
was used to design a non-cryptographic hash.

Figure 1 shows the proposed GP algorithm which represents the computational
core of the proposed automated system. The input of the algorithm consists of two
basic parts. The first part of input is a buffer of all tasks waiting to be processed.
The task in this context is perceived as one complete assignment given to the
employee by the manager, e.g. a process of commodity storing can be considered a
task. This task consists of several independent activities, so-called jobs. The
concrete jobs for the mentioned task are (a) folding (the commodity from truck),
(b) transfer (the commodity to the target coordinates in the warehouse), and (c)
storing (the commodity to the rack). The second input is a set of employees who
are able to process the tasks and their assigned equipment. Logical structure of the
system is depicted in Fig. 2.
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Figure 2 represents inputs (task buffer, employees, and vehicles). The smallest
logical structure of the proposed algorithm is a gene. A gene, in fact, is represented
by a work-plan of employee. In the system there are as many work-plans as
employees. The work-plans are filled automatically and randomly with tasks from
the task buffer. All tasks waiting in the buffer to be processed have to be assigned
to employee’s work-plan. The work-plans form a chromosome and this is actually
how the chromosomes are created. It is a completely random initialization process.
Figure 2 also shows how the fitness function is calculated. The fitness value is
determined as a finished time of the last task in a chromosome.

The evolution process is controlled by several parameters such as population
size, number of generation, probabilities of evolutionary operators—a number of
individuals who are copied to a new population elitism, probability of mutation
operators application—path mutation rate, and task order mutation rate, a
parameter which tells the evolution process to remove duplicities and the
operator of decimation which holds the number of individuals under the pre-
scribed level.

The whole evolution process is divided into several parts. Before the evolution
process starts, the initial population has to be created as described in one of the
previous paragraphs. When the initial population is created, the evolution process
can run. The first step of evolution is to maintain the level of the best individuals in
the population. This prevents the process from a decreasing tendency in the
meaning of the best candidate solution. This process is called elitism, and a certain
number of individuals Re of the previous population is simply copied to a new
population. In the case of this work Re ¼ 1. The second step is to apply genetic
operators. First is the path mutation operator which is applied with the rate
Rpm ¼ 30 %. It means that 30 % of population will be mutated by path mutation.
The second operator is the task order mutation which is applied with the rate
Rto ¼ 30 %. At this point the fitness value is calculated for all new individuals.
When the genetic operators have been applied the algorithm can continue with
duplicity removing and decimation of population, which secures the permanent
number of individuals in the population. After this control processes the stop
criterion is checked. If the stop condition is true, the evolution process is at the end
and the best individual is stated as a solution. If the stop condition is false, the
evolution process continues with next evolution step. The pseudo algorithm of the
evolution process is described below.
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method Output Evolution (PopulationSize, EvolutionSteps)
var

Double R_pm = 0.3; %rate of path mutation
Double R_to = 0.3; %rate of task order mutations

begin
Population <- InitializePopulation(PS);
EvaluatePopulation(Population);
for (i = from 1 to ES)

if (isPathMutationApplied) then
n individuals <- Select(Population,R_pm);
for (j = from 1 to n)

Population <- PathMutation(get j from n);
endfor

endif
if (isTaskOrderMutationApplied) then

n individuals <- Select(Population,R_to);
for (j = from 1 to n)

Population <- TaskOrderMutation(get j from n);
endfor

endif
endfor
Return GetBestIndividual(Population);

end
end.

3.1 Path Mutation

Path Mutation (Fig. 3a) is the first genetic operator designed for the purpose of this
work. This kind of mutation is the simplest operator and its purpose is to change
the path used to process a specific task (e.g. transportation of a pallet). The
advantage of this operator lies in changing the path, especially when the collision
of two vehicles is very probable or the lane between racks is under congestion.

The example in Fig. 3a shows how the operator works. Rpm percent of chro-
mosomes is selected. First, the work-plan is selected at random in a chromosome,
in this case it is work-plan no. 3. Second, the task is selected at random in the
work-plan, in this case it is task no. 4, because it is only one in the work-plan.
Then, the path mutation is applied and the transportation path is changed.
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3.2 Task Order Mutation

The Task Order Mutation (Fig. 3b) is the second genetic operator designed. This
operator is also quite simple, and its aim is to shuffle the tasks in the work-plan.
This operator can show its advantage especially when the first task in the work-
plan looks to be quite distant and it is more logic to process a closer task and then
go further and further and process more distant tasks. The example in Fig. 3b
shows how the operator works. Rto percent of chromosomes is selected. First, the
work-plan is selected at random (work-plan no. 2). Then two tasks are randomly
swapped, in this case there are only two tasks, so they are swapped.

4 Warehouse Layout

The reference warehouse described is based on a real-world situation. The ware-
house is represented in Fig. 4 and it consists of several parts, such as: (a) trucks
importing and exporting commodities; (b) receiving and shipping areas; (c)
warehouse gates, in this example these gates are bi-directional (in/out traffic); (d)
offices of employees; (e) hand pallet trucks (able to operate with shelves at level 0,
level 0 represents the floor); (f) a low forklift truck (operates with shelves at levels
0–2); (g) a high forklift truck (operates with shelves at levels 0–9); (h1�hn)
stationary racks in the warehouse, with shelves 0–9 for commodity storing, in this
example n = 10; (i) a lane between racks and other warehouse space for com-
modity manipulation as receiving, packing, checking and others.

The warehouse is in fact described by three coordinates {x, y, z}. In the ref-
erence model, 10 columns of racks are in the warehouse. Each column has 19
racks standing next to each other and every rack has 10 shelves one above another
to store pallets (0 indicates standing on the floor). The coordinate z which repre-
sents the level of shelves is not considered in this example, so the reference model
of warehouse is represented as a two dimensional matrix. The warehouse space (i)
is divided into x equal sized cells, where the cell size was chosen in view of the
fact that it coincided with the largest dimensions of the truck (g). The speed is
the most important parameter of vehicles and it is a central parameter of the time
simulation when moving commodities through the warehouse. Time delay with
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the imposition of the floor rack is now negligible. This implies that the speed of the
vehicle has in this basic benchmark the most significant impact on the time of
processing of the whole task buffer. The time of processing was chosen as the only
fitness criterion in the work presented in this paper.

5 Results and Discussion

The benchmark was created as follows. First, the data from the warehousing
company with which we cooperate under the terms of this project were obtained.
Since the project is still in progress, the company must not be named because of
license conditions of the contract. The data were selected according to the fully
occupied time, which is the time before Christmas. During this period of time the
operational manager who plans work for employees is influenced by stress con-
ditions and is tired more than in any other season of the year. The data obtained
were processed and simple scenarios were extracted. These simple scenarios put
together two sets of benchmarks, 10 scenarios each. How these simple scenarios
are processed is designed originally by operational manager as a reference point
for results obtained by the proposed GP algorithm.

Each set of benchmarks consists of 10 simple warehouse scenarios. The first 10
scenarios contain from 2 to 4 employees with associated equipment. Special
competences of employees are not considered in these scenarios. The first con-
dition is that each employee is equipped only with a hand pallet truck. The speed
of the hand pallet truck is set to 2 s.u. [speed units]. This type of truck was chosen
with respect to that all kinds of warehouses contain this truck. The second con-
dition is that each employee has his own simple task which has to be fulfilled from
the very beginning to the end. And the third condition is that collisions of trucks,
the performance of employees and the distance of employee and task are not taken
into account when calculating the processing time. These scenarios are in fact only
simplified scenarios from the second benchmark set.

……………..
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The second 10 scenarios consist of simple situations extracted from ware-
housing data, and at least one truck is a low forklift truck. The low forklift truck
speed is set to 8 s.u. [speed units], so the scenarios are processed differently. The
tasks in each scenario can be finished in different time, which implies that the
collisions between the trucks can arise, e.g. Set 1 Scenario 1 was processed by
employee with truck no. 1 (hand pallet), but now the truck no. 1 is low forklift
truck. The speed units are used because the trucks have been standardized to two
groups according to its type and employee performance.

The fitness function is calculated as follows. The final task of processing is
given by the time when the last task in the scenario is finished. The time of
processing each task is T ¼ S=R, where T stands for the time of processing the task
in t.u. [time units], S stands for the path length given in the number of cells in the
warehouse which has to be exceeded when the truck is moving the commodity
[cells], and R stands for the truck speed in s.u. [speed units].

5.1 Experimental Results

The first experimental results are shown in Table 1. While the arrow oriented to
the upper row represents an increase in performance, the arrow oriented to the
lower row represents a decrease in performance. The arrow oriented to the right
shows the same performance level as that of the warehouse operational manager.

Table 1 left part, shows that the automated process of optimization reached
comparable results to the operational manager. It is obvious that neither both the
operators nor their combination reached the same or better results than the man-
ager in all cases, but the first results can be considered comparable. Scenarios 1, 2,
4, 5, and 7 show the same level of performance as the manager, scenarios 8, 9, and
10 show better performance, and scenarios 3 and 6 show that the proposed
algorithm failed in these cases. Table 1, right part provides little more interesting

Table 1 Results of benchmark set 1 and benchmark set 2

# Manager Optimization by GP algorithm # Manager Optimization by GP algorithm

Op.1 Op.2 Op.1&2 Op.1 Op.2 Op.1&2

01 13.00 15.50 & 13.00 ! 13.00 ! 11 08.00 11.50 & 08.00 ! 08.00 !
02 16.50 16.50 ! 16.50 ! 16.50 ! 12 14.00 14.50 & 14.50 & 14.50 &
03 13.00 28.50 & 28.50 & 28.50 & 13 13.00 15.50 & 13.88 & 14.63 &
04 16.50 16.50 ! 18.50 & 16.50 ! 14 14.00 12.50 % 12.25 % 12.25 %
05 12.50 12.50 ! 12.50 ! 12.50 ! 15 11.00 11.00 ! 11.00 ! 11.00 !
06 14.50 26.50 & 26.50 & 26.50 & 16 14.50 16.50 & 15.00 & 15.00 &
07 15.00 15.00 ! 15.00 ! 15.00 ! 17 15.00 11.50 % 11.50 % 11.50 %
08 09.00 08.00 % 08.00 % 08.00 % 18 08.50 08.00 ! 08.00 ! 08.00 !
09 13.00 13.00 ! 12.50 % 14.00 & 19 13.00 12.50 % 12.00 % 12.00 %
10 16.50 16.00 % 16.00 % 16.00 % 20 16.50 12.13 % 13.00 % 12.13 %
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results, because these scenarios also use a low forklift truck. Scenarios 11, 15, and
18 show the same level of performance as the manager, scenarios 14, 17, 19, and
20 show the performance increase, and scenarios 12, 13, and 16 show the per-
formance decrease, but not that significantly as in the first set of benchmarks.
Especially scenarios 3 and 6 from the first set of benchmarks will be subject to
further testing and improving of the designed system.

5.2 Concrete Example of Scenario

The benchmark scenarios represent pieces of work-plans from historical data of
the real logistic warehouse. One of these pieces is described in more details in the
following text. The scenario is from the Christmas period when the operational
manager is influenced by stress conditions and even a quite simple example can be
designed in a non-optimal way. The scenario as it was designed by the operational
manager is shown in Fig. 5a and the scenario designed by automated system is
depicted in Fig 5b. The scenario contains three trucks (two hand trucks, one low
forklift truck) associated to employees, and three pallets to store.

Figure 5a shows how the operational manager solve the situation in warehouse.
The operational manager sends each employee (marked as A, B, and C) to manage
one task (pallets are marked as 1, 2, and 3). Employee A processes pallet 1, paths
of employee A are depicted by solid lines. Employee B processes pallet 2, paths of
employee B are depicted by dashed lines, and employee C processes pallet 3, paths
of this employee are depicted by dotted lines. The total time of this scenario is
16.50 t.u. (see Table 1 scenario 20). Total time is computed as a time when the last
task (pallet in this case) has been processed.

Figure 5b shows how the proposed automated method solve the situation in
warehouse. The resulting system distributed tasks also into three work-plans. In
this case, the tasks of employee A and employee B have been switched. Employee
A processes pallet 2, paths of employee A are depicted by solid lines. Employee B
processes pallet 1, paths of employee B are depicted by dashed lines, and
employee C processes pallet 3 with no change. Because the employee A has
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associated truck with higher speed, it is better to process the more distant tasks.
Therefore, the whole scenario is processed in 12.13 t.u. (see Table 1 column Op.
1&2). This looks like almost unimportant optimization, but it is only a small part
of the huge and complex unit of work (e.g. a few minutes of the day in a ware-
house). So, if the scenario like this is optimized just a little bit every few minutes,
the total cost and the time of processing can be reduced.

6 Conclusion

In this paper a novel job-shop scheduling problem has been introduced, including
the benchmark definition and baseline results reached by the genetic programming
algorithms with support of the operational manager domain knowledge. This work
was encouraged by a demand from the logistic distribution and warehousing
industry and was created with the help and intensive consultation with experts
involved in the logistic warehouse process optimization for many years. In total,
20 benchmark scenarios were created, each of them has multiple tasks with dif-
ferent optimization problems. The aim of this work is to set a common platform for
collaborative research of the logistic warehouse process scheduling and to help
solve the problem automatically or to simplify decision process.
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Abstract This paper presents a new approach to solve the Software Project
Scheduling Problem. This problem is NP-hard and consists in finding a worker-
task schedule that minimizes cost and duration for the whole project, so that task
precedence and resource constraints are satisfied. Such a problem is solved with an
Ant Colony Optimization algorithm by using the Max–Min Ant System and the
Hyper-Cube framework. We illustrate experimental results and compare with other
techniques demonstrating the feasibility and robustness of the approach, while
reaching competitive solutions.
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1 Introduction

In this paper, we present a new approach to the Software Project Scheduling
Problem (SPSP), which consists in finding a worker-task schedule that minimizes
cost and duration for the whole project, so that task precedence and resource
constraints are satisfied [2]. This problem is known to be NP-hard, being difficult
to solve it by a complete search method in a limited amount of time. We propose
then to solve the problem with Ant Colony Optimization (ACO) [10], in particular
with the Max–Min Ant System and the Hyper-Cube framework [12, 13]. ACO is a
probabilistic method, inspired from the behavior of real ant colonies searching for
food. Ants initially explore at random, but once food is found they return to the
colony leaving a pheromone trail, which can therefore be followed by other ants to
reach the food quickly. The Max–Min Ant System is a popular variation of the
classic ACO algorithm which we tune with the ACO Hyper-Cube (ACO-HC). This
combination allows one to automatically handle the limits of pheromone values by
a modification in the update pheromone rule, resulting in a more robust and easier
algorithm to implement [14]. We illustrate encouraging experimental results where
our approach noticeably competes with other well-known optimization methods
reported in the literature.

This paper is organized as follows. In Sect. 2 presents the definition of SPSP, in
Sect. 3 presents a description ACO-HC for SPSP. In its subsection presents the
construction graph, pheromone update rules, and the heuristic information. In
Sect. 4 presents the experimental results, The conclusions are outlined in Sect. 5.

2 The Software Project Scheduling Problem

The software project scheduling problem is one of the most common problems in
managing software engineering projects [16]. It consists in finding a worker-task
schedule for a software project [3, 18]. The most important resources involved in
SPSP are; the tasks, which is the job needed for completing the project, the
employees who work in the tasks, and finally the skills.

Description of Skills: As mentioned above, the skills are the abilities required
for completing the tasks, and the employees have all or some of these abilities.
These skills can be for example: design expertise, programming expert, leadership,
GUI expert. The set of all skills associated with software project is defined as
S = {s1, …, s|S|}, where |S| is the number of skills.

Description of Tasks: The tasks are all necessary activities for accomplishing
the software project. These activities are for example, analysis, component design,
programming, testing. The software project is a sequence of tasks with different
precedence among them. Generally, we can use a graph called task-precedence-
graph (TPG) to represent the precedence of these tasks [5]. This is a non-cyclic
directed graph denoted as G(V, E). The set of tasks is represented by
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V = {t1, t2, …, t|T|}. The precedence relation of tasks is represented by a set of
edges E. An edge (ti, tj) 2 E, means ti is a direct predecessor task tj. Consequently,
the set of tasks necessary for the project is defined as T = {t1, …, t|T|}, where |T| is
the maximum number of tasks. Each task has two attributes: tj

sk is a set of skills for
the task j. It is a subset of S and corresponds to all necessary skills to complete a
task j, tj

eff is a real number and represents the workload of the task j.
Description of Employees: The problem is to create a worker-task schedule,

where employees are assigned to suitable tasks. The set of employees is defined as
EMP = {e1, …, e|E|}, where |E| is the number of employees working on the
project. Each employee has tree attributes: ei

sk is a set of skills of employee
i. ei

sk ( S, ei
maxd is the maximum degree of work. it is the ratio between hours for

the project and the workday. ei
maxd 2 [0, 1], if ei

maxd = 1 the employee has total
dedication to the project, if the employee has a ei

max less that one, in this case is a
part-time job, ei

rem is the monthly remuneration of employee i.
Model Description: The SPSP solution can be represented as a matrix

M = [E 9 T]. The size |E| 9 |T| is the dimension of matrix determined by the
number of employees and the number of tasks. The elements of the matrix
mij 2 [0, 1], correspond to real numbers, which represent the degree of dedication
of employee i to task j. If mij = 0, the employee i is not assigned to task j. If
mij = 1, the employee i works all day in task j.

The solutions generated in this matrix M are feasible if they meet the following
constraints. Firstly, all tasks are assigned at least one employee as is presented in
Eq. 1. Secondly, the employees assigned to the task j have all the necessary skills
to carry out the task, it is presented in Eq. 2.

XEj j

i¼1

mij [ 0 8j 2 f1; . . .; Tg ð1Þ

tsk
j �

[

i mij [ 0j
esk

i 8j 2 f1; . . .; Tg ð2Þ

We represent in Fig. 1a an example for the precedence tasks TPG and their
necessary skills tsk and effort teff. For the presented example we have a set of
employees EMP = {e1, e2, e3}, and each one of these have a set of skills, max-
imum degree of dedication, and remuneration. A solution for problem represented
in Fig. 1a, c is depicted in Fig. 1b.

First, it should be evaluated the feasibility of the solution, then using the
duration of all tasks and cost of the project, we appraise the quality of the solution.
We compute the length time for each task as tj

len, j 2 {1, …, |T|}, for this we use
matrix M and tj

eff according the following formula:
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tlen
j ¼

teff
j

PjEj
i¼1 mij

ð3Þ

Now we can obtain the initialization time tj
init and the termination time tj

term for
task j. To calculate these values, we use the precedence relationships, that is
described as TPG G(V, E). We must consider tasks without precedence, in this
case the initialization time tj

init = 0. To calculate the initialization time of tasks
with precedence firstly we must calculate the termination time for all previous
tasks. In this case tj

init is defined as tinit
j ¼ max tterm

l kðtl; tjÞ 2 E
� ffi

, the termination
time is tj

term = tj
init + tj

len.
Now we have the initialization time tj

init, the termination time tj
term and the

duration tj
len for task j with j = {1, …, |T|}, that means we can generate a Gantt

chart. For calculating the total duration of the project, we use the TPG information.
To this end, we just need the termination time of last task. We can calculate it as
plen ¼ maxftterm

l k8l 6¼ jðtj; tlÞg. For calculating the cost of the whole project, we
need firstly to compute each cost associate to task us tj

cos with j 2 {1, …, |T|}, and
then the total cost pcos is the sum of costs according to the following formulas:

tcos
j ¼

XE

i¼1

erem
i mijt

len
j ð4Þ

t1

t2

t3

t4

t6

t1
sk={s1,s3}

t1
eff= 10

t2
sk={s1,s2}

t2
eff= 15

t3
sk={s3}

t3
eff= 20

t4
sk={s1,s2}

t4
eff= 10

t6
sk={s3}

t6
eff= 20

t5

t5sk={s3}
t5

eff= 10

e1
sk ={s1,s2,s3} 

e1
maxd =1.0 

e1
rem = $X1 

e2
sk ={s1,s2,s3} 

e2
maxd =0.5 

e2
rem = $X2 

e3
sk ={s1,s2,s3} 

e3
maxd =1.0 

e3
rem = $X3 

t1 t2 t3 t4 t5 t6

e1 1.00 0.50 0.00 0.25 0.00 0.00

e2 0.25 0.50 1.00 0.50 0.00 0.25

e3 0.50 1.00 0.00 0.50 1.00 0.25

(c) (a)

(b)

Fig. 1 a Task precedence graph TPG. b A possible solution for matrix M. c Employees
information
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pcos ¼
XT

j¼1

tcos
j ð5Þ

The target is to minimize the total duration plen and the total cost pcos. Therefore
a fitness function is used, where wcos and wlen represent the importance of pcos and
plen. Then, the fitness function to minimize is given by f(x) = (wcos

pcos + wlenplen).
An element not considered is the overtime work that may increase the cost and

duration associated to a task, consequently increase pcos and plen of the software
project. We define the overtime work as ei

overw as all work the employee i less
ei

maxd at particular time.
To obtain the project overwork poverw, we must consider all employees. We can

use the following formula:

poverw ¼
XEj j

i¼1

eoverw
i ð6Þ

With all variables required, we can determine if the solution is feasible. In this
case, it is feasible when the solution can complete all tasks, and there is no
overwork, that means the poverw = 0.

3 ACO Hyper-Cube Framework for Schedule
Software Project

The ACO algorithm exploits an optimization mechanism for solving discrete
optimization problems in various engineering domains [11]. This framework
implements ACO algorithms, which explicitly defines the multidimensional space
for the pheromone values as the convex hull of the set of 0–1 coded feasible
solutions of the combinatorial optimization problem under consideration. The
Hyper-Cube was proposed by Blum and Dorigo [4, 8]. This framework makes a
modification in the pheromone update rule, which is obtained through a normal-
ization of the original pheromone update equation. This allows a more robust and
autonomous handling of pheromone values to improve the exploration of the
solution space.

To adapt ACO to SPSP using the Hyper-Cube Framework [13] must establish
an appropriate construction graph and define the use of pheromone for Max–Min
Ant System (MMAS) as well as heuristic information associated with the specified
problem [1, 6]. The Max–Min Ant System is an Ant Colony Optimization algo-
rithm [17], which establishes a minimum and maximum value for the pheromone,
and provides that only the best ant can update the pheromone trail.
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Construction Graph: For constructing a solution the ants travel through the
construction graph. The ants start from an initial node and then select the nodes
according to a probability function. This function is given by the pheromone and
heuristic information of the problem, their relative influence is given by a and b
respectively.

The proposed construction graph represents the association of employee and
their dedication to a task. This representation is constructed for each task in the
TGP; it is split into a graph with node and edge. The construction graph consists of
each employee and their ratio of dedication contributions for the task. It is defined
as den, this variable is density of nodes and it is defined as den ¼ 1

mind þ 1, where
mind is the lowest degree of dedication to a task. This structure is presented in
Fig. 2. The employees dedication to a task can be 0 or integer multiple of mind.

The ants travel to the start node to the end node choosing edges from the
column 1 to column |E| without returning. The ants choose only one node per each
column. When the ant completes a tour, the dedication distribution of employees
to the task is complete. To calculate the dedication of the employee i to the task,
we just need the node j, with column i and the calculation is j * mind. These
activities of ants must be done for each task in SPSP model.

The ants travel through the construction graph selecting ways of probabilisti-
cally way, using the following function:

pt
ij ¼

sij

� �a
gij

� �b
Pden

l¼0 sil½ �a gil½ �
b ; j 2 f1; . . .; deng ð7Þ

where sij is the pheromone and gij is the heuristic information of the problem on
the path between node i to j in the graph CG for de t task. a and b are two fixed
parameters, which are used to determine the pheromone and heuristics influences.

Pheromone Update: In the hyper-cube framework the pheromone trails are
forced to stay in the interval [0, 1] and the Max–Min Ant System the pheromone
stay in the interval [smin, smax]. To adapt the Hyper-Cube framework to MMAS
we define a smin = 0 and, smax = 1. In MMAS only one single ant is used to
update the pheromone trails after each iteration, that ant can be the iteration—best
ant or global—best ant. In this case we used only iteration—best ant.

0.25start end

e1 e2 eE
0.0

1.0

......

......

......

......

......

......

column 0 column 1 column 2 column |E| column |E+1|

Fig. 2 Construction graph is
a matrix CG = [den 9 E]
with mind = 0.25 for a task
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We computationally represent the evaporation of pheromone and in addition the
amount of pheromone in the ant path through the graph once a tour is completed
using the following formula:

sij ¼ qsij þ ð1� qÞDsupd; ð8Þ

where q is a rate of evaporation q 2 [0, 1]. If q is high, the new pheromone value
is less influenced by Dsupd, but much influenced by the previous pheromone value,
vice versa. And Dsupd it is associated with quality of the current solution of upd
ant. upd ant is iteration—best ant [13]. We can use an updating pheromone
strategy considering the duration, cost, and overwork of the project as follows:

Dsupd ¼ ðwcospcos þ wlenplen þ woverwpoverwÞ�1; ð9Þ

where wcos, wlen, and woverw are values that weight the importance of pcos, plen, and
poverw of the software project. The Dupd is the amount of pheromone added based
on the quality of solution generated by upd ant.

Heuristic Information: We need to represent the heuristic information, that
information is used to enhance the search ability of ants. The ants need to find the
proper nodes using the problem information. The ants travel for a matrix mij as the
node at column i and row j. To obtain the dedication of an employee ei to a task
which has been selected, we must calculate j * minded. We use as heuristic
information the dedication of employee ei to other task. If an employee works
more in the previous tasks, that employee will has less dedication available for
subsequent tasks. Consequently, the employee has less probability to be assigned
to the current task. The heuristic information h[i] to select node i for task tk can be
calculated as follows:

h i½ � ¼
tmp den�i�1½ �

sum ; if allocD k½ �[ 0:5;
tmp i½ �
sum ; else

 
ð10Þ

where tmp = {1, …, den} is an array of temporal values generated with sum-
mation of possible dedication and allocated dedications for employees (allocD[k],
for k employee). sum is the summation of all values of the array tmp.

ACO-HC algorithm: The algorithm firstly reads the problem instance. That
instance provides all the necessary data to generate the SPSP, such as number of
tasks, and their required skills, number of employees, task precedence information
to generate the TGP, the set of skills of every employee, and their remunerations.
Then, we have to split operation to the task and then using the ACO-HC to
generate solutions. To determine the quality of solutions, we use the fitness
function. That function minimizes the cost and duration for whole project.
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Algorithm 1 ACO-HC for SPSP Algorithm
1: initialize feromone values τmax and τmin

2: repeat
3: for g = 1 to G do
4: for a = 1 to M do
5: for t = 1 to T do
6: the a ant travel on the matrix
7: end for
8: compute the feasibility of a ant and fitness of the solution
9: end for

10: select the best solution
11: update pheromone values
12: end for
13: until (iterations or time) is complete

4 Experimental Results

In this section we present the experimental results. The algorithm was ran 10 trials
for each instance and we report the average value from those 10 trials. For the
experiments, we use a random instances created by a generator.1 The instances are
labelled as\tasknumber[ t\employeesnumber[ e\skillsnumber[ s. To compare
the different results we use the hit rate: feasibles solution in 10 runs, cost: average
cost of feasible solutions in 10 runs, duration: average duration of feasible solu-
tions in 10 runs, and fitness: average fitness of feasible solutions in 10 runs.
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Fig. 3 Avg fitness using different values for m and q

1 http://tracer.lcc.uma.es/problems/psp/generator.html
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4.1 Parameter Tunning and Convergence Analysis

It is known that the ACO results may vary depending on the parameters used. For
this reason is important to make a simple but significant test. In this case we
conducted a series of experiments to find the best parameter values for number of
ants m and evaporation rate q. We used 10t10e10 s instance with mind = 0.25 and
some parameters are constant which are a = 1, b = 2 number of iterations
Nit = 1,000 the results is presented in Fig. 3.

We can observe (left chart in Fig. 3) that the best fitness (low fitness) is
obtained with m = 200 and m = 300 and the worst fitness is obtained with
m = 100 and m = 10. To obtain the best results in shortest time, we used
m = 200. In the right chart in Fig. 3 we observe the different fitness obtained with
different values for q. For this parameter the best fitness is obtained with q = 0.02.
When q = 0.01 the fitness converge too slow, if the q is very large (0.08 or 0.4)
the fitness converges very fast to a suboptimal value, with q = 0.02 converges
smoothly to fitness better value.

In order to analyse the convergence to feasible solutions of the algorithm, we
can observe in Fig. 3 how to obtain better solutions from iteration 300 and con-
verges slowly to a best solution.

Table 1 Comparison with other techniques

Instance Algorithms Hit rate Fitness plen pcos

10t5e5s ACO-HC 100 3.136531 23 836531
ACS 100 3.42039 22 1220390
GA 95 3.52431 23 1224310

10t10e5s ACO-HC 100 2.134546 13 834546
ACS 100 2.55633 14 1156330
GA 97 2.81331 16 1213310

20t10e5s ACO-HC 30 6.741111 45 2241111
ACS 67 6.36584 39 2465840
GA 19 6.28734 38 2487340

10t5e10s ACO-HC 100 2.90579 21 805790
ACS 100 3.39316 22 1193160
GA 90 3.51354 23 1213540

10t10e10s ACO-HC 100 2.612948 17 912948
ACS 100 2.62331 14 1223310
GA 100 2.51203 13 1212030

20t10e10s ACO-HC 50 6.249782 42 2049782
ACS 65 6.31455 38 2514550
GA 71 6.19601 37 2496010
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4.2 Comparative Results with Other Techniques

Some results are presented in [18] by Xiao, using the similar parameter to our
instances. Xiao presents results using Ant Colony System (ACS) and Genetic
Algorithms (GA). For the sake of clarity we transform the fitness presented by the
autor as fitness-1 to obtain the same fitness used by us. The comparative results are
presented in Table 1.

From Table 1 we can compare the hit rate and the fitness of the solutions. In this
case for the instances with task = 10 always have a hit rate of 100 % for all numbers
of employees or skills. But in the instances with task = 20, ACS has better hit rate.

Regarding the fitness we can see that ACO-HC has better results for all
instances with task = 10. For instances with task = 20, the best results are using
GA. If we analyse the results based on project cost, we can see that our proposal
provides the best results for all instances compared.

5 Conclusion

We presented an overview to the resolution of the SPSP using an ACO-HC
framework. We design a representation of the problem in order to ACO algorithm
can solve it, proposing a construction graph and a pertinent heuristic information.
Furthermore, we defined a fitness function able to allow optimization of the
generated solutions.

We implement our proposed algorithm, and we conducted a series of tests to
analyse the convergence to obtain better solutions. In addition we realized different
tests to get the best parameterization. The tests were performed using different
numbers of tasks, employees, and skills. The results were compared with other
techniques such as Ant Colony System and Genetic Algorithms. We demonstrate
that our proposal gives the best results for smaller instances. For more complex
instances was more difficult to find solutions, but our solutions always obtained a
low cost of the project, in spite of increasing the duration of the whole project.

An interesting research direction to pursue as future work is about the inte-
gration of autonomous search in the solving process, which in many cases has
demonstrated excellent results [7, 9, 15]
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Abstract In this paper, we present a new Artificial Bee Colony algorithm to solve
the non-unicost Set Covering Problem. The Artificial Bee Colony algorithm is a
recent metaheuristic technique based on the intelligent foraging behavior of honey
bee swarm. Computational results show that Artificial Bee Colony algorithm is
competitive in terms of solution quality with other metaheuristic approaches for
the Set Covering Problem problem.
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1 Introduction

The Set Covering Problem (SCP) is a classic problem in combinatorial analysis,
sciences of the computation and theory of the computational complexity. It is a
problem that has led to the development of fundamental technologies for the field
of the algorithms of approximation. Also it is one of the problems of the List of 21
Karp’s NP-complete problems whose NP-completeness it was demonstrated in
1972. Many algorithms have been developed to solve it. Exact algorithms are
mostly based on branch-and-bound [1] and branch-and-cut [2]. However, these
algorithms are rather time consuming and can only solve instances of very limited
size. For this reason, many research efforts have been focused on the development
of heuristics to find good or near-optimal solutions within a reasonable period of
time. Classical greedy algorithms are very simple, fast, and easy to code in
practice, but they rarely produce high quality solutions for their myopic and
deterministic nature [3]. In [4] improved a greedy algorithm by incorporating
randomness and memory into it and obtained promising results. Compared with
classical greedy algorithms, heuristics based on Lagrangian relaxation with sub-
gradient optimization are much more effective. The most efficient ones are those
proposed by Ceria et al. [5] and Caprara et al. [6]. As top-level general search
strategies, metaheuristics were also applied to the SCP. An incomplete list of this
kind of metaheuristics for the SCP includes genetic algorithm [7], simulated
annealing algorithm [8], and tabu search algorithm [9]. For a deeper compre-
hension of most of the effective algorithms for the SCP in the literature, we refer
the interested reader to the survey by Caprara et al. [10].

In this paper we present the metaheuristics Artificial Bee Colony (ABC) that is
relatively new in the area and inside which have not been observed attempts of
solving the SCP. Researches on ABC for SCP not been seen to date.

2 Problem Description

2.1 Set Covering Problem

Problem Definition A general mathematical model of the Set Covering Problem
can be formulated as follows:

Minimize Z ¼
Xn

j¼1

cjxj j ¼ 1; 2; 3; . . .; nf g ð1Þ
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Subject to:

Xn

j¼1

aijxj� 1 i ¼ 1; 2; 3; . . .;mf g ð2Þ

xj ¼ f0; 1g ð3Þ

Equation 1 is the objective function of SCP, where cj refers to the weight or
cost of j-column, and xj is the decision variable. Equation 2 is a constraint to
ensure that each row is covered by at least one column, where aij is a constraint
coefficient matrix of size m x n whose elements can be ‘‘1’’ or ‘‘0’’. Finally, Eq. 3
is the integrality constraint in which the value xj can be ‘‘1’’ if column j is activated
(selected) or ‘‘0’’ otherwise.

Different solving methods have been proposed in the literature for the set
covering problem. There exist examples using exact methods [11], linear pro-
graming and heuristic methods [12], and metaheuristic methods [13–16]. Has
being pointed out, that one of the most relevant applications of SCP is given by
crew scheduling problems in mass transportation companies where a given set of
trips has to be covered by a minimum-cost set of pairings, a pairing being a
sequence of trips that can be performed by a single crew.

3 Artificial Bee Colony Algorithm

ABC is one of the most recent algorithms in the domain of the collective intel-
ligence. Created by Dervis Karaboga in 2005, who was motivated by the intelli-
gent behavior observed in the domestic bees to take the process of forage [17].

ABC is an algorithm of combinatorial optimization based on populations, in
which the solutions of the problem of optimization, so called sources of food, are
modified by the artificial bees, that fungen as operators of variation. The aim of
these bees is to discover the food sources with major nectar.

In the algorithm ABC, the artificial bees move in a space of multidimensional
search choosing sources of nectar depending on his past experience and that of his
companions of beehive or fitting his position. Some bees (exploratory) fly and
choose food sources randomly without using experience. When they find a source
of major nectar, they memorize his position and forget the previous one. Thus,
ABC combines methods of local search and global search, trying to balance the
process of the exploration and exploitation of the space of search.
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3.1 Elements and Behavior

The model defines three principal components which later are enunciated:
Food source: The value of a food source depends on many factors, as his

proximity to the beehive, wealth or the concentration of the energy and the facility
of extraction of this energy.

Employeed Bees: They are associated with a current food source, or in
exploitation. They take with them information about this source especially, his
distance, location and profitability her to share, with a certain probability, to his
other companions.

Exploratory bees: They are in constant search of a food source. There are two
types:

• Scout: They take charge searching in the environment that surrounds to the
beehive new sources of food.

• In wait: They look for a food source across the information shared by the
employees or by other explorers in the nest.

3.2 Artificial Behavior

In Table 1 the elements of the ABC are described in a general way.
The procedure for determining a food source in the neighborhood of a particular

food source depends on the nature of the problem. Karaboga [18] developed the first
ABC algorithm for continuous optimization. His method for determining a food
source in the neighborhood of a particular food source is based on changing the
value of one randomly chosen solution parameter while keeping other parameters
unchanged. This is done by adding to the current value of the chosen parameter the
product of a uniform variate in [-1, 1] and the difference in values of this parameter
for this food source and some other randomly chosen food source. This approach
can not be used for discrete optimization problems for which it generates at best a
random effect. Singh [19] subsequently proposed a method, which is appropriate for
subset selection problems. In his model, to generate a neighboring solution, an
object is randomly dropped from the solution and in its place another object, which
is not already present in the solution is added. The object to be added is selected
from another randomly chosen solution. If there are more than one candidate
objects for addition then ties are broken arbitrarily. This approach is based on the
idea that if an object is present in one good solution then it is highly likely that this
object is present in many good solutions. This method provide another advantage,
consist in if the method fails to find an object different from the others objects in the
original solution, this mean the two solutions are equals, such situation is called
‘‘Collision’’ and was resolved making the employed bee associated with the ori-
ginal solution a scout bee. This eliminates one duplicate solution.
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4 Description of the Proposed Approach

Step 1. Initialization

To initialize the such parameters of the ABC as size of the colony, number
of bees workers and curious, limit of attempts and maximum number of
cycles.

Step 2. Generation of initial population

To generate the initial population we crosses every row of the counterfoil
of restrictions and by every row a column is selected at random of this one
and this one happens to form a part of the solution that this one repre-
sented by means of an entire vector like appears in Fig. 1 staying the
column of the solution with equal value to the column chosen to cover
the row. This procedure realizes for all the rows of a such way that the
generated solution expires with all the restrictions.

Table 1 Summary of the elements of the original ABC and its details

Generation of the food
sources

It removes in a random way and with base in the limits low and superior
of every variable of the problem. A food source is a solution to the
problem of optimization

Employeed bee His number is proportional to the number of food sources, that is to say
for every source there is an used bee, and his function is to evaluate
and to modify the current solutions to improve them (it looks for new
sources near to the current one). If the current position is not better
than the current kept the original position

Bees in wait Analogously to his number must be proportional to the number of food
sources. These bees will choose a food source, with base in the
information that the bees used by means of the dance share. This
dance is simulated by means of a tilt of size ‘‘t’’, where the food
source with better value of the function I object is selected

Scout bees These bees generate a new source of food of a random way, to supplant
existing sources that have not been improved

Limit It defines the maximum number of cycles that a food source can remain
without improving before being replaced. The limit increases from
that a source that is not modified by the bees, already they are used
or in wait, up to obtaining his maximum allowed value, after this the
bees scout they take charge initializing the limit to 0 for every new
generated position. The limit is initialized to 0 whenever a source is
modified (improved) by an used bee or in wait

Column ADD It defines the number of column to add to the current food source
Columns to

eliminating
It defines the number of column to eliminate of the current food source
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Step 3. Evaluation of the fitness of the population

For our case the function of fitness is equal to the function aim of the SCP
Eq. 1.

Step 4. Modification of position and selection of sites for the hard-working bees

A hard-working bee was modifying the position in the one that is by
means of the creation of a new solution based on a source of different food
to in the one that is, for this it was selecting a source aleatoriamente and it
sees if at least it has a different column to in the one that is nowadays in
case of having not even a different column is considered to be equal
solutions what is called ‘‘collision’’ in this case the hard-working bee it
was transforming in an explorer of way of eliminating the duplicated
solutions, in opposite case one proceeds to add a certain random number
of columns that they do not find in our position. After this, in our position
one proceeds to eliminate a certain random number of columns to this way
the population diversify. In case the new solution does not expire with the
restrictions it is proceeded to repair so that the restrictions are satisfied,
after this the fitness of the solution is evaluated by means of Eq. 1 and if
the fitness is minor that the solution that tape-worm in a beginning
replaces in opposite case increases the number of attempts for improving
this solution and to pass to another hard-working bee.

Step 5. To recruit curious bees for the selected sites

A curious bee evaluates the information of the nectar through the workers
and chooses a source of food with a probability Pri using the Eq. 4 in
relation with the value fitness.

Pri ¼
fiPn
j¼1 fj

ð4Þ

Step 6. Modification of position for the curious ones

They work of equal way that the hard-working bees in Step 4.

Step 7. To leave a source exploited by the bees

If the solution representing a source of food improves for a predetermined
number of attempts, then the source of food is left and is replaced by a
new source of food that in our case is generated like in Step 1.

333 −1 5 −1 88 −1 657 −1

Fig. 1 Representation of solution
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Step 8. To memorize the best opposing solution and to increase the account of the
cycle

Step 9. The process stops if the criterion of satisfaction expires in opposite case to
return to Step 3

5 Experiments and Results

The algorithm ABC SCP has been implemented in C in a 2.5 GHz Dual Core with
4 GB RAM computer, running windows 7. In all the experiments the ABC SCP
run 1,000 iterations. We use a population of 200 bees, where 100 corresponds to
hard-working and 100 to curious. Limit = 50, number of columns to add = 0,5 %
of the total columns of the problem, number of columns to eliminating = 1,2 % of
the total columns of the problem. These parameters threw good results but they
cannot be the ideal ones for all the instances. ABC SCP has been tested on 65
standard non-unicost SCP instances available from OR-Library at http://people.
brunel.ac.uk/mastjjb/jeb/info.html. Table 2 summarizes the characteristics of each
of these sets, where column labeled Density shows the percentage of non-zero
entries in the matrix of each instance. ABC SCP was executed 30 times on each
instance, each time with a different random seed. The best value found and average
of the 30 runs is shown in the Table 3.

5.1 Convergence to the Best Solution

The purpose of this chart is to allow observing how each version converges
through time to a better solution. Plot (Fig. 2) is based on benchmark scp41, scp42
and scp43. A point jointly in every graph is that they converge in a very rapid way
on the first iterations (Table 3).

6 Conclusions

In this paper we have presented an ABC algorithm for the SCP. We have per-
formed experiments through several instances, where an approach has demon-
strated to be very effective, providing an unattended solving method, for quickly
producing solutions of a good quality.

The literature reviewed is rich in definitions and state-of-art techniques, pro-
viding useful tools for experimenting with novel approaches. Related to this it is
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encouraging to reach a point where there are not direct examples to get help, and
where innovation and trial-and-error techniques find their ways. Benchmarks have
shown interesting results in terms of robustness, where using the same parameters
for different instances giving good results.

The promising results of the experiments open up opportunities for further
research. An interesting proposal by Glover and Kochenberger [20] involves
parallelizing strategies for metaheuristics. The author sets a basis on the idea that
the central goal of parallel computing is to speed up computation by dividing the
work load among several threads of simultaneous execution, then a type of
metaheuristic parallelism could come from the decomposition of the decision
variables into disjoint subsets. The particular heuristic is applied to each subset and
the variables outside the subset are considered fixed. Another interesting research

Table 2 Details of the test instances 65

Instance set No. of instances m n Cost range Density (%) Optimal solution

4 10 200 1,000 [1, 100] 2 Known
5 10 200 2,000 [1, 100] 2 Known
6 5 200 1,000 [1, 100] 5 Known
A 5 300 3,000 [1, 100] 2 Known
B 5 300 3,000 [1, 100] 5 Known
C 5 400 4,000 [1, 100] 2 Known
D 5 400 4,000 [1, 100] 5 Known
NRE 5 500 5,000 [1, 100] 10 Unknown
NRF 5 500 5,000 [1, 100] 20 Unknown
NRG 5 1000 10,000 [1, 100] 2 Unknown
NRH 5 1000 10,000 [1, 100] 5 Unknown

5 10 15 20

500

1,000

1,500

Iteration

C
os
t

SCP 4.1
SCP 4.2
SCP 4.3

Fig. 2 Convergence analysis
to a better solution.
Benchmark: SCP41, SCP42,
SCP43
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Table 3 Computational results on 65 instances of SCP

Instance Optimum Best value found Average

4.1 429 430 430.5
4.2 512 512 512
4.3 516 516 516
4.4 494 494 494
4.5 512 512 512
4.6 560 561 561.7
4.7 430 430 430
4.8 492 493 494
4.9 641 643 645.5
4.10 514 514 514
5.1 253 254 255
5.2 302 309 310.2
5.3 226 228 228.5
5.4 242 242 242
5.5 211 211 211
5.6 213 213 213
5.7 293 296 296
5.8 288 288 288
5.9 279 280 280
5.10 265 266 267
6.1 138 140 140.5
6.2 146 146 146
6.3 145 145 145
6.4 131 131 131
6.5 161 161 161
A.1 253 254 254
A.2 252 254 254
A.3 232 234 234
A.4 234 234 234
A.5 236 237 238.6
B.1 69 69 69
B.2 76 76 76
B.3 80 80 80
B.4 79 79 79
B.5 72 72 72
C.1 227 230 231
C.2 219 219 219
C.3 243 244 244.5
C.4 219 220 224
C.5 215 215 215
D.1 60 60 60
D.2 66 67 67
D.3 72 73 73
D.4 62 63 63
D.5 61 62 62

(continued)

An Articial Bee Colony Algorithm for the Set Covering Problem 61



direction to pursue is about the integration of autonomous search in the solving
process, which in many cases has demonstrated excellent results [21–25].
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A Binary Firefly Algorithm for the Set
Covering Problem

Broderick Crawford, Ricardo Soto, Miguel Olivares-Suárez
and Fernando Paredes

Abstract The non-unicost Set Covering Problem is a well-known NP-hard
problem with many practical applications. In this work, a new approach based on
Binary Firefly Algorithm is proposed to solve this problem. The Firefly Algorithm
has attracted much attention and has been applied to many optimization problems.
Here, we demonstrate that is also able to produce very competitive results solving
the portfolio of set covering problems from the OR-Library.

Keywords Set covering problem � Binary firefly algorithm � Metaheuristic

1 Introduction

The Set Covering Problem (SCP) is a class of representative combinatorial opti-
mization problem that has been applied to many real world problems, such as crew
scheduling in airlines [1], facility location problem [2], and production planning in
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industry [3]. The SCP is a well-known NP-hard in the strong sense [4]. Many
algorithms have been developed to solve it has been reported to literature. Exact
algorithms are mostly based on branch-and-bound and branch-and-cut [5, 6].
However, these algorithms are rather time consuming and can only solve instances
of very limited size. For this reason, many research efforts have been focused on
the development of heuristics to find good or near-optimal solutions within a
reasonable period of time. Classical greedy algorithms are very simple, fast, and
easy to code in practice, but they rarely produce high quality solutions for their
myopic and deterministic nature [7]. An improved greedy algorithm by incorpo-
rating randomness and memory into it and obtained promising results [8]. Com-
pared with classical greedy algorithms, heuristics based on Lagrangian relaxation
with subgradient optimization are much more effective. The most efficient ones are
those proposed in [9, 10]. As top-level general search strategies, metaheuristics
were also applied to the SCP. An incomplete list of this kind of heuristics for the
SCP includes genetic algorithm [11], simulated annealing algorithm [12], tabu
search algorithm [13], evolutionary algorithms [14], ant colony optimization
(ACO) [15], electromagnetism (unicost SCP) [16], gravitational emulation search
[17] and cultural algorithms [18]. A deeper comprehension of most of the effective
algorithms for the SCP can be found in [19].

In this paper, a new approach based on Binary Firefly Algorithm for the SCP is
presented. Firefly Algorithm (FA) is a recently developed, population-based
metaheuristic [20, 21]. So far, it has been shown that firefly algorithm is very
efficient in dealing with multimodal, global optimization problems. For a deeper
comprehension of review of firefly advances and applications please refer to [22,
23]. Researches on FA for SCP have not been seen to date.

This paper is organized as follows: In Sect. 2, we formally describe the SCP.
The Sect. 3, we present the overview of FA. The description of the proposed
approach is described in Sect. 3. In Sect. 5, we present experimental results
obtained when applying the algorithm for solving the 65 instances different of
SCP. Finally, in Sect. 6 we conclude the paper.

2 Problem Description

The Set Covering Problem (SCP) can be formally defined as follows. Let A = (aij)
be an m-row, n-column, zero-one matrix. We say that a column j covers a row i if
aij = 1. Each column j is associated with a nonnegative real cost cj. Let
I = {1, …, m} and J = {1, …, n} be the row set and column set, respectively.
The SCP calls for a minimum cost subset S ( J, such that each row i 2 I is
covered by at least one column j 2 S. A mathematical model for the SCP is

Minimize f ðxÞ ¼
Xn

j¼1

cjxj ð1Þ
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subject to

Xn

j¼1

aijxj� 1; 8i 2 I ð2Þ

xj 2 f0; 1g; 8j 2 J ð3Þ

The goal is to minimize the sum of the costs of the selected columns, where
xj = 1 if the column j is in the solution, 0 otherwise. The restrictions ensure that
each row i is covered by at least one column.

3 Overview of Firefly Algorithm

Nature-inspired methodologies are among the most powerful algorithms for
optimization problems. The Firefly Algorithm (FA) is a novel nature-inspired
algorithm inspired by the social behavior of fireflies. By idealizing some of the
flashing characteristics of fireflies, a firefly-inspired algorithm was presented in
[20, 21]. The pseudo code of the firefly-inspired algorithm was developed using
these three idealized rules:

• All fireflies are unisex and are attracted to other fireflies regardless of their sex.
• The degree of the attractiveness of a firefly is proportional to its brightness, and

thus for any two flashing fireflies, the one that is less bright will move towards the
brighter one. More brightness means less distance between two fireflies. However,
if any two flashing fireflies have the same brightness, then they move randomly.

• Finally, the brightness of a firefly is determined by the value of the objective
function. For a maximization problem, the brightness of each firefly is pro-
portional to the value of the objective function and vice versa.

As the attractiveness of a firefly is proportional to the light intensity seen by
adjacent fireflies, we can now define the variation of attractiveness b with the
distance r by

b ¼ b0e�cr2 ð4Þ

where b0 is the attractiveness at r = 0. The distance rij between two fireflies is
determined by

rij ¼ xi � x j
�� �� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

k¼1

xi
k � x j

k

� �2

vuut ð5Þ

where xk
i is the kth component of the spatial coordinate of the ith firefly and d is the

number of dimensions. The movement of a firefly i is attracted to another more
attractive (brighter) firefly j is determined by
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xtþ1
i ¼ xt

i þ b0e�cr2
ij xt

j � xt
i

� �
þ a rand � 1

2

� 	
ð6Þ

where xij is the firefly position of the next generation. xt
i and xt

j are the current

position of the fireflies and xtþ1
i is the ith firefly position of the next generation.

The second term is due to attraction. The third term introduces randomization,
with a being the randomization parameter and ‘‘rand’’ is a random number gen-
erated uniformly but distributed between 0 and 1. The value of c determines the
variation of attractiveness, which corresponds to the variation of distance from the
communicated firefly. When c = 0, there is no variation or the fireflies have
constant attractiveness. When c = 1, it results in attractiveness being close to zero,
which again is equivalent to the complete random search. In general, the value of c
[20, 21] is in between [0, 10].

4 Description of the Proposed Approach

In this section, the FA is proposed to solve the SCP using binary representation.

Step 1 Initialize the firefly parameters (c, b0, size for the firefly population and the
maximum number of generation, for the termination process).

Step 2 Initialization of firefly position. Initialize randomly M = [X1; X2; …; Xm]
of m solutions or firefly positions in the multi-dimensional search space,
where m represents the size of the firefly population. Each solution of X is
represented by the d-dimensional binary vector.

Step 3 Evaluation of fitness of the population. For this case the function of fitness
is equal to the objective function SCP (Eq. 1).

Step 4 Modification of firefly position. A firefly produces a modification in the
position based on the brightness between the fireflies. The new position is
determined by modifying the value (old firefly position) using Eq. 6 for
each dimension of a firefly. The result of the new component of the firefly,
is probable to be a real number, to fix this, apply a threshold of 0 and 1. If
x0p is greater than the threshold, it is very likely to choose 1, otherwise 0.
The threshold level can be made to range from 0 to 1, and in order to
achieve this a tanh function is used as given in [24].

tanh x0p










� �
¼

expð2 � jx0pjÞ � 1

expð2 � jx0pjÞ þ 1
ð7Þ

Step 5 The new solution is subjected to an evaluation, if is not a feasible solution
generated then is repaired. To make feasible solution is to determine which
rows have not yet been covered and choose the columns needed for cov-
erage. The search for these columns is based in: cost of a column/number
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of rows not covered that cover the column j. Once the solution has become
feasible applies optimization step to eliminate those redundant columns. A
redundant column is that if removed, the solution remains feasible.

Step 6 Memorize the best solution achieved so far. Increment the generation count.
Step 7 Stop the process and display the result if the termination criteria are sat-

isfied. Termination criteria used in this work are the specified maximum
number of generations. Otherwise, go to step 3.

5 Experiments and Results

The performance of Binary Firefly Algorithm was evaluated experimentally using
65 SCP test instances from OR-Library of Beasley [25]. These instances are
divided into 11 groups and each group contains 5 or 10 instances. Table 1 shows
their detailed information where ‘‘Density’’ is the percentage of non-zero entries in
the SCP matrix. The algorithm was coded in C in the development environment
NetBeans 7.3 with support for C/C++ and run on a PC with a 1.8 GHz Intel Core
2 Duo T5670 CPU and 3.0 GB RAM, under Windows 8 system.

In all experiments, the Binary Firefly Algorithm is executed 50 generations, and
30 times each instance. This number was determined by the rapid convergence to a
local optimal closest to global optimum. We used a population of 25 fireflies. The
parameters c, b0 are initialized to 1. These parameters were selected empirically
after a large number of tests and showed good results but may not be optimal for
all instances.

Table 2 shows the results obtained of the 65 instances. Column ‘‘Optimum’’
reports the optimal or the best known solution value of each instance. Columns
‘‘Min. value found’’, ‘‘Max. value found’’ and ‘‘Average’’ reports the minimum,
maximum, and average of the best solutions obtained in the 30 executions.

Table 1 Details of the test instances

Instance set No. of instances m n Cost range Density (%) Optimal solution

4 10 200 1,000 [1, 100] 2 Known
5 10 200 2,000 [1, 100] 2 Known
6 5 200 1,000 [1, 100] 5 Known
A 5 300 3,000 [1, 100] 2 Known
B 5 300 3,000 [1, 100] 5 Known
C 5 400 4,000 [1, 100] 2 Known
D 5 400 4,000 [1, 100] 5 Known
NRE 5 500 5,000 [1, 100] 10 Unknown
NRF 5 500 5,000 [1, 100] 20 Unknown
NRG 5 1,000 10,000 [1, 100] 2 Unknown
NRH 5 1,000 10,000 [1, 100] 5 Unknown
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Table 2 Computational results on 65 instances of SCP

Instance Optimum Min. value found Max. value found Average

4.1 429 481 482 481.03
4.2 512 580 580 580.00
4.3 516 619 620 619.03
4.4 494 537 537 537.00
4.5 512 609 609 609.00
4.6 560 653 653 653.00
4.7 430 491 492 491.07
4.8 492 565 565 565.00
4.9 641 749 750 749.03
4.10 514 550 550 550.00
5.1 253 296 297 296.03
5.2 302 372 372 372.00
5.3 226 250 250 250.00
5.4 242 277 278 277.07
5.5 211 253 253 253.00
5.6 213 264 265 264.03
5.7 293 337 337 337.00
5.8 288 326 326 326.00
5.9 279 350 350 350.00
5.10 265 321 321 321.00
6.1 138 173 174 173.03
6.2 146 180 181 180.07
6.3 145 160 160 160.00
6.4 131 161 161 161.00
6.5 161 186 186 186.00
A.1 253 285 285 285.00
A.2 252 285 286 285.07
A.3 232 272 272 272.00
A.4 234 297 297 297.00
A.5 236 262 262 262.00
B.1 69 80 81 80.03
B.2 76 92 92 92.00
B.3 80 93 93 93.00
B.4 79 98 99 98.03
B.5 72 87 87 87.00
C.1 227 279 279 279.00
C.2 219 272 272 272.00
C.3 243 288 288 288.00
C.4 219 262 262 262.00
C.5 215 262 263 262.07
D.1 60 71 71 71.00
D.2 66 75 75 75.00
D.3 72 88 88 88.00
D.4 62 71 71 71.00
D.5 61 71 71 71.00
NRE.1 29 32 33 32.03

(continued)
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In the Fig. 1 shows the evolution of mean best values for the instances 4.1, 4.2
and 4.3, which shows the rapid convergence of cost minimization.
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Fig. 1 Evolution of mean
best values for SCP4.1,
SCP4.2 and SCP4.3

Table 2 (continued)

Instance Optimum Min. value found Max. value found Average

NRE.2 30 36 36 36.00
NRE.3 27 35 35 35.00
NRE.4 28 34 34 34.00
NRE.5 28 34 34 34.00
NRF.1 14 17 18 17.03
NRF.2 15 17 17 17.00
NRF.3 14 21 21 21.00
NRF.4 14 19 19 19.00
NRF.5 13 16 16 16.00
NRG.1 176 230 231 230.03
NRG.2 154 191 191 191.00
NRG.3 166 198 198 198.00
NRG.4 168 214 214 214.00
NRG.5 168 223 223 223.00
NRH.1 63 85 86 85.07
NRH.2 63 81 82 81.03
NRH.3 59 76 76 76.00
NRH.4 58 75 75 75.00
NRH.5 55 68 68 68.00
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6 Conclusions

As can be seen from the results obtained, the metaheuristic behaves of good way in
almost all instances, with the first set columns instances between 1,000 and 2,000,
there is a mean cost difference of 54 between the global optimum with the best
optimum obtained, and starts to decrease. With a set of columns in 5,000, Firefly
behaves very well coming to have a difference of 2 with respect to the best known
solution value (NRF.2). This paper has demonstrated the Binary Firefly Algorithm
is a valid alternative to solve the SCP, being that its main use is for continuous
domains.

An interesting research direction to pursue in future work about the integration
of autonomous search in the solving process, which in many cases has demon-
strated excellent results [26–29].
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Neural Networks in Modeling of CNC
Milling of Moderate Slope Surfaces

Ondrej Bilek and David Samek

Abstract Computer numerical control (CNC) allows achieving a high degree of
automation of machine tools by pre-programmed numerical commands. CNC
milling process is widely used in industry for machining of complex parts. The
need of a description of the CNC milling process is necessary for production of
precise parts. This paper introduces artificial neural network based modeling,
while the CNC milling of moderate slope shapes is studied. The developed neural
models consist of two inputs and two outputs. The created neural models were
experimentally tested on the real data. Then, the evaluation and comparison of all
models were performed.

Keywords Artificial neural networks � CNC milling �Modeling � Surface quality

1 Introductions

CNC machining is one of the most widely used methods of conventional
machining with defined tool geometry. Single CNC machine tool receives com-
mands from a single computer. Computer control of a machining provides sig-
nificant advantages [1–7] in comparison with human unpredictable machining.
Moreover CNC machining leads to unique opportunities for process planning.
Knowledge of the machining process and the optimum settings of the input
parameters are essential for the quality and precision of the machined parts.
Despite the fact that the machining process is influenced by a vast number of
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factors relating to tool—machine tool—workpiece—clamping framework [8–12],
current models of machining process are able to predict the required inputs
moreover to control cutting conditions according to outputs [13].

Milling is typically used for machining of shaped functional surfaces. Milling is
the main machining technology that has no comparable alternative for the field of
conventional machining. Milling is successfully applied to a variety of operations,
from roughing to finishing. Milling process is characterized by the use of different
cutting strategy, and by the tools regularly with many cutting edges, while in most
cases the creation of the part program is completed using Computer Aided
Manufacturing (CAM) software [14]. The surface quality after milling process is a
decisive indicator for the evaluation of manufactured parts. Surface quality affects
a number of factors such as friction, corrosion resistance and distribution of
lubricants, heat, light reflection and fatigue strength [15–23].

An important parameter characterizing the quality of surface is Ra parameter
that is calculated as an arithmetic average roughness of the measured profile. This
parameter is widely used and is commonly known in industry, while providing
only limited information on the machined surface [24]. The parameter Ra is mostly
accompanied by Rz parameter evaluating the maximum height of the profile.
Parameter Rz is dependent on Ra parameter and carries important information on
the quality of the surface, and therefore, together with Ra are considered to be key
factors in the following experiments.

Methodology of surface roughness prediction includes various approaches, such
as kinematic model, experimental investigation and analysis, implementation of
artificial intelligence (AI) and approaches that use designed experiments. The
scope of recent studies are established on knowledge of ball end milling process
that is necessary for finishing oblique and free-form surfaces [25–34].

Still, only some researchers pay an attention to this problem and thus few
models of surface roughness are suitable for manufacturing practices. The pre-
diction of surface roughness in advance is a key requirement for industry to
improve manufacturing process while reducing the cost of production [35, 36].

The paper presents modeling and prediction of technological parameters of
CNC milling using artificial neural networks (ANN), while multilayered feed-
forward neural network (MFFNN) was applied. The studied input parameters of
the milling process are as follows: radial depth of cut ae, feed per tooth fz. The
obtained results are verified on the experimental measurement.

2 Initial Experiments

The milling operations were performed on the three axis vertical milling center
Mikron HSM 800. For the purpose of experiment were selected ball mill tools
from sintered carbide with PVD coating. Cutting speed was constant 200 m/min,
tool rake angle was negative -4�, and surface inclination angle was 15�. For the
tool clamping was used the shrink fit holder HSK 50E on a modular system
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Easyshrink 20. The tool overhang was 50 mm during milling. The investigated
input parameters radial depth of cut ae, feed per tooth fz were set from the range
0.16–0.60 mm and 0.1–0.17 mm respectively. The complete list of process
parameters is shown in Table 1. The process parameters settings selected for this
experimental work were chosen optimal according to manufacturing practices.

Machined workpieces were from stainless steel X153CrMoV12-1 with hardness
of 63 Rockwell Hardness (HRC), whereas the chemical composition was guar-
anteed by the supplier. Thirty specimens were machined for each input parameters
combination.

NX CAM software was used to create CNC part program for the finishing
operation within the ±0.01 tolerance, using the Z Level Profile strategy as can be
seen in Fig. 1. The feed direction was parallel to the longest workpiece edge and
climb cutting strategy was considered for the better surface roughness. Never-
theless, the machining of open areas such as standalone surfaces in described
experiment significantly increase machining time due to a larger number of non-
cutting movements.

Surfaces of the all thirty workpieces were measured using Mitutoyo SJ-301 after
machining. According to standard, surface roughness was measured in the perpen-
dicular direction to the feed rate, providing higher values of Ra and Rz. The parameter
Ra was within the experiment considered as surface characteristic that is in addition
typical parameter of surface roughness in manufacturing practices [37, 38].

3 Modeling of CNC Milling

The model design results from the problem definition—two observed input
parameters (ae and fz) and two desired output parameters (Ra and Rz). Thus, the
model has to contain two inputs and two outputs. The experimentally obtained data
were loaded into Matlab, where all computations were performed. After the sta-
tistical analysis it was decided to use artificial neural network as the process
model, because the data were noised, multidimensional and strongly nonlinear.

Using Matlab Neural Network Toolbox various structures of MFFNN were
created in order to find optimal solution for the given problem. There were finally
tested the seven artificial neural network structures that are denoted as net1–net7.
Simplified structure of neural model of net7 is shown for illustration in Fig. 2.

The tested structures are listed in the Table 2, while NN stands for number of
neurons, TF is abbreviation of transfer function, T represents hyperbolic tangent
function and L stands for linear function.

The experimental data were transformed into the interval h-1, -1i. After that,
the created artificial neural networks were trained to the transformed measured
data using Levenberg-Marquart Algorithm. Certainly, after the prediction all
output data had to be transformed back before validation to real experimental data.

For the all computations the batch programs were created using Matlab stan-
dard programming environment (M-Files).
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4 Verification and Comparison of the Models

The prepared models were tested by new experimental data. Then, the neural
models were used for prediction of resulting surface quality. After that, the fifteen
of workpieces were milled and measured for each combination of inspected
parameters. The machining and other conditions remained the same as in the part
II of this paper. The obtained experimental results were compared to the predicted
values.

Table 1 Process parameters of the experiment

Cutting speed (v) 200 m/min
Radial depth of cut (ae) 0.16, 0.25, 0.32, 0.40, 0.60 mm
Feed per tooth (fz) 0.1, 0.12, 0.135, 0.15, 0.17 mm
Surface slope /inclination angle (a) Moderate slope /15�
Tool rake angle (c) 12�
Tool diameter 12 mm
Tool overhang 50 mm

Fig. 1 Generated tool path by NX 8.5

Fig. 2 Simplified structure of the model net7
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The differences between measured data and output of the model were computed
in micrometers and percent for the all seven tested artificial neural structures.
Results of net7 are depicted in Figs. 3, 4, 5 and 6.

In order to numerically compare prediction accuracy of all predictors following
criteria were defined. Average absolute value of prediction difference for Ra JRa

and for Rz JRz:

JRa¼
Pn

i¼1 t ið Þ � y ið Þj j
n

ð1Þ

JRz¼
Pn

i¼1 t ið Þ � y ið Þj j
n

ð2Þ

where n is number of measurements, t stands for target (measured value) and y is
predicted value (output of neural models).

Because it is very important to observe also extremes in prediction inaccuracy,
the maximal prediction error for Ra ERa and ERz for Rz are used.

The resulting criteria are presented in the Table 3.

Table 2 Tested neural network structures

Input layer Hidden layer 1 Hidden layer 2 Output layer

NN TF NN TF NN TF NN TF

net1 2 – 5 T – net1 2 –
net2 2 – 10 T – net2 2 –
net3 2 – 20 T – net3 2 –
net4 2 – 50 T – net4 2 –
net5 2 – 100 T – net5 2 –
net6 2 – 20 T 10 net6 2 –
net7 2 – 50 T 10 net7 2 –
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As can be seen, it is complicated to distinguish what model provides the best
results, because there are four winners—from the point of view of each of the
criteria the different network is the best. Therefore, it was used multiple attribute
decision making method, while it was applied same weight for all four criteria.
The ordinal method was utilized for assigning points to the individual networks/
criteria. Therefore, the lowest sum of the points results to the winner. As can be
seen from Table 4, the best score gives the net7.

5 Discussion

The experimental results show that the artificial neural network based model net7
provides reasonable good results. The maximum prediction error for Ra and Rz
was 0.0192 and 0.2522 lm, respectively. The prediction error in percent was
1.2 % for Ra and 3.1 % for Rz at the most. The average value of the prediction
error was 0.0069 lm for Ra and 0.0986 lm for Rz.

On the other hand, the other predictors are worth of noticing too. For example
net6 is excellent for the prediction of Ra—it has the best values of the criteria JRa

and ERa, but at the same time it has the worst prediction accuracy for Rz. The
lowest average prediction difference JRz imparted net2 with the one hidden layer;
on the contrary the net3 had the lowest ERz.

Table 3 Comparison of predictors

JRa (lm) JRz (lm) ERa (lm) ERz (lm)

net1 0.0145 0.1112 0.0431 0.2061
net2 0.0071 0.0946 0.0207 0.2951
net3 0.0070 0.1165 0.0194 0.2044
net4 0.0070 0.1171 0.0183 0.2963
net5 0.0073 0.1143 0.0251 0.2343
net6 0.0066 0.1238 0.0174 0.3815
net7 0.0069 0.0986 0.0192 0.2522

Table 4 Multiple attribute decision making

JRa(-) JRz(-) ERa(-) ERz(-) R

net1 7 3 7 2 19
net2 5 1 5 5 16
net3 3 5 4 1 13
net4 3 6 2 6 17
net5 6 4 6 3 19
net6 1 7 1 7 16
net7 2 2 3 4 11
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It can be concluded that design of models/predictors of technological processes
is complex and at all cases the model has to be verified by new experiments in
order to get the proof that predictor is appropriate. The proposed predictor based
on multilayered feed-forward neural network can be supposed for obtaining
optimal settings of the CNC milling machine for desired surface quality. What is
more, the predictor enables the prediction outside the measured data.
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Application of Linguistic Fuzzy-Logic
Control in Technological Processes

Radim Farana

Abstract This paper presents the use of modern numerical methods such as Fuzzy
Logic Control for control of fast technological processes with sampling period 0.01
[s] or less. The paper presents a real application of the Linguistic Fuzzy-Logic
Control, developed at the University of Ostrava for the control of magnetic levi-
tation model in the laboratory at the Institute for Research and Applications of Fuzzy
Modeling and Department of Informatics and Computers, Faculty of Science. This
technology and real models are also used as a background for problem-oriented
teaching realized at the department for master students and their collaborative as
well as individual final projects. The paper shows how the used technology can help
people easily describe the control strategy from the technological control strategy
point of view.

Keywords Fuzzy logic � Control � LFLC � Magnetic levitation

1 Introduction

Fuzzy logic has been invented by Prof. Zadeh [1] and used to describe uncertain
systems [2] since the 60s of the 20th century. This technique has also been used in
control systems. Fuzzy control is now the standard control method which is a
constituent of many industrial systems and companies advertise it no more. The
used technique is mostly based on application of fuzzy IF-THEN rules; either in the
form first used by Mamdani [3], or by Takagi and Sugeno [4]. The success of fuzzy
logic control is based on the fact that a description of real systems is quite often
imprecise. The imprecision arises from several factors—too large complexity of
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the controlled system, insufficient precise information, presence of human factor,
necessity to save time or money, etc. Frequently, a combination of several of such
factors is present.

A special system for fuzzy logic control has been developed at the University of
Ostrava by Prof. Novák and his team [5–7] based on linguistic description. The
Linguistic Fuzzy Logic Controller (LFLC) is the result of application of the formal
theory of the fuzzy logic in broader sense (FLb). The fundamental concepts of FLb
are evaluative linguistic expressions and linguistic description. Evaluative (lin-
guistic) expressions are natural language expressions such as small, medium, big,
about twenty-five, roughly one hundred, very short, more or less deep, not very tall,
roughly warm or medium hot, roughly strong, roughly medium important, and
many others. They form a small, but very important, constituent of natural language
since we use them in common sense speech to be able to evaluate phenomena
around. Evaluative expressions have an important role in our life because they help
us determine our decisions, help us in learning and understanding, and in many
other activities.

Simple evaluative linguistic expressions (possibly with signs) have a general
form \ linguistic modifier [\TE-adjective [ (where \ TE-adjective [ is one of
the adjectives (also called gradable) ‘‘small—sm, medium—me, big—bi’’ or ‘‘zero
—ze’’. The \ linguistic modifier [ is an intensifying adverb such as ‘‘extre-
mely—ex, significantly—si, very—ve, rather—ra, more or less—ml, roughly—ro,
quite roughly —qr, very roughly—vr’’), see Fig. 1. LFLC is a good tool to define
the control strategy, then we also use it to control technological processes with
sampling period 0.01 [s] or less. This paper presents results obtained when solving
problems with control of a magnetic levitation model, representing a very fast
control system. This model is very helpful for application, because its description
and mathematical model is available, for example [8], see Fig. 2.

2 Magnetic Levitation

Magnetic levitation is a very complex nonlinear problem. We are unable to use
classical identification methods to obtain a mathematical model. Fortunately, we
have a very good mathematical model developed by the model producer [8], see
Fig. 3.

We also have the PID controller set up to control the magnetic levitation object
position, which could be used as a reference for our fuzzy controller, see Fig. 4.

A control result for a desired value generated as a pulse signal is shown in
Fig. 5. We see that the magnetic levitation object is very sensitive and the control
process is unstable. The control system stabilized the desired position closer to the
electromagnet only once.

Analyzing the PID control, we can see that the first derivative value is hundred
times higher than the control error value and the second derivative value is hun-
dred times higher than first derivative value. This is caused by the sampling period
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T = 0.002 [s]. Then we cannot develop a classical fuzzy controller based on three
input values—control error and its first and second derivatives. For these cases we
develop a special strategy based on multiple use of LFLC controllers, see Fig. 6.

Every partial LFLC controller will react to one input value. Outputs from all
partial controllers will be summarized in a discrete integrator. It is also easy to
change the control strategy, for example a very small reaction to a small error and
a very big reaction to a big error to obtain the needed value faster, see Fig. 7.

Table 1 presents the LFLC controller contexts set up for a partial controller
based on the controlled object behavior. The LFLC control result is shown in

Fig. 1 A general scheme of intension of evaluative expressions (extremely small, very small,
small, medium, big) as a function assigning a specific fuzzy set [7] to each context w 2 W

Fig. 2 Magnetic levitation model
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Fig. 8. We see that the control process is much better than the PID control results
(compare with Fig. 5). The controlled process is still very sensitive, the control
accuracy is not ideal, but the problem with the stability has been mostly eliminated
thanks to the LFLC control properties.

Fig. 3 Magnetic levitation simulation model

Fig. 4 PID control developed by the magnetic levitation model producer
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Fig. 6 LFLC controller developed for the magnetic levitation model

Fig. 5 PID control result
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Fig. 7 LFLC controller behavior

Table 1 LFLC controller contexts

Input value Scale Transfer coefficient Output scale

de -50 7 50 1 -50 7 50
e -0.5 7 0.5 10 -5 7 5
d2e -40,000 7 40,000 0.03 -1,200 7 1,200

Fig. 8 LFLC control result
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3 Conclusions

The presented example of LFLC use has been solved at the University of Ostrava.
It is obvious that modern numerical methods such as Fuzzy Logic Control are
usable for control of fast technological processes with sampling period 0.01 [s] or
less. The Linguistic Fuzzy-Logic Control, developed at the University of Ostrava,
is a very helpful tool for control strategy description. The presented results proved
how the used technology can help people easily describe control strategy from the
technological control strategy point of view. This technology and real models are
used as a background for problem-oriented teaching realized at the Department of
Informatics and Computers, Faculty of Science, for master students and their
collaborative as well as individual final projects. Students learned how to define
the control strategy and verify it on a real magnetic levitation model. Having
completed these projects, students are able to define control strategies based on
LFLC for any similar controlled system [9, 10].
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Hybrid Intelligent System for Point
Localization

Robert Jarusek, Eva Volna, Alexej Kolcun and Martin Kotyrba

Abstract The article introduces a hybrid intelligent system for point localization
in 3D Euclidean space. There are two models presented. The first one is based on
neural networks and the second one represents a classical approach. The classical
model calculates Euclidean distances between two points in the defined domain.
As regards the experimental study, we proposed appropriate topologies of the
systems that depend on the required accuracy. At first, we identified distances
between a randomly generated point and a reference points in the defined domain.
Then a neural network uses the obtained distances as its inputs to determine the
actual position of the point in the domain space. The experimental study was
repeated several times. All obtained results are mutually compared in the
conclusion.
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Euclidean distance
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1 Introduction

Motivation of the article emerges from the proposed acoustic motion capture
system based on neural networks described in [1–3] and following works. At first,
the distance between an active transmitter and a receiver was identified on the
basis of sound pulses transmitted in the defined domain. It means that we gradually
emitted an acoustic pulse from different transmitters into the microphone. The
domain space was defined with regard to transmitters’ placement. We are sure that
one sound pulse leaves the room earlier prior to emitting a pulse by next trans-
mitter. Thus, there is one pulse at a time in the area only. After noise removal, the
onset of the sound pulse is found in the sample as a maximum of the signal. Here,
the neural network approach was used. The distance from the transmitter to the
receiver we obtained from the time difference of the emitted and received sound
pulse. A two-dimensional case of such system was presented in [1–3] and the
distance is also found using the neural network approach.

In this paper we aim to compare the standard approach and neural network
approach for determining the position of the receiver when the system transmit-
ters–receiver is three-dimensional. We particularly analyze cases of exact and
vague values of distances transmitter–receiver.

2 Theoretical Background

2.1 Point Localization Systems

There are many methods for feature point localization, but some of these methods
rely on hand or special hardware such as infrared illumination, electrodes to place
on face, high resolution camera, etc.

Estimation of three-dimensional information in active systems is a crucial
problem in computer vision because camera parameters may change dynamically
depending on the scene. The problem of localizing objects in 3D while given
multiple images from cameras in different locations is widely known as ‘Stereo
Vision’ problem. Prevalent approaches to this issue are based on projective
geometry and photogrammetry. Cameras taking photographs of the same scene
from two different locations provide different 2D projections of the 3D environ-
ment. For a thorough review of approaches based on this principle, we refer to [4].

In this paper, we investigate a novelty approach in identifying point localiza-
tions from unreliable measurements, which is one of the basic machine learning
problems in robotics [5], in a TDOA system [6] or in motion capturing systems [7].
We apply artificial neural networks that represent biologically inspired machine
learning approaches [8]. The approach is a well-known approximation method for
datasets, where samples of inputs and correlated output are available.
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2.2 Classical Approach

Let us consider a set of n + 1 transmitters in 3D space where the ith one has
coordinates Pi = (xi, yi, zi), 0 B i B n. Let us consider a receiver in the same
space. We can abbreviate ri the distance from the ith transmitter to the receiver.
The position of the receiver P = (x, y, z) can be found solving a system of
quadratic equations (1):

x� xið Þ2þ y� yið Þ2þ z� zið Þ2¼ r2
i 0� i� n: ð1Þ

Subtracting the first equation from each of the rest and using the substitutions
(2)

ai ¼ 2 x0 � xið Þ
bi ¼ 2 y0 � yið Þ
ci ¼ 2 z0 � zið Þ
di ¼ r2

i � r2
0 þ x2

0 � x2
i þ y2

0 � y2
i þ z2

0 � z2
i

1� i� n

ð2Þ

we obtain the following linear system (3):

aixþ biyþ cizþ di ¼ 0
1� i� n

ð3Þ

Let us consider n = 3 and transmitters in the space in the positions P0 = (0, 0,
0), P1 = (R, 0, 0), P2 = (0, R, 0), P3 = (0, 0, R). In this case we obtain the
following solution (4):

x ¼ r2
0 � r2

1 þ R2

2R
; y ¼ r2

0 � r2
2 þ R2

2R
; z ¼ r2

0 � r2
3 þ R2

2R
: ð4Þ

For more transmitters, the system (2) is overloaded. Due to a discretization
error we are able to find only an approximate solution, e.g. we obtain the least
square solution according to the condition (5):

U ¼
Xn

i¼1

aixþ biyþ cizþ dið Þ2 ! min: ð5Þ

Using the standard technique for searching the argument of extreme value (6),

oU
ox
¼ oU

oy
¼ oU

oz
¼ 0 ð6Þ
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the desired solution has to fulfill the following requirements (7).

Xn

i¼1

a2
i xþ

Xn

i¼1

aibiyþ
Xn

i¼1

aiciz ¼
Xn

i¼1

aidi

Xn

i¼1

aibixþ
Xn

i¼1

b2
i yþ

Xn

i¼1

biciz ¼
Xn

i¼1

bidi

Xn

i¼1

aicixþ
Xn

i¼1

biciyþ
Xn

i¼1

c2
i z ¼

Xn

i¼1

cidi

ð7Þ

2.3 Backpropagation Neural Network Approach

A backpropagation neural network works as follows. Each neuron receives a signal
from neurons in the previous layer, and each of those signals is multiplied by a
separate weight value. The weighted inputs are summed and passed through a
limiting function (e.g. sigmoid function), which scales the output to a fixed range
of values. The received output is then sent to all of neurons in the next layer. Thus
using the network to solve a problem, input values are applied to all inputs of the
first layer, the signals are allowed to propagate through the network and output
values are read.

Since real uniqueness or ‘intelligence’ of the network exists in the values of
weights between the neurons, we need a method of adjusting the weights to solve a
particular problem. For this type of networks, the most common learning algorithm
is called backpropagation (BP) [8]. A BP network learns by examples, which is a
learning set that consists of some input examples and the known desired output for
each case. So, we use these input-output examples to show the network which type
of behavior is expected, and the algorithm allows the network to adapt.

The backpropagation algorithm works in the following steps [8]. When an input
vector I = (I1, …, In) is fed to the input layer, the weighted sum Netj of the input
to the jth neuron in the hidden layer is given by (8):

Netj ¼
X

i

wijIi þ hj ð8Þ

where hj is a bias of the jth neuron and wij is the appropriate weight value.
Equation (8) is used to calculate the aggregate input to the neuron. The ‘Net’ term,
also known as the action potential, is passed onto an appropriate (sigmoid) acti-
vation function. The resulting value from the activation function determines the
neuron’s output (9). Similarly, Eqs. (8) and (9) are used to determine the output
value for node k in the output layer.
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Oj ¼ 1þ e�Netj
� ffi�1 ð9Þ

If the actual activation value of the output neuron, k, is Ok, and the expected
target output for node k is tk, the difference between the actual output and the
expected output is given by (10):

Dk ¼ tk � Ok ð10Þ

The error signal for node k in the output layer can be calculated as (11):

dk ¼ DkOk 1� Okð Þ ð11Þ

where the Ok(1 - Ok) term is a derivative of the sigmoid function. Next, the
change in the weight connecting hidden neuron j and output neuron k is propor-
tional to the error at neuron k multiplied by activation of node j. The formulas used
to modify the weight, wjk, between the output neuron, k, and the hidden neuron, j is
(12):

Dwjk ¼ a � dkIj ð12Þ

where a is the learning rate. The error signal for neuron j in the hidden layer can be
calculated as follows (13).

dk ¼ tk � Okð ÞOk

X

k

wjkdk ð13Þ

where the ‘sum’ term adds the weighted error signal for all neurons, k, in the
output layer. As before, the formula to adjust the weight, wij, between the input
neuron, i, and the hidden neuron, j is (14):

Dwij ¼ a � djIi ð14Þ

Finally, backpropagation is derived by assuming that it is desirable to minimize
the error on the output nodes over all the patterns presented to the neural network.
The following equation is used to calculate the error function, E, for all patterns
(15). Ideally, the error function should have a zero value if the neural network has
been correctly trained. This, however, is numerically unrealistic.

E ¼ 1
2

X

pattern

X

k

tk � Okð Þ2: ð15Þ
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3 Point Localization Via Neural Network

The chapter introduces an experimental study of a hybrid intelligent system for
point localization developed via neural networks. We proposed the system
topology containing four reference positions, which define the domain space. For
this reason, the coordinate system consists of four reference points as follows:
P0 = (0, 0, 0), P1 = (1, 0, 0), P2 = (0, 1, 0), P3 = (0, 0, 1).

The proposed system for point localization is based on neural networks that are
able to quantify coordinates (x, y, z) of randomly generated points on the basis of
their distances from defined reference points. We used a multilayer neural network
with one hidden layer that was adapted by the backpropagation algorithm [8]. The
neural network parameters were the following:

• Input layer: 4 units (distances between generated points and defined reference
points)

• Hidden layer: 6 units
• Output layer: 3 units (x y z-coordinates of generated points)
• Activate function: a sigmoid
• Learning rate: 0.1.

The philosophy of the application is simple. The distance between randomly
generated points and reference points (P0, P1, P2, P3) is calculated from the
orthogonal xyz-coordinate system in 3D Euclidean space. The proposed system is
able to transform these values to coordinates (x, y, z). The domain space is
determined by a cube whose vertices are formed by defined reference points. The
maximum distance between two points in the defined space domain is

ffiffiffi
3
p

which
equals to a space diagonal of a cube with side length s = 1.

Each training pattern consists of four input components (distances between a
randomly generated point and defined reference points) and three output compo-
nents (x, y, and z coordinates of the generated point in the domain space). The
neural network was adapted by a set of 1,000 training vectors, which uniformly
cover the whole domain space. The condition of end of the adaptation algorithm
specified the limit value of the overall network error (15), E \ 0.04. It concerns
perfect training set adaptation.

4 Comparative Experimental Study

In the test phase, we used the adapted neural network. Outcomes from the neural
network are x, y, and z coordinates of all test points. From these resulting values,
Euclidean distances between all test points and point PR ¼ ð1=2; 1=2; 1=2Þ are
calculated. The point PR is located at the centroid of the cube representing the
domain space (Fig. 1). Obtained neural network experimental results were com-
pared with the classical approach.
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4.1 Point Localization from Accurate Distances

In the experiment, the test set included 729 points from the defined space domain,
which are distributed in a regular grid with a step of 0.125. Relevant items are the
following values: 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, and 1 in all
coordinates’ directions x, y, and z (Fig. 1). All the test data is from the interval\0,
1[ as required by a backpropagation neural network with the sigmoid activation
function.

Figure 2 shows the obtained experimental results. The horizontal coordinate
represents Euclidean distances between the test points and the point PR. The
maximum distance Dmax from the reference point PR in the defined domain space
is a half of the length of the space diagonal of a cube, Dmax ¼

ffiffiffi
3
p �

2 � 0:8660.
Accuracy of the results depends on individual distances from the point PR, as

we can see from the graph in Fig. 2. Both graphs represent average error values
that are given as differences between the calculated and the experimental value of
the distances from the test points to the point PR. The correct values are displayed
on the coordinate x. In the classical approach, these distances are calculated by
formulas (4) or (7).

Fig. 1 Grid of test points’ localizations
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Table 1 shows experimental errors of coordinates determination, where dis-
tances between the test points and the reference points (P0, P1, P2, P3) were
defined unambiguously. There is ‘one percent’ represented by value 0.005 because
the maximum scope equals to coordinates of PR, which are 0.5 in each coordinate
direction.

4.2 Point Localization from Vague Distances

In the experiment, the test set included 125 points from the defined space domain.
Their accurate localizations are known due to regular distribution of these points in
a regular grid with a step of 0.25 (Fig. 1). Relevant items are the following values:
0, 0.25, 0.5, 0.75, and 1 in all axis directions x, y, and z. Distances between the test
points and the reference points (P0, P1, P2, P3) do not represent exact Euclidean
distances, but these values correspond to vague distances gradually with a devi-
ation of 5, 10, and 20 % around the exact values. Obtained experimental results are
shown in Figs. 3, 4 and 5. X coordinate represents exact Euclidean distances.

Figures 3, 4 and 5 show error values displayed ‘point by point’ that represent
differences between experimental and correct values of the test points and the
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Fig. 2 History of experimental error displaying distances between test points and reference point
PR

Table 1 Experimental error of coordinates x, y, and z

Error Neural network Classical approach

Dx Dy Dz Dx Dy Dz

Min 0 0 0 0 0 0
Max 0.081 0.083 0.082 0 0 0
Average 0.023 0.021 0.023 0 0 0
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point PR. It is clear that trends are the same in both graphs. Experimental results
obtained from the classical approach, and from simulations using neural networks,
have a similar course. These figures also revel as that error values related to
determining coordinates x, y, and z increases with increasing distance of the test
point from the point PR.

Table 2 shows differences between experimental and correct values of the test
points and the point PR, where distances were identified vaguely with a deviation
of 5, 10, and 20 % around the exact values. The maximum distance from the
reference point PR in the defined domain space is Dmax ¼

ffiffiffi
3
p �

2 � 0:8660. It is
evident that neural networks have achieved more accurate results with increasing
inaccuracy in experimental data.
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Fig. 3 Experimental results, where distances between the test points and the reference points
were identified vaguely with inaccuracy 5 %
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Fig. 4 Experimental results, where distances between the test points and the reference points
were identified vaguely with inaccuracy 10 %
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5 Conclusion

In conclusion, we would like to compare accuracies that we obtained during our
experimental study. Two models were presented. The first one is based on neural
networks and the second one represents a classical approach. The classical model
calculates Euclidean distances between two points in the defined domain. The
proposed hybrid intelligent system for point localization in three-dimensional
Euclidean space is based on neural networks. The experimental study includes two
kinds of experimental results. The first experimental study represents approaches
where distances between the test points and the reference points were defined
unambiguously. The second experimental study represents approaches where
distances between the test points and the reference points were identified vaguely
with inaccuracy about 5, 10, and 20 %. All obtained results are shown in Figs. 2,
3, 4, 5 and in Table 2. In contrast to the classical approach, it is evident that neural
networks have achieved more accurate results with increasing inaccuracy from
which distances between the test points and the reference points were identified.
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Fig. 5 Experimental results, where distances between the test points and the reference points
were identified vaguely with inaccuracy 20 %

Table 2 Experimental results, where distances between the test points and the reference points
were identified vaguely with a deviation of 5, 10, and 20 % around the exact values

Error Neural network Classical approach

5 % 10 % 20 % 5 % 10 % 20 %

Min 0.0156 0.0333 0.02622 0.0141 0.0217 0.0444
Max 0.1627 0.2720 0.5935 0.1788 0.3228 0.7295
Average 0.0845 0.1262 0.2133 0.0636 0.1387 0.2725
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Due to a relatively good accuracy and low cost, the proposed system based on
neural networks could be used in robotics systems [7], in a TDOA system (Time
Difference of Arrival) [6] or as an acoustic Motion Capturing system (MoCap) [9].
Motion Capture is a system for determining positions of points in the space which
uses physical properties of audible sound. Since the speed of sound propagation in
the environment is constant, it is possible to calculate audio signal’s absolute
distance according to the degree of its delay. If it happens for at least three
transmitters, receivers can determine the position of the spatial coordinates via
triangulation [1–3].
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On the Simulation of the Brain Activity:
A Brief Survey

Jaromir Svejda, Roman Zak, Roman Jasek and Roman Senkerik

Abstract This article represents the brief introduction into the issues of simula-
tion of brain activity. Firstly, there is shown a physiological description of the
human brain, which summarizes current knowledge and also points out its com-
plexity. These facts were obtained through the technologies, which are intended
for observing electrical activity of the brain; for example invasive methods,
electroencephalography (EEG) and functional magnetic resonance imaging
(fMRI). Then, there are described approaches to simulate the brain activity. First
of them is a standard model, which is the basis of most current methods. Second
model is based on simulation of brain rhythm changes. Finally, there is discussed
possible utilization of complex networks to create a biological neural network.
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1 Introduction

The oldest written record, in which the word ‘‘brain’’ can be found, originates from
seventeenth century BC. It is a papyrus scroll, which contains a description of
symptoms, diagnosis and prognosis of a complicate skull fracture of two Egyp-
tians. Since then, the amount of knowledge about human brain has greatly
increased. The research has been gradated in the last 170 years. Due to the modern
approaches, interest in brain and amount of obtained knowledge has sharply rise in
the last 20 years. In spite of the above mentioned facts, the complete under-
standing of brain activity is still impossible.

Scientific instruments were not able to solve a system as complex as the brain is
until the first half of the twentieth century. More appropriate methods were dis-
covered then, etc. cellular automaton and artificial intelligence. However, practice
deployments of these methods were made possible at the beginning of nineties. At
the same time, there was also gradual development of complex systems and net-
works, which became an alternative option to modelling of biological neural
networks. Successful example of using neural networks in the diagnosis of neu-
rological disorders is described in [1].

Many scientific disciplines deal with the human brain; for example numerical
neuroscience, neuro-informatics, informatics or medicine. All of them bring the-
ories, which could explain different brain activities. Numerical neuroscience
provides mathematical and biophysical models, which are able to model basic
processes in neurons and neural networks. The main goal of neuro-informatics is
systematical development of database intended to collect information such as brain
morphology, brain parts anatomy and their functional connection, brain electro-
physiology, brain states obtained with magnetic resonance and their integration.
Further, it seeks to develop tools for modeling, where the aim is the most accurate
emulation of brain activity. In Informatics, complex networks are highly suitable
to model a complex system among which the brain includes. The contribution of
medicine is undisputable especially in brain anatomy research [2].

The human brain is a complex system, which is an object of our research. It is
regarded as the most complex system in the universe. The modern science is
currently attempting to understand the complex interconnection among individual
parts of the brain [3]. Further, it is important to find how this connection con-
tributes to normal or pathological brain function. There are many publications,
which deal with description of the brain [1, 3, 4]. There are also a number of
models, whose aim is to simulate the brain function as clearly as possible. Some
models are shown in this article.

The main aim of this paper is to show possible approaches to design a model of
the human brain.
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2 Physiological Description of the Brain

The brain activity consists in enormous amount of electrochemical reactions.
Therefore, it is a combination of chemical transformations and electrical processes.
Changes in electrochemical activity of individual parts are correlated with sensory
perceptions, motor activity, changes of attention, etc. [2].

The brain itself is composed of several parts, without which his activity could
not be possible. One of its basic structural parts is a neuron. The neuronal cells are
characterized by the fact that electrical activity is carried out in them. These cells
communicate with each other by electrical signals. According to the last estimate,
there are approximately 1011 neurons in the brain. Every one of them is connected
with thousands of other neurons. The total number of connections (synapses) is
roughly 1015. Thus it is a very extensive biological neural network. Every neuron
contains much neuritis (neural fibres) which takes care of input and output. The
total length of neural fibres is estimated to 3 km per 1 mm3 [2].

In terms of morphology and electrical properties, there are approximately
1 million types of neurons. The morphological description of pyramidal and
inhibitory neurons is currently known. Pyramidal neurons stimulate electrical
activity of cerebral cortex, while inhibitory elements restrain communication
between pyramidal neurons and they also control excitatory activity. The lack of
control over excitatory activity manifests itself in epilepsy [2].

Besides neurons there is the same number of support cells (neuroglia). They
have the crucial role especially in brain development, because of their ensuring of
correct intergrowth of neurons. However, they are also important in adulthood,
because they perform maintenance of neurons (supply of nutrients) and they
remove dead ones. Moreover, it was found that glial cells are able to communicate
with neurons and they influence their activity [2].

Another part of the brain, which should be mentioned in relation to the neurons,
is called vasculature. It ensures the supply of blood to the brain and also a dis-
charge of blood from the brain. It consists of tiny capillaries and small arteries
passing through the whole brain. The main arteries are surrounded by vascular
smooth muscle, which is able to regulate the blood flow intensity. An increased
electrical activity of neurons requires an increased supply of nutrients, which is
ensured by vasculature [2].

3 Modelling of the Brain Activity

The field, which deals with mathematical and biophysical modelling of basic pro-
cesses in neuron and neural networks, is called numerical neuroscience. The
selection of the right model depends on the questions, whose answers are searched
and on the amount of experimental data. Level of the model is chosen accordingly.
The experimental data are used for correct definition of the model, i.e. determination
of all free parameters, because the model should have a reasonable predictive value.
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3.1 Standard Model

Alan Hodgkin and Andrew Huxley dealt with the issue of origination of neural
action potential in the early fifties of the twentieth century. They performed a
measurement of a squid nerve. The squid has the hugest axon among all animals.
The axon has 1 mm in diameter. Therefore, it is possible to measure required data
along the whole axon. Hodgkin and Huxley invented a mathematical description of
neural action potential origination for which they won the Nobel Prize in 1963 [5].

Hodgkin–Huxley model consists of four differential equations of the first order
given in (1–4). Their final forms were obtained through finding a solution to an
alternate electronic diagram of a squid (Fig. 1). More detailed description of this
model is given in [5–7].

An alternative connection is based on the following idea. A neuron membrane
has an important role in information processing. It consists of two molecule layers
(lipids). Protein complexes (intra-membrane proteins) are located between the
lipids layers, and they create ion pumps, ion and receptor channels. They also have
a very important metabolic function [8].

Ion pumps permanently transport ions Na+ and K- through the membrane. Due
to this fact, the membrane is permanently polarized. Its surface is electrically
positive, while the inner surface is electrically negative. The potential difference
between them is 70 mV on average. Ion and receptor channels have a critical role
for transferring and elaborating information in mechanism of membrane function
[8].

In the diagram shown above, the capacitor represents the neuron membrane.
Other branches connected with the capacitor in parallel interpret individual
channels through which the respective ions pass. Each channel is specified by
both: conductivity and rest potential. The latter arises due to the fact that there is a
different concentration of respective ions inside the cells and outside the cell.

The final form of Hodgkin–Huxley equations is:

dUm

dt
¼ 1

C
�gk � n4 � Um � Ukð Þ � �gna � m3 � h � Um � Unað Þ � gbg � Um � Ubg

� ffi� �
þ Im �

1
C
: ð1Þ

dn

dt
¼ 1

sn
n1 � nð Þ: ð2Þ

dm

dt
¼ 1

sm
m1 � mð Þ: ð3Þ

dh

dt
¼ 1

sh
h1 � hð Þ: ð4Þ

Formulas and diagram use following notations:

Um membrane potential
Im membrane current (short stimulus pulse)
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C surface capacity of the membrane
�gk � n4; �gna � m3 � h a course approximation of membrane surface conductivities

(gk a gna) for ions of K or Na
gbg surface conductivity of membrane for other ionic types
Uk, Una, Ubg represent an equilibrium potential for respective types of

ions depending on their concentration on both sides of the
membrane [6–8].

Standard method of capturing the communication between neurons is based on
the fact that each neuron can be divided into some segments in which Hodgkin–
Huxley equations are used and linked to each other in a simple way. Coefficients
(parameters), which appear in the main body of the neuron and in the axon, are
different to those which are used in dendrites. This model is practically unusable
for a greater number of neurons, because it becomes too complex with their
increasing number. Current super-computers are able to simulate a realistic net-
work of 1 million neurons; each of them is divided to several hundred or thousand
segments.

This model requires a high amount of input data to ensure the most accurate
prediction. If the data are not available, it is better to use some simpler model.
However, this model is the basis for the simulation of neural activity [2].

3.2 Model of Changes in the Brain Rhythms

There are many rhythms that are crucial for human brain; for example natural
rhythms, which appear during the sleep, or pathological rhythms accompanying
various diseases (Epilepsy, Parkinson’s disease, etc.). It is known that synchro-
nization of these rhythms in different areas of the brain is correlated with the
success rate of some cognitive tasks. Moreover, some brain diseases are

Fig. 1 Alternate electronic
diagram of squid’s axon [6]
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accompanied by changes in these rhythms. However, the meaning of brain
rhythms is not yet fully elucidated [2, 9].

Current models firstly developed on individual neurons and then on simple
networks, are able to model changes of brain rhythms. With these models, it is
possible to investigate the meanings of individual brain rhythms [2].

3.3 Modeling by Means of Complex Networks

Modern network theory originated along with the discovery of small-world net-
works and scale-free networks at the end of the second millennium. It is currently
the most studied approach to model complex systems. The study of complex
networks is applied to a number of different areas such as metabolic system, air
transport system, brain, etc. [10].

The complex networks are illustrated by extensive graphs which have a number
of common properties. These are abstract models that arise from the combination
of mathematical analysis and simulation. The following belong to basic properties
of complex networks:

• Average remoteness of nodes (5)—represents the average distance between two
nodes in a graph. It can be obtained from the following mathematical form,
where N means the total number of nodes and di,j specifies a distance between
ith and jth node:

L ¼ 1
N � N � 1ð Þ �

X

i;j2N;i 6¼j

di;j: ð5Þ

• Clustering coefficient (6)—indicates a tightness of binding between the nodes in
graph. In other words, it is a relation of the current number of connections
between neighbors of the node ei to the maximal possible number of these
connections ki. The formula has the form:

Ci ¼
ei

ki

2

� � ¼ 2ei

ki � ki � 1ð Þ : ð6Þ

There are three basic architectures (See Fig. 2) whose properties are used in
complex network study. These were firstly introduced in 1998 by Watts and
Strogatz in their article, which dealt with the ubiquity of clustering in the most real
networks [11].

The arranged network is usually illustrated in the same way as shown in Fig. 2.
The nodes are organized in the circle and each of them is connected to the four
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nearest neighbors (two on left side and two on right side). This network is char-
acterized by a high value of C and also high value of L.

The connections between nodes are created randomly in the case of random
network. This network has a low value of C and L.

The small world network arises from an arranged network so that two random
selected nodes are connected together. Each repetition of this modification causes
gradual reduction of L, while C stays practically unchanged; thus it stays on the
high value.

Other architecture of complex networks was found in 1999. It is called scale-
free and here the distribution of connections between individual nodes is governed
by power laws. These can mathematically describe the fact that most nodes in the
most the real networks have just few edges and that these small frequent nodes
coexist with few large centers which have abnormally high number of edges. The
few edges, which mutually connect smaller nodes, are not enough to ensure full
interconnection of the network. This function is assured by few centers, which take
care of network cohesion. They are called ‘‘scale-free’’, because it is not possible
to determinate a typical number of connections or characteristic scale represented
by the average node and fixed by the maximum of connection distribution [11].
Internet, social relations between people, air transport system, etc. belong among
scale-free real systems.

There are a number of studies dealing with the utilization of complex networks
for biological neural network modeling. Their description and also some results
can be found in [10]. Most studies have proven that the small-world networks have
the same properties as can be observed in biological neural networks, i.e. rapid
response of a system and coherent oscillations. But there are also some studies,
which discussed the application of scale-free networks for the purposes mentioned
above. One of them dealt with the neural network of the simplest multi-cellular
organism, whose genome is similar to the human genome. It is a worm called
Caenorghabditis elegans with 302 neurons, whose connections are quite accurately
mapped out.

The modern network theory is very useful for studying the network, which can
be found in the brain. This theory provides efficient realistic models of complex

Fig. 2 Representation of three basic complex network architectures [10]
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networks occurring in the brain. Thanks to the continuously increasing number of
measurements, it is possible to study topological and dynamical properties of these
networks. Further, the theory allows better understanding of the correlations
between the network structure and processes, which take place within the networks
with corresponding structure. Moreover, it offers potential procedures for forming
complex networks and also their reactions to any damage such as random error or
targeted attack [10].

4 Sensing of the Brain Activity

In the previous section, we described approaches to modelling the brain activity.
The creation of model would not be possible without appropriate equipment,
which could provide useful data extracted from the measured brain activity. There
are several approaches for sensing brain activity. The most widely used is EEG
technology, which belongs among the non—invasive methods. Devices based on
EEG technology provide signal with very low voltage amplitude, because the
signal has to pass through the relatively low conductive skull. The amplitude
ranges from 10 to 100 mV. Recently, we use Emotiv EPOC neuroheadset to obtain
EEG signal from the human brain.

4.1 Emotiv EPOC Neuroheadset

Emotiv Corporation developed personal brain—computer interface for human—
computer interaction using neuro—technology, which is based on processing of
electromagnetic waves occurring in human brain. The interface has wide range of
possible applications; for example in interactive games, intelligent adaptive
environment, audio visual art and design, medicine, robotics and automotive
industry. Moreover, it can be deployed in large amount of scientific research.

Emotiv EPOC neuroheadset (Fig. 3) measures a signal wirelessly transferred to
common personal computer. It is a device, which has a set of sensors intended for
sensing the activity produced by human brain. Traditional EEG devices requires the
use of conductive pasta to improve the conductivity between electrodes and hairs.
On the other hand, the neuroheadset do not need any additional tools. It has 14 high
resolution sensors, which are placed on optimal positions on the human head
(Fig. 4). Moreover, it also includes gyroscope for determinate the position in the
area. Each channel has its own label based on its position on the head: AF3, F7, F3,
FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4. Sampling frequency of the neu-
roheadset is 2,048 Hz. More information about neuroheadset can be found in [12].

Emotiv provide basic software set containing many tools, which can be used for
recording various signals such as electric potential from all 14 sensors, power
spectrum of individual EEG channels in real time and rotational acceleration of the
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head in horizontal and vertical axis using data from gyroscope. All of these outputs
are shown in graphs. Data are also available in raw form, which can be used for
further analysis. If it is required special functionality, which is not provided by
native software, it is desirable to develop own application using Emotiv SDK
(Software Development Kit).

Native software consists of three classification suites. Each of them enables the
usage of algorithm developed by Emotiv. First of them is Expressive suite, which
contains identification system for recognition of facial expression such as smile,
eyewink, etc. The muscle signals are used for this purpose. The sources for these
signals are obtained by sensors, which are located around the face.

The second suite can be used to measure and identification of emotional state;
for example nervousness, alertness, concentration, etc. Therefore, it is called
Affective suite. Muscle signals and ocular signals are filtered by specially designed
filters; thus, identification algorithm uses clear brain signal.

The last suite is called Cognitive. This classification mode uses whole measured
signal, which contains both clear brain signal and muscle signal. Classification
algorithm is based on artificial intelligence methods. Type and structure of applied

Fig. 3 Emotiv EPOC
neuroheadset [12]

Fig. 4 Placement of
electrodes of Emotiv EPOC
neuroheadset
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neural network is patented by Emotiv Corporation; therefore, the specific infor-
mation about the algorithm is protected.

If it is required other processing of the signal than the native software allows, it
may be processed by another software application.

Measured raw data can be subjected to offline analysis to research alternative
usage of EEG signal; for example, design a brain model, classification of brain
activity, diagnosis brain diseases, etc.

5 Conclusion

Human brain is the most complex known system in the universe. Study of its
activity is extremely important mainly due to the more precise diagnosis of brain
diseases and their treatment. Furthermore, acquired knowledge could be used in
modern technologies with BCI systems, where an interaction between brain and
computers appears.

This work introduces three possible approaches to the simulation of brain
activity. The first model uses ordinary differential equations for mathematical
description of neuron behavior and it is still used as a basis of many other models.
Its main disadvantages are high computational complexity and requirement of high
amount of input data.

The next model is more abstract than the previous one, because it is based on
synchronization of rhythms, which appear in the human brain. Therefore, the brain
activity is described by model of changes of brain rhythms instead of description
of an individual neuron. The model could help to reveal the meanings of brain
rhythms, which are not yet fully elucidated.

The complex network offers another approach to simulate a brain activity. This
method is based on the creation of a similar network structure as can be found
between neurons in the brain. A number of research studies revealed that the small
world networks or scale free networks could have the structure appropriate for the
modelling of a real neural network.

Even if there are many different methods, which are appropriate to simulate
brain activity, it is still not possible to create a model that would be able to
completely capture the behaviour of the human brain. This fact is caused by the
high complexity of the brain and by the insufficient performance of computational
equipment. Therefore, each simulation model has to be usually simplified so that it
could be used with the current computing power. However, it also has to be as
close as possible to the real human brain.

We are currently performing the measurement of an EEG signal in our research.
Our aim is to discover interesting regularities in the EEG signal waveform, which
could contribute to the improvement of current approaches of brain activity sim-
ulation. Moreover, these regularities could be used to recognize some specific
states of the brain, which can be then used to control the software or equipment
connected to the computer.
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Q-Learning Algorithm Module in Hybrid
Artificial Neural Network Systems

Jaroslav Vítků and Pavel Nahodil

Abstract Presented topic is from the research field called Artificial Life, but
contributes also to the field of Artificial Intelligence (AI), Robotics and potentially
into many other aspects of research. In this paper, there is reviewed and tested new
approach to autonomous design of agent architectures. This novel approach is
inspired by inherited modularity of biological brains. During designing of new
brains, the evolution is not directly connecting individual neurons. Rather than
that, it composes new brains by connecting larger, widely reused areas (modules).
In this approach, agent architectures are represented as hybrid artificial neural
networks composed of heterogeneous modules. Each module can implement dif-
ferent selected algorithm. Rather than describing this framework, this paper
focuses on designing of one module. Such a module represents one component of
hybrid neural network and can seamlessly integrate a selected algorithm into the
node. The course of design of such a module is described on example of discrete
reinforcement learning algorithm. The requirements posed by the framework are
presented, the modifications on the classical version of algorithm are mentioned
and then the resulting performance of module with expectations is evaluated.
Finally, the future use cases of this module are described.
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1 Introduction

This paper deals with design of agent architectures in the domain of Artificial Life
(ALife). Design of autonomous agents in this field was inspired by behaviour of
animals for a relatively long time. There are numerous agent architectures whose
design is inspired in ethology, the science field practically defined by Austrian
zoologist Konrad Lorenz. Ethology looks on a biological ‘‘agent’’ from the outside
and evaluates its behaviour.

On the other hand, there is approach which finds inspiration in principles
involved in a mammalian brain. Compared to Ethology, the focus here is aimed to
inner functionality, rather than external behaviour. It is often argued that intelli-
gent system can observe its environment and understand the situation without
producing any behaviour. This way of designing intelligent systems is often called
connectionism. Recently, a bigger progress in more detailed connectionist models
[4, 6] can be made by means of faster computers, or specialized hardware [8].

Each approach has own advantages and drawbacks. Our focus is aimed more
towards combining the two above together into new, hybrid architectures. These
architectures partly employ ethological principles and partly connectionist ones.
Furthermore, this involves also hybrid approaches to designing.

More specifically, this work is a part of our framework called Hybrid Artificial
Neural Network Systems (HANNS). This framework combines ANN paradigms
with re-usable domain-independent modules implementing more ‘‘traditional AI’’
approaches. This paper will be aimed mainly for creating module which imple-
ments discrete Reinforcement Learning (RL) algorithm. The following chapters
will briefly describe HANNS framework, while the main focus will be put onto
integration of RL into the framework. By means of modular approach, the
resulting RL module can be used in various of applications. For example, when the
inputs of the algorithm are connected to nodes implementing fuzzy-logic opera-
tions, some kind of fuzzy-RL can be potentially created [3].

2 Theoretical Background

Rather than designing one particular architecture suitable for a particular task, our
research focuses on modular systems [1]. In such systems, currently known
modules can be interconnected and used in potentially new ways. As an example
of a typical re-usable domain independent sub-system can be seen the Categorizing
and Learning Module (CALM) [7].
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2.1 Hybrid Artificial Neural Network Systems

The main goal of our framework is to unify external representation of particular
modules, so that these modules can be seamlessly connected into bigger systems.
Particular sub-systems use for communication the same methods as ANNs and are
defined as ‘‘Neural Modules’’. Each Neural Module can have Multiple Inputs/
Multiple Outputs (MIMO), either real-valued or spiking type. Neural Module can
implement theoretically any component of agent architecture: sensory systems,
decision-making modules or actuators. Scheme of Neural Module can be seen in
the Fig. 1.

Since these modules can implement various types of algorithms, the inputs to
Neural Module are further divided into configuration and data inputs. Configura-
tion inputs are used for setting-up parameters of inner algorithm, while data inputs
are used for processing data. These two types may or may not be distinguished,
which provides opportunity of changing algorithm parameters online during the
simulation.

By employing this representation of particular algorithms, modular agent
architectures can be defined as weighted connections between given set of Neural
Modules. This approach also provides opportunity of automatic optimization of
agent architecture by means of Evolutionary Algorithms (EAs). Despite the ben-
efits mentioned above, the two main challenges for this approach still lie in the
following: Need for correct definition of inputs/outputs including their encoding/
decoding. Complete domain independence of algorithms used in Neural Modules
with requirement of simple configuration.

Since this paper focuses mainly for RL module designed for the HANNS
framework, the following text will describe basics of discrete RL and possibilities
of its integration into our framework.

Fig. 1 Scheme of neural
module with three inputs,
three outputs and arbitrary
inner structure. An
encapsulated algorithm can
be implemented by means of
Robotic Operating System
(ROS)
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2.2 Implementation of the HANNS Framework

In order to be able to simulate networks of highly heterogeneous nodes, the
appropriate simulator had to be found. Theoretically, the simulator has to be able
to handle these main types of communication: discrete, continuous and spiking.
Furthermore, the highest possible re-usability of algorithms was required. For this
purpose, the open-source simulator of large-scale neural networks called Nengo1

was modified. One of the main features is that the simulator was extended for
Robotic Operating System2 (ROS) support. The ROS is decentralized infrastruc-
ture based on nodes, which communicate by means of messages over the TCP/IP
protocol. In the ROS, each node is separated process (several programming lan-
guages supported so far), by connecting several nodes together, a network-like
structure can be cerated. Implementation of the HANNS framework employs the
ROS and each Neural Module is implemented as ROS node with simple Jython
interface for our modification of Nengo.3 This way, new nodes can be used as a
part of HANNS structure, or standalone from the command line.

2.3 Reinforcement Learning

When compared to the knowledge-based AI and to connectionism approaches,
several types of RL algorithms have several advantages. Compared to ANNs, these
algorithms do not require learning by examples. And compared to planning sys-
tems, they do not require even a model of the environment. RL is based only on
rewards received as a result of some action executed. This makes RL algorithms
suitable for unknown environments and also usable in the HANNS framework. For
the integration, the type of RL, called Q-Learning was chosen.

Q-Learning algorithm The Q-Learning algorithm is suitable for online
learning without need of environment model—it is model-free approach. During
the learning, the algorithm updates the action-value function Q, which represents
mapping set of agent’s actions A and set of all admissible environment states S to
real values according to Eq. (1).

Q : A� S! R ð1Þ

Values in the matrix Qðs; aÞ then define the benefit of each action in a given
actual state. When exploiting the knowledge learned the by Q-Learning algorithm,
the best action (with the highest value in the matrix) can be selected at each step

1 University of Waterloo, Simulator of large-scale ANNs Nengo: nengo.ca
2 Robotic Operating System http://www.ros.org/
3 Nengoros: http://nengoros.wordpress.com/
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for obtaining best known policy in a given situation. At each step of the algorithm,
values in the Q(s, a) matrix are updated according to Eq. (2):

Qðst; atÞ ¼ Qðst; atÞ þ a½rt þ c max
a

Qðstþ1; atþ1Þ � Qðst; atÞ�: ð2Þ

Here, the st 2 S is a previous state of the environment, at 2 A is action which
was just executed, rt is reward received at a result to the action at, the current time
step t, maxa Qðstþ1; atþ1Þ is the action with the highest utility value in the current
state. There are the following algorithm parameters: c 2 h0; 1Þ is a forgetting factor
and a 2 ð0; 1i is a learning rate, for more information see [9].

The scheme of Q-Learning system and the principle of it’s function is depicted
in the Fig. 2. The Stochastic Return Predictor (SRP) is composed of Q-Learning
algorithm and Action Selection Method (ASM). The ASM selects the action and
executes it, RL algorithm observes the reinforcements received and updates the
value of the Q function for the previous state according to Eq. (2).

Action Selection Method Since the RL algorithm only learns from the
observed experience, the complete SRP is composed of RL algorithm and Action
Selection Method (ASM). The simplest case of action selection is the Greedy
ASM. In each environment state, the Q(s, a) matrix contains (current) utility
values of all possible actions. In case of Greedy ASM, simple an action with the
highest utility is selected for the following simulation step.

The main drawbacks of this algorithm are the fact that the agent can easily stuck
in the local optimum and that the exploration of new states is often not performed.

Fig. 2 Scheme of the Q-Learning system. The line labeled ‘‘max(Q)’’ is the prediction of return
for the best action. The ‘‘Sel(Q)’’ is the Q actually taken, it is combined with return prediction and
reinforcement received from the environment ri through unit the delay z�1; c is the discount
factor and a is the learning rage. The predictor predicts action values in a current state, based on
this information the ASM selects action to be executed
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These drawbacks are solved by the �-Greedy algorithm, where the e parameter
defines amount of randomization. With the probability of �, a random action is
selected and with the probability of 1� � the Greedy action is taken. This helps the
agent escape from the local extreme and encourages exploration of new states.

Algorithm Improvements—Eligibility Traces There are several ways how to
improve the speed of learning, the one chosen here is called Eligibility Traces.
Instead of updating only one value of Q function at each step, all of the values of
state-action pairs can be updated simultaneously. This modification is also called
Q-Lambda algorithm. We can define the change of state based on the current
step—d by rewriting the equation above as follows:

d ¼ rtþ1 þ cQðstþ1; atþ1Þ � Qðst; atÞ: ð3Þ

Now, Eq. (4) has the following form:

Qðst; atÞ  Qðst; atÞ þ ad: ð4Þ

By introducing the error function, which is the fundamental for the eligibility
traces-based approaches, we can rewrite the equation as follows:

Qðst; atÞ  Qðst; atÞ þ adeðs; aÞ; ð5Þ

where the parameter error is defined for each state-action pair as follows:

etðs; aÞ ¼
cket�1ðs; aÞ if ðs; aÞ 6¼ ðst; atÞ
cket�1ðs; aÞ þ 1 if ðs; aÞ ¼ ðst; atÞ

�
ð6Þ

Equation (6) is applied each time step. We can see that each state-action pair
has own value of error, which decreases with time. If the state was visited, the
error value is set to one.

The main advantage of the eligibility trace compared to one-step Temporal
Difference (TD) method is depicted in the Fig. 3.4 After reaching the reward,
the one step TD algorithm stores information about one action. Compare to this,
the Sarsa(Lambda) algorithm stores information about considerably bigger part
of the path.

3 Our Q-Learning Module Design

This section describes the design of Neural Module for HANNS, which imple-
ments domain independent Q-Learning suitable for modular agent architectures.
Several design requirements have to be met in order to successfully implement the

4 Picture borrowed from: http://www.tu-chemnitz.de/informatik/KI/scripts/
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Q-Lambda algorithm in the Neural Module. First, the typical use-case and main
requirements for such a Neural Module in the HANNS framework will be
described.

Requirements for Neural Module Each Neural Module is designed for the
purposes of being connected into bigger network of potentially heterogeneous
nodes. An example of hierarchical RL is depicted in Fig. 4. In this architecture,
multiple SRPs are simultaneously learning different objectives of behaviour. Each
of these RL ‘‘modules’’ has own decision space (matrix mapping state-action pairs
to the real value of action utility) and is connected to own source of motivation.
The resulting behaviour of the agent emerges from competing or cooperating these
SRP modules.

The HANNS framework describes these SRPs as Neural Modules of MIMO
(black-box) type. These systems can have configuration inputs (defining values of
parameters). By convention, each node should provide one output with a real value
defining its Prosperity. The prosperity is heuristics defining how well a given

Path taken
Action values increased

by one-step Sarsa
Action values increased
by Sarsa (λ) with λ=0.9   

Fig. 3 Example comparing the Sarsa(Lambda) algorithm with the one-step TD method. In case
of the Sarsa(Lambda) algorithm, multiple sates-action pairs (trace) are updated after receiving
one reward

Fig. 4 Scheme of hierarchical RL with one level of action abstraction—only decision spaces
composed of states and primitive actions are allowed. These RL modules may compete or
cooperate in the architecture for control over the agent
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module performs in given situation and can be implemented by arbitrary infor-
mative function.

Finite Length of Eligibility Trace In our algorithms, we use slight improve-
ment of eligibility traces. Instead of updating values of all state-action pairs, we
store only finite number n of currently visited state-action pairs. This approach
enables us to improve the one-step TD algorithm significantly, while sustaining the
computation requirements low, even in high-dimensional spaces.

Representing the Inputs and Outputs Neural Modules in the HANNS com-
municates by vector of real values on the interval h0; 1i. Since the module should
be as compatible with classical ANN paradigms as possible, the encoding of input/
output values is selected 1ofN. In case of actions, only the currently selected one
has non-zero value on its output. Compared to this, array of input values represent
array of state variables. Each discrete state variable is sampled with predefined
step form the interval h0; 1i.

Operation in non-Episodical Experiments The Q-Learning belongs into the
group of algorithms which learn episodically. At the beginning of each episode,
the SRP should start to operate from randomly chosen state of the environment.
This ensures that the algorithm learns efficiently in the entire state-space. How-
ever, in real-life experiments this cannot be provided often. There are two main
use-cases of the RL Neural Module:

• One RL module controls entire agent architecture (or actions of the rest of
the architecture do not interfere with actions produced by the RL). In this case
the randomization parameter in the ASM has to be tuned to trade-off between
average reward and exploration of the environment. Or, the size of this
parameter can be controlled online—e.g. by means of motivation sources [5].

• Multiple RL modules compete for the control over agents resulting action (or
different subsystems interfere with action selection mechanism). In this case, the
randomization of action selection (and therefore exploration) can occur spon-
taneously, because the agent may not take the greedy action all the time. In this
case, the optimal value of randomization has to be determined with respect to
the rest of action selection mechanisms.

In architectures, where RL module represents particular behaviour (e.g. ‘‘go for
food’’) the motivation sources provide efficient way how to weight between
competing behaviours (SRPs), the one connected with higher motivation should
win and gain control of the architecture. With respect to this principle, we added
new parameter to the RL module, called Importance. Increasing of this parameter
affects two following components in the Neural Module:

• Causes decrease of e parameter in the �-Greedy ASM. Therefore, when the
behaviour represented by the module has high importance, the exploration is
suppressed.

• Causes increase of value of the selected action. This ensures that in compe-
tition against other RL modules (or other action-selecting sub-systems) has
higher chance to win.
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Defining Prosperity of Q-Learning Neural Module During the optimization
of the agent topology, it is often very suitable to have some notion about per-
formance of particular components of the system, rather than only one value
evaluating the overall behaviour. This heuristics (called Prosperity) should rep-
resent the performance as accurately as possible, but also remain as general as the
algorithm is. The value of prosperity should be dependent on the Neural Modules
configuration.

The Q-Learning algorithm has two main objectives: to be able to reach to reach
the reward efficiently and be able to operate from any state of the state space. In
case of architecture controlled by one RL module in non-episodical experiments,
these objectives are antagonistic. This optimal configuration of the node could be
found by multi-objective optimization technique, for example by means of Evo-
lutionary Multi-Objective Optimization [2]. In order to keep the complexity of
optimization low, we tried to find one-valued representation of prosperity for this
algorithm. The resulting selected method is described in the following section.

4 Selected Experiment

For simplicity, the RL module was tested on discrete grid map of size 20 9 20
with obstacles and one attractor. The agent was equipped with 4 actions (moving
in four directions) and the reward was received after reaching the position con-
taining the reward. The presented values are averaged from 5 non-episodical
experiments, each started from the same initial state and lasted 80,000 discrete
steps. The RL algorithm was configured with the following empirically-estimated
constant parameters: a ¼ 0:5; c ¼ 0:3; k ¼ 0:04.

The graphs in Fig. 5 show dependency of two variables on the value of
importance, selected from the interval I 2 h0; 1i. We can see that combining Mean
Cumulative Reward and Mean Coverage together almost eliminates the influence
of Importance variable to estimated prosperity of the node, which was our goal.

5 Conclusion

The newly created open-source5 RL module is implemented in Java language and
can be used as a standalone library, ROS node or Neural Module in the Nengoros
simulator. The Q(Lambda) algorithm represented as domain-independent neural
module can be directly incorporated in new architectures of autonomous agents,
such as architectures proposed in [5] or [9]. Interfacing the algorithm with more
widely used framework enables user to test its performance in new domains or in

5 With the BenchMark simulator available at: https://github.com/jvitku/rl
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new combinations with other modules. For instance, by simple connecting it to
Neural Modules implementing Fuzzy operations, a simple fuzzy-RL algorithms
can be obtained. Furthermore, such definition of algorithm enables us to auto-
matically design novel architectures containing the module, e.g. by means of
Evolutionary Algorithms.
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A Probabilistic Neural Network Approach
for Prediction of Movement and Its
Laterality from Deep Brain Local
Field Potential

Mohammad S. Islam, Khondaker A. Mamun, Muhammad S. Khan
and Hai Deng

Abstract Prediction of neural activity relating to movement is essential to
understanding and treatment of neurodegenerative diseases and cybernetic inter-
faces. Here we had shown that it is possible to decode deep brain local field
potentials (LFPs) related to movements and its laterality, left or right sided visually
cued movements using Probabilistic Neural Network (PNN) classifier. The fre-
quency related components of LFPs were extracted using the wavelet packet
transform (WPT). Then the signal features were computed as the instantaneous
power of each band using the Hilbert Transform (HT) with defined windows for
motor response. Based on the extracted feature, PNN classifier was designed and
evaluated using 10-fold cross validation method to identify the robustness for
predicting movements. The Classification accuracy 82.72 ± 7.2 % achieved for
distinguishing movement condition from the rest. While for subsequent discrim-
ination of left and right movement, the accuracy reached up to 74.96 ± 10.5 %.
Considering the classification performance (accuracy, sensitivity, specificity and
the area under the Receiver Operating Characteristic (AUC) curve), PNN classifier
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successfully achieved better than chance level. The proposed modality and com-
putational process may promisingly effective and powerful method to open up
several possibilities for improving BMI applications, diagnosis of chronic neuro-
logical disorders and robust monitoring system with propitious result.

Keywords PNN � DBS � Artificial intelligence-AI � Hilbert transform-HT �
LFP � Brain machine interface-BMI

1 Introduction

The primary motor cortex or interchangeably M1 is a valuable part of brain region
in human located in the frontal lobe. It works in association with other motor areas
including premotor cortex, the supplementary motor area, posterior parietal cortex,
and several subcortical brain regions by generating neural impulses. It is main area
in the human brain for controlling uncoerced movements [1]. Several neurological
disorders can damage it in a massive scale. Therefore, investigations are going on
to understand how other deeper areas of brain i.e. Thalamus, Cortical network and
Basal Ganglia (BG) involved in originating complex command to perform specific
task. These investigations can help us to understand involvement of Basal Ganglia
to perform voluntary, self-paced, imagining and involuntary movement paradigm
as well as development of neural interface systems [2].

Deep brain stimulation (DBS) [3] is a surgical treatment targeted to globus
pallidus or sub-thalamic nucleus (STN) to improve motor function of PD patients
and aimed to reduce neuronal abnormalities and other medication-related motor
side effects (dyskinesias). Successful stimulation in the deeper areas of brain
allows patients to decrease disease related symptoms while improving their ability
to perform daily necessary activities.

STN’s local field potential (LFP) can be recorded by means of externalization
of electrode leads of the wire in time interval between surgery for placement of the
electrodes and connection with neuro-stimulation device [3]. LFP is indispensable
for comprehending cortical function involved in carrying state of cortical network
and local intracortical processing including excitatory or inhibitory interneurons
activity and effect of neuromodulatory pathways [4]. Neural information pro-
cessing systems (NIPS) as well as cortical organizations need to study with great
care to understand LFP signal since it is partly ambiguous by nature due to
multiple neuronal process has contribution to form it [4]. LFP’s real time appli-
cation with human primary motor cortex (M1) can potentially be important, if it is
used in conjunction or combination with primary motor cortex and basal ganglia
activities.

Human self-initiated movement is characterized with changes in neuronal or
cortical oscillatory activity [3]. Nevertheless, during clicking and continuous
voluntary movement frequency dependent de-synchronization and synchronization
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can be found in the STN. In addition, STN’s LFP signal contains contra and ipsi-
lateral gamma band synchronization during wrist extensions [3]. Online self-paced
hand-movement’s onset can be predicted form STN’s activity using spectral fea-
tures via wavelet transform and using LVQ network with 95 % sensitivity and
77 % specificity which concludes LFP activity directly or indirectly involve with
the process of motor preparation [5]. Prediction of these movement related syn-
chronization and de-synchronization in real time may provide opportunity for
treatment of numerous neurological disorders as well open up multiple ways to
develop new generation neuro-prosthetic devices (NPD).

Reliable decoding of LFPs oscillatory characteristics during movement inten-
tion using signal transformation may provide substantial or additional information
about motor control and bilateral coordination system in human.

In this study, LFP’s recorded were investigated to recognize sequential
occurrence of movement and subsequent laterality using popular signal processing
method and probabilistic neural network (PNN) classifier. Proposed PNN archi-
tecture for prediction of movement and its corresponding laterality may provide
alternative ways for medical professionals and bioinformatics practitioner for
pervasive assessment, monitoring and treatment of movement disorders.

The paper organized as follows. Section 2 describes the framework of exper-
imental design and data acquisition system (DAQ). Section 3 discussed with
methodology of this experimental work. Classification of movement and its lat-
erality using PNN are presented in Sect. 4. Experimental results and discussions
are presented in Sect. 5. Finally with future directions of this study, Sect. 6 con-
cludes our work.

2 Experimental Framework and Data Acquisition System

2.1 Data Recordings with DBS Implantation
and Patient’s Activity

In this study, three patients with Parkinson’s were selected to take part in bilateral
implantation of deep brain stimulation electrodes in the subthalamic nucleus (STN)
of Basal Ganglia (BG). Local research ethics committee has provided the required
permission for experiment and consent from patient had been taken prior the
operation. The DBS macroelectrode (Model 3387-Manufacturer: Medtronic Neu-
rological Division, Minneapolis, USA) was implanted bilaterally in the left and
right STN’s for treatment of the Parkinson’s patient. The macro electrode consists
of four platinum–iridium cylindrical surfaces (Diameter: 1.27 mm and length:
1.5 mm, center to center spacing: 2 mm, Contact-0 is the most caudal and contact-3
most rostral). Macroelectrodes were inserted after STN had been identified by
ventriculography and pre-operative magnetic resonance imaging (MRI) [6]. MRI
had confirmed the contact status connected in STN to record LFP signal in both
sides. Three adjacent pairs consisting of 4 contacts (positions are 0–1, 1–2 and 2–3)
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were used to record LFPs in bipolar configuration. Bilateral recording of deep brain
neuronal activity was performed. While recording LFP signals, CED 1902 ampli-
fiers (910,000) were employed for amplification of the signal. As an initial artifact
removal process, signals were low pass filtered with the range of 0.5–500 Hz and
digitized using 12-bit CED 1401 mark II sampling rate at 2,000 Hz. After that,
SPIKE 2 (Cambridge Electronic Design-CED, Cambridge, UK) software was used
for recording, online monitoring and storing the converted digitized data in the hard
drive [6].

During LFP recording (Fig. 1) all subjects were instructed to do finger pressing
task. The patients were 60 cm (approx.) far from the computer screen. After that,
they were instructed to look at a 10 mm cross located in the center of the screen.
The letter A (Height: 8 mm and Width: 7 mm) had appeared on the screen for the
duration of 400 ms instantly to the left or right central cross. This was the indi-
cated signal to the patient for ordering of the finger movement. Interval of cues and
laterality were provided randomly in the experiment.

3 Experimental Method

3.1 Preprocessing

Raw data of STN’s LFP signal were contaminated with high frequency oscillations
of as well as movement based surface EMGs. To remove high frequency com-
ponents, low phase type I Chebyshev filter (zero phase shifting and cut off fre-
quency 90 Hz) were used. Nevertheless, a notch filter of 50 Hz was implemented
to remove noise associated with power line. However, to reduce computational
complexity and memory space, datasets were digitally re-sampled at 256 Hz for
further analysis.

Fig. 1 Left and Right STN LFPs recording with variation of stimulus and response
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3.2 Feature Extraction Process of STN LFP’s

3.2.1 Wavelet Packet Transform

Wavelet transform is a computational tool which transforms sequential data in
time axis to time-frequency domain. Wavelet packet transform (WPT) method [7]
is a generalization of wavelet packet decomposition that offers excellent multi-
resolution time-frequency representation [8] of non-stationary signals. For non-
stationary signals like bio signals, wavelet packet transform is a better alternative
than short-time Fourier transform (STFT) in terms of multiresolution decompo-
sition capability. In wavelet packet analysis, signal is expressed as a linear com-
bination of time frequency resolution which overcomes some extent of the barriers
of Fourier analysis as well as wavelet analysis [9, 10]. Recently WPT can be
applied with different biomedical signal detection, classification, compression and
noise reduction with desired level of success [11, 12].

With recursive splitting of vector spaces, WPT offers both approximation and
details spaces in a binary tree in lieu of dividing only the approximation spaces.

Let Wm,n(k), n = 0,…, 2m-1 to represent the WPT coefficients at level
m. Below provided equations used to compute the wavelet packet coefficients.

Wm;2nðkÞ ¼
XL�1

l¼0

hðlÞWm�1;nð2k þ 1� lmodNn�1Þ ð1Þ

Wm;2nþ1ðkÞ ¼
XL�1

l¼0

gðlÞWm�1;nð2k þ 1� lmodNn�1Þ ð2Þ

where k = 1… N and Nn = N/2n. h(l) and g(l) are the impulse responses of low-
pass and high-pass filters of the wavelet packets respectively. In this research,
discrete Meyer wavelet was used to compute wavelet packet coefficients. This
method used here due to the fact that it shows more appropriateness during
analysis of event related potentials (ERP), and broadly matches with oscillatory
characteristics of STN LFP activity [6]. Using wavelet packet transform (WPT)
with discrete Meyer wavelet (demy) at decomposition scale of 5, different
frequency band components were extracted as d = 0–4 Hz, h = 4–8 Hz,
a = 8–12 Hz, low b = 12–20 Hz, high b = 20–32 Hz, low c = 32–60 Hz and
high c = 60–90 Hz.

3.2.2 Hilbert Transform

The envelope of each frequency component of the reconstructed signal using WPT
was computed by applying the Hilbert Transform (HT) [2, 13]. Hilbert Transform
is a common and useful tool for the analysis of oscillatory time varying biosignals.
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HT is used to form a complex analytic signal composed of the real narrow band
time-series and the imaginary part of that HT [6]. The magnitude of the complex
analytic signal represents the amplitude envelope of that time series biosignals. If
ya(l) is the computed analytic signal from a complex time varying signal and it can
be expressed as ya(l) = A(l)exp(iu(l)). Here, A(l) is the instantaneous amplitude of
the signal and u(l) is the phase of that complex signal. Recent research suggested
that HT can provide less distortion for getting the envelope of the signal as
compared to full wave or half wave rectification of that particular signal [6].

The time-frequency representation of modulated wave for subject-1 is presented
in Fig. 2 for each frequency band over all trials during left and right clicking
recorded from STN’s. It was found that an amplitude decrement had happened in
beta (b) frequency band whereas significant increment of amplitude were observed
in all other frequency (a, h and c bands), most significantly in delta (d) band.
Based on left and right hand cued movement, oscillatory characteristics of LFP
signals due to main energy increment(synchronization) or energy reduction (de
synchronization) average amplitude of five consecutive windows of length 100 ms
were taken as features for classification purpose. Five windows (window size:
100 ms) from -750 to -250 ms were ran for resting condition (before stimulus
present) of the patients and five windows were ran from -150 to 350 ms (total
length : 0.5 s) for clicking events of the patients (Fig. 2). The five consecutive
segments corresponding to each frequency band while clicking of left and right
events, STN’s LFP signal were defined as—Segment-1 (from left): -150 to
-50 ms, Segment-2: -50 to 50 ms, Segment-3: 50–150 ms, Segment-4:
150–250 ms and Segment-5: 250–350 ms. Finally, from each subject and each
frequency band a pattern of total seventy (70) features (2 sides 9 35 features)
from contra and ipsi-lateral (left STN or GPi LFPs and right STN or GPi LFPs)
were extracted for classification task with PNN classifier.

Fig. 2 Spectrogram of instantaneous amplitude of each frequency component computed by
Hilbert Transform with 4-s window centered at the time of response of all trails for subject-1 only
(both cued left and right finger clicking events). Average instantaneous amplitude in 2-s window
around the time of response for subject-1 only (right) [6]
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4 Classification Using Probabilistic Neural Network

Movement due to LFP activity and its corresponding laterality classification has
been carried out using probabilistic neural network (PNN).

4.1 Probabilistic Neural Network

Probabilistic Neural Network (PNN) was first proposed in 1990 by Specht which is
capable of classification task of various multiclass problems [14]. PNN is a kind of
distance based intelligent neural network algorithm which is composed of
numerous interconnected information processing unit called neurons in the suc-
cessive layers. It is more suitable decision maker used for the detection of human
neurological disorders as compared to traditional back-propagation (BP) based
neural network since it uses Bayesian strategy [15].

The complete architecture of typical PNN is shown in Fig. 3. Here, R represents
the total number features and Q represents the total number of instances used for
training and testing. Besides this, K belong the number of classes to be classified in
the network. The PNN network consists of three processing and non-processing
layers. These are input layer (P), radial basis function (Q) layer and competitive
(C) layer consecutively. The input layer does not involve in computation without
distributing the inputs to the neurons of the pattern layer. On the other hand RBF
layer measure distance between input vector and rows of the weight matrix.
Nevertheless, maximum probability of correctness during classification process
used to decide in competitive (C) layer.

Details information about probabilistic neural network (PNN) can be obtained
from the references [14, 16].

4.2 Design of PNN Classifier

The present study used probabilistic neural network (PNN) with supervised
learning scheme implemented for prediction movement and its laterality. The
complete classification process was performed in MATLAB (The Mathworks Inc.)
R2012b on Intel Pentium Core i7, 3.40 GHz environment.

The prime design consideration for designing PNN are network architecture,
dataset (design and test set) and algorithm of training. Figure 4 represents flow
diagram of PNN classifier training and testing using 10-fold CV method.

The complete dataset for three subjects were randomly divided into design
(training set) and test (evaluation) set. Typically the training set contains more
sample vectors as compared to test set. In this study, maximum 279 sample vectors
and minimum 162 vectors of both classes considered to train the PNN network for
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movement (event and rest) discrimination and maximum 135 vectors and mini-
mum 80 vectors of both classes had taken for training in laterality (left and right)
discrimination. The whole classification process was repeated with different step
sizes of spread to determine the optimal range. It has been seen that due to sample
variation in different subjects, variation of spread was required to train the PNN
network to obtain desired performances.

A popular cross validation method (10-fold CV) was used to evaluate the
classification accuracy of PNN classifier for each subject to get an unbiased
estimation of final outcome. In this method complete dataset were divided into ten
subsamples randomly partitioned for each subject. The training, test and validation
sets are independent and more reliable results were achieved from the classifier. In
this 10-fold CV procedure, at every iteration one of the ten subsets (10 % of whole
dataset) is used as the test set and the remaining nine sub-sets (90 %) are used as a
training set for learning and generalization of the classifier. After finalizing 10-fold
cross validation, average mean square (MSE) error was computed. To evaluate
accurate performance of the data set, 100 times repeated 10-fold CV results were
recorded for each subject (Event vs. Rest or Left vs. Right) and averaged
accordingly to get unbiased estimation of final outcome.

Performance of the proposed PNN classifier was evaluated like other machine
learning algorithm using commonly used evaluation parameters (i.e. metrics) such

Fig. 3 Illustration of probabilistic neural network (PNN) architecture [15] used for decoding
movement and its laterality using LFP signal

Fig. 4 Flow diagram of proposed PNN classifier training and testing
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as total overall accuracy, sensitivity, specificity and the receiver operating char-
acteristics (ROC) curve. Measures of the confusion matrix (CM) are defined as
follows:

Total overall accuracy ¼ TPþ TNð Þ
TPþ TNþ FPþ FNð Þ ð3Þ

Sensitivity ¼ TP
TPþ FN

ð4Þ

Specificity ¼ TN
TNþ FP

ð5Þ

In the confusion matrix, TP = Number of true positives, FN = Number of false
negatives, TN = Number of true negatives, FP = Number of false positives.

5 Experimental Results and Discussions

The complete paradigm of the movement decoding performance measures of all
subjects and their corresponding average values are depicted in Fig. 5.

It is clear that subject-1 has more accuracy, sensitivity and specificity as
compared to other two subjects. During decoding movement, performance mea-
sures for subject-1 seem to generate almost same values. This may happen due to
the fact that detection rate of TP nearly same as TN detection rate. Out of 180 test
samples, 170 samples have been correctly classified for subject-1. Test MSE has
less value compared to other subjects.

After movement decoding, events were passed for laterality decoding using
PNN. Classification performance of movement laterality has shown in Fig. 6 (left).
After training the classifier with optimized parameter, correct classification rate
achieved 74.96, 85.22 % sensitivity and 66.30 % specificity with testing feature
set. Based on the information provided in Fig. 6, it can be seen that average
classification performance measures for subject-1 is higher than the other subjects.
Subject-1 probably contains a lot of features with high predictive power and less
overlapping of classes which might good impact to improve performance com-
pared to other subjects. However, we did not estimate the predictive power of
features and to rank the features using any feature ranking method. Nevertheless,
due to less number of register in each class, we did not perform any statistical
significance test of the results to get conclusive approach about error rate and
accuracy. More generally speaking, average value of sensitivity is greater than
average accuracy and specificity for all subjects. Using same features during
classification, it was also illustrated that the performance of the laterality decoding
is less conclusive than the performance of movement decoding.
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The extracted features due movement and its laterality had provided very good
decoding performance in terms of mean square error (MSE). Considering cross
validated error as shown in Fig. 6 (right), it can be found that maximum average
test MSE is achieved 0.2435 for decoding movement and 0.396 for decoding its
laterality. High test MSE observed for both movement and laterality in subject-3 as
compared to other subjects. Besides this, during experiment it was found that
training MSE was very less as compared to test MSE.

Although movement classification has shown very good accuracy as compared
to laterality, but still standard deviation (SD) of test error for laterality is 0.050
which is less as compared to movement classification (SD 0.100). However, while
discriminating the left and right movement activity, test MSE a bit high but still it
has shown good classification rate and sensitivity.

Receiver operating characteristics (ROC) is a very common tool used in data
mining to justify classifier performance which is a graphical plot of sensitivity
(TPR) and 1-specificity (FPR) of the classifier. From ROC curves (Fig. 7) it was
observed that for each subject event vs rest has high AUC value with smooth
transition between TPR and FPR. Compared to movement decoding, laterality
classification has less AUC value in the figure. This is perhaps due to less training

Fig. 5 3-D chart plot of performance outcome for decoding movement using PNN classifier

Fig. 6 3-D chart plot of overall accuracy, sensitivity and specificity (left) and MSE (Right) of
PNN network for decoding laterality
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sample used to train the PNN network. However, considering AUC value, it can be
concluded that proposed PNN classifier has shown good discrimination ability
(since average AUC [0.8 for each subject). High value of AUC substantiated that
the implemented classifier is quite robust and accurate.

The extracted features of movement and its laterality activity have very good
discrimination capability and have provided excellent decoding performance.
However, few disagreement of performance due to less number of subjects,
unbalanced and small datasets were encountered for both movement and its lat-
erality recognition.

6 Conclusion and Future Work

In this study, classification using PNN of STN’s LFP activity of PD patients during
movement and its laterality were addressed. Experimental results and optimum
values of statistical parameters substantiated that the proposed PNN approach
performs considerably well to achieve distinguishing generalization performance
in terms of accuracy, sensitivity, specificity, and receiver operating characteristics
which could serve as an alternative approach for movement predictions. With
optimized parameters of PNN, average correct classification accuracy reached
82.72 ± 7.2 % for event versus rest and of decoding laterality 74.96 ± 10.5 %.
This result further substantiate that deep brain signals contain necessary movement
information and it reflects the possibility to use deep LFPs and its decoding
methods for developing alternative brain machine interfaces [9]. Should such a
study is envisioned that the neural activity in Basal Ganglia can offer unique way
to control brain machine interfaces and keep a vast and promising window of
opportunity for future generation to explore the development of clinically viable &

Fig. 7 Area under the receiver operating characteristic (AUC) plot for decoding movement
activity and its corresponding laterality. Left side—event versus rest activity and right side—left
versus right movement activity
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cost effective human machine interfaces. Current work exploring the potential of
dual recording from the STN and pedunculopontine nucleus (PPN) to create an
integrated, wearable system that will detect, fuse, and transmit sensor data from
neural (brain) activity, muscle action, and physical motion for pervasive moni-
toring, diagnostic assessment, and treatment of patients with neurological and/or
movement disorders. The proposed PNN approach can be used for discriminating
neuronal activity using other type of brain signal. We would pay further attention
to investigate the improvement of methods for robust and user friendly Brain-
Machine and bidirectional (read out and write in) Brain-Machine-Brain interfaces-
BMBI using demand driven deep brain stimulator [17]. We will investigate other
robust feature extraction and dynamic feature selection strategy to compare the
performance. Finally, we will carry experiment with more subjects and efficient
machine learning techniques to make the comparisons more interpretable and
meaningful.

Acknowledgements The authors would really grateful to Oxford Functional Neurosurgery
Group, University of Oxford, UK to get the dataset for successful completion of this research
work.
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Patterns and Trends in the Concept
of Green Economy: A Text Mining
Approach

Eric Afful-Dadzie, Stephen Nabareseh
and Zuzana Komínková Oplatková

Abstract The term ‘green economy’ has recently become a topical issue that has
engaged the attention of Governments, International bodies and the media. The
understanding of this concept and policy concentration is carved in various ways
depending on the body that is engaged. There exist varied definitions of the ‘green
economy’ with many associating it directly to agriculture since it has the ‘green’
connotation. However, despite the varied definitions, one principle that stands out
most is the term ‘‘Sustainable development’’ or simply ‘‘sustainability. It has 3
pillars namely; social sustainability, economic and environment sustainability.
Based on the in-depth of knowledge of the concept of green economy and the
commitment of Governments and other international organizations, several policy
documents and articles have been published on the web for global consumption.
This paper uses the web mining algorithms in-built in the R programming lan-
guage to mine over 402 English articles on the internet on green economy. It
identifies relevant terms and patterns, reveals frequent associative words and gives
a conglomerate understanding of the concept. It also brings out the most active
participants in the green economic drive and sought to find if by chance any of the
three pillars of sustainability would be found in the most frequent terms.
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1 Introduction and Research Questions

Over the last 2 years, there has been amplification of ideas of a green economy
soaring out of its unique place in environmental economics to the mainstream of
policy discourse and formulation [1]. The concept of green economy is increas-
ingly sung in the corridors of Governments and international bodies. The discourse
in these sectors mostly centres on green economy for sustainable development,
economic development and poverty eradication. The current toehold for a green
economy concept is supported by prevalent disenchantment [1] with the recent
economic crunch.

A green economy is one that leads to an advanced human well-being and social
equity which clearly decreases environmental risks and scarcities in ecology [2].
There are various regulatory frameworks that have been outlined by the United
Nations Environmental Programme (UNEP) [1] for the transition of Governments
to a green economy. Various publications and research reports advocate sound
economic growth, social justification and investment while increasing environ-
mental quality and social inclusiveness [1] on transitioning to a green economy.

Various stakeholders also have diverse opinions on the policies of a green
economy [2]. These varied views permeate into the level of commitment of var-
ious institutions in initiating green economic policies. These opinions also fre-
quently find their way into research articles, web articles, reports and conference
proceedings.

The website is loaded with countless articles and publications on the green
economy on policy areas, understanding of the concept, governmental involvement
and implementation of green economic policies, employment opportunities [1]
based on green economy, and the adverse effects of a green economy. The mining
of these ideas using a web mining strategy helps to conglomerate the various ideas
from the diverse numerous articles flooding the internet on green economy.

Web mining has been a concept that has gripped the attention of many data
analyst in recent times. It congregates various methods, techniques, and algorithms
to pull out information from the internet (web) on a particular subject matter [3].
Web mining has proven to be a technique that analyses web data that conventional
and classic statistical techniques tend to be inefficient in addressing [4].

The web mining technique is used in this paper to mine URLs with reports,
stories or articles on green economy. A query is carried out by the use of the R
Data Mining tool on the URLs with various results that contain ‘‘green economy’’
for analysis [5].

The paper uses R data mining tool to preprocess the data, stem, and identify
relevant terms and patterns [6] in green economy reports and articles on the web.
These patterns are analyzed to identify the peculiar issue(s) on green economy
mostly talked about for policy focus.

According to [7], trend analysis across document subsets is often employed to
derive answers to certain types of questions. Especially in relation to corpus of
news stories, [8] proposes that trend analysis be guided by the following questions:
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• What is the general trend of the news topics between two periods (as represented
by two different document subsets)?

• Are the news topics nearly the same or are they widely divergent across the two
periods?

• Can emerging and disappearing topics be identified?
• Did any topics maintain the same level of occurrence during the two periods?

In line with the guiding questions in [8], the paper seeks to ascertain relevant
patterns in green economy as reported online to find out the relevant issues in
green economy embraced by authors. The study examined online news articles
reporting on green economy and applied text mining to analyze text content from
the news sources using R-programming language’s special text mining plugin for
the analysis. The study attempts to answer the following questions:

• What patterns can be found from news sources?
• What are some of the frequent words in the world of green economy?
• Are there some associations among some key words?

The theme at the World Environment Day in 2012 was ‘‘Green Economy: Does
it include you?’’—Calling for people’s engagement. The key objective was to
mobilize and raise awareness about some of the positive environmental actions
that are being implemented around the world. This paper therefore attempts to find
out whether news articles on the subject of green economy reflect the theme for the
2012 World Environment Day, especially whether online media reports some of
the positive actions implemented by UN and other countries [9, 10] or whether the
stories are still negative.

2 Methodology

The authors used the text mining and its associated web mining plugin utilities in
R-programming language to ‘‘scrape’’ from online news articles, information
related to the subject of ‘‘green economy’’. The web scraping was done from
google news from the 22 December 2012.

2.1 Text Mining

Text mining is defined as a knowledge-intensive process in which a user interacts
with a document collection (corpus) over time by using a set of analytical tools [7].
The evolution of text mining techniques and approaches have made it an inter-
disciplinary research field utilizing novel methods from computer science, natural
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language, statistics, linguistics among others. The technology is aimed at
extracting meaningful information largely from unstructured data mostly by the
use of computer software [11, 12]. Unlike traditional content analysis, text mining
depends mainly on large sets of textual data such as HTML files, news feeds, blog
messages and chat messages, emails and general text files [13]. Text mining
approach is often similar to data mining as both seek to identify hidden patterns or
trends in data, interpret the results by explaining the patterns and trends in the data
[7, 14, 15]. They both apply pre-processing techniques, visualization tools and
general pattern-discovery algorithms to automatically identify, extract, manage,
and interpret knowledge from data [7, 16]. Text mining techniques and methods
have been successfully applied to numerous areas such as in medicine [17, 18],
education [11, 19, 20], and consumer research [16, 21].

2.2 Data Collection

The sources for text mining continue to explode especially with tools that are able
to scrape text from the internet. Some of the notable tools and programming
languages are Weka, RapidMiner, R-programming language, Python among oth-
ers. The vast amount of textual data in machine readable comes from various
sources such as content of websites (Google, Yahoo, etc.), scientific articles,
abstracts, books, from CiteSeerX Project, Epub Repositories, Gutenberg Project,
etc. There are also news feeds (Reuters and other news agencies), Memos, letters,
blogs, forums, mailing lists, Facebook, Twitter, Youtube etc. The research
extracted 402 English Google news articles on the subject of ‘‘green economy’’
from all over the world for analysis.

2.3 Corpus Preprocessing

In Fig. 1, the 3 steps that guided the research are illustrated. The ultimate aim was
to represent the extracted textual information as term vector of weighted fre-
quencies and to apply useful text mining methods to extract some intelligent
information from the news articles.

Step 1a: Corpus Cleaning.
In a typical text preparation process, the raw extracted text is cleaned. This is done
by deleting images, the html and xml-tags, some specific characters such as (/, @)
and the scripting code. Further on, white spaces, numbers and punctuations are
also removed. Depending on the focus of the research work, sparse terms in the
corpus may also be removed. Following is tokenization [7, 22] where the character
sequences in the corpus is broken into pieces and letters are converted into their
lower case forms. Stop word filtering is essential in identifying terms which have
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little or no content information [23]. Finally word stemming [22] becomes
important to reduce the variant form of a word to its common form. For instance,
the words ‘‘example’’ and ‘‘examples’’ are stemmed to ‘‘example’’. However, after
stemming, the stemmed words are corrected to their original forms to appear
‘‘normal’’.

Step 1b: Vector Space Model.
The next step involves creating a Vector Space Model to begin the analysis. The
Vector Space Model (VSM), an algebraic model for representing a document with
a vector of index terms was developed in 1975 by Salton et al. for the SMART
information retrieval system [24, 25] The basic idea of the VSM is to represent
each document in a corpus as a point in a vector space where points that are close
together in the space are semantically similar and points that are far apart are
semantically distant [26]. The vector of index terms contains only the words that
belong to the document and their frequency meaning that a document is repre-
sented by the words that it contains. The Vector Space Model ignores punctuations
and breaks sentences into tokens thereby losing the order and the grammatical
structure.

Fig. 1 Text mining process for online news on green economy
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; : d ! ; : dð Þ ¼ tf t1; dð Þ; tf t2; dð Þ; . . .; tf tN ; dð Þð Þ 2 R
N ð1Þ

In Eq. (1) tf ðti; dÞ is the frequency of the term ti; in d If the dictionary contains
N terms, a document is mapped into an N dimensional space [27]. Most often,
N happens to be quite large, around a hundred thousand words, and produces a
sparse Vector Space Model representation of the document, where few tf ðti; dÞ are
non-zero [28].

A corpus is defined as a set of documents, and a dictionary, the set of words that
appear into the corpus. A document can therefore be seen as a bag of terms [28,
29] represented as a vector, where each component is associated with one term
from the dictionary. A corpus of a documents can be represented as a document-
term matrix whose rows are indexed by the documents and whose columns are
indexed by the terms. Each entry in position (i, j) is the term frequency of the term
tj in document i.

D ¼
tf ðt1;d1Þ � � � tf ðtN;d1Þ
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. . .
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In Eq. (2), Matrix D can further be used to produce the following:

• the term-document matrix: D/

• the term-term matrix: D/D
• the document-document matrix: D D/,

for the generation of the corpus.
In Eq. (3), document i is represented by a set of terms (n terms in each case).

Vi ¼

Term1
Term2
Term3

. . .
Termn

2

6664

3

7775 ð3Þ

TF-IDF.
Tf-idf which stands for term frequency-inverse document frequency, is used to
determine what words in a corpus of documents might be more favorable to use in
a query. It is used to determine the importance of a word to a document in a
documents collection or corpus. The tf-idf weight is used as a statistical measure in
text mining to evaluate the degree of importance a word is to a document in a
corpus. The degree of importance of a word increases proportionally to the number
of times a word appears in the document but is offset by the frequency of the word
in the corpus. The tf-idf weighting scheme is often what is used by search engines
in scoring and ranking a document’s relevance given a user query [25]. The
formulae for TF and IDF are given in Eqs. (4) and (5) respectively.
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Term frequency (TF) is calculated according to (4).

tf t;Dð Þ ¼ Fðt;DÞ
maxfF w;Dð Þ : w 2 D0g ð4Þ

where
F() some frequency function
t a specific term
w all the terms in the document
tf term frequency
D collection of documents (corpus)

Inverse Document Frequency (IDF) is given in Eq. (5).

idf t;Dð Þ ¼ log
tj j

D 2 D : t 2 Dj j

� ffi
ð5Þ

where the variables mean the same as in Eq. (4).
To produce a composite weight for each term t in each document d, the defi-

nitions of the TF and the IDF are combined as shown in Eq. (6) [30].

tfidf t;D;Dð Þ ¼ tf t;Dð Þ � idf t;Dð Þ ð6Þ

The example follows. If a document containing 1,000 words has the
word fun appearing 6 times, the term frequency (i.e., tf) for fun is (6/
1,000) = 0.006. Now, assuming in 10 million documents the word fun appears in
1,000 of these. Then, the inverse document frequency (i.e., idf) is calculated as
log(10,000,000/1,000) = 4. The Tf-idf weight, which is the product of these two
quantities would result in: 0.006 9 4 = 0.024.

Step 2: Text Analysis.
To seek answers to the research questions of finding patterns and what is trending
as far as the development of green economy is concerned, we conducted a text
analysis on the 402 corpus of online news articles we extracted. We mainly looked
for word frequencies, word associations, document similarity and created word
cloud which have foundations with the definitions and principles of green
economy.

3 Finding Patterns

Though the concept of green economy seems to have varied definitions, one
principle that stands out most is the term ‘‘Sustainable development’’ or simply
‘‘sustainability’’. According to [31] ‘‘Sustainable development is development that
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meets the needs of the present without compromising the ability of future gener-
ations to meet their own needs’’. The three constituent domains of sustainable [32]
development are: social sustainability, economic and environment sustainability as
shown in Fig. 2. The paper looked to find if by chance any of the three pillars of
sustainability would be found in the most frequent terms. All the three terms
including sustainability occur severally in the corpus.

We however, looked for terms that occur at least 10 times to see if all the three
terms would occur to give a strong indication of the consistency in the use of the
words in online news articles. The result of the terms occurring more than 10 times
are shown in Table 1. All the words except the term social occurred in the search.

In word cloud, the importance of each word is shown with a unique font size or
colour. The size shows the number of times a word has been applied to a single
item and is useful in knowing at a glance the most prominent terms in the corpus.
Colours are also used to group concepts into themes. Concepts that share the same
colour belong to the same theme and are closely related. In Fig. 3, concepts such
as environmental, economic, climate, people, change among others belong to the
same theme and therefore are closely related.

Fig. 2 Pillars of
sustainability (Source http://
johngerber.world.edu)

Table 1 Terms that appeared ten times in the corpus

Business Climate News Uae Global
City Council People World Hours
Conference Economic Solar Carbon National
Dubai Environment Will Company Report
Energy General Zealand Countries Science
Green Growth Mining Economy Sustainable
Investment Jobs Suicide Environmental Volgograd
News Mining Security Today Year
People Suicide Will Zealand World
Solar Uae Billion Change Concerns
Development Electricity Government International Pathway
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We also looked for the association a specific term has with other terms using
correlation. For example, with a correlation limit of 0.6 in the term-document
matrix, the term sustainable has an association with the terms in Table 2.

Fig. 3 Word cloud of the concept of green economy as reported online

Table 2 Some interesting
terms associated with
‘‘sustainable’’

Term Correlation limit Correlation

Partnership 0.6 0.92
Highness 0.6 0.91
Dubai 0.6 0.90
Energy 0.6 0.80
Economy 0.6 0.74
Environment 0.6 0.60
Reduce 0.6 0.82
Carbon 0.6 0.84
Efficiency 0.6 0.75
Gas 0.6 0.83
Industry 0.6 0.75
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Respectively in Table 3, a correlation of 0.6 in the term-document matrix shows
that the term environmental is associated with the terms in the table.

In Table 1 and Fig. 3, three countries Russia, United Arab Emirates and New
Zealand feature prominently as far as the concept of green economy is concerned.
This could be explained to mean either negative or positive reportage about these
countries.

In Tables 2 and 3, a correlation limit was set at 0.6 to mine words that are
correlated to ‘‘sustainable’’ and ‘‘environmental’’. This correlation matrix was also
carried out to ascertain whether the three pillars of the word ‘‘sustainable’’ cor-
relate with it at 0.6. The results show that two of the pillars of the term ‘‘sus-
tainability’’ namely economy and environment correlate often with the term as
shown in Table 2. Similarly, words associated with the term ‘‘environmental’’ are
shown in Table 3.

4 Conclusion

The paper used text mining techniques in R-programming language to identify
patterns, trends and associations in terms or words that are associated with the
concept of green economy. Through the steps of pre-processing, text-analysis and
intelligence extraction, we were able to find some interesting patterns and trends.
The results show that the term ‘‘sustainability’’ often used in the discussion of
‘‘green economy’’ feature prominently in majority of news articles on the web. The
pillars of the term sustainability were also found frequently in the corpus espe-
cially the most occurring were ‘‘economy’’ and ‘‘environment’’. The result also
further showed that countries currently linked the more to the concept of green
economy are Russia, United Arab Emirates and New Zealand. We however cannot
conclude for now whether green economy news on these countries is positive or

Table 3 Some interesting
terms associated with
‘‘environmental’’

Term Correlation limit Correlation

Social 0.6 0.88
Power 0.6 0.83
Clean 0.6 0.91
Financing 0.6 0.90
Biomass 0.6 0.80
Engaging 0.6 0.74
Electricity 0.6 0.60
Reduce 0.6 0.82
Renewable 0.6 0.84
Natural 0.6 0.75
Battery 0.6 0.88
Risk 0.6 0.75
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negative. The research is particularly useful in understanding terms and concepts
associated with a topical issue and how it trends on the web. It can also be used to
predict the occurrence of certain words in relation to definitions and understand-
ings behind certain concepts.
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Utilization of the Discrete Chaotic Systems
as the Pseudo Random Number
Generators

Roman Senkerik, Michal Pluhacek, Ivan Zelinka
and Zuzana Kominkova Oplatkova

Abstract This paper investigates the utilization of the discrete dissipative chaotic
system as the chaotic pseudo random number generators. (CPRNGs) Several
discrete chaotic maps are simulated, statistically analyzed and compared within
this initial research study.

Keywords Chaos � Dissipative systems � Discrete maps � Pseudo random number
generators

1 Introduction

Generally speaking, the term ‘‘chaos’’ can denote anything that cannot be pre-
dicted deterministically. In the case that the word ‘‘chaos’’ is combined with an
attribute such as ‘‘deterministic’’, then a specific type of chaotic phenomena is
involved, having their specific laws, mathematical apparatus and a physical origin.
The deterministic chaos is a phenomenon that—as its name suggests—is not
based on the presence of a random or any stochastic effects. It is clear from the
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structure of the equations (see the Sect. 4), that no mathematical term expressing
randomness is present. The seeming randomness in deterministic chaos is related
to the extreme sensitivity to the initial conditions [1].

Till now, the chaos has been observed in many of various systems (including
evolutionary one). Systems exhibiting deterministic chaos include, for instance,
weather, biological systems, many electronic circuits (Chua’s circuit), mechanical
systems, such as double pendulum, magnetic pendulum, or so called billiard
problem.

The idea of using chaotic systems instead of random processes (pseudo-number
generators—PRNGs) has been presented in several research fields and in many
applications with promising results [2, 3].

Another research joining deterministic chaos and pseudorandom number gen-
erator has been done for example in [4]. Possibility of generation of random or
pseudorandom numbers by use of the ultra weak multidimensional coupling of
p 1-dimensional dynamical systems is discussed there. Another paper [5] deeply
investigate logistic map as a possible pseudorandom number generator and is
compared with contemporary pseudo-random number generators. A comparison of
logistic map results is made with conventional methods of generating pseudo-
random numbers. The approach used to determine the number, delay, and period
of the orbits of the logistic map at varying degrees of precision (3–23 bits).
Another paper [6] proposed an algorithm of generating pseudorandom number
generator, which is called (couple map lattice based on discrete chaotic iteration)
and combine the couple map lattice and chaotic iteration. Authors also tested this
algorithm in NIST 800-22 statistical test suits and for future utilization in image
encryption. In [7] authors exploit interesting properties of chaotic systems to
design a random bit generator, called CCCBG, in which two chaotic systems are
cross-coupled with each other. A new binary stream-cipher algorithm based on
dual one-dimensional chaotic maps is proposed in [8] with statistic proprieties
showing that the sequence is of high randomness. Similar studies are also done in
[9–11].

2 Motivation

Till now the chaos was observed in many of various systems (including evolu-
tionary one) and in the last few years is also used to replace pseudo-number
generators (PRGNs) in evolutionary algorithms (EAs).

Recent research in chaos driven heuristics has been fueled with the predispo-
sition that unlike stochastic approaches, a chaotic approach is able to bypass local
optima stagnation. This one clause is of deep importance to evolutionary algo-
rithms. A chaotic approach generally uses the chaotic map in the place of a pseudo
random number generator [12]. This causes the heuristic to map unique regions,
since the chaotic map iterates to new regions. The task is then to select a very good
chaotic map as the pseudo random number generator.
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The initial concept of embedding chaotic dynamics into the evolutionary
algorithms is given in [13]. Later, the initial study [14] was focused on the simple
embedding of chaotic systems in the form of chaos pseudo random number gen-
erator (CPRNG) for DE and SOMA [15] in the task of optimal PID tuning.

Several papers have been recently focused on the connection of heuristic and
chaotic dynamics either in the form of hybridizing of DE with chaotic searching
algorithm [16] or in the form of chaotic mutation factor and dynamically changing
weighting and crossover factor in self-adaptive chaos differential evolution
(SACDE) [17]. Also the PSO (Particle Swarm Optimization) algorithm with ele-
ments of chaos was introduced as CPSO [18] or CPSO combined with chaotic
local search [19].

The focus of our research is the pure embedding of chaotic systems in the form
of chaos pseudo random number generator for evolutionary algorithms.

This idea was later extended with the successful experiments with chaos driven
DE (ChaosDE) [20, 21] with both and complex simple test functions and in the
task of chemical reactor geometry optimization [22].

The concept of Chaos DE has proved itself to be a powerful heuristic also in
combinatorial problems domain [23].

At the same time the chaos embedded PSO with inertia weigh strategy was
closely investigated [24], followed by the introduction of a PSO strategy driven
alternately by two chaotic systems [25] and novel chaotic Multiple Choice PSO
strategy (Chaos MC-PSO) [26].

The primary aim of this work is not to develop a new type of pseudo random
number generator, which should pass many statistical tests, but to try to test,
analyze and compare the implementation of different natural chaotic dynamics as
the CPRNGs, thus to analyze and highlight the different influences to the system,
which utilizes the selected CPRNG (including the evolutionary computational
techniques).

3 The Concept of CPRNG

The general idea of CPRNG is to replace the default PRNG with the discrete
chaotic map. As the discrete chaotic map is a set of equations with a static start
position, we created a random start position of the map, in order to have different
start position for different experiments. This random position is initialized with the
default PRNG, as a one-off randomizer. Once the start position of the chaotic map
has been obtained, the map generates the next sequence using its current position.

The first possible way is to generate and store a long data sequence (approx.
50–500,000 numbers) during the evolutionary process initialization and keep the
pointer to the actual used value in the memory. In case of the using up of the whole
sequence, the new one will be generated with the last known value as the new
initial one.
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The second approach is that the chaotic map is not re-initialized during the
experiment and no long data series is stored, thus it is imperative to keep the
current state of the map in memory to obtain the new output values.

As two different types of numbers are required in computer science; real and
integers, the modulo operators is used to obtain values between the specified
ranges, as given in the following Eqs. (1) and (2):

rndreal ¼ mod abs rndChaosð Þ; 1:0ð Þ ð1Þ

rndint ¼ mod abs rndChaosð Þ; 1:0ð Þ � Rangeþ 1 ð2Þ

where abs refers to the absolute portion of the chaotic map generated number
rndChaos, and mod is the modulo operator. Range specifies the value (inclusive)
till where the number is to be scaled.

Nevertheless there exist many other approaches as to how to deal with the
negative numbers as well as with the scaling of the wide range of the numbers
given by the chaotic maps into the typical range 0–1:

• Finding of the maximum value of the pre-generated long discrete sequence and
dividing of all the values in the sequence with such a maxval number.

• Shifting of all values to the positive numbers (avoiding of ABS command) and
scaling.

4 Chaotic Maps

This section contains the description of discrete dissipative chaotic maps, which
was used as the chaotic pseudo random generators. In this research, direct output
iterations of the chaotic maps were used for the generation of real numbers scaled
into the typical range h0–1i. Following chaotic maps were used: Burgers (3),
Dissipative standard map (4), Lozi map (5) and Tinkerbell map (6).

The x, y plots of the chaotic maps are depicted in Fig. 1—left (Burgers map),
Fig. 2—left (Dissipative standard map), Fig. 3—left (Lozi map), and finally
Fig. 4—left (Tinkerbell map). The typical chaotic behavior of the utilized maps,
represented by the examples of direct output iterations is depicted in Figs. 1, 2, 3
and 4—right.

The illustrative histograms of the distribution of real numbers transferred into the
range h0–1i generated by means of studied chaotic maps are in Figs. 5, 6, 7 and 8.
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4.1 Burgers Map

The Burgers mapping is a discretization of a pair of coupled differential equations
which were used by Burgers [27] to illustrate the relevance of the concept of
bifurcation to the study of hydrodynamics flows. The map equations are given in
(3) with control parameters a = 0.75 and b = 1.75 as suggested in [28].

Xnþ1 ¼ aXn � Y2
n

Ynþ1 ¼ bYn þ XnYn
ð3Þ
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4.2 Dissipative Standard Map

The Dissipative Standard map is a two-dimensional chaotic map. The parameters
used in this work are b = 0.1 and k = 8.8 as suggested in [28]. For these values,
the system exhibits typical chaotic behavior and with this parameter setting it is
used in the most research papers and other literature sources. The map equations
are given in (4).

Xnþ1 ¼ Xn þ Ynþ1ðmod 2pÞ
Ynþ1 ¼ bYn þ k sin Xnðmod 2pÞ

ð4Þ

4.3 Lozi Map

The Lozi map is a discrete two-dimensional chaotic map. The map equations are
given in (5). The parameters used in this work are: a = 1.7 and b = 0.5 as sug-
gested in [28]. For these values, the system exhibits typical chaotic behavior and
with this parameter setting it is used in the most research papers and other liter-
ature sources.

Xnþ1 ¼ 1� a Xnj j þ bYn

Ynþ1 ¼ Xn
ð5Þ

4.4 Tinkerbell Map

The Tinkerbell map is a two-dimensional complex discrete-time dynamical system
given by (6) with following control parameters: a = 0.9, b = -0.6, c = 2 and
d = 0.5 [28].

Xnþ1 ¼ X2
n � Y2

n þ aXn þ bYn

Ynþ1 ¼ 2XnYn þ cXn þ dYn
ð6Þ

5 Conclusion

This paper was investigating the utilization of the discrete dissipative chaotic
system as the chaotic pseudo random number generators. (CPRNGs) Totally four
different discrete chaotic maps were simulated, statistically analyzed and com-
pared within this initial research study.
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From the graphical comparisons, it follows that through the utilization of dif-
ferent chaotic maps; entirely different statistical characteristics of CPRNGs can be
achieved. Thus the different influence to the system, which utilizes the selected
CPRNG, can be chosen through the implementation of particular inner chaotic
dynamics given by the particular discrete chaotic map.

Furthermore chaotic systems have additional parameters, which can by tuned.
This issue opens up the possibility of examining the impact of these parameters to
generation of random numbers, and thus influence on the results obtained by
means of either evolutionary techniques or different systems from the soft com-
puting/computational intelligence field.
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MIMO Pseudo Neural Networks for Iris
Data Classification

Zuzana Kominkova Oplatkova and Roman Senkerik

Abstract This research deals with a novel approach to classification. This paper
deals with a synthesis of a complex structure which serves as a classifier. Com-
pared to previous research, this paper synthesizes multi-input–multi-output
(MIMO) classifiers. Classical artificial neural networks (ANN) were an inspiration
for this work. The proposed technique creates a relation between inputs and out-
puts as a whole structure together with numerical values which could be observed
as weights in ANN. The Analytic Programming (AP) was utilized as the tool of
synthesis by means of the evolutionary symbolic regression. Iris data (a known
benchmark for classifiers) was used for testing of the proposed method. For
experimentation, Differential Evolution for the main procedure and also for meta-
evolution version of analytic programming was used.

Keywords Pseudo neural networks � Symbolic regression � Classification

1 Introduction

This paper deals with a new method for classification problems, which is based on
evolutionary symbolic regression. The symbolic regression is able to synthesize a
complex structure which is optimized by means of evolutionary computation. Such
a structure can be used as a classifier because it can simulate the behavior of the
Artificial Neural Networks (ANN) [1–4], where the inspiration for this work came
from.
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Artificial neural networks are based on some relation between inputs and out-
put(s), which utilizes mathematical transfer functions and optimized weights from
training process. To optimize of the structure is a time-demanding process and it
requires experiences of the user. Setting of a number of layers and nodes in the
layers is followed usually by a deterministic training algorithm as Backpropaga-
tion or Levenberg-Marquardt [1–4]. There exist also stochastic approaches for
training and settings of the artificial neural networks like genetic algorithms and
others [5, 6]. On account of this fact, the novelty approach using symbolic
regression with evolutionary computation is proposed in this paper. But the
approach in this case is different.

Symbolic regression in the context of evolutionary computation means to build
a complex formula from basic operators defined by users. The basic case repre-
sents a process in which the measured data is fitted and a suitable mathematical
formula is obtained in an analytical way. This process is widely known for
mathematicians. They use this process when a need arises for mathematical model
of unknown data, i.e. relation between input and output values. The symbolic
regression can be used also for design of electronic circuits or optimal trajectory
for robots and within other applications [7–13]. Everything depends on the user-
defined set of operators. The proposed technique is similar to synthesis of ana-
lytical form of mathematical model between input and output(s) in training set
used in neural networks. Therefore we can call this technique Pseudo Neural
Networks. There is no optimization of number of nodes, connections or transfer
function in nodes. This technique synthesizes a structure between inputs and
output which transfer input values from training set items to output. The training is
done by means of optimization procedure in evolutionary symbolic regression on
the basis of output error function. The obtained structure is not possible to redraw
to a pure ANN structure of nodes and connections.

This paper uses Analytic Programming (AP) [10–13] for evolutionary symbolic
regression procedure. Besides AP, other techniques for symbolic regression
computation can be found in literature, e.g. Genetic Programming (GP) introduced
by Koza [7, 8] or Grammatical Evolution (GE) developed by O’Neill and Ryan
[9].

The above-described tools were recently commonly used for synthesis of
artificial neural networks but in a different manner than is presented here. One
possibility is the usage of evolutionary algorithms for optimization of weights to
obtain the ANN training process with a small or no training error result. Some
other approaches represent the special ways of encoding the structure of the ANN
either into the individuals of evolutionary algorithms or into the tools like Genetic
Programming. But all of these methods are still working with the classical ter-
minology and separation of ANN to neurons and their transfer functions [5].

In this paper, iris plant dataset [14, 15] was used as a benchmark case for
classification, which has been introduced by Fisher [14] for the first time. It is a
well known dataset with 4 features and 3 classes. The attributes consist of sepal
length, sepal width, petal length and petal width, which divides the plants into Iris
virginica, Iris versicolor and Iris sentosa. The data set was analyzed in a lot of
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papers by means of supervised and unsupervised neural networks [16–19], vari-
ations like distribution based ANN [20], piecewise linear classifier [21] or rough
sets [22]. Not only pure ANN were used for classification but also evolutionary
algorithms connected with fuzzy theory were employed [23, 24]. The tool from
symbolic regression called Gene expression programming was used for classifi-
cation too [25]. The last mentioned tool was used as a classifier, which contain
procedures if-then rules in the evolutionary process. The basic components consist
of greater then, less then, equal to, etc. and pointers to attributes.

The proposed technique in this paper is different. It synthesizes the structure
without a prior knowledge of transfer functions and inner potentials. It synthesizes
the relation between inputs and output of training set items used in neural networks
so that the items of each group are correctly classified according the rules for cost
function value.

In previous research, an Analytic Programming (AP) was used only for multi
input–single-output (MISO). This paper introduces an approach with more out-
puts—MIMO approach within usage of AP similarly as the artificial neural net-
works use. It synthesizes serially expressions with relation between input and each
of outputs. Also in the case of artificial neural networks, it can be obtained more
expressions between inputs and each of outputs.

Firstly, Analytic Programming used as a symbolic regression tool is described.
Subsequently Differential Evolution used for main optimization procedure within
Analytic Programming and also as a second algorithm within metaevolution
purposes is mentioned. After that a brief description of artificial neural network
(ANN) follows. Afterwards, the proposed experiment with differences compared
to classical ANN is explained. The result section and conclusion finish the paper.

2 Analytic Programming

This tool was used for the synthesis of a complex structure which can behave
similarly to supervised ANN and classify items from the training set into specified
groups. Basic principles of the AP were developed in 2001 [10–13]. Until that time
only genetic programming (GP) [7, 8] and grammatical evolution (GE) [9] had
existed. GP uses genetic algorithms while AP can be used with any evolutionary
algorithm, independently on individual representation.

The core of AP is based on a special set of mathematical objects and operations.
The set of mathematical objects is set of functions, operators and so-called ter-
minals (as well as in GP), which are usually constants or independent variables.
This set of variables is usually mixed together and consists of functions with
different number of arguments. Because of a variability of the content of this set, it
is called here ‘‘general functional set’’—GFS. The structure of GFS is created by
subsets of functions according to the number of their arguments. For example
GFSall is a set of all functions, operators and terminals, GFS3arg is a subset con-
taining functions with only three arguments, GFS0arg represents only terminals,
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etc. The subset structure presence in GFS is vitally important for AP. It is used to
avoid synthesis of pathological programs, i.e. programs containing functions
without arguments, etc. The content of GFS is dependent only on the user. Various
functions and terminals can be mixed together [10].

The second part of the AP core is a sequence of mathematical operations, which
are used for the program synthesis. These operations are used to transform an
individual of a population into a suitable program. Mathematically stated, it is a
mapping from an individual domain into a program domain. This mapping consists
of two main parts. The first part is called discrete set handling (DSH) [10–13] and
the second one stands for security procedures which do not allow synthesizing
pathological programs. The method of DSH, when used, allows handling arbitrary
objects including nonnumeric objects like linguistic terms {hot, cold, dark…},
logic terms (True, False) or other user defined functions. In the AP DSH is used to
map an individual into GFS and together with security procedures creates the
above mentioned mapping which transforms arbitrary individual into a program
(Figs. 1 and 2).

{1.1234, - 5.12, 9, 332.11, ..}

{AND, OR, XOR ..}

Individual={1, 2, 3, ..} 

CostValue=CostFunction(x1, x2, x3, x4) 

{TurnLeft, Move, TurnRight ..}

YES 

NO 

Integer 
index 
- alternative 

parameter

Discrete set of 
parameters

{SelectDE, CrossDE, SelectLeaderSOMA...}

Fig. 1 Discrete set handling

Individual = {1, 6, 7, 8, 9, 11} 

Resulting Function by AP = Sin(Tan(t)) + Cos(t)  

GFSall = {+, -, /, *, d / dt, Sin, Cos, Tan, t, C1, Mod, } 

GFS0arg = {1, 2, C1, , t, C2} 
Mod(?) 

Fig. 2 Main principles of
AP
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AP needs some evolutionary algorithm that consists of population of individ-
uals for its run. Individuals in the population consist of integer parameters, i.e. an
individual is an integer index pointing into GFS. The individual contains numbers
which are indices into GFS. The detailed description is represented in [10, 11].

AP exists in 3 versions—basic without constant estimation, APnf—estimation
by means of nonlinear fitting package in Mathematica environment and APmeta—
constant estimation by means of another evolutionary algorithms; meta means
meta-evolution.

3 Used Evolutionary Algorithms

This research used one evolutionary algorithm: Differential Evolution (DE) [26,
27] for main process and also meta-evolutionary process in AP.

DE is a population-based optimization method that works on real-number-
coded individuals [26]. DE is quite robust, fast, and effective, with global opti-
mization ability. It does not require the objective function to be differentiable, and
it works well even with noisy and time-dependent objective functions.

For each individual ~xi;G in the current generation G, DE generates a new trial
individual~x0i;G by adding the weighted difference between two randomly selected
individuals ~xr1;G and ~xr2;G to a randomly selected third individual ~xr3;G. The
resulting individual ~x0i;G is crossed-over with the original individual ~xi;G. The fit-
ness of the resulting individual, referred to as a perturbed vector ~ui;Gþ1, is then
compared with the fitness of~xi;G. If the fitness of~ui;Gþ1 is greater than the fitness of
~xi;G, then~xi;G is replaced with ~ui;Gþ1; otherwise,~xi;G remains in the population as
~xi;Gþ1. Description of used DER and 1Bin strategy is presented in (1). Please refer
to [26, 27] for the description of all other strategies.

ui;Gþ1 ¼ xr1;G þ F � xr2;G � xr3;G

� ffi
ð1Þ

4 Artificial Neural Networks

Artificial neural networks are inspired in the biological neural nets and are used for
complex and difficult tasks [1–4, 28]. The most often usage is classification of
objects as also in this case. ANNs are capable of generalization and hence the
classification is natural for them. Some other possibilities are in pattern recogni-
tion, control, filtering of signals and also data approximation and others.

There are several kinds of ANN. Simulations were based on similarity with
feedforward net with supervision. ANN needs a training set of known solutions to
be learned on them. Supervised ANN has to have input and also required output.
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The neural network works so that suitable inputs in numbers have to be given
on the input vector. These inputs are multiplied by weights which are adjusted
during the training. In the neuron the sum of inputs multiplied by weights are
transferred through mathematical function like sigmoid, linear, hyperbolic tangent
etc. Therefore ANN can be used for data approximation [2]—a regression model
on measured data, relation between input and required (measured data) output.

These single neuron units (Fig. 3) are connected to different structures to obtain
different structures of ANN (e.g. Fig. 4), where

P
d ¼ TF½

P
ðwixi þ bwbÞ� andP

¼ TF½
P
ðwixi þ bwbÞ�; TF is for example logistic sigmoid function.

The example of relation between inputs and output can be shown as a mathe-
matical form (2). It represents the case of only one neuron and logistic sigmoid
function as a transfer function.

y ¼ 1

1þ e� x1w1þx2w2ð Þ ; ð2Þ

where
y Output
x1, x2 Inputs
w1, w2 Weights.

The aim of the proposed technique is to find similar relation to (2). This relation
is completely synthesized by evolutionary symbolic regression—Analytic
Programming.

Fig. 3 Neuron model, where
TF transfer function like
sigmoid, x1–xn inputs to
neural network, b bias
(usually equal to 1), w1–wn,
wb weights, y output

Fig. 4 ANN models with
one hidden layer
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5 Problem and Iris Dataset Description

For this classification problem, iris plant dataset [14, 15] was used as a benchmark
case for classification. It is a well known dataset with 4 features and 3 classes. The
attributes consist of sepal length, sepal width, petal length and petal width (Fig. 5),
which divides the plants into Iris virginica, Iris versicolor and Iris sentosa. This
set contains 150 instances. Half amount was used as training data and the second
half was used as testing data. The cross validation is planned for future testing. The
data set contains 3 classes of 50 instances each, where each class refers to a type of
iris plant. One class is linearly separable from the other 2; the latter are NOT
linearly separable from each other. The attributes were of real values.

Compared to previous research, this paper uses MIMO approach. An expression
for each output node was synthesized. The data for each simulation was used as
follow: first node—data for Iris setosa as value higher than 0.5 which was satu-
rated to 1 and the other two groups as data with saturated zero value. The second
node expression divided similarly data for iris versicolor as saturated value 1 and
the other two as value zero. The last node was the same for Iris virginica. The final
combination of the output node values give the same result as in ANN approach.

The cost function value is given in Eq. (3), i.e. if the cv is equal to zero, all n
training patterns are classified correctly. The same cost function was performed for
all node expressions.

cv ¼
Xn

i¼1

required Output � current Outputj j ð3Þ

Fig. 5 Iris—petal and sepal
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6 Results

APmeta version was carried out in simulations. As described above, AP needs an
evolutionary algorithm for its run. Here Differential evolution was used for the
main process and also meta-evolutionary process. Meta-evolutionary approach
means usage of one main evolutionary algorithm for AP process and second
algorithm for coefficient estimation, thus to find optimal values of constants in the
structure of pseudo neural networks.

Settings of EA parameters for both processes were based on performed
numerous experiments with chaotic systems and simulations with APmeta

(Tables 1 and 2), where CFE means cost function evaluations.
The set of elementary functions for AP was inspired in the items used in

classical artificial neural nets. The components of input vector x contain values of
each attribute (x1, x2, x3, x4). Thus AP dataset consists only of simple functions
with two arguments and functions with zero arguments, i.e. terminals. Functions
with one argument, e.g. Sin, Cos, etc., were not applied in the case of this paper.

Basic set of elementary functions for AP:

GFS2arg = +, -, /, *, ^, exp
GFS0arg = x1, x2, x3, x4, K

Total number of cost function evaluations for AP was 1,000, for the second EA
it was 6,000, together 6 millions per each simulation.

From carried simulations, several notations of input dependency were obtained.
The advantage is that equations for each output node can be mixed. Therefore the
best shapes for each output node can be selected and used together for correct
behaviour. Equations (4–6) are just examples of the found synthesized expressions.
The training error for the example is equal to 2 misclassified items (it means

Table 1 DE settings for
main process of AP

PopSize 40

F 0.8
Cr 0.8
Generations 50
Max. CFE 2,000

Table 2 DE settings for
meta-evolution

PopSize 40

F 0.8
Cr 0.8
Generations 150
Max. CFE 6,000
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2.66 % error, 97.34 % success from all 75 training patterns). One mistake was in
the second group and one in the last group. As said above, the expression can be
mixed. The suitable node outputs should be selected also on the basis of the testing
error. In some cases the error was equal to 7, the proposed output here has the error
equal to 5 misclassified items (8 % error, 92 % success). The expressions are too
long therefore the typesetting is not in a standard form.

y1 ¼

exp �138:195� x2 þ 698:64
x4

�1:123695526343� 10�387 þ 1

x1
x2

� �1012:09

0

B@

1

CA

0

B@

1

CA

�291:996x3 þ x4

ð4Þ

y2 ¼ �454:721� x2

�2:61862159472� 10431
� ffi19:1899x1

exp �6:08872� 1079x4 � 247:913� x1ð Þ0:0096173x4

� �

þ exp �764:718ð Þ904:124�x4 247:913� x1ð Þ0:0096173x4 425:262þ xx3
2

� ffi� �

ð5Þ

y3 ¼ �135:338þ exp x3ð Þ þ x4 ð6Þ

The obtained training and testing errors are comparable with errors obtained within
other approaches as artificial neural networks and others.

The following output serves as an example of ANN classification for com-
parison with AP approach. ANN was more successful during the training. The
training error was equal to zero. The testing error was equal to 7 when 4 hidden
nodes were used with sigmoid function in hidden nodes and also in the output. The
toolbox of Neural Networks for Mathematica environment was used. The output
was prepared the same as in AP case. Figure 6 shows root mean square error
during training of ANN.

Examples of the input dependency obtained from ANN are depicted in (7–9).

y1 ¼
1

1þ exp

2:1349þ 20:3401
1þ exp 0:617561þ 0:724599x1 þ 2:80507x2 � 4:37061x3 � 1:07415x4ð Þ

þ 0:114025
1þ exp �0:00358697þ 0:696284x1 þ 0:963376x2 þ 0:558429x3 þ 0:45666x4ð Þ

þ 21:2425
1þ exp �0:0444825� 1:23679x1 � 2:91472x2 þ 5:16414x3 þ 1:74949x4ð Þ

þ 1:67864
1þ exp �24:3389� 7:31299x1 � 15:8329x2 þ 10:8511x3 þ 35:0774x4ð Þ

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

ð7Þ
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y2 ¼
1

1þ exp

26:7957þ 5:83714
1þ exp 0:617561þ 0:724599x1 þ 2:80507x2 � 4:37061x3 � 1:07415x4ð Þ

þ 0:776899
1þ exp �0:00358697þ 0:696284x1 þ 0:963376x2 þ 0:558429x3 þ 0:45666x4ð Þ

þ 35:6293
1þ exp �0:0444825� 1:23679x1 � 2:91472x2 þ 5:16414x3 þ 1:74949x4ð Þ

þ 41:8935
1þ exp �24:3389� 7:31299x1 � 15:8329x2 þ 10:8511x3 þ 35:0774x4ð Þ

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

ð8Þ

y3 ¼
1

1þ exp

�9:71972þ 11:4094
1þ exp 0:617561þ 0:724599x1 þ 2:80507x2 � 4:37061x3 � 1:07415x4ð Þ

þ 0:740345
1þ exp �0:00358697þ 0:696284x1 þ 0:963376x2 þ 0:558429x3 þ 0:45666x4ð Þ

þ 2:18052
1þ exp �0:0444825� 1:23679x1 � 2:91472x2 þ 5:16414x3 þ 1:74949x4ð Þ

þ 42:3753
1þ exp �24:3389� 7:31299x1 � 15:8329x2 þ 10:8511x3 þ 35:0774x4ð Þ

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

ð9Þ

where
y1, y2, y3 Outputs from each output node
x1, x2, x3, x4 Inputs (attributes of iris flowers).

Both results (4–6) and (7–9) work as a transfer of inputs to output, which classify
iris flower into three groups. The ANN were more successful during training phase
when training error (RMSE) was 10-8 to 10-17 in all performed simulations. The
AP technique was less successful. The final solution was synthesized on the RMSE
over a whole training set not one by one as it is in ANN. This is one reason why AP
technique takes longer time. The complexity and number of function members is
higher in the case of ANN for the same quality result.

0 10 20 30 40 50 60 70 80 90 100
0.0

0.1

0.2

0.3

0.4

0.5

Iterations

RMSEFig. 6 RMSE of sigmoid
transfer functions used in
hidden and output nodes
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7 Conclusion

This paper deals with a novel approach—pseudo neural networks. Within this
approach, classical optimization of the structure or weights was not performed.
The proposed technique is based on symbolic regression with evolutionary com-
putation. It synthesizes a whole structure in symbolic form without a prior
knowledge of the ANN structure or transfer functions. It means that the relation
between inputs and output(s) is synthesized. In the case of this paper, expressions
for each output node were synthesized separately and independently. It means that
structures can be mixed according the best shape and the combinations from
outputs serve similarly as in ANN. As can be seen from the result section, such
approach is promising. The complexity of structure from AP is less than in the case
of ANN. On the other hand, it is not possible to draw the pure scheme of the
network for the pseudo neural networks. For further tests some observed critical
points have to be taken into consideration. Future plans will be focused on further
tests and more complicated cases with more attributions.
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Compliance Management Model
for Interoperability Faults Towards
Governance Enhancement Technology

Kanchana Natarajan and Sarala Subramani

Abstract The objective of the research is to propose a software compliance
management model for interoperability faults of regulatory non-compliances in IT
industries. The enterprise software is exercised to minimize the risks on different
types of non-compliances. The framework activities and procedures are kept in
adherence to the guidelines and regulatory laws of the information related business
or industries. The entities that are non-adherence to the standards and failed to
follow the enumerated regulations are analyzed for the non-compliances. The non-
compliances in procedure-oriented processes and coding are mapped with the risks
associated with severity and impact on the chosen applications. The interopera-
bility fault is tolerated by the customized rules based on criticality of the appli-
cations. The conformance to the requirement specifications pertaining to process,
people, product and its quality are verified as a distributed system to manage the
non-compliances. The existing information governance can be improvised by the
proposed GET technique.

Keywords Business risks � COBIT � Compliance � Risk � Interoperability fault

1 Introduction

The Governance Risk and Compliance (GRC) management is a holistic approach
focuses on the systematic decision making process in order to meet the issues and
challenges with enterprise IT governance. The research focuses on the
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interoperability issues that may occur at various levels of processes and resources
of the enterprise software. To identify the exact interoperability faults in any
software the development and management teams have to be trained with the
existing standards and compliances across the domain of interest. The various
issues and challenges in the governance of non-compliances can solve through the
structured management technique called Regulatory Compliance Management
(RCM). It ensures that the data, processes and organization are structured in
accordance with the regulations of the guidelines which are specified in the reg-
ulations [1].

Software compliance can be defined as a state of conformance to the standards
based on requirements of the respective domain. The scope of compliance become
increasingly complex due to the large number of regulations and standards are
introduced by the local or global policy makers. The documentation and mainte-
nance agreement comes under regulatory activities which are vulnerable if not
having met the enforcement acts [2]. The three different disciplines like technical
wing, legal wing and administration wing have to coordinate to procure any
software related products such as intellectual properties to satisfy the customers.
To identify the exact interoperability faults in any software the development and
management teams have to be trained with the existing standards and compliances
across the domain of interest. The cost of non-compliances is more expensive
which can be reduced when the organization initially spends a higher proportion of
IT budgets on compliance activities especially on the factors of global privacy,
regulatory constraints and legal obligations [3].

The necessity of the process model should have a control to monitor the
compliance constraints through reviews and audits to avoid the risk of non-com-
pliance and financial penalty’s [4]. The non-compliance may also lead to risks of
legal sanctions or customer trust loss due to inadequate services of the software
product. The issues may evolve in terms of the failure of compliance features
which includes complexity, reusability, understandability and maintainability [5].
One among the quality sub-attributes of ISO/IEC 25010-1 standard for software
quality model is interoperability, means that regulations to handle the capability of
the software product to interact with one or more specified systems. The inter-
operability faults in the software processes may begin in the lower level of
implementation were each and every quality feature has to be ascertained in all
possible combinations to assure the expected system behavior [6]. Especially to
fulfill the control objectives it is needed to have a correct and timely composition
of services which depends on the quality features and associated quality attributes
[7, 8]. The analysis of non-observed measurement factors through best practices
may solve the issues of non-compliances [9]. The corporate fraud includes 2G
Scam, WorldCom and Enron [13] are based on auditing applications due to the
failed applicable regulations and accountability acts. The best practices like
COBIT, HIPAA [1, 2, 12], SOX [2, 4, 12], PCI DSS [3] and BASEL III [5] may
ensures the compliance of IT sectors, health sectors, banking sectors and so on by
ensuring do the information security standards are focused [10].
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2 Related Works

The non-compliant indicators do not depend on the software development method
but are related to the human resources strategy and project management strategy
on the organizational level [11]. The problem of achieving interoperability is
closely related to standards of the applicable domain. Existing research on inter-
operability models ensures the compatibility and integration level of large scale
systems through Capability Maturity Model Integration (CMMI), Government
Interoperability Maturity Matrix (GIMM) and Business Interoperability Quotient
Measurement Model (BIQMM) [12]. The lack of applicable domain-specific
models for small scale systems arise several non-compliances thereby the research
inter-relates interoperability and compliance in the context of standards of the
domain. There are many solutions for the problem of modeling and checking
compliance, as well as violation recovery through meta-model by defining syntax,
semantics and notations. The scale and diversity of compliance requirements are
changing with respect to many features like application criticality, deployment
platform, modes of control and its selectivity of domain specific problems which
may change more frequently. Such large and complex problems necessitate a
formal representation of control objectives in Formal Contract Language (FCL) or
Process Compliance Language (PCL) [13], the languages which are suitable to
capture the declarative nature of compliance requirements [14]. The commitment,
privilege and right analysis [15] and its effectiveness of requirement engineers
involved in the extraction of compliance requirements from privacy policy which
results much better in the view of correctness and completeness. The conceptual
approach for the regulatory compliance issue [16] has the combination of an
organization’s business process management on the one hand and a respective
accompanying meta-model covering risk and control mechanisms for achieving
compliance on the other. The regulatory compliance framework [17] have been
integrated with set of software requirements and regulations as input to identify the
irregularities there by associating argumentation tree structure in order to capture
the arguments to ensure its acceptability. Hence the framework is subjective used
only under certain circumstance which shows the evidence for framework’s
inadequacy. The limitation of this model implies the coverage and failure of
pattern to specify compliance requirements at certain instances may increase the
compliance risk [18].

3 Software Regulatory Compliance and Management Flow

The Indian IT industries need to focus on control objectives that are directly or
indirectly proportional towards interoperability between various components
deployed over physical or virtual servers of the enterprise software. The work
focuses on the software compliance and its governance in the processes to
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minimize the risks using compliance verification as per the currently existing
standards of the domain of application and to report the non-compliance of the
submitted software to the business client through application interface. The
compliance adheres to standards, conventions or regulations in laws and similar
prescriptions. Hence a compliance requirement is a constraint or assertion that
prescribes a desired result to be achieved by factoring control procedures in
processes. It can be prescribed in the form of abstract constraints or control
objectives.

The software regulatory compliance and its management are more critical in the
case of sensitive information related technologies and more specifically across
many geographical boundaries of many nations. Under these conditions, the
people, processes and resources are to be kept under strong vigil so as to maintain
the business productivity and organization reputation. Such a container of a policy
framework to handle information technology related issues and risks are enu-
merated in the COBIT Framework. The Control Objectives for Information and
Related Technology (COBIT) is a large-scale business framework for enterprise IT
which provides a set of principles, maturity models and best practices for maxi-
mizing the potential benefits and minimizing the business risks and at the same
time to accomplish essential criteria’s such as effectiveness, efficiency, confiden-
tiality, integrity, availability, compliance and reliability. COBIT is accepted and
recognized by the Information Technology Departments in India as the standard
for IT governance representing its national e-governance plan. The globally rec-
ognized COBIT framework provides a set of guidelines, regulations and modules
which are classified accordingly in order to enhance compliance and auditability
for better governance. For example, the COBIT modules are grouped such as
business focused, process oriented, control based and measurement driven which
defines several regulations of the software processes which is shown in the
Table 1.

The software regulatory bodies define and declare regulatory acts and laws in
order to ensure the process and quality compliance of the application programs.
The work group has to follow the business processes with appropriate standards to
make sure the people and products are governed and all activities are followed
legally throughout the developmental phases. The audit and review processes are
performed outside the workspace by the third-party checkers modules.

The non-compliances in suspected code after review process ensures failure of
respective standards and its enforcement and governance activities of working
group of the organization improves the quality of the legacy code in the appli-
cation program. The exceptions and errors are reported by the risk reporter
component if non-compliances were found. The planning and organization phase
determines the scheduling and estimation of the work needed to certify the pro-
gram as mentioned in the workflow shown in Fig. 1.
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4 Computational Risk and Compliance Management
Model for Interoperability Faults

The non-availability of safety critical applications and the low maintainability of
the industrial process control software will increase the probability of major risks
in the production and human loss. Risk exposure element determines the priority
and organization of quality requirements in all commercial software. The focus of
all these analysis and study is to minimize the impact of risks at all levels. The
proposed computational model focuses the detailed association of the control
requirements (CR) with all technical issues (TI) which leads to different forms of
business risks. Commonly, risk can be expressed as R = P 9 I, where R is the
project risk exposure, P is the probability of the risk factor’s occurrence, and I is
the impact of the risk factor. Generally risk can be quantitatively expressed as
shown in the equation form (1) and business risk in the equation form (2):

Risk ¼
Xn

i¼1

Prob Non� Complianceð Þ

� 1� Prob Defect in Resources � Hazard level in Processesð Þ½ � ð1Þ

Business Risk ¼ Total Instance of Non� Compliance

� 1� Prob IOF Resourcesð Þð Þ � IOF Processesð Þð Þ � Prob Technical Issuesð Þ½ �:
ð2Þ

The number of instances or occurrences of non-compliance in that domain are
due to the control requirements in the processes. The interoperability faults are the
hazards in the processes and in the resources and they become the defects in the

Table 1 COBIT frameworks and modules

COBIT
framework

COBIT modules

Regulations
(R1–R3)

Business focused Process oriented Controls based Measurement
driven

R1 Communicate
management aims
and direction
(PO6)

Acquire and
maintain
application
software (AI2)

Manage third-
party services
(DS2)

Monitor and
evaluate
internal
control (M2)

R2 Ensure compliance
with external
requirements
(PO8)

Develop and
maintain
procedures
(AI4)

Ensure Systems
Security
(DS5)

Ensure
compliance
(M3)

R3 Assess risks (PO9) Define and manage
service levels
(DS1)

Monitor and
evaluate IT
performance
(M1)

Provide for
independent
audit (M4)
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case of people and devices depend on the faults and their impact levels. The Fig. 2
indicates the technical issues that are being transformed as control requirements due
to all these types of interoperability faults along with the variations in the policies
and business guidelines or standards. The compliance management is distributed
across all the domains, processes and resources along with the policies. The indi-
vidual player in the overall governance through compliance management can be
illustrated through mathematical relationships and their integration across the
framework. The proposed approach, the GET is considered as a net list of functions
and their sub functions through functional programming. Instantly, it is quite an
evidence in declaring the governance of enhanced technology, let GETCOBIT as a

Standards

COBIT Framework
Regulations (R1,R2,R3)

Compliance 
Verification

ComplianceNon-

Compliance

Approved
Code

Suspected
Code

Software Regulatory 
Bodies

Audit

Verification 
Report

Interoperable 
Software

Risk Assessment 
and Prediction 

Governance 
Strategy

Enhanced 
Governance

Fig. 1 Software regulatory compliance management flow
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domain of number of processes which needs different information about a variety of
resources can be written as Domain(Process(Information(Resources))).

The early detection of non-compliances like the interoperability fault is con-
sidered as an requirement fault. It is possible only with the above enhanced model
where the governance can be calculated in terms of the integrated value of the ratio
of control requirement factors encompassing all resources to the total technical
issues towards possible interoperability features and business risks. The quanti-
tative analytical representation can be given as in the equation form of (3) and (4):

GETCOBIT ¼
Xm;n

i;j

CRiðPþ Aþ Tþ Fþ DÞ
TIjðPr þMc þMa þMau þMoÞ

IOFi þ BRj

� ffi
ð3Þ

GET ¼ CR� K � BRð Þ ¼
XCR1

0 � CR1
I0r

� DRþ TI1
0 � CR1

0

I0p
� DP: ð4Þ

Interoperability (IO) Faults are in the processes and resources which are
essential to achieve the governance over the framework. The quantification of
these faults depends on the individual process handling and resource utilization.
The technical issues and business risks are arising due to improper handling of the
above mentioned processes and their respective resources.

5 Experimental Results

In the software perspective, the risk control objectives are to be identified and its
much needed associations are to be permitted. The proposed distributed compli-
ance management architecture within the COBIT framework determines the

ΔPr

ΔFr

ΔTr

ΔAr

ΔPr

ΔMau

ΔMa

ΔMc

ΔDr ΔMo

K(BR)

CR1

CR2

CR3

CR4

CR5 CR5'

CR4'

CR3'

CR2'

CR1' TI1'

TI2'

TI3'

TI4'

TI5'

IOFp

IOFa

IOFt

IOFf

IOFd

CR

IOFr

IOFc

IOFa

IOFau

IOFo

Enhanced 
COBIT

Governance

Resources Process

Business
Risks
(BR)

Strategies 

Policy

Fig. 2 Flow diagram of business clocked feedback control for enhanced governance
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possible business risks and their association with the technical issues (TI). The
control objectives must be redirected so as to define and declare the set of possible
non-compliances found in the resources like either in the processes or in the
people. The risk management is made very simple through the compliance man-
agement since the possible risks and their reasoning can be done. The impact of
such classified risks with their frequency of occurrences is also dealt with. The
processes or functions at the business level and the functions at the application and
infrastructure levels possibly realize a service or a countermeasure.

The Table 2 shows the experimental values of GET which depicts the inter-
operability faults involved in the processes and resources. The quantitative per-
spective makes the multi-set that represents the amount of difference between the
actual and the desired or legal parameters, the degree of non compliance or the
compliance violation and the amount of risk to be remediated.

There is no governance whereas the interoperability faults with control
requirements, technical issues and business risks of resources and processes may
varies with policies and guidelines. The triangular issues such as control require-
ments (CR10), technical issues (TI10) and business risks (BR) can be evaluated by
keeping the BR as constant. The resources of facilities and processes of audit with
respect to CR40 rises rapidly were the governance improves by reduced business
risks. In case of CR10 and CR50 there is no governance were the resources of people
and processes of review are with business risks as shown in Fig. 3.

Table 2 Experimental values of governance enhancement technology

CR0 CR1 IOp DR TI10 CR10 IOr DP GET

0 0 0.1 0 0 0 0.6 0 0
0.25 0.2 0.3 0.2 0.25 0.25 0.2 0.3 0.03
0.5 0.4 0.4 0.3 0.5 0.5 0.1 0.4 0.15
0.75 0.6 0.2 0.6 0.75 0.75 0.4 0.7 0.67
1 1 0.6 0.8 1 1 0.5 0.9 0

0

0.2

0.4

0.6

0.8

CR1' CR2' CR3' CR4' CR5'

GET
GET

Fig. 3 Governance
enhancement technology
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6 Conclusion

The distributed software compliance management model focuses the interopera-
bility faults across enterprise software technologies with execution platform is
proposed. A mathematical relationship is established between the control objectives
of an information technology and associated technical issues occur in the resources
and processes, so that the possible business risks can be minimized within the
COBIT framework. The existing acts and regulations for the information technol-
ogy sectors are applied to bring a ubiquitous model where the customer’s issues can
be reported through different forms of reliable information services using the
established, fault-prone mobile and web technologies. The compliance fault or any
non-compliance is considered as the logical combination of the respective processes
or entities in that phase and the non-utilization of the resources allocated for that
process. The workflow model determines the location of the interoperability faults
in case of reliable services and generates the audit and review findings. The different
types of risks in the IT industries, the frequency of occurrences and the impact also
identified and scaled within acceptable limits. The gaps between the possible and
realizable objectives are the focus points to minimize the existing regulatory vio-
lations and risks by solving the technical issues through proper control strategies.
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Reducing Systems Implementation
Failure: A conceptual Framework
for the Improvement of Financial Systems
Implementations within the Financial
Services Industries

Derek Hubbard and Raul Valverde

Abstract The financial industry continues to change, become more global,
complex and important to economies all around the work. The industry continues
to be in flux and the world financial crisis has resulted in changes that have
changed the industry for good. The need for agile, accurate and detailed financial
systems has never been so important. This research discusses the issues associated
with implementing financial systems within financial services companies, a con-
ceptual framework has been built that will help reduce the risk of implementation
failure in future financial systems implementations. Financial experts can use the
framework to reduce system implementation risk; help deliver projects on time to
budget whilst meet the functionality requirements of stakeholders.

Keywords Financial information systems � Risk management � Implementation
failure � Risk identification

1 Introduction

There are many challenges faced by finance staff implementing systems within
financial service firms. Some of these challenges are listed below:

• System failures cause serious issues for finance departments and can be very
costly.
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• Finance staff is chosen to be involved in systems implementations due to their
functional finance expertise and not according to their skill set to implement
systems effectively.

• Finance systems within financial services tend to be specialized and need
extensive input and involvement from financial experts to ensure the system
works, this is not always the case so increases the implementation risks.

• Simon [1] states that 49 % of implementations have budget overruns, 47 % of
implementations have higher maintenance costs and 41 % fail to deliver the
expected business value or return on investment.

The research study has the objective of creating a framework for reducing the risk
of failure of the implementation of financial systems.

2 Literature Review

A strong financial services industry is an important factor in ensuring that the
economies of the world function efficiently. ‘‘Financial systems facilitate the
transfer of economic resources from one section of the economy to another’’ [2].
Over recent years we have seen a financial crisis that rocked the world’s econo-
mies and saw the collapse of some of the industries largest players. Lehman
Brothers collapse in 2008 sent shockwaves through the global financial systems
industry. We saw emergency consolidations, huge government interventions and
nationalization of some banks. The current situation regarding the European
banking system is not stable. The financial trilemma indicates that the three
objectives of financial stability, cross-border banking and national financial
supervision are not compatible [3].

Over recent times, the deregulation of ‘financial regulation’ coupled with the
transforming use of information technology transformed the business models
banks used by banks. Online banking, on line brokerage services, and more
sophisticated products transformed a highly predictable conservative business into
a dynamic one. The increased risk of increasingly large sized banks, internation-
alization and increased product complexity was made possible through the con-
tinuous de-regulation of the industry. The Regale–Neal Act of 1994 reduced the
barriers for geographical expansions of firms in the US and allowed interstate
banking and The Gramm–Leach–Bliley Act of 1999 expanded the permissible
activities of commercial banking as stated by Hendrickson [4]. Both acts led to
merger and acquisitions amongst financial institutions and the creation of very
large international businesses. The Glass–Seagull Act of 1933 did not allow
commercial banking firms to participate in investment banking actives, but the act
was repealed partly in 1994 and then the final parts repealed in 1999. The effect of
this was to further increase the risk within the industry as people’s monetary
deposits where then being linked to more risky investment activities. The new

190 D. Hubbard and R. Valverde



truly ‘global financial industry’ continued to attract the very best talent which then
led to advances and more exotic product innovation.

Following the recent and on-going financial crisis we have seen governments
trying to reverse the de-regulations of previous years; a number of laws have been
introduced for example; the US House of Representatives passing the Wall Street
Reform Act and Consumer Protection Act of 2009 [4]. The success of the mea-
sures governments are taking to try and re-regulate banks is questionable. Despite
the huge attention and increased focus on audit, sign-offs and disclosures that
accompanied the two acts cited, we are still seeing huge trading issues within
leading institutions. Examples include the unauthorized rogue trading at UBS
costing the firm $2 billion instantly [5], JP Morgan losing $5 billion via incorrect
trading losses [6] and Barclays being fined a record amount of $453 million for the
manipulation of LIBOR rates [7].

We have seen if an industry is not regulated correctly and at the same time
continues to innovate with advances in technology that the successes and benefits
of the industry may be out weighted by the problems and costs that can arise. Huge
international companies are not easy to audit nor is it simple to get clear trans-
parency of their risk positions. In 2012 there have been number of major regu-
latory interventions to try to prevent the same type of financial crisis as in 2008.
Basel 11/111 will try to ensure that banks are holding enough capital, Wall Street
reform and the Consumer Protection Act (Dodd-Frank law) will ban proprietary
trading which was one of the main reasons banks become over leveraged and
risked their existence [8].

So in summary the financial industry is a critical part of our society whose
success can be linked directly to our prosperity. The industry’s significance has
grown since the 1980’s and now banks are huge institutions that span the world
selling often-complex products that are often difficult to control. The huge
amounts of change impacting the industry will have a knock on impact on systems
implementations. Ensuring internal projects are successful is one way a bank can
help itself in difficult times.

Software project failures cost companies millions of dollars each year and often
prevent key business objectives from being met. Failure estimates, defined pri-
marily by cost and time budgets, overrun as high as 85 % of the original financial
target. This is well documented in writings by Jiang [9]. Projects themselves are
not just good implementations or bad ones. There are degrees of failure. Failures
are too common when implementing financial systems and we will examine the
reasons why in more depth.

3 Research Methodology and Data Collection Methods

A questionnaire was designed to collect data for this research. The questionnaire
was designed for people that have implemented financial systems projects. The
questionnaire required respondents to state their type of involvement in the
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implementation and to read a set of systems implementation risks and rank risks
from 1 to 13 according to its impact on the success of the overall project. Here
ordinal scales have been used. Respondents were also asked to give each risk a
second rating score according to how well it was executed. This score here is from
1 to 5. The questionnaire asked the respondents to choose the top 3 risks that could
have been improved in the implementations they took part on. The questionnaire
included open ended questions for respondents to then elaborate on how
improvements could be made in these areas.

The final part of the questionnaire asked about the reasons for implementations
and asked for overall judgments. The reason for the implementation question was
answered by using a very simple nominal scale where there is no relationship or
ordering to the numbers used. The questionnaire was administered electronically
by email. Respondents were emailed initially to check their email addresses and
give their agreement to participate in the research. A pilot questionnaire was
constructed and given to 3 respondents to check that the instruction and meaning
of the questions was clear. Feedback was given and taken on board on the layout
and format of some of the questions.

The primary data collected in this research has been collected using a judgment
sampling method. Remenyi et al. [10] acknowledge that judgment samples are
inherently subjective but justify the use of judgment samples explaining how
‘‘samples are taken where individuals are selected with a specific purpose in mind,
such as their likelihood of representing best practice in a particular issue’’, this
means that the sample was essentially non-probabilistic. From the outset it became
clear that statistical tests on this type of ‘case study’ research would have not been
possible.

The sample size here was 40. Whilst this may appear to be a small number it
does actually represent a large body of knowledge, experience and expertise in a
less explored area of research. Respondents work for one of 11 top tier financial
institutions, making in effect, a series of small case studies. Some of the banks
include Barclays Bank, UBS, Citi Bank, HSBC, Credit Swiss, Lloyds and Bank of
America.

The respondents were questioned from many different countries to represent a
geographical spread. There is input from 9 countries but importantly, the key
financial hubs around the world have been incorporated. These include London
UK, Hong Kong, Singapore, New York US and Zurich Switzerland.

The research was split into 2 key aspects.

• A ranking of the risk categories to establish which is the most important to a
successful implementation

• A rating to show which risks are normally well executed and which ones are not.

These aspects need to be analyzed to build the framework needed to help improve
the success of future systems implementations in financial service industries.
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The data was analyzed and presented by:

1. By importance ranking—risk factors were ranked in order of importance by
respondents. An average was calculated and the results re-ordered and tabu-
lated. The lower the number the more important the risk factor to an
implementation.

2. By execution rating—an average was calculated for respondents’ scores for
execution. Each factor was averaged in turn. The higher the number the worse
that factor was executed.

3. A focus factor was calculated—The importance ranking data and the execu-
tion rating data were combined to create a focus factor. The two data sets were
added together and averaged. The focus factor illustrates the combined
importance of that factor overall. Some factors are very important and executed
well. Some less important factors were executed very badly. The combined
position helps the project teams to understand the importance of the combined
picture.

A framework for reducing implementation failure was created. The proposed
framework uses the importance ranking, execution rating and focus factor results.
Data from the questionnaires were combined to create the overall framework, pre-
readiness assessment and during the project risk assessments. The framework was
reviewed with two post project reviews in order to assess the usefulness of the
framework.

4 Data Presentation and Discussion

When questioned about the success of software project implementations; 28 % of
responses stated that the project went really well and improved the department.
31 % stated that the project went well but the capability wasn’t really improved.
23 % stated that the project was ok but not worth the investment. In this case the
respondents would not have started or commissioned the project if they had known
the outcome. The most worrying scores where the next two categories. 10 % stated
that the project was really poor and actually moved the department backwards.
This was due to less functionality, poor reporting and poor processes. 8 % stated
that the project was a complete disaster. All respondents were allowed to state the
main reasons for issues with the implementations and the majority of responses
state that a lack of resources and funding issues resulted in a compromise in the
systems execution capability. Poor training or rushed user acceptance testing was
also noted.

When asked to state the key things that went wrong the majority of answers fell
into the following 6 categories:

1. Scope Creep—Project scope kept moving causing re-work, budget issues and
productivity loss
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2. Budgets—Budgets are always tight but due to issues with financial markets
budgets are often cut. Scope creep without budget increase can cause lack of
delivery

3. Lack of engagement—Poor communications resulted in the majority of the
team feeling completely disengaged

4. Poor Requirements—The project delivered the requirements, but the
requirements were incorrect and therefore the project was deemed to have
failed

5. Training—Lack of UAT or user BAU training results in lack of adoption or
resistance

6. Leaders—Leaders not resolving issues when problems happen. Conflict reso-
lution or resources allocation then become issues that could then go off track
and de-rail the implementation.

An analysis that examines the factors that make a system successful or not was
conducted by using a questionnaire. Financial experts ranked 13 factors in order to
show the most important and least importance factor in making a project imple-
mentation successful overall. This data was then split and cut into sets according to
the level of use, knowledge or expertise etc. For example subject matter expert
responses can be compared to the responses of people leading the project. This
would be useful for example to compare the level of contributions from different
roles and grades of staff within the company.

The success of each individual factor within an implementation has been
assessed along with how well it was actually executed. So overall importance and
execution can be compared.

Figure 1 has been constructed by looking at the overall rankings submitted by
the respondents. The results have been generated by adding together and then
averaging the ranking ratings. For example for user participation, the sum of the
ranking scores is 126 as some respondents ranked it 1st and some ranked it 10th.
On average people ranked it 3.9 out of 13 but this score made it the most important
out of all the factors after all the factors had been added together and averaged one
by one. Top management support’s overall score was 150 giving an average score
of 4.7.

This next section looks at the execution of each factor. This does not take into
account ranking but purely whether the factor was executed well or not.
Respondents rated their experience with each factor from 1 (very negative) to 5
(very positive). Scores were then added together and an average was calculated.
Essentially the lower the score the least successful that factor was implemented,
the higher the score the better that factor was implemented. The results can be seen
in Fig. 2. A similar approach has been used with this data; the overall position of
the factor has been calculated and then the data has been further organized
according to role, use level etc.

Figure 2 shows that the execution factor ranking is very different to the
importance ranking discussed earlier. The lowest scores (therefore showing the
least effectively executed factor) are team pressure and conflict management
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followed by management of scope, complexity and size of the project. The most
successfully executed factors were top management support, team expertise and
getting participation from users during the implementation. The latter set of factors
were all ranked as the most important factors in the previous discussion.

The execution and importance were combined to create a joint list of important
and focus for execution. By combining the two rankings and highlighting the
learning points, there is the potential to reduce the negative responses, the like of
which has been documented in the table below. This combined ranking puts a
different emphasis on what needs to be focused on (Table 1).

Fig. 1 Importance ranking

Fig. 2 Execution ranking
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5 Conceptual Framework

From the outset, this research set out to create a user friendly tool that could be
used by professionals to better implement financial systems. Current research into
the area and primary data has been combined to present a set of documents that can
be used with finance teams to improve system implementations.

The framework was constructed using:

1. The importance ranking insight gained from the research
2. The execution rating insight gained from the research
3. The combined focus factor insight gained from the research

The overall framework is documented in Table 2 and starts with the main
categories that cause project failures; top management support, scope change
management and user participation are all examples here. The framework then
explains the main risks and implications of not mitigating the risk. This is to help
inform the project team of issues with system implementations. The framework
then recommends the actions that need to be completed before and during a
project. The use of the framework will not guarantee the success of a system
implementation project but will help ensure a project is prepared, learns from basic
errors other projects have made and self monitors its own progress.

Table 1 Areas of focus

Average of combined ranking Total

Factors Ranking
overall

Ranking 1
and 2

Combined
score

Top management support 2 3 5 1
The complexity of the protect 4 4 8 2
Management of the scope of the project 7 2 9 3
Team pressure and conflict management 10 1 11 4
The level of team expertise 3 8 11 4
Getting user support/participation in the

implementation
1 11 12 6

The skill of the project manager 5 8 13 6
The Size of the project 9 4 13 8
Lack of organization or strategic fit 8 6 14 10
Management of the project 6 12 18 11
Industry macro impacts 12 6 18 11
Technology Sourcing model 11 8 19 12
Geographical issues 13 13 26 13
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6 Conclusions

The financial services industry is going through unprecedented levels of change.
Due to the near banking collapse of 2008, banks have reduced earnings; they have
greater levels of regulation, and are required to hold greater levels of capital.
Leaders who are trying to manage these changes within institutions can lose focus
on implementation projects. System implementations continue to be problematic,
not delivering the functionality and benefits the projects promised from the outset.
With reduced investment funds and distracted leaders a framework to reduce risk
that is easy to use and effective will help projects deliver more. Easy to use tools to
help educate leaders, subject matter experts and project leaders are needed. It is
clear that issues are commonly repeated across organizations and basic to complex
mistakes are continuously made. Although tools will help, it is important to note
that system implementations are linked to people. People are the key factor in
making it work: from senior leadership sponsorship to the expertise of project
managers, from experts participating in development and the end users who will
use the system, all play a role. It is important to understand that system imple-
mentations are huge change projects. Change projects impact people and while
people remain flawed with agendas, then projects will continue to fail. The
framework produced here is therefore people focused, helping people deliver
better systems, de-risking the human role in system implementations.
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Merging Compilation
and Microarchitectural Configuration
Spaces for Performance/Power
Optimization in VLIW-Based Systems

Davide Patti, Maurizio Palesi and Vincenzo Catania

Abstract The rediscovery of VLIW architecture in the field of embedded mul-
timedia applications introduces new challenges for computing paradigms histori-
cally oriented towards Instruction Level Parallelisms and performance
optimization. In this work we perform an extensive multi-objective analysis which
includes VLIW compiler as part of the configuration space, avoiding any explicit
distinction between micro-architectural parameters and compilation strategies.
After performing an high-level estimation of power/performance trade-offs by
compiling and simulating some common application kernels, we qualitatively and
quantitatively analyze of how the design space available can be greatly affected by
the interaction of compiler behavior, processor-related features and memory
subsystem.

Keywords VLIW � Design space exploration � Energy � Power � Compiler

1 Introduction

In the last years Very Long Instruction Word (VLIW) architectures [1] have been
successfully applied to modern, increasingly complex embedded multimedia
applications, given their capacity to exploit high levels of Instruction Level Paral-
lelism (ILP) maintaining a good trade-off with cost and power consumption [2].
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What distinguishes the VLIW approach from other ILP-oriented architectures (e.g.
superscalar) is the role of the compiler, which statically schedules the set of oper-
ation to be issued in the same clock cycle. The hardware, in fact, only carries out a
plan of execution that is previously established at the compilation phase (see Fig. 1).

In embedded systems there are a wide variety of applications (multimedia,
microcontrollers, sensors, etc.) with an equally wide variety of types and amounts
of data to be processed. An audio/video application, for instance, will consist of
transforming large data vectors that can be independently handled in parallel. The
possibility of optimizing an architecture ad hoc to achieve high levels of ILP is
thus of fundamental importance. However, the aim of maximizing ILP involves a
set of aggressive code transformations which may significantly affect magnitudes
other than performance, such as dissipated power and/or energy consumption.
Energy consumption, for example, could prove to be a decisive factor in battery-
powered mobile devices. Power dissipation, on the other hand, which is linked to
the amount of heat the system is subjected to, is a fundamental element for aspects
such as packaging, which directly affect the final cost of implementing the system.

The main contribution of this work is analyzing the design space of a VLIW
architecture considering the compilation parameters as part of the same archi-
tecture. In other words, we will not make any distinction between micro-archi-
tectural parameters and VLIW compiler settings. Considering the configuration
space as a whole, we want to quantitatively and qualitatively analyze how the
additional interaction between hardware features (e.g., the number and type of
functional units, register files) and code scheduling parameters can impact the
design space exploration from a multi-objective perspective.

2 Background and Previous Works

There are a number of contributions in the literature regarding system-level
exploration of VLIW-based architectures, basically differentiating by the objec-
tives to be optimized and the architectural elements investigated.

Fig. 1 Static VLIW code scheduling
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A first area of research regards the design of high performance VLIW appli-
cation-specific processors. The possibility of introducing application-specific
functional units is analyzed in [3, 4]. Lapinskii et al. [5] present a kernel-specific
and technology-independent methodology for exploration of the design space of
clustered VLIW ASIP data paths. In [6] automatic optimisation of VLIW archi-
tectures for the execution of a specific application. Investigation of performance/
area trade-off have been presented in [7]. To allow exploration of the extremely
large number of configurations, hierarchical evaluation approaches have been
adopted, separating exploration of the VLIW core and that of the memory sub-
system. A drawback of both approaches is that parameters are explored indepen-
dently each other, making it difficult to reach some interesting regions of
configuration space due inter-dependency between parameters, as reported in [8, 9].

Alongside traditional research aiming at maximizing performance, interest has
recently been shown in estimation and architectural exploration from the power
and energy perspective [10, 11]. An instruction-level power model for VLIW
architectures was proposed by Benini et al. [12]. Estimating the energy associated
with a long instruction at the single pipeline stages. In [13] Pokam and Bodin
explore the energy-delay tradeoff of ILP enhancing techniques at the compilation
level. The impact on power and performance due to code transformation tech-
niques in VLIW architectures is presented by Raghavan et al. [14].

The contribution introduced in this work is a multi-objective design space
exploration analysis in which micro-architecture, memory subsystem and compiler
parameters are considered as being part of a single system, i.e. regardless the
nature of parameter when classified from typical designer perspectives such as
‘‘hardware’’ and ‘‘software’’. Our idea is that this approach closely matches the
VLIW design philosophy, which moves complexity from the microarchitecture to
the compiler, so that a different compiler behavior is like having different control
circuitry and hardware resources.

3 Simulation Environment

In this section, we briefly describe the parameterized VLIW platform [15] used as
testbed for the experiments, the general evaluation flow along with the high-level
estimation models used to evaluate the performance indexes to be optimized and
the set of applications used as benchmarks.

3.1 Reference Architecture

The parameterized system architecture used in this work is based on HPL-PD [16]
which is a parametric processor meta-architecture designed for research in
instruction-level parallelism of VLIW architectures. The HPL-PD opcode

Merging Compilation and Microarchitectural Configuration Spaces 205



repertoire, at its core, is similar to that of a RISC-like load/store architecture, with
standard integer, floating point (including fused multiply-add type operations) and
memory operations.

Hardware architectural parameters can be classified in three main categories:
register files, functional units and memory sub-system. The first two depend on the
implementation of the VLIW core and regard the size of the register files, in terms
of the number of registers contained in each of them, and the number of functional
units for each type of unit supported. As far as the former are concerned, five
different types of register files can be identified: GPR (32-bit registers for integers),
FPR (64-bit registers for floating point values) PR (1-bit registers used to store the
Boolean values of predicated instructions), BTR (64-bit registers containing
information about possible future branches) and CR (32-bit control registers con-
taining information about the internal state of the processor). The functional units
involved are: Integer units, floating point units, memory units (associated with load/
store operations) and branch units (associated with branch operations). With
respect to the memory sub-system, the parameters that can be modified are the size,
associativity and block size for each of the three caches: First-level data cache
(L1D), first-level instruction cache (L1I) and second-level unified cache (L2U).

In order to investigate the effect of ILP-oriented code transformations, a set of
compilation parameters, shown in Table 1 has been included in the configuration
space.

For sake of simplicity, another set of compilation parameters have been fixed to
some reasonable value and have been not included in the design space in this work.
The complete list together with their default values is presented in Table 2.

3.2 Evaluation Flow

Together with the configuration of the system, the statistics produced by simula-
tion contain all the information needed to apply the area, performance and power

Table 1 Compilation parameters

Parameter Description

tcc_region Specifies the scope of action of the compiler and the type of
code transformation involved (basic block, super block and
hyper block)

max_unroll_allowed The number of unroll iterations allowed
regroup_only Avoids inlining
do_classic_opti A set of classical optimization, not VLIW related, such as

common expression removal
do_prepass_scalar_scheduling Performs a schedule before forming regions
do_postpass_scalar_scheduling Performs a schedule after the region formation
do_modulo_scheduling Modular scheduling
memvr_profiled Performs a memory-dependencies profiling
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consumption estimation model implemented in the Estimator component of EPIC-
Explorer. The results obtained by these models are the input for the Explorer
component. This component executes an optimization algorithm, the aim of which
is to modify the parameters of the configuration so as to minimize the three cost
functions (area, execution time and energy/power consumption).

The average power consumed by the processor was estimated using an adap-
tation of the Cai-Lim model [17] to the VLIW processor. As regards the cache
subsystem, a transition-based model was used, according to the equations
described in [18]. The main memory energy is based on the model in [19] and
assumes a per main memory access energy of 4:95� 10�9 J based on the data for
the Cypress CY7C1326-133 memory chip. The contribution towards power con-
sumption made by the interconnection system was calculated by counting the
number of transitions on the bus lines and applying the formula Pbus ¼ 1=2V2

ddafCl

where Vdd is the supply voltage, a is the switching activity, f is the clock frequency
and Cl is the capacity of a bus line. For the on-chip buses we also considered the
coupling capacitances between bus lines, using the model in [20]. For a detailed
description of the models used and their adaption to the case of a VLIW based
system see [21].

4 Analysis and Results

In this section we describe the set of experiments carried out in order to collect
data useful for the analysis.

4.1 Experimental Setup

Each data set is obtained evaluation a 1,000 randomly chosen point of the con-
figuration space. In particular, two different scenarios have been considered: the

Table 2 Compiler assumptions

Parameter Value Parameter Value

Issue width 8 Unsafe jsr priority penalty 0.005
Min cb weight 20 Safe jsr priority penalty 0.01
Path max op growth 2.1 Pointer st priority penalty 1.0
Path max dep growth 4.25 Peel enable

p

Path min exec ratio 0.00075 Peel max ops 36
Path min main exec ratio 0.05 Peel infinity iter 6
Path min priority ratio 0.10 Peel min overall coverage 0.75
Block min weight ratio 0.005 Peel min peelable coverage 0.85
Block min path ratio 0.015 Peel inc peelable coverage 0.10
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first one, referred as Variable Compilation Profile (VCP), includes all compilation
parameters described in the Table 1; a second scenario, Fixed Compilation Profile
(FCP), which excludes any of those parameters exploring all the remaining
hardware aspects of the architecture as described in Sect. 3.1.

The class of benchmark being considered is representative of some common
frequently running application kernels in an embedded multimedia environment.
Table 3 shows the set of applications chosen along with a brief description.

4.2 Quantitative Analysis

Figure 2 shows the visited configurations and the Pareto fronts found for both FCP
and VCP scenarios for different application benchmarks. How it can be observed,
VCP solutions are on average more widely and evenly distributed over the
objective space as compared to those found for the FCP case.

Let us now analyse the Pareto fronts from a quantitative viewpoint. We con-
sider two metrics, namely, the variation range and the average normalised
absolute dispersion error. For a given objective, the variation range represents the
ratio between the maximum and the minimum value observed for that objective. A
comparison between the variation range for different benchmarks between a FCP
and a VCP exploration for both power dissipation and execution time is shown in
Fig. 3. As it can be observed, the VCP exploration provides solutions which fall on
a range that is, on average, 23 and 40 % wider than that provided by a FCP
exploration for power dissipation and execution time, respectively.

The average normalised absolute dispersion error measures the average abso-
lute difference between the distribution of points in the objective space and an
ideal distribution in which the points are uniformly distributed over the objective
space. Formally, let O be the image, in the objective space, of the configurations
visited by the design space exploration. The generic element of O (i.e., a solution)
is a pair ðp; tÞ where p and t are the average power and execution time, respec-
tively. The two-dimensional objective space is then partitioned by a Mx �My

mesh. For each tile Ti; i ¼ 1; 2; . . .;MxMy of the mesh, let Ni be the number of
points in O which fall in Ti. The average absolute error, Ei, for Ti is the absolute

Table 3 Benchmarks Benchmark Application

Bmm Matrices multiplication and elements sum
Fir_int Finite impulse response
Mm Floating point matrices multiplication
Sqrt Newton Raphson numerical analysis
Struct_test Data structures allocation and access
Wave Wavefront computation
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value of the difference between Ni and the ideal number of solutions, N, which
should fall in Ti in case of uniform distribution. Such N can be simply computed as
the ratio between the cardinality of O and the number of tiles. Thus,
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Fig. 2 Visited configurations and pareto fronts found by FCP and VCP exploration
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Ei ¼ jNi � Nj;

where N ¼ jOj=ðMxMyÞ. The average normalised absolute dispersion error
(ANADE) is the average of Ei normalised to the maximum absolute error Emax:

ANADE ¼
PMxMy

i¼1 Ei=ðMxMyÞ
Emax

;

where Emax can be computed as the average absolute error in the worst case in
which all the solutions fall in a single tile:

Emax ¼
ðMxMy � 1ÞN þ jN � jOjj

MxMy
:

Fig. 3 Variation range for different benchmarks between a FCP and a VCP exploration for
power dissipation and execution time
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Figure 4 shows the average normalised absolute dispersion errors for different
benchmarks for FCP and VCP exploration. As it can be observed, VCP exploration
reduces the dispersion error on average by 20 % as compared to a FCP exporation.

5 Conclusions

In this work we analyzed the impact of ILP oriented compilation strategies on the
design space of a VLIW architecture from a multi-objective perspective. After
merging both micro-architectural and compilation parameters in a unique con-
figuration space, we evaluated effects on performance, power and energy con-
sumption for a set of representation application kernels. Future works will include
a parameter-specific analysis of the interdependencies between compilation pro-
files, processor and memory subsystem.
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Numerical Solution of Ordinary
Differential Equations Using
Mathematical Software

Jiri Vojtesek

Abstract The differential equation is mathematical tool widely used for
description various linear or nonlinear systems and behaviour in the nature not
only in the industry. The numerical solution of the differential equation is basic
tool of the modelling and simulation procedure. There are various types of
numerical methods, the ones described in this contribution comes from the Tay-
lor’s series and big advantage of all of them is in easy programmability or even
more some of them are included as a build-in functions in mathematical softwares
such as Mathematica or MATLAB. The goal of this contribution is to show how
proposed Euler and Runge-Kutta’s methods could be programmed and imple-
mented into MATLAB and examine these methods on various examples. The
comparable parameters are accuracy and also speed of the computation.

Keywords Differential equation � Numerical solution � Euler’s method � Heun’s
method � Ralston’s method � Midpoint method � Runge-Kutta’s method

1 Introduction

The task of the modelling is the find appropriate mathematical description of the
system which allows making simulation experiments on it. The differential
equation is basic mathematical tool which is widely used by engineers for
description of the dynamic behavior of the system [1, 2]. The reason why they are
used is because of their accuracy in the description.
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There are two basic types of the differential equations (DE) linear and non-
linear. Unfortunately, the major part of systems are described by the nonlinear DE
[3]. The numerical methods used for solving of these DE are basically single-step
or multi-step [4, 5]. Typical the single-step method is an Euler’s method or popular
Runge-Kutta’s methods. They are very popular because of their simplicity and
easy programmability [5, 6].

The multi-step computation can be found in Adams-Bashforth or Predictor-
Corrector method [5]. Difference between these methods is that multi-step meth-
ods needs for computation k previous steps, single-step methods needs only value
in the previous step. Due to the length of the contribution, only single-step
methods are mentioned and examined. Although the above mentioned methods are
easy programmable, you can find them in various mathematical software used for
simulation like Matlab [6, 7], Mathematica [8] etc.

The contribution has five main parts. The second part after this introduction
describes theoretical background of the numerical solving of the Ordinary Dif-
ferential Equations (ODE). The third part is focused on the usage of the mathe-
matical software Matlab for this numerical solving, the next part shows the
simulation results for two examples of ODE sets and the last part is conclusion.

All simulations performed in this paper are done in the mathematical software
Matlab, version 7.0.1.

2 Numerical Solving of ODE

Numerical methods were tested on the ordinary differential equation in the general
form

dy

dx
¼ f ðx; yÞ ð1Þ

with initial condition y 0ð Þ ¼ y0. This equation is called in the literature Cauchy
problem.

2.1 Euler’s Method

The simplest method is Euler’s method which uses slope of the curve see Fig. 1. It
is clear, that the slope from the curve could be computed as:

slope ¼ tan / ¼ yiþ1 � yi

xiþ1 � xi
¼ f xi; yið Þ ð2Þ
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which generally means for integration step h ¼ xiþ1 � xi, that new value of yi is
computed from

yiþ1 ¼ yi þ f xi; yið Þ � h ð3Þ

Disadvantage of this method can be found in the high dependence on the
integration step. The computation error grows with the increasing value of the step.

2.2 Runge-Kutta’s Methods

All Runge-Kutta’s methods mentioned later comes from the Taylor series of the
(1):

yiþ1 ¼ yi þ
dy

dx

����
xi;yi

xiþ1 � xið Þ þ 1
2!

d2y

dx2

����
xi;yi

xiþ1 � xið Þ2

þ 1
3!

d3y

dx3

����
xi;yi

xiþ1 � xið Þ3þ � � �
ð4Þ

which could be rewritten to the form

yiþ1 ¼ yi þ f xi; yið Þ xiþ1 � xið Þ þ 1
2!

f 0 xi; yið Þ xiþ1 � xið Þ2

þ 1
3!

f 00 xi; yið Þ xiþ1 � xið Þ3þ . . .

ð5Þ

Fig. 1 Graphical
interpretation of the Euler’s
method
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As you can see, the first two parts of the Taylor’s series (5) is Euler’s method (3).
Sometimes is this method called also Runge-Kutta’s first order method.

Runge-Kutta’s 2nd order method is more accurate then Euler’s method and it
uses first three parts of the Taylor’s series (5), i.e.

yiþ1 ¼ yi þ f xi; yið Þhþ 1
2!

f 0 xi; yið Þ h2 ð6Þ

which could be rewritten to the well-know relation:

yiþ1 ¼ yi þ a1 � k1 þ a2 � k2ð Þ � h ð7Þ

where k1 and k2 are computed from:

k1 ¼ f xi; yið Þ
k2 ¼ f xi þ p1 � h; yi þ q11 � k1 � hð Þ

ð8Þ

and parameters a1, a2, p1 and q11 are computed from relations [5]:

a1 þ a2 ¼ 1; a2 � p1 ¼
1
2

; a2 � q11 ¼
1
2

ð9Þ

It is clear, that we have 4 unknown variables but only 3 equations which means
that one of the variables must be set in order to reduce the complexity. Three basic
methods are Heun’s method, Midpoint method and Ralston’s method.

Heun’s method is defined for a2 ¼ 1
2 which gives a1 ¼ 1

2, p1 ¼ q11 ¼ 1 and Eqs.
(7) and (8) are

yiþ1 ¼ yi þ
1
2

k1 þ
1
2

k2

� �
� h

k1 ¼ f xi; yið Þ
k1 ¼ f xi þ h; yi þ k1hð Þ

ð10Þ

The second, so called Midpoint, method uses a2 ¼ 1 and it means that a1 ¼ 0,
p1 ¼ q11 ¼ 1

2 and Eqs. (7) and (8) are

yiþ1 ¼ yi þ k2 � h
k1 ¼ f xi; yið Þ

k1 ¼ f xi þ
1
2

h; yi þ
1
2

k1h

� � ð11Þ

And finally the last, Ralston’s method, have a2 ¼ 2
3 and it means that a1 ¼ 1

3,

p1 ¼ q11 ¼ 3
4 and Eqs. (7) and (8) are
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yiþ1 ¼ yi þ
1
3

k1 þ
2
3

k2

� �
� h

k1 ¼ f xi; yið Þ

k1 ¼ f xi þ
3
4

h; yi þ
3
4

k1h

� �
ð12Þ

Runge-Kutta’s 4th order method is the most commonly used method because of
its accuracy. This method uses first five parts of the Taylor’s series (5) which is
transferred to the well-known form:

yiþ1 ¼ yi þ
1
6
� k1 þ 2k2 þ 2k3 þ k4ð Þ ð13Þ

where variables k1�4 are computed from

k1 ¼ h � f xi; yið Þ

k2 ¼ h � f xi þ
1
2

h; yi þ
1
2

k1

� �

k3 ¼ h � f xi þ
1
2

h; yi þ
1
2

k2

� �

k4 ¼ h � f xi þ h; yi þ k3ð Þ:

ð14Þ

3 Numerical Methods in Mathematical Software

The numerical methods mentioned in the previous section are relatively old which
means that they have strong background and support in the mathematical software.
The most commonly used Matlab and Wolfram’s Mathematica have even some of
these methods as a build-in functions.

On the other hand, they could be easily programmed with the use of cycles like
for, if etc. even in the C or C++ language. Matlab’s programming language is
very close to the C-language and the next chapters will show, how we can easily
program our own numerical functions.

3.1 Euler’s Method

The Euler’s method has not its own build-in function but as it is clear from Eq. (3),
this method is easily programmable. Let us make new Matlab function called
euler.m:
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Matlab’s function euler.m

function [T,Y] = euler(odefun,h,t0,th,y0)
% Euler’s numerical method
% inputs: odefun... solved function
% h... integration step
% t0... starting time
% th... final time
% y0... initial conditions
% output: T... time vector
% Y... computed outputs
tspan = t0:h:th;
nv = length(y0);
N = length(tspan);
Y = zeros(nv,N);
Y(:,1) = y0;
for i = 1:N-1

Y(:,i+1)=Y(:,i)+h*feval(odefun,tspan(i),Y(:,i));
end
Y = Y.’;
T = tspan’;

This function can be called from Matlab for example by command

[T,Y] = euler(@function,h,t0,th,y0)

where @function is solved function, h is integration step, t0 and th are used
for the start and final time and y0 denotes initial values. Length of this vector is
equal to the number of variables (number of equations).

3.2 Runge-Kutta’s 2nd Order Method

Unlike previous method, the Runge-Kutta’s second order method has its own
build-in fuctions in Matlab ode23 for ordinary R-K methods and ode23s for
stiff differential equations. These functions are called from Matlab in the simplest
way by command

[T,Y] = ode23(@function,[t0 th],y0)

with variables defined above in the previous chapter. If we have call this function
with the above command, the integration step is variable depending on the actual
computation error.

The RK 2nd order method generally defined by Eqs. (7) and (8) is easily
programmable in Matlab too. The function rk23.m has form:
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Matlab’s function rk23.m

function [T,Y]=rk23(odefun,h,t0,th,y0,met)
% Runge-Kutta’s 2nd order numerical method
% inputs: odefun... solved function
% h... integration step
% t0... starting time
% th... final time
% y0... initial conditions
% met... method(1=Heun’s;2=Ralston’s;3=Midpoint)
% output: T... time vector
% Y... computed outputs
% a2 = 0.5 Heun’s Method
% = 2/3 Ralston’s Method
% = 1.0 Midpoint Method
switch met

case 1 % Heun’s Method
a2 = 0.5 ;

case 2 % Ralston’s Method
a2 = 2/3 ;

case 3 % Midpoint Method
a2 = 1 ;

end
a1=1-a2 ;
p1=1/2/a2 ;
q11=p1 ;
y0 = y0(:);
tspan = t0:h:th;
nv = lenght(y0); N = length(tspan);
Y = zeros(nv,N); F = zeros(nv,2);
Y(:,1) = y0;
for i = 2:N

ti = tspan(i-1);
hi = h;
yi = Y(:,i-1);

F(:,1) = feval(odefun,ti,yi);
F(:,2)=feval(odefun,ti+hi*p1,yi+hi*q11*F(:,1));
Y(:,i) = yi + hi*(F(:,1)*a1 + F(:,2)*a2);

end
Y = Y.’;
T = tspan’;

This function contains all three methods (Heun’s, Ralston’s and Midpoint
method) mentioned theoretically in the part 2.2. The function is called by

[T,Y] = rk23(@function,h,t0,th,y0,met)

where met indicates computation method.
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3.3 Runge-Kutta’s 4rd Order Method

This method is the most used and it has build-in function in Matlab called ode45
with Matlab’s syntax
[T,Y] = ode45(@function,[t0 th],y0) With relation to Eqs. (7) and

(8), the Runge-Kutta’s method with fixed step could be programmed in function
rk45.m:

Matlab’s function rk45.m

function Y = rk45(odefun,h,t0,th,y0)
% Runge-Kutta’s 4th order numerical method
% inputs: odefun... solved function
% h... integration step
% t0... starting time
% th... final time
% y0... initial conditions
% output: T... time vector
% Y... computed outputs
y0 = y0(:);
tspan = t0:h:th;
nv = lenghth(y0);
N = length(tspan);
Y = zeros(nv,N);
F = zeros(nv,4);
Y(:,1) = y0;
for i = 2:N
ti = tspan(i-1);
hi = h;
yi = Y(:,i-1);
F(:,1) = feval(odefun,ti,yi);
F(:,2)=feval(odefun,ti+0.5*hi,yi+0.5*hi*F(:,1));
F(:,3)=feval(odefun,ti+0.5*hi,yi+0.5*hi*F(:,2));
F(:,4)=feval(odefun,tspan(i),yi+hi*F(:,3));
Y(:,i)=yi+(hi/6)*(F(:,1)+2*F(:,2)+2*F(:,3)+F(:,4));
end
Y = Y.’;
T = tspan’;

And it can be called from workspace by command

[T,Y] = rk45(@function,h,t0,th,y0) with the parameters defined
above.
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4 Verification of Numerical Methods

The numerical methods defined above were tested on two example functions.
Results are compared at first visually, by the number of computation steps and also
by the computation speed which was measured in Matlab with the use of functions
tic…toc.

This time is relative and of course it could vary dependent on the hardware of
the computer or version of the Matlab. The values mentioned here are measured on
the same computer with the same condition.

4.1 Single Ordinary Differential Equation

The first example examines results of numerical methods mentioned above for
simple ordinary differential equation

dx

dt
¼ e�x ð15Þ

with initial condition y 0ð Þ ¼ 3.
One ODE can be in Matlab set simply with the use of function inline used

for symbolic definition of the function, in this case:

f = inline(’exp(-x)’) and numerical solutions are then called:
[T,Y] = euler(f,h,t0,th,y0);
[T,Y] = rk23(f,h,t0,th,y0,3);
[T,Y] = rk45(f,h,t0,th,y0);
[T,Y] = ode23(f,[t0 th],y0);
[T,Y] = ode45(f,[t0 th],y0);

for starting time t0 = 0, final time th = 9 and initial condition y0 = 3. The
computation step is h = 0.18 because the computation interval \t0, th[ is
divided into 50 parts.

Results in Fig. 2 are comparable for both manually programmed Runge-Kutta’s
methods rk23 and rk45 and Matlab’s build-in functions ode23 and ode45. On
the other hand, the Euler’s method is the less accurate which is clear even visually
from the figure.

If we want to express computation error mathematically, we can introduce new
variables Error, E, and Absolute Relative Error in Percentage, AREP, computed as

E ¼ yeðtf Þ � ycðtf Þ
�� ��

AREP ¼ yeðtf Þ � ycðtf Þ
yeðtf Þ

� 100
ð16Þ
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where tf is final time, in this case tf ¼ 9, yeðtf Þ is exact value in final time and
ycðtf Þ is computed value in final time for Euler’s method. Exact solution is in this
case results of Runge-Kutta’s 4th order method.

The computation error in Euler’s methods is highly dependent on the number of
steps. Results presented in Fig. 2 are for number of steps equal to 50. If we increase
the number of steps ten times to 500, the results are much better see Fig. 3.

Dependence on the number of steps in Euler’s method is presented in Table 1
and Fig. 4. It is clear that AREP error decreases exponentially with increasing
number of computation steps. Disadvantage of the high number of computation
steps is of course the computation time.

4.2 Matlab’s Function Rigid

This function is defined in the Matlab’s help and it has following form:

dy1

dt
¼ y2 � y3

dy2

dt
¼ �y1 � y3

dy3

dt
¼ �0:51 � y1 � y2

ð17Þ
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with three variables y1�3 and t denoting time. The initial values are y1 0ð Þ ¼ 0 and
y2 0ð Þ ¼ y3 0ð Þ ¼ 1.

There were defined function rigid in Matlab with the following form:

Matlab’s function rigid.m

function dy = rigid(t,y)
% function RIGID
dy = zeros(3,1);
dy(1) = y(2) * y(3);
dy(2) = -y(1) * y(3);\
dy(3) = -0.51 * y(1) * y(2);

The simulation time was 20 s, 200 steps were chosen for programmed functions
euler, rk23 (Ralston modification) and rk45. The Ralston’s Runge-Kutta’s
2nd order method was mentioned because other two has very similar results. The
function rigid can be then called with the M-file:

Table 1 Values of errors for various number of steps

Steps (-) E (-) AREP (%) Computation time (s)

5 1.1563 28.91 0.015
10 0.5165 12.91 0.016
50 0.0927 2.32 0.016
100 0.0457 1.14 0.031
500 0.0090 0.23 0.094
1,000 0.0045 0.11 0.218
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% simulation parameters
t0 = 0; % starting time
th = 20; % final time
h = .1; % computation step
y0 = [0 1 1]; % initial conditions
% computation - choose one line only!

[T,Y] = euler(@rigid,h,t0,th,y0);
[T,Y] = rk23(@rigid,h,t0,th,y0,3);
[T,Y] = rk45(@rigid,h,t0,th,y0);
[T,Y] = ode23(@rigid,[t0 th],y0);
[T,Y] = ode45(@rigid,[t0 th],y0);

Figure 5 clearly shows that Euler’s method has problem with the numerical
solution similarly as in previous case. Here the output y3 was mentioned as an
example, but both other outputs y1 and y2 has similar results. This method could
achieve better results with lower value of the integration step h but it causes also
higher computation times as it produces more steps. Here, all methods have the
same integration step h ¼ 0:1 s.

Interesting thing can be found in Fig. 6 which shows zoomed values from
Fig. 5. Here you can find that programmed functions rk23 and rk45 has smooth
courses unlike build-in functions ode23 and ode45 which are not so accurate in
all time vector. This is caused mainly by the bonus feature of these build-in
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Fig. 5 Results of numerical
solution of the function rigid
output y3 tð Þ
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function variable integration step. This property could sometimes speed-up the
computation as it can be seen in Table, but it could result in inaccurate results.

This inaccuracy in build-in functions could be overcome if include option in the
ode23 or ode45 functions

[T,Y] = ode23(@rigid,[t0 th],y0,option)
[T,Y] = ode45(@rigid,[t0 th],y0,option)

where option is

option = odeset(’RelTol’,1e-6)

and ’RelTol’ means relative toleration 1� 10�6. The results are then much
better as it can be seen from Fig. 7. Table 2 also shows that with this option,
computation took 592 or 333 steps respectively which is much higher than for
other methods.

5 Conclusion

The paper describes the numerical solution of ODE using mathematical software
Matlab. There were introduced basic numerical methods from the simplest Euler’s
method which is also the less accurate through the second order Rnge-Kutta’s
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Fig. 7 Zoomed values of the
numerical solution of the
output y3 tð Þ—new
computation

Table 2 Results the function
rigid

Function Steps (-) Computation time (s)

euler 200 0.016
rk23—Ralston 200 0.016
rk45 200 0.047
ode23 88 0.156
ode45 113 0.094
ode23 with options 592 0.172
ode45 with options 333 0.093
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methods with three modifications to the most accurate Runge-Kutta’s method. The
theoretical part shows how these methods are easy to program in the Matlab and
also introduce the implementation of these methods via build-in functions ode23
and ode45.

The practical part applies the proposed numerical methods on two examples
with two main results. At first it shows that the accuracy of the Euler’s method is
highly dependent on the number of computation steps a higher number of steps
produces more accurate results. The second result from the practical part is that it
is not recommended to rely on the results from the build-in functions. These
functions have implemented numerical improvements which changes the com-
putation step adaptively according to the actual computation error which could, in
some cases, provide inaccurate results. This disadvantage could be overcome with
the use of parameter ‘option’ which define relative toleration or with the use of
the functions rk23 and rk45 described in the theoretical part which have fixed
step during the whole computation.
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Global Dynamic Window Approach
for Autonomous Underwater Vehicle
Navigation in 3D Space

Inara Tusseyeva and Yong-Gi Kim

Abstract The marine world becomes more narrow and full of different objects
that move unpredictably in the ocean space. The problem of increasing the
capacity of the systems management in any kind of underwater robots is highly
relevant based on the development of new methods for the dynamic analysis,
pattern recognition, artificial intelligence and adaptation. Among the huge number
of navigation methods, Dynamic Window Approach is worth noting. It was
originally presented by Fox et al. and implemented into indoor office robots. In this
paper Dynamic Window Approach was developed for marine world and extended
to manipulate the vehicle in 3D environment. This algorithm is provided to avoid
obstacles and reach targets in efficient way. It was tested using MATLAB envi-
ronment and assessed as an effective obstacle avoidance approach for marine
vehicles.

Keywords Dynamic window approach � Autonomous unmanned underwater
vehicle � 3D environment � Obstacle avoidance

1 Introduction

Autonomous unmanned underwater vehicle (AUV) is a marine robot which moves
under water in order to collect helpful information about different conditions of
ocean bottom, the structure of the upper sediment layer or the presence of objects
and obstacles. The main challenge related to all existing mobile devices that move
independently without any control by the human remains the navigation. One of
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the works done toward solving the issue of multiple vessels navigation using
Fuzzy logic was shown in [1].

For successful sailing in open space the onboard robot system should be able to
build the route, control the motion parameters, and keep a track of its own position
in a real time mode. One of the solutions to this issue is the integration of the novel
algorithm named Dynamic Window Approach to control the motion of the vehicle.
Fox, Burgard and Thrun were the first scientists who proposed it in 1997 [2]. That
event led to the changing of automatic control notion in non-permanent environ-
ment and enabling the vehicle to move at high speeds. Thereby this Dynamic
Window can be specified as the area of obstacle detection which depends on the
speed of the vessel and can be changed dynamically.

As well as all nautical algorithms DWA chooses and constructs the most
appropriate trajectories from initial to destination positions. The major difference
from other approaches is that it controls the speed of a vehicle in order to avoid
obstacles, for instance, when the sensors detect an obstacle, the robot will decrease
the velocity or even stop. Additionally the algorithm allows the AUV to go on a
maximal speed if there are no blockages on its path. It is obvious that all the
calculations and decision making process must be handled dynamically [3].

Still there is no research work done toward the integration of DWA into
autonomous unmanned vehicle navigation system. We made an attempt to develop
this algorithm and proposed Global DWA with the enhancement toward the ability
to move in narrow 3D ocean environment.

In Sect. 2, we will list some previous works related to the topic and describe
their basic ideas. Then in Sect. 3 we will provide the details of the proposed
approach. And finally the results of the experiments will be shown.

2 Related Work

There are a big number of methods and approaches applied in robotics that were
presented by researchers and designed for rarely changing surroundings. One of
the main problems of these algorithms is that they are not able to manage and
make decisions when facing with dynamic circumstances.

For this purposes, the Fox, Burgard and Thrun first suggested DWA in 1997 [2].
They changed the notion of automatic control of objects in unstable conditions,
while providing the ability to move robots at high speeds. Dynamic Window is
presented as the area of obstacle detection which is changing dynamically
depending on the speed of the robot [4].

Initially the technology was assumed to be used in machines, which are serving
the staff inside the office building [2, 5]. Another practical example is shown in [6]
where the robot with integrated system was tested during its exploitation in
museum in order to conduct various excursions for visitors.

The number of scientists interested in this method increased during several
decades. This fact is the evidence of its effectiveness. Among these researchers are
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Brock and Khatib whose work [4] differs from Fox and many others in a way of
developing the DWA algorithm for holonomic robots whereas Fox initially applied
this method for synchro-drive robots [5]. And the search space in Fox’s approach
had the square shape when in Brock’s approach it was a circle.

The researchers started to improve the equations of DWA after noticing the fact
that the robot would likely to go far away from goal and increase its speed in some
cases while maximizing the objective function. That is why the approach in [7] is
supposed to be more efficient, compared to the original DWA, because the robot
with proposed motion planning was able to decrease its speed before changing the
direction due to obstacle detection.

The authors Seder and Petrovi [8] highlighted the differences between global
and local path planning and described the idea of combining these two methods
into one algorithm for more safe motion which is free of collisions. The research
was based on their previous work [9] but it was improved with some changes
which gave robots the ability to avoid collisions even with dynamically moving
objects.

Another attempt to improve the Global DWA was made by the researchers in
[10] who tried to use clothoid curves instead of circle that made the process of
motion planning more real and close to machine moving simulation. Proposed
approach was compared with Vector Field Histogram. The Virtual Force Field
algorithm has been modified and expended to MVFF by the researchers in another
article [11]. The development has been done by adding fuzzy logic in order to
provide safe tracking without collisions. This approach has a big similarity with
proposed in this article in a way of detecting obstacles: both our approaches uses a
circle (in 3D) as a space to control and monitor and detect any obstacles around the
vessel on a distance equal to the radius of the circle far from it.

3 Novel Navigation Approach

3.1 Dynamic Window Approach

The limitations of the autonomous planning methods has led researchers to study
real-time planning, which is based on the knowledge gained from probing the local
surroundings to handle unknown obstacles as far as the robot traverses a path in
this environment. The similar characteristics are possessed by the approach
described in this section based on Dynamic Window Approach.

The purpose of DWA was to handle the collision avoidance mission of the
robot on a high speed in hazardous and populated environment. Its original idea
was to face the problem of the robot’s dynamics by considering only the speed of a
vehicle.

DWA works out with the limitations of velocities and accelerations and pro-
vides the command generation in a small period of time. This approach is based on
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a two-dimensional search space of two types of velocities. The pair values (v,
w) are used to designate the velocity of the vehicle, where v is the translational
velocity and w—rotational. The set of values (v, w) contains the speeds on which
the vehicle can stop before colliding with any obstacles. These pairs are called
admissible velocities and they are constructing the dynamic window with the
current velocity as the center point (Fig. 1).

Admissible velocities, marked as Va in the Fig. 1, can be calculated by using the
following Eq. (1):

Va ¼ ðv;wÞ v�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � distðv;wÞ � _vb

pffiffiffi ^ w�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � distðv;wÞ � _wb

pn o
ð1Þ

where (v, w) is the set of velocities, translational and rotational, which can also be
defined as the speed vector v!¼ vx; vy; vz

� �
; _vb and _wb are accelerations for

breakage; dist(v, w) is the distance between the vehicle and the closest obstacle
along the trajectory.

When searching for the set of admissible velocities the objective function must
be taken into account by maximizing its value, as shown below (2):

Gðv;wÞ ¼ dða � headingðv;wÞ þ b � distðv;wÞ þ c � velðv;wÞÞ ð2Þ

where heading (v,w) is the variable indicating the progress in the process of
archiving the target; vel (v,w) is the translational (or forward) velocity which
provides fast movements of the vehicle.

The overall search space (Vs) boils down to the dynamic window which
includes the set of paces Vd that can be obtained within the next time period t. This
space can be defined as shown in (3):

Vd ¼ ðv;wÞ v 2 v� _vb � t; vþ _va � t½ � ^ w 2 w� _wb � t;wþ _wa � t½ �jf g ð3Þ

where v and w are actual velocities; _va and _wa are values of translational and
rotational velocity accelerations.

As shown in the Fig. 1, the space of velocities Vs contains the values of
velocities Va, whereas the space of Vd involves all velocities from Vr. The resulting
search area can be represented as the traversal of the bounded spaces (4):

Vr ¼ Vs \ Va \ Vd ð4Þ

To demonstrate the logic of DWA we constructed the UML diagram (Fig. 2).
First of all, the acceptable velocity of the vessel to reach the goal must be eval-
uated taking into account the actual position. Secondly, the algorithm will cal-
culate the allowable liner and angular velocities based on the vehicles dynamics.
The following process must be repeated in a loop for the list of allowable
velocities: measure the nearest obstacle while the robot goes in a suggested
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velocity; check whether the values of the breaking distance and the distance to the
nearest obstacle are equal or not. The speed must be determined as admissible or
not admissible. Next step is to measure the objective function which is consisted of
heading and clearance values. The last step is to determine the cost value for the
suggested admissible velocity and to compare it with all the other costs. If it is the
best cost then the velocity must be considered as the best. As a result this velocity
will be set to the robots acceptable trajectory.

3.2 3D Dynamic Window Approach

In previous section the main principles of DWA were described. The next step
toward the novel navigation approach is the development of the motion control in
6DOF system. In order to implement this idea the 3 dimensional configuration
space (3D-CSPACE) was confined to 3D dynamic window. This window must be
enlarged to the shape of a sphere with radius r (Fig. 3).

In regard to the global coordinate system the robot in current position at time
t is defined as x(t), y(t) and z(t). The set of values (x, y, z, h) determines the
kinematic configuration of the vehicle, where h(t) is the heading direction, or
orientation, in another words. The formulas are presenting the motion equation for
three axes (5):

Fig. 1 Dynamic window
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xðtiÞ ¼ xð0Þ þ vxti þ
Zti

0

axtdt ¼ xð0Þ þ vxti þ
1
2

axt2
i

yðtiÞ ¼ yð0Þ þ vyti þ
Zti

0

aytdt ¼ yð0Þ þ vyti þ
1
2

ayt2
i

zðtiÞ ¼ xð0Þ þ vzti þ
Zti

0

aztdt ¼ zð0Þ þ vzti þ
1
2

azt
2
i

ð5Þ

Fig. 2 Control flow diagram (UML) of proposed approach
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To achieve a specific command of the speed changing when accelerating at a
constant velocity the vehicle moves along a quadratic curve. And it continues until
the desired speed approved by the algorithm will not be achieved by the AUV [4, 12].
Acceleration and curvature are mutually proportional. For instance, little accelera-
tion creates a small curvature of the trajectory and allows simulating the behavior
similar to cars [2].

The dynamic window is presented as the set of velocities Vd accessible within
the next time interval t (3). Figure 4 illustrates the feasible trajectories of a vehicle
in 3D ocean space.

If the vehicle can decrease its speed or even stop before collision with obstacles
then the velocity pair (v, w) from the set of DW velocities is regarded as a safe (or
admissible) (1).

Another indicator is a path alignment measure vpath [9]:

vpathðv;wÞ¼ 1�
PNt

i¼1

PNp
i¼1 idij�Dmin

Dmax�Dmin
ð6Þ

where, Nt—discontinuous set of points on trajectory; Np—set of points on the
effective path (Fig. 5); dij—Euclidean distance between two points on trajectory
and on effective path; Dmax and Dmin two limit values of the number of points on a
curve.

Fig. 3 The simple
representation of DWA in 3D
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Fig. 4 Possible robot trajectories in 3D ocean space

Fig. 5 3D view of x–y–z path with obstacle avoidance
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3.3 Combination of Avoidance Algorithms: 3D Global
Dynamic Window Approach

Nowadays the effective navigation method is usually presented as a system of
algorithms genetically related with each other by combining both the autonomous
monitoring mode and the real-time path navigation mode (DWA) with a simple
map and efficient planning algorithm. The first part of the sailing approach named
autonomous planner is looking for the best global path from start to target, whereas
the second part is handling any possible crashes with previously unknown objects.
This process has been done by replacing a part of the planned global-optimal path
with the auxiliary path [13]. The algorithm first read the map and received the
initial and target coordinates.

Global Dynamic Window Approach has already been proposed in [1]. In its
essence DWA has no knowledge about the link of points on a path in a free space.
It is the reason that in cooperation with some motion planning algorithm DWA
could work out with this weakness. This function found the motion free of col-
lisions from the initial position till the target point. The proposed 3D GDWA will
be based on the concept of this idea.

The best matched motion algorithm has been proved to be the NF1 (Neuro-
Fibromatosis type-1) because of its global, local minima free features [4]. GDWA
integrates the sensor data into occupancy grid where the robot is presented in a
form of a dot. The best way from start to goal positions is denoted as the shortest
path which can be found by the NF1 algorithm [14].

While the GDWA is the extension of the original DWA it is obvious that it uses
the same logic and equations as its predecessor. The key difference among them is
the objective function (2) which evaluates the possibility of selecting among the
potential moves that the robot can make. The novel objective function (7) pre-
sented above is changed by adding nf1(v, w) instead of heading (v, w) that cen-
tralizing the path of the vehicle toward the target point:

Gð~s; v;w;~aÞ ¼ dða � nf 1ðv;wÞ þ b � distð~s; v;w;~aÞ
þ c � velðv;wÞ þ e � Dnf 1ð~s; v;w;~aÞÞ

ð7Þ

To determine nf1(v, w) the weight of the nf1 must be matched at the cells
neighboring to the robot’s location. Additionally the function Dnf 1ð~s; v;w;~aÞ
shows the extent to which the motion command will decrease the space between
vehicle current position and target point during next repetitions.

To summarize, according to the proposed algorithm, during the first part of it
(autonomous planner) robot looks for a globally optimal path from the start to the
target, while the second part with 3D GDWA algorithm is responsible for pro-
cessing potential collisions or previously unknown objects, replacing part of the
original global path to sub-optimal path. Lastly, in tests done, both in the articles
referenced above and in this research paper, it has proven to get the ability to
navigate obstacle courses traveling as fast as the platform allows. 3D GWA has
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been demonstrated as the approach which has the capacity to securely navigate
obstacle courses moving on a high speed. Based on these conclusions, the GDWA
is chosen to be implemented and further tested.

4 Experimental Results

In order to evaluate the reliability of proposed method the experiments were
performed in MATLAB environment (Figs. 6 and 7).

The results of conducted tests illustrated that the algorithm is managing the
tasks of navigation, such as building the most optimal path from start to target
points, not exposing the AUV to any risk of collision (Figs. 6 and 7a, b).

All the arguments mentioned above proved the effectiveness of proposed
algorithm while using it in narrow surroundings of underwater world. Furthermore
DWA provides additional feature of controlling the dynamically changing speed
values. As shown on Fig. 7b, the speed of AUV varies (rising or decreasing)
depending on the route, presence of obstacles or the remoteness from the goal
point. Additionally, we set the values for the motion planning of vehicle which
were used in simulator (Table 1).

Fig. 6 Results of MATLAB simulator
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Fig. 7 Results of MATLAB simulator: a different views; b speed changes
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5 Conclusion

When creating an autonomous moving vehicle a number of issues could appear
named ‘‘navigation tasks’’. We combined the existing approach DWA with the
NF1 algorithm, provided the global features to the method and expended the
calculation to 3D space. Global planning algorithms involve information about
the whole space in order to identify areas where it is possible to move, and then
determine the best path. The planning heuristic methods reduce the complexity of
the task and the sensitivity to errors in the data in various ways. Therefore, for the
development of a universal autonomous robot path following system the naviga-
tion evolutionary algorithm has been selected.

The 3D Global Dynamic Window approach was proved to be an effective
solution to navigate AUVs in underwater surroundings. Selection of this algorithm
makes it possible to take into account a set of behaviors of a vehicle and the
environmental aspects in the path planning stage. However, the key issue of the
proposed method is still remained as the absence of vehicle’s ability to go up or
down when avoiding obstacle. The solution of these problems will be the basic of
the future research.
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UAC: A Lightweight and Scalable
Approach to Detect Malicious Web Pages
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Abstract Attackers mostly target users with vulnerable browsers thus inducting
client side attacks through various exploitation means, where dynamic client-side
JavaScript is most instrumental. In this paper, we present UAC (URL Analyzer
and Classifier), a novel lightweight and browser-independent solution that lever-
ages static analysis combined with run-time emulation to identify malicious web
pages. UAC performs multi-facet inspection of web page which includes DOM
parsing to identify suspicious DOM elements including hidden iframes and
malicious links, JavaScript analysis to detect obfuscated and malicious behavior
using function-call profiling based on supervised learning, tracking dynamic
domain redirections and scanning for suspicious patterns. An Active potential
URL hunt to seed web pages is conducted using an integrated web crawler to cover
the maximum cyber space for a given URL. The solution is employed as a Low
Interaction Honeyclient in a Distributed Honeynet System where the scalability is
addressed using a hash-based redundancy check.
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1 Introduction

Internet has become the most popular medium of communication and global
information reservoir. With the increasing popularity of public social networking
sites, the whole universe seems to congregate around internet to get his/her share
of web. Though the general impression is the growing cyber security awareness
among the masses, but the advanced hacker techniques and sophistication seems to
counter the defensive mechanisms easily and befool the users.

Malicious web contents today primarily target web clients with browser vul-
nerabilities. Particularly, Drive-by-downloads [1] are specific types of web based
client-side attacks in which a web browser requests web pages from remote web
server. As a response, the server returns a webpage to the browser that contains
attack code to exploit the web browser’s remote code execution vulnerability. If
the malware is not delivered as part of the attack code’s payload, a special payload
called downloader can optionally first pull and then execute malware on the local
workstation. The entire attack happens without the users consent or notice. These
attacks normally take advantage of tight coupling of browser plug-ins with
browser environment. The memory of browser is physically shared with its various
extensions thus making it highly susceptible to heap spray [2] or other similar
attacks. The deterministic heap behavior causes the attacker to reliably assume the
complete control of browser memory and eventually the entire system.

Detection domain of malicious websites primarily focuses on following
strategies:

(a) Browser Built-in Protection
Browser Protection Plug-ins [3], Safe-Browsing like Google [4]

(b) Static and Machine Learning Approaches
JavaScript Features [5, 6], HTML and URL Structural Processing [6] and
HTTP Communication Patterns [7], Pattern-Matching [8]

(c) Memory Monitoring
Memory Corruption and Heap Spray Detection [9], Data Memory Protection
[10]

(d) Emulation-Based Mitigation Technique
Browser Emulation with HTTP response verification, Sandboxing the Script
Execution and Result Verification [11]

(e) Impact Learning
Monitoring downloaded content correlated with User Events [12], Un-con-
sented Content Execution Prevention [13].

(f) HoneyClients

• Low Interaction Honeyclients. HoneyC [14], PhoneyC [15], Honeysift
[16], Monkey-Spider [17], Honeyware [18]

• High Interaction Honeyclient. Capture HPC, Honeyclient, HoneyMonkey,
Shelia, UW Spycrawler, WEF.
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UAC (URL Analyzer and Classifier) is a lightweight solution that leverages
static analysis combined with run-time emulation to identify malicious web pages.
It performs inspection of a web page from multiple dimensions, which includes
DOM parsing to identify potentially suspicious DOM elements including hidden
iframes and malicious links, JavaScript analysis to detect obfuscated and malicious
behavior, dynamic domain redirection tracking and scanning for suspicious pat-
terns. UAC has the following features to offer:

Hybrid Analysis Framework. UAC offers hybrid analysis capability to
counter the hidden techniques employed by Blackhat and to cover reasonable
analysis domain. Run-time emulation facilitates safe inspection environment and
exposure of dynamic behavior whereas employment of static analysis offers fast
investigation.

Light-weight Approach. It has been tested with respect to system and per-
formance measurements and has proved to incur less overhead. It demands min-
imum system resources and take around 20 s for each analysis.

Supervised Learning-based model. The JavaScript analysis and its behavioral
profiling are based on supervised learning models to deliver accurate results.

Distributed Deployment. The solution has been deployed as a Low Interaction
Honeyclient at various geographical locations to permit distributed load balancing
and capturing of targeted attacks (Region-specific attacks).

Scalable Solution. The hash-based technique to eliminate the process of
redundant URL analysis has been integrated. Also, the architectural implementa-
tion ensures that the analysis is done at client-side and the analysis results are
mapped to central server which reduces transmission load and also consumes less
network bandwidth.

Evaluated Version. It has been evaluated against various open-source Low
Interaction Honeyclients and also with Google–Safe browsing. The results depict
that UAC is very effective in detecting malicious URLs with a very low false
positive rate of 0.2 % and false negative rate of 0.08 %.

2 Related Work

Caffeine Monkey [19] is a Client-Side Honeypot technology to identify browser
exploitation. It employs a JavaScript de-obfuscator, logger, and profiler to identify
malicious websites. JavaScript behavioral analysis is based on its function-call
analysis. Whereas the common aspect of Caffeine Monkey and UAC is the use of
function calls for JavaScript analysis, the significant difference lies in the selection
of function calls. UAC makes use of 33 JavaScript function calls, which have been
selected after rigorous experimentations on various websites that download
malware.
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Binspect [20] makes use of emulation and static analysis to detect Drive-by-
Download and phishing attacks. It employs machine learning models based on
URL features, Page-Source features (HTML and JavaScript), and Social-Reputa-
tion features. UAC however analyzes the web page from the behavioral features
rather than structural features for more accurate interpretation.

ZOZZLE [21], a fast and precise in-browser JavaScript Malware Detection is
based on static JS analysis using function-call hooking in browser JS engine.
Bayesian classification of hierarchical features in the form of JavaScript abstract
syntax tree is used to identify syntax elements that are highly predictive of mal-
ware. However, it primarily addresses No-op and heap spray attacks. The obfus-
cation detection of JavaScript in UAC is primarily derived from ‘‘Automatic
Detection for JavaScript Obfuscation Attacks in Web Pages through String Pattern
Analysis’’ [22] that makes use of n-grams, entropy and string length to identify
obfuscation in scripts.

Jstill [23] enables detection of obfuscated JavaScript and function invocation
based analysis to detect malicious JavaScript. It also highlights the discrepancies
of browser-based mechanisms. However, the analysis is based on inspecting
arguments of function calls that are dynamically invoked. UAC, on the other hand
makes use of the statistical and sequential features inherent in function call
invocation, where obfuscation detection is done in a separate thread.

‘‘Knowing your enemy: understanding and detecting malicious web advertis-
ing’’ [24] has developed Mad Tracer for Spam, Drive-By-Downloads, and Click
Frauds. It analyzes hidden iFrame injections and redirections. UAC also provides
information of iFrames and malicious links but it identifies all iFrame and analyzes
them according to their visibility index and structure. In addition, it also identifies
suspicious links on a web page.

3 Problem Definition and Approach Adopted

Being a type of client-side attack, detection of Drive-By-Download attacks needs
to be addressed at client-side. The problem statement can be stated as the devel-
opment of Client Honeypot for (a) Overcoming the challenge of multiple browser-
OS combinations to detect actual system exploit (b) Capturing static and dynamic
webpage contents (c) Inspection of dynamic JavaScript behavior to detect mal-
code and/or redirections (d) Large-scale deployment of the analysis mechanism
which demands a low-overhead and fast approach, in addition to addressing
scalability.
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3.1 Approach Adopted

To address the above problem statement, UAC has been developed which employs
emulated browser and JavaScript engine that facilitates the execution of URLs and
JavaScripts in safe emulated environment without the need to configure browser-
specific environment. Use of emulation enables the capturing of static and run-
time (dynamically) generated web contents including potentially malicious iframes
and links. Use of JavaScript engine enables the inspection of dynamic JavaScript
behavior thus defeating the mechanisms of obfuscation and other code-hiding
techniques used by attackers. Various Challenges and their solutions provide an
overview of the approach adopted:

3.2 Challenge 1: Overcoming the Challenge of Multiple
Browser-OS Combinations to Detect Actual System
Exploit

UAC is a browser-independent solution that utilizes emulated browser and Java-
Script engine to facilitate the execution of URLs and JavaScripts in a safe emu-
lated environment (protected from self-exploitation) without the need to configure
browser-specific environment.

3.3 Challenge 2: Capturing Available and Generated (Static
and Dynamic) Webpage Contents

Execution of URL using browser that is configured with DOM parser and Java-
Script engine permits monitoring of static and run-time web contents including
likely malicious iframes, links, and invoked scripts.

3.4 Challenge 3: Transient Malware Compromises
Effectiveness of Static Analysis

Transient JavaScript malware can be effectively monitored during run-time where
it renders its actual behavior. Hybrid analysis technique (static and run-time) is
employed in UAC that exposes the dynamic behavior of webpage.

UAC: A Lightweight and Scalable Approach 245



3.5 Challenge 4: Inspection of Dynamic JavaScript Behavior
to Detect Mal-code and/or Redirections

Use of JavaScript engine in UAC enables the inspection of dynamic JavaScript
behavior thus defeating the mechanisms of obfuscation and other code-hiding
techniques used by attackers.

3.6 Challenge 5: Establish Significant (Legitimate
and Illegitimate) JS Function-calls

Thirty three JavaScript function calls have been selected after rigorous experi-
mentations (using commercial sandbox) on JavaScripts extracted from sites that
drop malware. These function calls exhibit the most frequent occurrences in
suspicious web sites.

3.7 Challenge 6: Scalability Aspects

Hash-based redundancy check has been applied in UAC to prevent redundant URL
analysis.

4 UAC Design

Figure 1 illustrates the design of UAC in which the input is a set of seed URLs
which are further crawled and then analyzed. The input URLs are executed using
emulated browser and relevant parameters are captured. UAC declares any site as
‘‘Likely Suspicious’’, ‘‘Suspicious’’, ‘‘Highly Suspicious’’, ‘‘Benign’’, and
‘‘Error’’. This classification is based on final rule-set generated after URL analysis.

4.1 URL Active Crawling

The active URL hunt is done using a web crawler that extracts web links from a
given web-page. URL crawling pursues standard algorithm that downloads web-
site contents and extract links based on recognized patterns.

An important challenge in the implementation of web crawler is the selection of
an optimum crawling depth. If depth is too low, associated crawling becomes
limited to few sites. Large crawling depth produces an enormous overhead and
becomes the bottleneck in the whole analysis process. Table 1 summarizes the
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output of various experimentations that were carried out to select the most suitable
depth value. The processing overhead incurred by web crawler on system can be
averaged as:

Time Consumption: 0.033 s/URL (Average)
Memory Consumption: 7.86 kb/URL (Average)

From the table it can be concluded that Depth Value of 2 maintains a balance
between detection rate and processing overhead. However, user is provided with
an option to select crawling depth between 0 and 3, according to his needs during
analysis.

Fig. 1 UAC modular design

Table 1 Crawling depth selection

Crawling
depth

Total
URLs

Malicious
URLs

Benign
URLs

Memory consumed
(MB)

Time consumed
(s)

0 550 34 402 4.3 18.15
1 1,130 41 986 8.9 37.29
2 1,536 59 1,321 12.07 15.7
3 2,513 61 2,212 20 83
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4.2 Hash-Based Redundancy Checker

UAC is implemented as a distributed system i.e. deployed at various geographical
locations to capture location-specific attacks and to enable load distributions during
peak operations. To scale the system, the initial URL seeding is implemented in the
form of hash structures to prevent redundant URL search. Major DOM elements like
\a[, \base[, \body[, \button[, \command[, \datalist[, \div[, \embed[,
\form[, \iframe[, \li[, \link[, \object[, \source[, \internal script[,
\external script[, \asynchronous script[, etc. are parsed as shown in Fig. 2.

These DOM elements have been cataloged based on dynamicity and impact that
these exhibit on any website. These values are then converted into hash structure in
the form of a string key value. The hash map data structure directly maps a given
key (extracted after parsing the DOM structure of site) to classification if it has
been previously analyzed (and so no need of further analysis). If no matching key
is found, the hash table is updated with the new generated key. The updated hash
table is mapped to each distributed location on a regular basis.

4.3 Hybrid Analysis Mechanism

In order to capture the actual behavior of the website, it is recommended that the
site be executed in emulated browser, if not real one. This enables us to capture the
run-time behavioral aspects of URL. For this, e-links text browser [25] has been

Fig. 2 Hash-based redundancy checker
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deployed which is an open-source terminal emulator. The browser is further
configured with SpiderMonkey [26] JavaScript engine which is responsible for
rendering and exposing component object model for JavaScripts. However, the
browser and JavaScript engine functionality is utilized only to extract relevant
analysis parameters to be later evaluated as shown in Fig. 3.

4.4 DOM Parsing to Detect Suspicious DOM Elements

The DOM parser, as shown in Fig. 4, monitors all the website components that
become part of DOM during URL execution. The DOM of any website defines the
complete structure of the site. DOM elements may exist statically or may be
generated dynamically. DOM parser scans for following suspicious elements.

1. Potentially Malicious iFrames
Iframes add redirections to any site and these iframes are either present as static
DOM elements on compromised sites or as dynamic DOM elements through
malicious dynamic script injections. Following iframes are considered to be
potentially suspicious and are extracted:

• Hidden iframes (with visibility index ranging from 0 to 2)
• Likely Malicious Iframes of the form http://foreigndomain.com/location/

resource_id=? which are normally involved in delivering information to
third parties or as a means of exchanging some kind of identification.

Fig. 3 Hybrid analysis process of UAC
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2. Potentially Malicious Links

• Links containing executable file extensions like .exe or .dll etc. that lead to
binary drop on system.

• Links of the form http://foreigndomain.com/location/resource_id=? which
are potentially suspicious because of the reasons stated above. All these links
are initially filtered based on a Whitelist (top rated benign sites) and then
populated to database as potentially suspicious links.

4.5 JavaScript Analysis

JavaScripts add dynamicity to a website because they are dynamically executed by
the browser at the time of URL visit. Browsers are generally incorporated with a
JavaScript engine that renders the code for a site. Due to their dynamic nature,
JavaScripts are responsible for more than 80 % of web attacks that involve client-
side exploitation. Hence, they form critical part of web contents to be analyzed
exhaustively. Following analysis is performed on the JavaScripts extracted from
site:

1. Obfuscation Detection
Obfuscation is the means of hiding the actual intent of the script through
application of techniques that encrypt the plain-text. This detection is signifi-
cant since most of the malicious scripts are obfuscated to easily evade signature
detection or even manual analysis. Figure 5 depicts an obfuscated script
received during analysis.

Fig. 4 DOM elements scanned
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The obfuscation detection is based on following parameters:

(a) N-grams Mining

1-gram distribution is computed for each of following characters in
JavaScripts:

• normal characters (u and x)
• numeric characters (0–9)
• special symbols (@,#,$,%, etc.)

There exists a high density concentration of the above characters in
obfuscated scripts and hence their frequency distribution is useful.

(b) Entropy

The arguments of significant JavaScript function calls (found in malicious
JavaScript) are captured and their entropy is calculated. Entropy is an
indication for the information gain. The use of obfuscated strings greatly

Fig. 5 Obfuscated JavaScript sample
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reduces the entropy and hence entropy calculation is important. Entropy is
calculated based on Shannon entropy concept [27] with the following
formula:

EðBÞ ¼ �
XN

i¼1

bi

T

� ffi
log

bi

T

� ffi B ¼ fbi; i ¼ 0; 1. . .Ng

T ¼
PN

i¼1
bi

8
<

:

(c) Entropy Density

Entropy density is an important parameter since only entropy sometimes
may not be able to provide complete information. The distribution of the
entropy over the whole range of input bytes is significant and hence the
entropy density is calculated based on:

Entropy Density ¼ Entropy=String length

(d) Longest Word Length

Obfuscated strings generally utilize larger lengths because they have larger
hexadecimal (or otherwise) distribution to represent any single character.
All the above parameters are extracted and compared against machine-
learned model. The model has been generated after due training using both
benign and malicious samples. Trees-Random forest [28] is the learning
algorithm employed in UAC which has been selected after intensive
experimentations on the dataset using various learning algorithms. The
selected algorithm provides least false positives and false negatives (as
depicted in confusion matrix) during training. Table 2 provides an over-
view of the criteria used for selection of machine learning algorithms for
various analysis mechanisms.

2. JavaScript Behavioral Profiling
Obfuscation is just an indication of the malicious intent. However, the actual
behavior still remains to be identified. The behavioral profiling of the JavaScript is
done based on significant function (API) calls. Thirty three significant function
calls have been selected after excessive experimentations on all those sites that
drop malware (the malware drop declared using commercial sandbox analysis),
which primarily include eval, unescape, concatstring, undependstring, execute,
setproperty, and so on. Also the function calls selected from malicious websites are
further optimized based on comparison with those function calls that are mostly
employed by benign sites. Following analysis process is performed on these calls:

(a) Frequency Mining of Function Calls
The frequency distribution of (short-listed) function calls in the JavaScripts
extracted from websites is computed. A numeric reference-id is provided to each
function call and the distribution is compared with a machine-learned model. The
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model has been generated after due training using both benign and malicious
samples. Experimentations have been performed using various learning algorithms
on the derived dataset. Meta-Rotation forest [29] is the learning algorithm that
provides effective true positive and negative values.

(b) Sequence Mining of Function Calls
To determine the sequential behavior of the function calls, they are grouped into
logical categories based on their functionality. Table 3 provides an insight into 13
such groups that have been identified. The grouping is important since if we want
to trace the sequential function call behavior, we need to trace the functionality

Table 3 Function calls profiling for malicious JavaScript analyzed by UAC

S. No Function call category Function call Frequency

1. String manipulation (a) ConcatString 7
(b) UndependString 10
(c) Escape 43
(d) Unescape 36
(e) Resolve 2
(f) ToString 24
(g) MatchOrReplace 3

2. Encode (a) Encode 20
3. Decode (a) Decode 25
4. Exec (a) Exec 8
5. Context specific (a) NewContext 8

(b) DestroyContext 8
6. Root scope (a) EnterLocalRootScope 3

(b) LeaveLocalRootScope 3
(c) AddRoot 10
(d) ReniovpRoot 12

7. Stack manipulation (a) AllocStack 12
(b) FreeStack 12

8. Interpretation (a) Execute 6
(b) Interpret 16

9. Evaluation (a) Eval 72
10. Property manipulation (a) ObjectSetProperty 12

(b) ObjectDeleteProperty 9
11. Document manipulation (a) DocumentSetProperty 23

(b) DocumentOpen 12
(c) DocumentCreateElement 142
(d) DocumentCaptureEvent 18
(e) DocumentHandleEvent 12
(f) DocumentReleaseEvent 3
(g) DocumentRouteEvent 4

12. Document write (a) Document Write 161
(b) Document Writeln 9

13. Document redirection (a) DocumentReferrer 26
(b) DocumentUrl 34
(c) DocumentLocation 33
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aspect irrespective of the type of call employed. For instance, string manipulation
can be performed using numerous different calls. After the division of the calls
under their logical heads, the sliding window sequence is generated with window-
size = 5. This size has been selected after performing experimentations with
window size of 2, 5, 10, 15, 20, 25, and 30. Trees-Random forest [28] is the
learning algorithm used for classification.

4.6 Signature Scanning

The HTML and extracted JavaScript contents are scanned against malicious sig-
natures which have included from following sources:

(a) Self-Crafted Signatures
Currently 5 such signatures exist, which have been formulated from all instances
of JavaScripts extracted from Drive-by-Download websites.
(b) iScanner Signatures
iScanner [30] specifically contains the signatures to detect malicious strings in
HTML DOM and JavaScripts.
(c) Snort Signatures
Snort content-based JavaScript signatures [31] have been included in UAC.
(d) Honeysift Signatures
Honeysift [16] is a low interaction Honeyclient which provides 19 malicious
signatures for JavaScript.

4.7 Redirection Domains and DOM Structural Graph

UAC provides an additional output of all the redirections that were dynamically
and automatically generated during URL visit. The domain information is
extracted using DNS transactions. These provide an overview of the all sites
involved in the infection cycle for any given malicious site. This information
provides significant domain redirection chain to incident-handling agencies.

DOM Structural graphs can also be visualized in a tree structure form for every
URL which gives details of the DOM elements. It provides information regarding
the placement of DOM elements in any site. The graphs are generated in PNG
format for every analyzed site.

4.8 Parallel Evaluation

UAC performs parallel evaluation with Google-Safebrowsing for every URL and
the results are presented to the user on the same analysis console. The last date of
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Google validation for any site is also included. Google declares website as sus-
picious or benign and also provides additional information like domains acting as
intermediaries for malware distribution, or the websites that are actively involved
in transmitting infections. This facilitates benchmarking and comparison with
UAC results.

4.9 Distributed Deployment

UAC is implemented as a Low interaction Honeyclient and has been integrated in
Distributed Honeynet System (DHS). Currently, DHS nodes are operational at
eight geographical locations across India. The distributed deployment is done
through implementation of UAC as a virtual machine in DHS client node. The
central analysis server performs the load balancing and load distribution to various
nodes depending upon URL list.

The actual analysis is performed at the client and the results are mapped to a
central analysis server on regular basis. This significantly reduces the transmission
overhead and consumes less bandwidth and memory. Also, this system minimizes
the operating cost of server.

5 Experimentations and Evaluations

5.1 Performance Measurement (Standalone Systems)

See Tables 4 and 5.

5.2 Performance Measurements (Distributed Systems)

See Table 6.

5.3 Evaluations with Respect to Other Low Interaction
Honeyclient

UAC has been evaluated against other open-source Low interaction Honeyclients
with respect to feature-set and analysis capabilities. Table 7 presents the com-
parison results and depicts the effectiveness of UAC in detecting large number of
malicious URLs.
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Table 4 Performance measurement of UAC

Performance metrics Values Assumption

Latency 20 s Per URL:
Throughput 120 URLs/h 5 JavaScripts
DB storage 1.8–2.2 kB 4 redirect domains
Disk Storage 30 kB–2.5 MB I mal iframe

2 Sig alerts
I Mal/Exe link

Table 5 UAC system measurements

Perform. aspects Metrics Browser
emulate

Sign scan File I/O and
DB I/O

JavaScript
analyze

DOM graph
generate

Latency (s) 35 10 10 15 10
CPU utilization %CPU

(user-
level)

0.00 0.00 0.50 0.00 0.50

%CPU
(kernel
Level)

0.00 0.00 0.50 0.50 0.00

Page faults and
memory
utilization

Minflt/s 0 140–200 100–200 50–150 100–150
Majflt/s 0 0 0 0 0
VSZ 2,064 2,064 2,200–2,600 2,200–2,600 2,100–2,500
RSS 552 650–800 700–900 700–1,100 700–1,100
%Mem 0.11 0.16–0.20 0.14–0.22 0.15–0.17 0.14–0.22

I/O statistics KB_rd/s 0 0 0 0 0
KB_wr/s 0 0 50–70 40–100 0–30
KB_ccrw/s 0 0 30–60 40–60 0–20

Task switching cswch/s 0 0 15–30 20–40 10–20
nvcswch/s 0 0–0.50 1.5–2.5 1–4 1–2

Stack utilization Stack size 136 136 136 136 136
Stack ref 8 8 8 8 8

Table 6 UAC aspects for distributed deployments

Module Description

Client (a) Deployed as Separate Virtual Node Sensor (Public IP)
(b) No chance of compromise due to emulation
(c) Performs URL Analysis and Database storage
(d) Maps DB O/P (2.2 MB) to server on regular basis

Server (a) Performs load mapping to UAC remote nodes
(b) Requires regular DB replications from remote nodes

Scalability Worst Case Assumption
(a) Database Storage (per URL): 2.2 KB (Max)
(b) All remote nodes send data at same time
(c) 400 KBps bandwidth utilized by other applications out of total 512 KBps

Bandwidth
Total Possible Nodes(Worst Case Assumption):51
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5.4 Experimental Evaluations

List of Potentially malicious sites were derived from various sources including
Cert-In. These sites are analyzed by UAC and the results have been shared with
incident response group. This also aids in validation of UAC results. Following
statistics have been generated from these experimentations (Table 8).

Table 7 Comparison of UAC with other Low Interaction Honeyclients

Low
interaction
honeyclient

Browser
emulate

Web
crawler

Sign
Scanning

DOM
parsing

Obfusu.
Javascript
detection

JS Mai
Behavior
detection

Shellcode
Detect
Lou

Redirection
Info

Well
Developed
GUI

Monkeyspider X 4 4 X X X X X X

PhoneyC 4 4 4 4 X X 4 X X

HoneyC X X 4 X X X X X X

Honeyshift X 4 4 X 4 X 4 X X

Honeyware 4 X X X X X X 4

UAC 4 4 4 4 4 4 X 4 4

Table 8 Experimental Evaluation of UAC

Total URLs analyzed 14,971
Mal URLs declared by UAC 10,980
Error URLs 2,864
Mal URLs declared by Google-Safebrowsing 9,858
Total Malicious iFrames 4,935
Total Malicious Links 10,345
Total Signature Alerts 7,511
Total Obfuscated JavaScript 13,330
Total Mal JavaScript (Frequency Mining) 3,752
Total Mal JavaScript (Sequence Mining) 9,797
False Positive Rate 0.2%
False Negative Rate 0.08%

Table 9 Mutli-threading process in UAC

Thread levels Thread 1 Thread 2 Thread 3 Thread 4

1st stage Browser emulation Google validation Log preparations Operations
2nd stage Signature scan Javascript analysis File I/O Database I/O
3rd stage Database operations Graph generation – –
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5.5 Multi-threading Approach

A multi-threaded application permits a still faster execution of UAC. However,
multi-threading exploits the parallelism inherent in the program itself. Table 9
provides an overview of the various stages in UAC that are candidates for multiple
thread execution.

The performance improvement using multiple threads is directly visible from
following performance measurements:

Latency (s) Throughput (URLs/h)

With threading 12 300
Without threading 20 180

6 Towards Signature Formulation

Anti-virus scanners detect attacks based on their signature database. With the ever
growing diversification in the attack code, it becomes a useful and desirable
activity to generate signatures for the unknown attacks. However, the main goal of
our approach is to update the signature database of open-source community anti-
virus i.e. Clamav.

All the JavaScripts that are declared malicious by UAC are further validated by
submission to Virus-total portal to determine if popular anti-virus scanners also
label them as malicious. The developed automated mechanism for signature
generation filters out all the scripts which are labeled as malicious by popular
antivirus engines but not by clamav. Subsequently, hexadecimal and hash-based
signatures are generated for the filtered JavaScript. These are eventually populated
in clamav to enhance its signature repository. This activity is a continual process to
permit the regular enrichment of open-source signatures repository.

7 Conclusion and Future Work

UAC is a novel approach towards distributed and scalable analysis of URLs which
leverages the significance of dynamic execution (through emulation) and static
analysis. UAC inspects the webpage from various perspectives including suspi-
cious DOM parsing and JavaScript analysis and attempts to cover maximum
analysis domain. Also, other popular dynamic client side scripts like Jscripts are
accommodated in our analysis easily because they are based on ECMA standards
[32] and SpiderMonkey interprets ECMA scripts. We have even manually ana-
lyzed URLs declared as benign by UAC to identify the reasons of failures and
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found that in most of the sites, the infection is already removed by the time it is
analyzed by UAC. However, certain other analysis processes like integration of file
analyzers including SWF, PDF, etc. can be integrated for further inspecting the
complete downloaded web-code. Also, in some websites, we happened to come
across malware injected in the form of VB scripts, which is currently not included
in our scope.

The distributed crawling is the area that we can pursue further making use of
facilities like grid computing to perform large-scale analysis. Also, the whole
application can be ported on a High performance computing infrastructure to
optimize the speed and levels of performance for distributed computing.

Acknowledgements We are grateful to Dr. Bruhadeshwar Bezawada, Assistant Professor,
IIIT, Hyderabad for his support, time-to-time guidance and periodic feedback on the analysis
process. He has also suggested various improvements to address scalability.

We are also thankful to Mr. S. S. Sarma, Scientist ‘E’, Cert-In for providing useful inputs
regarding the selection of significant parameters for analysis. Cert-In team has been regularly
providing us the list of URLs and evaluating our results.

References

1. Drive-by download—Wikipedia, the free encyclopedia. http://en.wikipedia.org/wiki/
Drive-by_download

2. Egele, M., Wurzinger, P., Kruegel, C., Kirda, E.: Defending browsers against drive-by
downloads: mitigating heap-spraying code injection attacks. In: Proceedings of DIMVA’09,
6th International Conference on Detection of Intrusions and Malware and Vulnerability
Assessment, Milano, Italy, 9–10 July 2009. Springer LNCS

3. Secure Browsing, Malware Protection, Trustwave. https://www.trustwave.com/
securebrowsing/

4. Google Safe Browsing. http://www.google.com/tools/firefox/safebrowsing/
5. Cova, M., Kruegel, C., Vigna, G.: Detection and analysis of drive-by-download attacks and

malicious JavaScript code. In: Proceeding of the 19th International Conference on World
Wide Web, pp. 281–290. ACM, New York (2010)

6. Canali, D., Cova, M., Vigna, G., Kruegel, C.: Prophiler: a fast filter for the large-scale
detection of malicious web pages. In: Proceedings of WWW 2011. ACM, Hyderabad, India,
28 March–1 April 2011

7. Song, C., Zhuge, J., Han, X., Ye, Z.: Preventing drive-by download via inter-module
communication monitoring. In: Proceedings of the 5th ACM Symposium on Information,
Computer and Communications Security, ASIACCS’10, pp. 124–134. ACM, New York
(2010)

8. Zhang, J., Seifert, C., Stokes, J.W., Lee, W.: ARROW: generating signatures to detect drive-
by downloads. In: Proceedings of WWW 2011. ACM, Hyderabad, India, 28 March–1 April
2011. 978-1-4503-0632-4/11/03

9. Ratanaworabhan, P., Liyshits, B., Zorn, B.G.: Nozzle: a defense against heap-spraying code
injection attacks. In: Proceedings of the 18th Conference on USENIX Security Symposium,
SSYM’09, pp. 169–186. USENIX Association, Berkeley (2009)

10. Wei, T., Wang, T., Duan, L., Jing, L.: Secure dynamic code generation against spraying. In:
Proceedings of the 17th ACM Conference on Computer and Communications Security, CCS’
10, pp. 738–740. ACM, New York (2010)

260 H. Kaur et al.

http://en.wikipedia.org/wiki/Drive-by_download
http://en.wikipedia.org/wiki/Drive-by_download
https://www.trustwave.com/securebrowsing/
https://www.trustwave.com/securebrowsing/
http://www.google.com/tools/firefox/safebrowsing/


11. Dewald, A., Holz, T., Freiling, F.C.: ADSandbox: sandboxing JavaScript to fight malicious
websites. In: Proceedings of the 2010 ACM Symposium on Applied Computing, SAC’10,
pp. 1859–1864. ACM, New York (2010)

12. BLADE—Block All Drive-by Download Exploits. http://www.blade-defender.org/
13. Lu, L., Yegneswaran, V., Porras, P., Lee, W.: BLADE: an attack agnostic approach for

preventing drive-by malware infections. In: Proceedings of the 17th ACM Conference on
Computer and Communication Security, CCS’10, pp. 440–450. ACM, New York (2010)

14. Seifert, C., Welch, I., Komisarczuk, P.: Honeyc—the low-interaction client Honeypot. In:
Proceedings of the 2007 NZCSRCS, Waikato University, Hamilton, New Zealand (2007)

15. Nazario, J.: PhoneyC: a virtual client Honeypot. In: Proceedings of the 2nd USENIX
Conference on Large-Scale Exploits and Emergent Threats: Botnets, Spyware, Worms, and
more, LEET’09, p. 6. USENIX Association Berkeley, CA (2009)

16. Forest, D., Weisen, C., Leong, K.P., Siang, H.Y.: HoneySift: a fast approach for low
interaction client based Honeypot. In: www.studyMode.com. 23 Jan 2011. http://www.
studymode.com/essays/Honeysift-A-Low-Interaction-Client-Honeypot-558127.html

17. Ikinci, A., Holz, T., Freiling, F., Mannheim, G.: Monkey-Spider: detecting malicious
websites with low-interaction Honeyclient. Sicherheit, Saarbruecken (2008)

18. Alosefer, Y., Rana, O.: Honeyware: a web-based low interaction client Honeypot. In:
Proceedings of the 2010 Third International Conference on Software Testing, Verification,
and Validation Workshops, ICSTW’10, pp. 410–417. IEEE Computer Society, Washington,
DC (2010)

19. Feinstein, B.: Caffeine Monkey: Automated Collection, Detection and Analysis of JavaScript.
Dell Secure-Works Inc., BlackHat USA, Las Vegas (2007)

20. Eshete, B., Villafiorita, A., Weldemariam, K.: BINSPECT: Holistic Analysis and Detection
of Malicious Web Pages. SecureComm 2012, pp. 149–166 (2012)

21. Curtsinger, C., Livshits, B., Zorn, B.G., Seifert, C.: ZOZZLE: fast and precise in-browser
JavaScript malware detection. In: USENIX Security Symposium (Microsoft Research)
(2011)

22. Choi, Y., Kim, T., Choi, S., Lee, C.: Automatic detection for JavaScript obfuscation attacks
in web pages through string pattern analysis. In: Future Generation Information Technology,
Lecture Notes in Computer Science, vol. 5899, p. 160. Springer, Berlin (2009). ISBN 978-3-
642-10508-1

23. Xu, W., Zhang, F., Zhu, S.: JStill: mostly static detection of obfuscated malicious JavaScript
code. In: Proceedings of the Third ACM Conference on Data and Application Security and
Privacy, CODASPY’13 (2013)

24. Li, Z., Zhang, K., Xie, Y., Yu, F, Wang, X.F.: Knowing your enemy: understanding and
detecting malicious web advertising. In: ACM Conference on Computer and
Communications Security 2012 (Microsoft Research), pp. 674–686 (2012)

25. Elinks—lynx-like alternative character mode WWW browser. http://manpages.ubuntu.com/
manpages/lucid/man1/elinks.1.html

26. Spider Monkey, MDN. https://developer.mozilla.org/en/docs/SpiderMonkey
27. Chapter 6—Shannon entropy. http://www.ueltschi.org/teaching/chapShannon.pdf
28. Random Forest. http://weka.sourceforge.net/doc.dev/weka/classifiers/trees/RamdomForest.

html
29. Rotation Forest. http://weka.sourceforge.net/doc.packages/rotationForest/weka/classifiers/

meta/RotationForest.html
30. iScanner. http://iscanner.isecurity.org
31. Snort. http://www.snort.org
32. ECMA Standards. http://www.ecma-international.org/publications/standards/Standard.htm

UAC: A Lightweight and Scalable Approach 261

http://www.blade-defender.org/
http://www.studyMode.com
http://www.studymode.com/essays/Honeysift-A-Low-Interaction-Client-Honeypot-558127.html
http://www.studymode.com/essays/Honeysift-A-Low-Interaction-Client-Honeypot-558127.html
http://manpages.ubuntu.com/manpages/lucid/man1/elinks.1.html
http://manpages.ubuntu.com/manpages/lucid/man1/elinks.1.html
https://developer.mozilla.org/en/docs/SpiderMonkey
http://www.ueltschi.org/teaching/chapShannon.pdf
http://weka.sourceforge.net/doc.dev/weka/classifiers/trees/RamdomForest.html
http://weka.sourceforge.net/doc.dev/weka/classifiers/trees/RamdomForest.html
http://weka.sourceforge.net/doc.packages/rotationForest/weka/classifiers/meta/RotationForest.html
http://weka.sourceforge.net/doc.packages/rotationForest/weka/classifiers/meta/RotationForest.html
http://iscanner.isecurity.org
http://www.snort.org
http://www.ecma-international.org/publications/standards/Standard.htm


A Preciser LP-Based Algorithm
for Critical Link Set Problem
in Complex Networks
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Abstract The critical link set problem in a network is to find a certain number of
links (or edges) whose removal will degrade the connectivity of the network to the
maximum extent. It is a fundamental problem in the evaluation of the vulnerability
or robustness of a network because the network performance highly depends on its
topology. Since it is an NP-complete problem, a LP-based (linear programming-
based) approximation algorithm is proposed in this paper to find out the critical
link set in a given network. The algorithm is evaluated with a real-world network
and random networks generated by the ER model and the BA model. The
experimental results have shown that the algorithm has better precision than the
best-known HILPR algorithm with a polynomial-time extra cost.
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1 Introduction

Network vulnerability is an important topic for researchers in many areas. The
research objective is to find how the network performance is impacted by various
unexpected disruptions, such as natural disasters, military attacks, power black-
outs, and other events which cause the break-down of network elements or
devices. To enhance the robustness of networks, we need to evaluate their vul-
nerability at first.

In a typical attacking scenario, an attacker first finds out the weakest part of a
network, e.g., some key communication links or core network devices. The
attacker then tries to disrupt them or bring them down. The connectivity or per-
formance of the targeted network will be degraded once the links or devices fail.
The critical link set is defined as the set of k links which removal will degrade the
network performance to the maximum extent. The critical link set problem is then
to find the critical link set in a given network with a given parameter k.

A lot of metrics have been applied to measure the performance of a network [1].
Among them, the average degree of nodes (edges), the network diameter, the average
shortest path length, the global clustering co-efficient, the average betweenness of
nodes (edges) are the most popular and effective ones. To well measure the vul-
nerability of complex networks, like the communication network, pairwise connec-
tivity [2]—the total number of connected node pairs—is used. By its definition, the
pairwise connectivity of a connected component with n nodes is C2

n . And the total
pairwise connectivity of a network is the summation on its components.

For convenience, we denote the critical link set problem as CLP, while critical
node set problem as CNP. Since they have been proved to be NP-complete [3],
some approximation algorithms or heuristic algorithms have been proposed to
achieve satisfactory results. Among them, HILPR [3] is thought to be the most
effective one at present. However, the difference between the results of HILPR and
the exact optimal results are too large sometimes. This paper further improves
HILPR in accuracy with a polynomial extra time for preprocessing.

The LP-based algorithm HILPR first formulates CLP problem as an integer linear
programme (ILP), then it relaxes the ILP model to linear programming model (LP
model). In [3], the authors found that if we delete k edges in several rounds in the LP
model, the final result will be better than deleting k edges all at once. Thus HILPR is
a multi-round algorithm and so is ours. After a delicate preprocessing, in each round,
our algorithm gets rid of some fixed number of edges; in each round after the
deletion, we rebuild the linear programm of the remaining graph and calculate a
good deletion in next round. It continues until the stopping criteria is satisfied. To
well evaluate our algorithm, we compare it with HILPR on various kinds of net-
works, including a real social network, the power-law random networks, regular
networks, and the Erdos-Renyi (ER) random networks. The experimental results
have demonstrated that our algorithm has better precision than the HILPR algorithm.
Although we only study the CLP problem in this paper, the ideas and methods can
be applied easily in the research of the CNP problem.
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The organization of the paper is as follows. In Sect. 2, we summarize the
previous related work, including the theoretical and methodological advancements
in recent years. In Sect. 3, we formulate the CLP problem as an integer linear
programming (ILP) problem. In Sect. 4, we put out our algorithm and present the
complexity analysis of the algorithm. Section 5 gives the experimental results. The
final section concludes the paper.

2 Related Works

In 2009, Arulselvan et al. [4] have proved that the CNP in a general graph is NP-
complete by showing a reduction from the well-know NP-complete problem
Independent Set Problem to CNP in polynomial time Then the authors gave a
heuristic algorithm to the critical node set problem: find a maximal independent set
at first, and then add a node into this set that brings least pairwise connectivity
increment until the set size exceeds k. Together with random iteration and local
search techniques, the heuristic approximation algorithm runs very satisfactorily.

To find exact efficient algorithms, Marco and Andrea [5] studied the case where
a physical network represented by a graph G has a hierarchical organization, i.e. G
is a tree. They proved that CNP and CLP over trees are still NP-complete when
general connection costs are specified, while the case where all connections have
unit cost are solvable in polynomial time by dynamic programming approaches.
They finally gave an exponential time enumeration scheme for general graphs.

The comprehensive analysis of the properties of CLP and CNP owed to Shen.
Shen et al. [3] provided proofs of NP-completeness and complexity analysis on
general graphs and showed that they still remain NP-complete even on unit disk
graphs and power-law graphs. Furthermore, the CNP problem is NP-hard to be
approximated within X n�k

ne

� ffi
on general graphs with n vertices and k critical nodes.

It means that there is seemingly no algorithm with fully polynomial time com-
plexity which has constant approximation ratio to the CNP problem. Despite the
intractability of the problems, the authors proposed a hybrid iterative linear pro-
gramming rounding algorithm (HILPR), a novel LP-based (linear programming
based) rounding algorithm for efficiently solving CLP and CNP in a timely
manner. However, the results of the algorithm still have a distance from the
optimal results.

In [6], Shen et al. proposed algorithms for CLP and CNP to adaptively detect
critical links and nodes, without recomputing from scratch. The algorithms use an
integer linear programming subroutine, which is implemented with the CPLEX [7]
software. The subroutine is only called when it is indeed needed. So the algorithm
is slightly faster than HILPR. This algorithm is only useful for the dynamic net-
work whose nodes or edges disappear or appear with the time flows.

In [8], the authors researched a more generalized CLP with load on the network.
They explored the impacts of network disruption, namely link deletion over a
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temporal sequence of observed nodal interactions (flow). Researching on this to
clarify the hypothesis that network robustness is not sensitive or is elastic to the
level of interaction (or flow) among network nodes. This research can be viewed as
an enhanced version of critical link set problem, because what it considers is no
longer pairwise connectivity but the summation of flow inhibited when nodes are
disconnected caused by link deletion. The CLP is the case when the edges capacity
is equal. The algorithm is a pure integer programming approach, so it only works
for problems with small size.

The newest research about CNP and CLP take place in interdependent network
[9]. The interdependent critical node problem is proved to be NP-hard and inap-
proximable, too. Despite these facts, Nguyen et al. provide a greedy framework
with novel centrality functions based on the networks’ interdependencies.

Our work is mainly based on the HILPR for CLP in [3], and borrows some
ideas from Matisziw et al. [8] and Nguyen et al. [9].

3 Preliminaries

In a graph G = (V, E), the critical link problem (CLP) can be modeled as a integer
linear programme (ILP) : Let uij be a binary integer indicator variable, with uij = 1
meaning that node i can reach j.

In a graph, uij must have the properties below (* means the value can be either 0
or 1) (Table 1):

We can convert this table to constraints, so we get a binary integer constrain of
u, which is also called the triangle inequality in some scenarios:

uij þ ujh � uih� 1 8i; j; h 2 V ð1Þ

And in CLP the deletion constraint is:

X

ði;jÞ2Ei\j

ð1� uijÞ� k ð2Þ

In (2), the ‘‘i \ j’’ property should not be forgotten, or else the pairwise con-
nectivity will be counted twice for each node pair.

After adding the programming objective and the domain of variables, we get
the CLP’s integer linear programming formulation:
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min
P

i; j 2 V
i\j

uij

subject to uij þ ujh � uih� 1 8i; j; h 2 VP

ði; jÞ 2 E
i\j

ð1� uijÞ� k

uij ¼ 0; 1

ð3Þ

The ILP formulation has O(n3) constraints due to the triangle inequality. To
improve the running time of this algorithm, one efficient way is to decrease the
number of constraints. The authors of [10] have found a pruning technique to
eliminate the inactive constraints. Instead of the triangle inequality, the following
alternative constraints, named LPNC, is used:

uij þ ujh � uih� 1 h 2 NðiÞ [ NðjÞ ð4Þ

where N(i) means the neighbor nodes of i.
The correctness of this substitution has been proved in [10], and obviously the

number of total constraints in (4) can be substantially reduced to O(nm), which
depends on the number of links m. The constraints (4) thus can completely replace
the constraints (1).

Though a lot of mathematical improvements have been found to speed up the
programming, it should be noted that the programme actually is to solve an NP-
complete problem, so the running time is still unbearable for large-scale problems.

In many occasions, the computing time can not be too long, whilst the optimal
and the relative optimal results are close. Approximation algorithms will be fit in
these situations. Below is our approximation algorithm to solve CLP. It’s based on
HILPR in [3].

4 Our Algorithm

The CLP is theoretically hard. In a dense network, the pairwise connectivity can
remain O(n2) even when k is large. However, the concept ‘‘density’’ gives us a
hint: when deleting links, the links in the relatively sparser components should be

Table 1 The property of u uij ujh uih

0 0 *
0 1 *
1 0 *
1 1 1
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considered in priority. So we propose an approximation algorithm based on c-
connected components, and combined with linear programming techniques. The
algorithm framework is as below:

Input : Graph G = (V, E), an integer k and γ
Output: The set of critical links S
Stage 1: preprocessing of the algorithm
1.1: R := Find connected components(G, γ + 1);
Stage 2: HILPR approximation algorithm
2.1: S ← ∅;
//below is iterative LP rounding
2.2: while k > 0, do
2.3: if k < γ , then

k = γ ;
end if;

2.4: Build and solve linear programming(G, γ, R);
2.5: S′ ← γ links with the smallest uij ;
2.6: S ← S ∪ S′ ;
2.7: Rebuild (G);
2.8: End while;
Stage 3: local optimization
3: Improve S with local optimization techniques.

The main idea of the algorithm is to delete k edges not as a whole, but in several
rounds: in each round the algorithm deletes c edges. The following are the details
of every stage.

4.1 The Preprocessing

This stage is to find out the (c + 1)-connected components. An (c + 1)-connected
component is a set of nodes and edges and the deletion of q links (q B c) can not
disconnect any two nodes in the set but a deletion of (c + 1) links can disconnect
at least a pair of nodes.

Any edges belong to a (c + 1)-connected component should be conserved in
the CLP because the deletion of links in this component is in vain, so it would be
better to delete other edges.

Recently, Zhou et al. [11] proposed an efficient algorithm to solve this sub-
problem. They studied how to find maximal k-edge-connected subgraphs in a large
graph. To find maximal k-edge-connected subgraphs from a graph, a basic
approach is to repeatedly apply minimum cut algorithm to the connected com-
ponents of the input graph until all connected components are k-connected. The
details of the algorithm are shown below:
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Algorithm 1 algorithm 1: find connected components(G, k)
Input: a graph G, connectivity threshold k;
Output: a set of maximal k-connected subgraphs R;
1: R0 := G;
2: for each subgraph G1 = (V1, E1)(|V1| �= 1) ∈ R0 do
3: find a minimum cut of G1 (with cutset Ecut) using any minimum cut algorithm;
4: if |Ecut| < k then
5: cut G1 into G2,G3, by removing Ecut;
6: R0 = R0 ∪ {G2, G3} − G1;
7: else
8: R := R ∪ G1;
9: end if
10: end for
11: return R;

R0 is a queue containing subgraphs for processing. If a subgraph in R0 whose
minimum cut Ecut is smaller than k, then it cannot be k-connected, but the two parts
generated after deleting Ecut may contain k-connected components. So we put the
two parts into R0.

This algorithm needs a minimum cut algorithm. And obviously, the better the
minimum cut algorithm is, the better performance algorithm 1 can achieve. The
SW minimum cut algorithm [12] is a good algorithm to well meet the requirement.
SW solves the minimum cut problem using |V| - 1 minimum s-t cut computations.
An s–t cut is the minimum cut for a graph G, which can separate vertex s, t into
two different connected components. The global minimum cut is the smallest edge
cut among the jVj � 1 s–t cuts with s specified. Furthermore, the SW algorithm has

good theoretical complexity of OðjEjjV j þ jVj2logjVjÞ. It is not a flow-based
algorithm, and is easy to implement.

Now we analyze the time complexity of Stage 1. We can see from Algorithms
1: Line 2 to 10 is the main loop. At each round, it removes the edge set Ecut.
Consider the extreme case where jEcutj ¼ 1. The loop must end after at most jEj
rounds.

At each round, a SW algorithm subroutine is called. Since we have known the
complexity of SW algorithm above, the overall complexity of Stage 1 is

OðEÞ � OðjEjjV j þ jV j2logjV jÞ ¼ OðV5Þ.
In Sect. 5, we will evaluate the time cost of this preprocessing to verify the

complexity analysis result.

4.2 Hybrid Iterative Linear Programming Rounding
Algorithm

This stage is inspired by [3]. Our algorithm differs from that in sub-procedure and
details of implementation. The basic idea of HILPR algorithm is to choose c edges
to delete every time. At each iteration:
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(1) Relaxing the binary integral constraints to real number constraints by changing
the variable domain of uij:

uij 2 ½0; 1� ð5Þ

i.e. replacing domain (3) with (5), thus obtaining a linear programming formula-
tion. Linear programming problem is solvable in polynomial time theoretically,
and the simplex method [13] is one of the many efficient algorithms to solve it.
There are many commercial or free mathematical softwares, such as CPLEX and
Gurobi [14], can be used to optimize the linear programming problems;

(2) Iteratively solving the LP of deleting c links each time, where c is an exper-
iment parameter and c\ k. If we solve the LP where c = k, the result will far
from the best solution. Thus c should be small, actually the author of [3]
claims c in 5 to 10 and no obvious difference is found among them. In our
work, c is bounded to 5. Constraints (2) should be rewritten as the third line of
(6), too. Because the edges deleted every round is c at most, the edges in the
(c + 1)-connected components should be reserved. So in each time,
Build and solve linear programmingðG; c;RÞ actually builds and solves the
linear programming model below:

min
P

i;j2V
i\j

uij

subject to uij þ ujh � uih� 1 8i; j; h 2 VP
ði;jÞ 2E

i\j;ði;jÞ62ðcþ1Þ�connected

ð1� uijÞ� k

uij 2 ½0; 1�

ð6Þ

After solving this pruned LP, the algorithm finds c edges with least fractional uij

and deletes them. This is the rounding step: we round c smallest uij to zero.

(3) Based on the deletion results, rebuild the graph with the remaining edges.
After deletion, the graph is changed; we need to rebuild it for next round.

4.3 Local Optimization

In this stage, we perform local search to further improve the solutions. This is a
meta-heuristic approach to enhance the solution S obtained in stage 2.
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For each link e in the solution S, we do the local swapping between e and e0 who
is a neighbor of e. The swapping occurs only when it further degrades the con-
nectivity of the graph. If a swapping happens, we get a new solution S

0
, and apply

the same approach to s0 recursively. The procedure stops until no more
improvements can be achieved. The whole algorithm stops until all links in S are
checked.

This local search technique appears to be helpful. However, in our experiments,
this technique does not improve our results. The reason may be that the LP solving
procedure has ensured that the results are locally optimal, so this local search can
not improve the results further. But, other local optimization procedure perhaps
can improve the results.

5 Results

To make a comparison to our algorithm, we implement the HILPR algorithm [3].
We test these two algorithms on different kinds of networks: a real terrorist’s
network, power-law networks by BA (Barabasi-Albert) model, regular networks,
Erdos-Renyi random networks. The program is written in C++ on a personal
computer and uses the functions of Gurobi software.

The terrorist’s network is compiled by Krebs [15] from the 9–11 terrorism
attack, with 43 nodes representing the terrorists and 139 edges representing their
acquaintances, as the figure shows below: (Fig. 1)

We run each algorithm 80 times for each k, and get the each result by aver-
aging. The results are shown in Fig. 2. The difference between the two algorithms
seems not too great on such a network, but we should be aware that optimal result
and HILPR’s result is not far too. The table below the figure shows the actual
values of pairwise connectivity of the two algorithms. It shows that out algorithm
has better performance than the HILPR algorithm. To analyse quantitatively, let us
define the improvement percentage r of our algorithm to HILPR:

r ¼ PCðHILPRÞ � PCðPreciserLPÞ
PCðHILPRÞ ð7Þ

where PC(*) is the total pairwise connectivity of the graph after running the
algorithms *. Then rmax in Fig. 2 is 14 % when k = 25.

The following networks are all generated by the software Networkx [16]: (1) an
ER network with 50 nodes and the probability p for an edge between any two
nodes to appear is 0.2. So it has nearly 240 edges. (2) a regular network with 50
nodes and the node degree is 5. So the total number of edges is 125. (3) a power-
law network with 50 nodes and m = 3, with about 140 edges. They all have the
same problem size. We generated 80 instances for both of them, and calculated
their average improvement percentage (Fig. 3).
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Fig. 1 The terrorists’ network

Fig. 2 Comparison upon the terrorists’ network

Fig. 3 Different type of graphs
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The following figure shows the improvement percentage on these different
types of network.

From Fig. 4, we can see: (1) our algorithm has better results than HILPR.
Generally, our algorithm improves the result about 10 % regarding to the HILPR
algorithm. If we consider that the result distance between exact algorithm and
HILPR algorithm is not very big, 10 % is quantitatively high. (2) When k changes
from small to large, the percentage goes up at first, then it keeps steady and finally
the percentage has a quick jump to zero. The jump occurs because the HILPR
algorithm finds out the optimal solution, so does our algorithm. Thus there are no
improvement (3) For different type of networks, the improvement percentage
differs. The relative denser ER network whose edge number is double to regular
network’s seems have a higher improvement than regular network.

We also studied how the parameter of a network itself impacts the improvement
percentage. We experimented on the ER networks with 50 nodes deleting 100
edges with p in [0.1, 0.9], 80 instances for each p: (Fig. 5)

We can see that with p getting bigger and bigger, the improvement percentage
has seen an increasing trend.

And we also evaluated the polynomial extra time cost in ER networks with 50
nodes. To our previous complexity analysis, the additional time is expected to be
3 s (O(n5) with n = 50 here, divides operations per second in a personal com-
puter). And in fact, the additional time needed is as the blue line in Fig. 6. It’s
much less than the theoretical analysis because there is few extreme cases.

Fig. 4 The average r on different type of graphs

Fig. 5 Average improvement to different p
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6 Conclusion

In this paper, we have studied an optimization problem CLP: deleting k edges in a
network so that the connectivity level of the network is minimum. We use the total
pairwise connectivity as the metric of network performance in our algorithm. We
further improve HILPR algorithm about 10 % in accuracy with a slightly expense
in preprocessing, i.e. finding all threshold-connected-components ahead. Since the
objective result is critically important in many occasions, such as engineering or
so, this improvement will bring people with profits.
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Modeling Intel 8085A in VHDL

Blagoj Jovanov and Aristotel Tentov

Abstract In this paper we present a model of completely functional Intel 8085A
processor in VHDL, starting from scratch. The majority of the work is based on the
specification for 8085A, with some changes that are considered better for the
implementation. All of the processor building blocks are modeled and integrated.
An interface to the memory and I/O address space is also provided. Since each
instruction is distinguished by a unique operational code, the final product is a
processor capable of successfully executing an assembler program which is loaded
in memory as a sequence of operational codes.

Keywords 8085A � Processor � Instruction � Code � Assembler

1 Introduction

The 8085A is an 8-bit general purpose microprocessor developed by Intel. It was
manufactured as a 40-pin dual in-line package. According to the functional block
diagram presented in [1], 8085A consists of a register array, Arithmetic-Logic Unit
(ALU), Instruction Decoder, Interrupt Control, Serial I/O Control and Timing and
Control units, 8 - bit internal data bus, as well as two buffers: Address Buffer (AB)
and Address Data Buffer (ADB) In the register array several registers or register
groups are distinguished: general purpose registers(A, B, C, D, E, H, L), Stack
Pointer (SP), Program Counter (PC), Instruction Register (IR), 16-bit Incrementer/
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Decrementer Address Latch (ID16), status flags register and temporary registers
(TEMP, W, Z). The Timing and Control Unit provides various signals, such as
read (RD) and write (WR) (control signals), S0, S1, IO=M (status signals), READY
(memory synchronization), Address Latch Enable (ALE) etc. The value of these
signals determines a total of 7 machine cycles: Opcode Fetch (OF), memory read
(MR), memory write (MW), I/O read (IOR), I/O write (IOW), bus idle (BI),
interrupt acknowledge (INA) and 10 T states: T1, T2, T3, T4, T5, T6, Twait,
Treset, Thalt and Thold. Twait states are introduced by the processor when the
READY line is set low by the slower memory, Treset is the state the processor is in
after the RESETIN signal, Thalt is entered after a HLT instruction and the pro-
cessor is in Thold state when it lets the AD bus to another I/O device, usually a
DMA controller. 8085A supports serial data transmission/reception, DMA oper-
ations, as well as 5 hardware and 8 software interrupts. The Internal Data Bus
enables internal components connection. Very good explanation about the main
purpose of the CPU registers and signals can be found in [1].

This paper is organized as follows: Sect. 2 presents the 8085A hardware
components, their integration and the interfaces the processor has with the memory
and I/O address spaces; Sect. 3 focuses on some sample instructions along with
testbenches for their proper execution verification. Hardware and software inter-
rupts are the topic of Sects. 4 and 5 deals with implementation issues. Finally, the
key points in this paper are summarized in Sect. 6.

2 8085A Hardware Components and Interfaces

In this section a brief explanation of the design of the specific CPU components, such
as the ALU, ID16, DAA multiplexer and the way of modeling the RIM and SIM
instructions will be given. After that, a scheme which gives more details about the
integration of these components into a functional unit will be shown. The last part of
this section describes the 8085A interface with the memory and I/O address spaces.

2.1 ALU

The ALU is modeled as a group of three separate units: the addition/subtraction
unit, the logical operations unit and the rotation unit, as shown in Fig. 1. It is
started from the design of a 1-bit full adder which receives three inputs: two
operand bits and an input carry, and produce two outputs: 1-bit result and an output
carry. A series of 8 1-bit full adders makes the 8-bit full adder. The subtraction is
realized as addition with the 2’s complement of the second operand. There is a
special signal AS which tells if addition (AS = 0) or subtraction (AS = 1) is being
performed. The logical operations unit uses a 2-to-4 decoder to implement the
three supported logical operations: AND, OR and XOR. The rotation unit performs
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rotations of the accumulator to the left or to the right. These rotations can be made
through the carry bit. They are implemented by the use of three-state buffers (TSB)
whose enable inputs are connected to the outputs of another 2-to-4 decoder which
distinguishes the four possible ways of rotation. Each one of these three units has
its enable input. The combination of operational codes for an instruction that needs
to be executed by a particular unit goes into its enable input. The five status flags:
zero (Z), parity (P), sign (S), carry (CY) and auxiliary carry (AC) are also gen-
erated based on the result of an ALU operation.

2.2 Incrementer/Decrementer Address Latch

The ID16 is actually a series of 16 simplified 1-bit full adders. The signal AS is
replaced with the signal D which stands for direction and now D = 0 for incre-
menting, while D = 1 for decrementing. The second operand has a fixed value:
01h when D = 0 and its 2’s complement FFh when D = 1. Since we know that we
need only these two fixed values, they can be expressed by D and there is no need
to use a special buffer for them.

2.3 DAA Multiplexer

One of the instructions in the instruction set of 8085A is meant to transform the
hexadecimal contents of the accumulator into two BCD digits. The name of this
instruction is decimal adjust accumulator (DAA) instruction which is realized by
using a 4-to-1 multiplexer with 8-bit fixed inputs: 00, 06, 60, 66. The instruction

Fig. 1 Combinational design of an 8-bit ALU
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states that if the lower nibble of the accumulator is greater than 9 or the AC flag is
set, 6 should be added to it. Now if this result has a higher nibble greater than 9 or
the CY flag is set, 6 should be added to the higher nibble.

2.4 RIM and SIM Instructions

There are only two instructions in which the instruction set of 8085A differs from
the one of 8080A: Read Interrupt Masks (RIM) and Set Interrupt Masks (SIM). It
is obvious that we need a register which will hold the information about the
interrupt masks, so we use the remaining one from the register array of general
purpose registers (we allocated an array of 8 registers, but used only 7). The
implementation of the first instruction is rather simple, because all that is needed is
to load the contents of that register, let us name it Interrupt Masks Register(IMR),
into the accumulator via IDB. For the SIM instruction we need to keep in mind that
masks can only be set if the bit 4 (MSE) is set. If RESETIN occurs, all interrupts
should be masked, so we need to keep separate triples of 1-bit TSBs : the first triple
has inputs connected to VCC and its enable input is controlled by RESET IN,
while the second one is connected to the least significant 3 bits from IDB and its
enable input is controlled by the inverted RESETIN and MSE.

2.5 Components Integration

Figure 2 shows the hardware components 8085A consists of. Each one of the
general purpose registers is connected to the IDB by a pair of TSBs : one for

Fig. 2 8085A functional block diagram
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writing into the register, and the other one for reading from the register. When not
active, the output buffer is in high impedance state, while the input buffer retains
the contents from the active state. Another register which uses one TSB is the
address buffer. ADB is the only register which uses two TSB pairs due to its
interface to two buses: the IDB and the time-multiplexed AD bus. The flags
register has also a TSB pair for the instructions which transfer its contents to the
stack, but additional 1-bit TSBs are needed for updating the status flags as a result
of the execution of ALU operations.

2.6 8085A Interface with the Address Space

Assembler programs are stored in memory as series of binary operational codes.
The processor needs to fetch the opcodes from corresponding address locations
and store them in the instruction register where they are decoded. Additionally, if
the instruction includes reading from or writing to memory or I/O locations, these
locations need to be accessed in a way that ensures no signal conflict on the AD
bus. Since the AD bus is time multiplexed, we need a 8212 component to latch the
lower byte of the address which is present on the bus in the first cycle. We also
need two decoders: one 16-to-65536 for the memory and one 8-to-256 for the I/O
address space. For each 8-bit location from the memory address space there is a
pair of TSBs that control the direction of flow: one for reading from memory and
the other one for writing into memory. The combination of the inverted signal
IO=M, the inverted signal RD and a wire from the memory decoder goes into the
enable input of the first TSB. The combination for the second TSB is similar,
except that now we use the inverted signal WR instead of RD. The same thing is
done with the I/O address space, except that we do not invert the signal IO=M to
show that we use the I/O address space. The 8085A interface with the address
space is shown on Fig. 3.

3 Sample Instructions

This implementation of 8085A is written in Xilinx ISE Design Suite [2] and it
supports the complete instruction set. Detailed list of the instructions’ mnemonics,
functionality, format, duration and status flags affected by their execution is given
in [1]. Interrupts are sampled on the rising edge of the last T state of the last
machine cycle for a specific instruction. State transitions also occur at this point.
All of the code is gathered into one big switch-case statement, except for a special
process to update the signals about the interrupts and the RIM and SIM instruc-
tions. The correctness of the code is tested on several assembler programs and it
provides correct outputs. In order to verify this, sample instructions simulation
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waveform diagram in the Xilinx ISE simulator ISim [3] will be provided where all
the signal values can be seen.

3.1 LDA Addr

This is a three byte instruction which loads the content of a 16-bit memory address
into the accumulator. Prior to the execution of this instruction, the memory address
0080h is loaded with a value of 34h. As we can see in Fig. 4, the program counter
starts from 40h because the previous memory locations are reserved for the
interrupt service routines table. From the waveform diagrams we can easily see
how the instruction is executed: The operational code of LDA (3Ah) is read in OF,
and the PC is incremented twice to read the lower byte 80h and the higher byte 00h
of the memory address, respectively. After that we see that the contents of 0080h
are shown on the AD bus from where they are transferred to the ADB, IDB and
finally to the accumulator, which is the last register of the regs array. The last
operational code 76h is the code for instruction HLT which stops the processor.
From the figure it can also be observed that the lower byte of the address is saved
to W and then returned to ADB. If not doing so, it would be overwritten by the
higher memory address byte which arrives in ADB after the second memory read.

Fig. 3 8085A interface with the address space
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3.2 DAA

In order to test this instruction, registers A and B are loaded with values 58h and
47h, respectively. After that the contents of register B are added to the accumu-
lator. The result of the addition is 9F in hexadecimal or 105 in decade. It is evident
from Fig. 5 that the contents of the accumulator are correct after the execution of
the program. The carry flag is the least significant bit of the flags register. The
yellow axis is set to a moment in time before completion of DAA. There isn’t any
overflow, because the result is 9F, so the carry flag remains 0. But after the
completion of the instruction the CY flag is set to 1. This overflow is interpreted as
100 instead of 256 and there is 05 left in the accumulator. Two other flags are also
set: the AC (bit 4), because we have carry from the lower nibble and the P flag (bit
2) because we have an even number of ones in the result and 8085A supports odd
parity.

3.3 JCondition Addr

There are 8 possible conditional jumps based on the values of the 4 arithmetic
flags. The waveform which verifies the correct execution of JZ 0090 is shown in
Fig. 6. The accumulator is loaded with 04h and then subsequently subtracted by
02h. After the second subtraction the content of the accumulator will become 0
thereby setting the Z flag. So we expect to see changes in the regs array, the flags
register and also the PC because jumps are actually changes of the PC contents. If
we observe the regs array, we see that the accumulator decreases to 02 and then to
00. The opcodes in the IR show that the first time JZ is executed, the branch is not
taken, since the next code is JMP (C3h), but the second time the condition is met

Fig. 4 Waveform diagram of the LDA instruction

Fig. 5 Waveform diagram of the DAA instruction
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and we have a jump to address 0090h where the instruction HLT stops the pro-
cessor. If we take a look at the contents of the flags register, we will see that the Z
flag (bit 6) is reset during the first subtraction, but it is set during the second one.
The contents of the PC also show that a jump has occurred. Its final address is 0091
because it was incremented during the second cycle of opcode fetch. This is so for
the PC always has to contain the address of the next instruction to be executed.

4 Interrupts

8085A supports 5 hardware interrupts: TRAP, RST 7.5, RST 6.5, RST 5.5 and
INTR. The last interrupt line serves for accepting one of 8 possible software
interrupts named from RST 0 to RST 7. As shown in Fig. 7, two multiplexers are
used: 4-input one for the hardware interrupts and 8-input one for the software
interrupts. The inputs in both multiplexers are 8-bit wide and they represent the
starting addresses of the corresponding interrupt service routines. The control
inputs for the software interrupts multiplexer are simply bits 5 to 3 from the IR. In
the other case, hardware interrupts priority, sensitivity and masking possibility
have to be considered [1]. For simulation sake, interrupt generators are just
ordinary flip-flops. We suppose that these flip-flops are persistent, which means
they hold the interrupt line high until they are reset. The easiest way to reset them
is to assign an address from the I/O address space to them and then issue an OUT
instruction in the corresponding service routine. The data in the accumulator is
insignificant since the 8-bit address represented by logic gates resets the flip-flop.
This address is OR-ed with the signal RESET OUT and the output of the OR gate
goes into the RESET input of the flip-flop. Figure 8 shows a test bench example of
simultaneous occurrence of two interrupts. The corresponding interrupt routines
only load a value in the accumulator depending on the interrupt being served. The
four hardware interrupt generators occupy the first four I/O addresses, the highest
priority interrupt on the lowest address. The interrupt mask register is next-to-last
in the regs array. Its value is 0a indicating that RST6.5 is masked. That is why the
RST5.5 interrupt service routine is called and value 03 h is sent to address 03h of
the RST5.5 interrupt generator. The contents of the I/O addresses can be seen in
the ioram array.

Fig. 6 Waveform diagram of the JZ instruction
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5 Implementation Issues

5.1 ID16 Sequential Design Problems

There were two possibilities for modeling the 16-bit incrementer/decrementer,
either as a combinational or sequential circuit. The former was chosen because of
the many problems encountered in the latter’s design. For example, the edge
dependence (either rising or falling) disables consecutive increments/decrements
in a clock period. Assuming an instruction that increments/decrements a register
and bearing in mind that the PC contents also have to be updated, a situation where
count direction change followed by data load in a clock period arises. Regarding
the fact that the two previously mentioned introduce spurious edges, thus
demanding an additional resetting to be provided in very short time interval, the
modeling of such sequential design is almost impossible. Even if it can be made,
its complexity would make it impractical. The same functionality can be achieved
with a combinational circuit where the non-edge sensitivity enables simultaneous
load, count direction change and increment/decrement function with instant
results.

Fig. 7 8085A hardware and software interrupts

Fig. 8 Simultaneous interrupt occurrence
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5.2 Hardware-Based Interrupt Acknowledgement

There was a prototype design of a hardware-based interrupt acknowledgement to
I/O devices. The design is shown in Fig. 9. The status signals S1, S0, IO=M and
INTA are put into an AND gate which is the input of a 1-to-4 demultiplexer. The
outputs of the demultiplexer are OR-ed with the RESET OUT signal and the
output from the OR gate is wired to the RESET inputs of the interrupt generators.
The control signals for the demultiplexer are the outputs of a priority 4-to-2
encoder where the priority list is set according to the Intel specification. Unfor-
tunately, this solution suffers from several major drawbacks. For example, if a
software interrupt appears first, and during the execution of the service interrupt
routine a hardware interrupt appears, the AND gate will be active (since INTA is
low only in T2 and half of T3), thus resetting the hardware interrupt flip-flop. Even
though interrupts are disabled during interrupt service routines, it would be con-
venient for the interrupt request which appears in meantime to remain, so it could
be detected after an EI instruction.

An obvious, but rather impossible solution for this problem would be disabling
the demultiplexer during the INA cycle. The impossibility of doing comes from
the fact that there is no way of distinguishing INA and BI cycles by their first T
state. Another, even bigger problem are the masked interrupts, since the correct
interrupt will be serviced in the processor, but the I/O device with the highest
priority will be acknowledged. The problem arises when this device’s interrupt is
masked which leads to wrong acknowledgment. An easy solution for overcoming
these problems is to use software based acknowledging with the OUT instruction
as described in Sect. 4.

Fig. 9 Hardware-based interrupt acknowledgement
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5.3 Direct TSB Pairs from PC to AB and ADB

Section 2.5 addressed the 8085A components integration and it was shown in
Fig. 2 that there are direct TSBs pairs between the PC and the AB and ADB
buffers. This is necessary in case a 4 T-states ALU operation which returns the
result in a register is executed. The contents of the program counter have to be
transferred to AB and ADB in order to fetch the next instruction. The limitation of
using 8-bit bus for this purpose implies two transfers, which means that one
transfer has to be done in the previous instruction. But during a 4 T-states ALU
operation the IDB is constantly occupied (PC increment, opcode placement in IR,
ALU operands load), therefore an alternative way for PC data placement in AB or
ADB has to be made. Even though there is a possibility of delayed opcode
placement, the insignificant save of several TSBs may result in severe timing
problems leading to malfunctioning.

5.4 SOD Flip-Flop Clock Input

Two alternatives for the clock input of the SOD flip-flop were considered. The first
approach is a classic one, to connect the SOE pin via TSB as one input of a 2-input
AND gate, the other input being the processor clock. The TSB enable input will be
active only during the T4 state of the execution of SIM instruction and if its level is
high, the processor clock will provide the clock input for the SOD flip-flop.
However, the specific implementation uses separate process to update signals
related to interrupts, so it would be inefficient to set the processor clock in that
sensitivity list [4]. The second approach is to make a circuit which generates
impulses. Two TSBs are used, one with the SOE as input and control input active
only during T4 state of SIM, the other one with constant low-level input and
control input which is inverse from the first one. So the clock level is always low
except during SIM, where ‘1’ on the SOE signal would provide rising edge which
would send the most significant bit of the accumulator to the SOD line of 8085A.

5.5 Time Delay Issues

Finally, the time delay issue should be mentioned. Time delay problems occur due
to the signal propagation through the gates and may become very severe if not
taken into account. One of the biggest problems are improper data latching (invalid
signal is latched on a rising/falling edge) or data loss due to enabled buffer whose
input is in high impedance state. The former could be resolved with delay tuning
using additional gates, while the latter could be circumvented with disabling the
buffer when a high impedance state input is detected.
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6 Conclusion

This paper gives genuine approach to the design of the 8085A hardware compo-
nents and their integration into a completely functional unit. Based on these
schematics a VHDL code is written for the processor [4]. For each component a
hierarchical design was used and their corresponding functionalities were tested in
Xilinx ISE simulator. Device utilization and timing summaries from the synthesis
on a Virtex 5 LX 110T FPGA board using Xilinx XST are presented in Fig. 10.

Fig. 10 Device utilization and timing summaries
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The execution of the assembler programs is actually various TSB enable inputs
manipulation. This design serves as a tool for the Microprocessor Systems labo-
ratory exercises. In order to simplify the assembler code insertion, programs were
written into j8085sim [5] and its output was parsed to correspond to the VHDL
code for initial program memory load. Some sample instructions, as well as
interrupts test bench results were also presented here. The complete instruction set
is tested in ISim both as separate instructions and as a part of a bigger assembler
program and so far there are not any execution errors. The stack operations, the
procedure call and return as well as the interrupts work fine.

Assembler programs with two or more hardware interrupts occurring simulta-
neously were made to test if the priority of interrupts is maintained and if the
correct interrupt generator device is being acknowledged. Last but not least, some
of the major issues encountered were discussed, along with an explanation why the
choice that was made for this specific implementation was the right one. The next
step is placing the processor on an FPGA board to see if the simulation results will
be confirmed in practice.
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A Novel Texture Description for Liver
Fibrosis Identification

Nan-Han Lu, Meng-Tso Chen, Chi-Kao Chang, Min-Yuan Fang
and Chung-Ming Kuo

Abstract In this study, the proposed texture description method is applied to
obtain the description of ultrasound images of hepatic parenchyma. The result of
performance characteristics for distinguishing liver fibrosis and normal liver is
shown. The diagnostic performance is accessed on two different approaches and
two set of parameters including CO-LBP 50 9 50, CO-RLBP 50 9 50, CO-LBP
75 9 75 and CO-RLBP 75 9 75. We find that CO-RLBP method is better than
that of CO-LBP method in overall accuracy.

Keywords Texture description � Ultrasound image � Liver fibrosis

1 Introduction

Medical imaging examinations including ultrasound, computed tomogram (CT),
magnetic resonance image (MRI), and angiography have been widely used to
evaluate the chronic hepatic parenchyma disease, especially ultrasound for early
examination [1–11]. These imaging modalities can be effectively instead of the
anatomic information of liver and detect the abnormal change of hepatic paren-
chyma including distortion of architecture and tumor mass. In Taiwan, there are
more than 100,000 peoples per year receiving the abdominal B-mode ultrasound
examination. In routine clinical practice, an objective and quantitative method of
evaluating liver fibrosis on B-mode ultrasound image will play an important first-
line role for follow-up of patients with CLD. If the ultrasound finds abnormal
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feature, the CT or MRI study is recommended for further evaluation. Meanwhile,
it is a non-invasive safest modality and can immediately assist the physician to
diagnosis according to the real time information of ultrasound images. For the
diagnosis of diffuse liver diseases ultrasound is commonly used, but visual criteria
offers low diagnostic accuracy, and it depends on the experienced radiologist.

Common features, including hepatic parenchyma echogenicity, texture, and
liver surface, are used to assess liver fibrosis on clinical B-mode ultrasound
practice. These features imply the subjective character of ultrasound interpretation.
The development of an objective method based on B-mode ultrasound images for
CLD staging classification is imperative. Recently, the quantitative identification
and classification of ultrasound images have become very desirable due to the
rapid development of computer and imaging technologies. Several studies have
reported the issue of quantitative ultrasound examination of hepatic fibrosis by
using of statistical data on the ultrasound echo signals [4], texture analysis of
B-mode images [5, 6], and fractal dimensions of the scattering signals [7], and
statistical analysis of signals [8].

For liver fibrosis identification, we need to extract the significant texture fea-
tures from the representative samples for detection and classification of liver
fibrosis. Therefore, in this paper, we will focus on the texture features extraction
and description. We propose a novel feature description technique based on new
developed co-occurrence LBP (local binary pattern) and RLBP (ambiguous local
binary pattern) texture feature. Then, according to the texture description of
training B-mode ultrasound liver image, a dominant component representation
based on statistics is introduced to classify the textures. The simulation results
show that the proposed method achieves superior performance for classification of
liver fibrosis than that of traditional algorithms.

2 Proposed Methods

Local binary pattern (LBP) is originally proposed for texture image segmentation
[10]. The binarization of LBP is a hard decision by thresholding center pixel, it is
very noise sensitive. For noisy image such as ultrasound image, it will strongly
affect the correctness of similarity. According to the drawbacks mentioned above,
we will propose a novel range local binary pattern (RLBP) to address the problem
of noise interference. In our work, we define an ambiguous range for the LBP
thresholding. Let T be the ambiguous range, Eqs. (1) and (2) are the calculation of
RLBP.

dnði; jÞ ¼
1 if pn� pcenter þ T
0 if pcenter � T\ pn\ pcenter þ T
�1 if pn� pcenter � T

8
<

: ; n 2 ði; jÞ3�3; ð1Þ
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RLBP i; jð Þ ¼
X7

n¼0

dnði; jÞ � 2n ð2Þ

where pn is the pixels in 3 9 3 mask, pcenter is the center pixel in 3 9 3 mask, 2n is
the weighting value in mask and dnði; jÞ is the decision results. The histogram of
LBP can be expressed as

HRLBP ¼ hRLBP kð Þh i k ¼ �255;�254; . . .; 255;

hRLBP kð Þ ¼ 1
M � N

XM

i¼0

XN

j¼0

d RLBP i; jð Þ � kð Þ

k ¼ �255;�254; . . .; 255;

ð3Þ

HRLBP ¼
X255

k¼�255

hRLBP kð Þ ¼ 1 k ¼ �255;�254; . . .; 255; ð4Þ

where M and N are the height and width of texture image, k is the RLBP value,
RLBP (i, j) is the RLBP value in (i, j) and hRLBP kð Þ is the normalized distribution of
the kth bin.

The most important difference in LBP and RLBP is the consideration of noise
introduced in ultrasound image. RLBP considers the noisy effect and create ‘‘0’’
to represent the value which is close to the ambiguous range of central pixel
value. RLBP provides two advantages. First, it can reduce wrong decision.
Second, it can capture the precise LBP for statistical analysis. Using the RLBP, it
can provide the convincing analytical result in the description of texture feature
under the condition of noisy effect. Therefore, we can expect that the proposed
feature representation will effectively address the noise interference in ultrasound
image.

2.1 LBP and RLBP Representation

To consider the texture distribution more comprehensively, we improve the LBP
and RLBP by using various dimensions to compute LBP. The new spatial
dimensions for LBP computation are with mask 3 9 3, 5 9 5 and 7 9 7, and be
expressed as LBP3 i; jð Þ; LBP5 i; jð Þ; LBP7 i; jð Þ

� ffi
, respectively. For LBP3 i; jð Þ, the

computation is the same as conventional LBP. In order to satisfy the computation
rule, the mask of LBP5 i; jð Þ or LBP7 i; jð Þ is simplified from a 5 9 5 or 7 9 7 to
3 9 3; the simplification scheme is shown in Fig. 1, where each element is cal-
culated by averaging the pixels value in mask.
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2.2 Co-occurrence Representation of LBP

We use the concept of co-occurrence matrix [5] to express the spatial relationship
of RLBP. According to the description of co-occurrence matrix feature, we can
clearly identify the relationship of spatial distribution between two texture fea-
tures. In order to achieve the co-occurrence representation, the conventional LBP
mask is decomposed into two sub-masks i.e., ‘‘cross’’ and ‘‘corner’’. As calculation
of LBP, the value of each sub-mask is given in Eq. (5) and (6).

cþðor�Þ
n ¼

1 if pn � pcenter

0 if pcenter � T \ pn \ pcenter þ T

� 1 if pn � pcenter � T

8
><

>:
ð5Þ

RLBPþðor�Þ i; jð Þ ¼
X3

n¼0

cþðor�Þ
n � 2n ð6Þ

where cþðor�Þ
n is the decision results for cross pattern (or corner pattern) and the

patterns are shown in Fig. 2. The histogram of RLBP can be expressed as:

hþðor�Þ
RLBP kð Þ ¼ 1

M � N

XM

i¼0

XN

j¼0

d RLBPþðor�Þ i; jð Þ � k
� �

k ¼ �15;�14; . . .15

ð7Þ

X15

k¼�15

hþðor�Þ
RLBP kð Þ ¼ 1 k ¼ �15;�14; . . .; 15 ð8Þ

Once the RLBP values for each types are calculated, we define a two dimen-
sional matrix to record the statistics of RLBP. Let the row and column represent
the ‘‘cross’’ and ‘‘corner’’ features, respectively. For simplicity the symbol
+(i) and 9(j) are used to represent the value of RLBP9 = i and value of
RLBP+ = j respectively.

Fig. 1 LBP5 i; jð Þ and LBP7 i; jð Þ, the elements in each mask reduce to one element by averaging
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PRLBP i; jð Þ ¼
þRLBP ið Þ and �RLBP jð Þð Þ;
� 15� i� 15 and � 15� j� 15

( )
ð9Þ

where PRLBP i; jð Þ is the element of co-occurrence matrix of RLBP with
RLBP9 = i and RLBP+ = j, respectively. In Fig. 2, we show a co-occurrence
matrix of RLBP with 3 9 3 mask, respectively. Because the RLBP is calculated
from three different dimensional respectively, the RLBP from different scale
should be merged by weighting sum to obtain the texture feature in various res-
olution. The LBP representation can be expressed as

CoPRLBP i; jð Þ ¼ 0:6� P3�3
RLBP i; jð Þ þ 0:3� P5�5

RLBP i; jð Þþ 0:1� P7�7
RLBP i; jð Þ ð10Þ

where CoPRLBP i; jð Þ is the combined co-occurrence matrix of RLBP by the scale
3 9 3, 5 9 5 and 7 9 7, respectively.

2.3 Dominant Component of RLBP

In order to achieve texture categorization, we need to find the characteristics of
feature distribution for each texture class and then input textures can be classified
according to the similarity measure of feature distribution. In our work, the
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Fig. 2 Co-occurrence representation of RLBP
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classification of texture feature distribution model is characterized by dominant
components of RLBP co-occurrence matrix. For training phase, we select the
training image from each class of texture, and then the class feature model is built
accordingly. For testing phase, the feature distribution of input image is calculated
and then classification by similarity measure with class model. To extract the
dominant components for class feature model, we select the number of S training
image from each class C, and express the dominant components as
Tc

s ¼ ftcs jc ¼ 1; . . .;C; s ¼ 1; . . .; S. We calculate the co-occurrence matrix
CoPRLBP i; jð Þ for each training image, and then binarize the matrix by thresholding
as Eq. (11):

BRLBP i; jð Þ ¼ 1
0

if CoPRLBP i; jð Þ� T
else

�
ð11Þ

where BRLBP i; jð Þ are the binarization matrix of CoPRLBP i; jð Þ. The T is the
threshold. The BRLBP i; jð Þ is binary feature matrix of texture image. We count each
element of binary matrix in all training images, the dominant components are the
elements that most frequently appeared in all binary feature matrix. Therefore, for
texture class, the dominant components are calculated from the training images by
counting the appearance number of 0 and 1. The appearance number can be
expressed as

bc 1

RLBP i; jð Þ ¼
XS

k¼1

XM�1

i¼0

XN�1

j¼0

d bc
RLBP�k i; jð Þ � 1

� �
" #

bc 0

RLBP i; jð Þ ¼
XS

k¼1

XM�1

i¼0

XN�1

j¼0

d bc
RLBP�k i; jð Þ

� �
" # ð12Þ

The dominant components is calculated by

DCc
RLBP i; jð Þ ¼

PS

k¼1

PM�1

i¼0

PN�1

j¼0
pc

RLBP�k i; jð Þd bc
RLBP�k i; jð Þ �max

� �
" #,

Max bc 1
RLBP�k i; jð Þ; bc 0

RLBP�k i; jð Þ
	 


and

max ¼ 1; bc 1
RLBP�k ¼ Max bc 1

RLBP�k i; jð Þ; bc 0
RLBP�k i; jð Þ

	 


0; else

�
; ð13Þ

where pc
RLBP�k i; jð Þ is the element of PLBP i; jð Þ, the k and c means the kth training

image in class c.
The similarity measure with dominant component is to calculate the overall

difference, it can be defined as,
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DRLBP ¼
X15

i¼�16

X15

j¼�16

CoPRLBP i; jð Þquery�DC c
RLBP i; jð Þ

� ����
��� ð14Þ

where CoPRLBP i; jð Þquery is the texture feature of query image. The similarity is
defined as the minimum distance.

3 Experimental Results

In our experiments, the test liver ultrasound images were obtained on Toshiba, Aplio
50, SSA-700A ultrasonic machine with a 3.5 MHz frequency convex abdominal
transducer. All images were of 560 9 450 pixels. Ultrasound images for different
liver cases were collected from patients with known histology and accurate diag-
nosis by expert radiologist from Department of Radiology, E-DA Hospital, Ka-
ohsiung, Taiwan. Also, this study was approved by the local Ethical Committee of
the E-DA Hospital (EMRP-101-018). We collected 84 cases in our study. Two set of
ROI images have been taken: normal liver and chronic hepatitis with 217(40 cases)
and 479(44 cases) images retrospectively. In order to perform fair comparison, we
select 200 ROI images to build up the test dataset from each set equally. In our work,
the performance indexes as in Table 1 were selected to evaluate the performance.

In the experiments, we compare the performance with various methods, as
showm in Table 2, we can easily find that the proposed method achieves best
performance. The results of overall categorization using LBP and RLBP methods
are shown in Table 3. LBP method achieves true positive rate (74.4 %), false
positive rate (49.35 %) and accuracy (63.02 %). RLBP-DS method shows true
positive rate (89.4 %), false positive rate (6.7 %) and accuracy (91.35 %).
According to the validated result, the proposed texture feature descriptors are very
useful for categorization of liver fibrosis and normal liver. Meanwhile, RLBP
method is apparently better than LBP method for all performance indexes.

4 Discussion and Conclusion

In summary, the new method is very helpful to increase the diagnostic accuracy in
clinically. In the future, we will continue to develop this research and to analyze
more ultrasound images in order to modify the parameters of our method for

Table 1 Representation of performance indexes

Liver fibrosis Normal liver

Positive True positive (TP) False positive (FP)
Negative False negative (FN) True negative (TN)
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optimization of our design. We will focus in some issues as follows: (1) to modify
the parameters of our method for optimization; (2) to improve the automatic
segmentation technique for computational cost; (3) to perform the verifying
experiment using more clinical ultrasound images.
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Topology Discovery in Deadlock Free
Self-assembled DNA Networks

Davide Patti, Andrea Mineo, Salvatore Monteleone
and Vincenzo Catania

Abstract In this paper we present a novel approach to topology discovery and
defect mapping in nano-scale self-assembled DNA networks. The large scale
randomness and irregularity of such networks makes it necessary to achieve
deadlock freedom without the availability of a topology graph or any other kind of
centralized algorithms to configure network paths. Results show how the proposed
distributed approach preserves some important properties (coverage, defect tol-
erance, scalability), reaching a segment-based deadlock freedom while avoiding
centralized tree-based broadcasting and hardware node hungry solutions not fea-
sible in such a limited nanoscale scenario. Finally, we quantitatively evaluate an
not-optimised gate-level hardware implementation of the required control logic
that demonstrates a relatively acceptable impact ranging from 10 to about 17 % of
the budget of transistors typically available at each node using such technology.
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1 Introduction and Motivation

DNA Self-assembled nanoscale networks [15] have been studied in the last years
as a promising technology due their huge potential computing capabilities and
different laboratory demos and prof-of-concepts architectures have been presented
(e.g. [12]). The main idea behind these networks is to exploit capability of DNA
sequences to self-assemble themselves in regular structures creating a scaffold
onto which nano-devices (e.g. nanowires and CNFETs [2, 4]) can be attached. This
can be achieved by designing appropriate complementary DNA tags for each
terminal to be placed, so that a nano device will be attached only where its own
DNA tag matches a complementary tag on the DNA grid scaffold. A detailed
description of the chemical properties involved is far beyond the scope of this
paper (see also [14]), so we will focus on the three main properties that charac-
terize these networks: (i) limited node complexity, (ii) large scale randomness, and
(iii) high defect rates.

The limited node complexity aspect is directly related to the use of comple-
mentary DNA tags in order to place circuit components: creating many different
tags would mean make them more similar to each other, increasing the probability
of incorrect/partial matching. To avoid this problem we should limit the number of
unique tags, thus limiting the complexity at each node. In particular, a budget of
about 10,000 CNFETs per node has been estimated in [8]. Large scale randomness
and high defect rates lead to huge networks where typical properties of regular
topologies cannot be guaranteed, e.g. a node being connected to a fixed number of
neighbors, having a determined orientation and so on.

These aspects of DNA-self assembled networks, together with their tera/peta
scale of integration technology, lead to some important implications to be
addressed from a Computer Architecture Design perspective: we have a theoretical
computational power of hundreds of thousands of nodes, but the execution model
should be based upon a distributed architecture of small computing and storage
nodes, randomly placed and interconnected. Since no regularity can be assumed in
such networks, a topology agnostic strategy that avoids deadlock should be
adopted in order to route data (e.g. instructions and data operands) among nodes.

In this paper we introduce DiSR, a Distributed Segment-based approach to
deadlock freedom in large scale DNA self assembled networks. Our contribution
aims to achieve the classical properties of a segment-based approach [9] without
requiring any topology graph, external defect map or centralized algorithm exe-
cution. So the DiSR approach is not intended to discover the ‘‘optimal’’ segment
choice (ideally reachable with the knowledge of the topology graph) but just to
demonstrate a concrete model that can fit into such complex, irregular and large
sized networks.
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2 Related Works

A lightweight strategy to achieve deadlock freedom is the use of turn prohibitions
[3]. In particular, authors of [11] exploits the creation of a spanning tree of the
topology, then placing bidirectional restrictions by avoiding a packet to traverse
the same link in both up and down directions. While the hierarchical nature of this
approach can lead to uneven traffic distribution, with many packets traversing
upper links (near to the root), this is quite acceptable in classical wide area net-
works topologies with a limited number of nodes. Other approaches such as FX
[13] mitigate this issue, but the set of turn restrictions is still prefixed, strictly
depending on the particular tree root selected.

In [9] authors present SR, an approach the solves these limitations by allowing
turn restrictions to be placed locally, independently from other restrictions. The
whole network is partitioned into segments, and each bidirectional turn restriction
can be freely chosen within a segment in order to guarantee deadlock freedom and
connected networks. This locality independence property, together with no
requirement of any particular tree/root choice, would make it the best choice for
the given scenario; however, its topology independency still requires the knowl-
edge of the whole network graph in order to find the segments.

Other solutions try to approach the issue of irregular topologies by limiting the
number or the location of missing links [6, 7], but restriction is clearly unac-
ceptable in a DNA self-assembled networks scenario. For the same reason, we also
avoid considering solutions based on virtual channels or hardware-redundancy to
dynamically recover defects as in [5].

3 Preliminary Concepts

3.1 Basic Idea

The main concept behind the kind of turn prohibition we want to achieve is the
Segment: it is basically a path of consecutive nodes and links. A segment S1 starts
with a link attached to a node which belongs to different segment S2, ending with a
link attached to a node belonging to a different segment S3. In other words, a
segment a path between connecting two other different segments. A exception is
the first segment established in the network, called starting segment which is a
loop beginning/ending on a particular node defined as bootstrap node. The idea is
to partition the network in a set of disjoint segments, and then placing a turn
restriction within each segment. It has been proved [9] that such a set of turn
prohibitions guarantees deadlock freedom and while preserving connectivity of the
network.

Describing the execution phases of DiSR from a top level point-of-view can be
useful to give an initial idea of the approach; however, some substantial issues
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should be pointed out. First, no centralized entity is globally aware of what is
going on, so the status of the DiSR execution is collectively distributed among the
nodes. Further, no defect map and/or topology graph is available as input, thus,
the topology has to be discovered while segments are created. Finally, at the end of
the execution no segment list is created: Each node is only aware of belonging to
some segment, ignoring the presence of other nodes in the same segment and even
the presence of other segments in the network. Roughly speaking, the execution of
can be described as the execution of the following phases: (1) Injection of the
DiSR process from upper layer to set a bootstrap node. (2) Bootstrap node
broadcasting to create the first segment of the subnet. (3) Parallel requests starting
from assigned node to discover other segments.

3.2 Message Types Required

The DiSR approach works with a distributed mechanism which is build upon an
exchange of small packets containing three simple fields: a packet_type encoding
the meaning of the control message, a segID of the segment associated to the DiSR
control message and a src_id representing the id of the node that originated the
packet. In particular as regards packet_type, we can have the following control
packets:

STARTING_SEGMENT_REQUEST: injected by the bootstrap node when
searching for the first segment.
STARTING_SEGMENT_CONFIRM: used when establishing the starting
segment.
SEGMENT_REQUEST: search candidates for a segment.
SEGMENT_CONFIRM: establish a segment.
SEGMENT_CANCEL: cancel the search along a specific link. A quantitative
analysis of the resources needed to implement these fields is presented in Sect. 5
when discussing the impact of the DiSR control logic and storage on hardware
implementation of the node.

3.3 Node Data Required

We distinct between two different kind of data stored at each node: Local Envi-
ronment Data (LED) and Dynamic Behaviour Status (DBS).

The LED is like a snapshot of the DiSR algorithm at each node, consisting in
the following variables:

• segID: a value used to specify the segment to which the node has been assigned
or is candidate for being assigned.
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• visited: a boolean value. When true a segID different from NULL specifies the
segment to which the node has been assigned.

• tvisited: a boolean value. If true, the node is being considered as candidate for a
segment, and the segID value specifies the segment id for which the node is
candidate.

• link_visited[]: an array of values representing information about attached links,
that is, the segID of the segment owning each link. When NULL, the corre-
sponding link has not yet been assigned.

• link_tvisited[]: an array of values representing information about attached links,
that is, the segID of the segment for which the link is candidate. When NULL,
the link is currently not tvisited.

In addition to the LED variables described above, further information should be
stored in order to capture the current dynamic behaviour of the node. This is
represented by DBS variable, which strictly depends on the LED data and the
events occurring at the node. The DBS can have the following values:

• Free: a node that has not been yet considered by the DiSR algorithm. The node
is not marked as visited/tvisited.

• Bootstrap: a node which has been explicitly set as bootstrap node from an upper
layer via.

• ActiveSearching: a node from which a find process of new segments has been
started and not yet cancelled or confirmed.

• Candidate: a node currently candidate for belonging to some segment with id
segid, not being itself the node from which the find process was started.

• CandidateStarting: same as above, but the node is currently being considered as
candidate for starting segment.

• Assigned: a node for which the segment has been determined. The segment
segID attribute value is set to some id X different from NULL.

3.4 DiSR Execution Model

In Fig. 1 is depicted the main events representing the execution model at each
node. The DiSR control packets described in the previous section trigger node
events, which eventually change DBS status according to the current value of LED
variables and the type of the packet received. The main DiSR phases, together with
a reference to the particular status transition shown in Fig. 1 is described in the
following.

Injecting bootstrap request: all nodes have an initial DBS status Free, except for
a node with status Bootstrap, set by some signal from an upper layer via (a). When
starting, bootstrap node changes its status to ActiveSearching (b), injecting a
STARTING_SEGMENT_REQUEST across one of its free links.
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Flooding: a node receiving a STARTING_SEGMENT_REQUEST, when Free,
forwards it to its free links and becomes CandidateStarting (g). Each of its free
links is then marked as tvisited with the segment id associated to the request. A
node that has already received a STARTING_SEGMENT_REQUEST packet can
simply ignore further packets associated to the same request, having already
contributed to the flooding.
Confirming the starting segment: If a STARTING_SEGMENT_REQUEST
reaches the bootstrap node (from a different link), the starting segment is found.
Then the bootstrap node sends a STARTING_SEGMENT_CONFIRM
packet along the link from which it received the request and becomes Assigned (c).
Each node receiving the confirm do same by changing its own status to Assigned
(l). So the confirmation packet is sent back from node to node and the starting
segment is created. Note: A node being CandidateStarting, when receiving a
simple (not starting) SEGMENT_REQUEST, can simply cancel its previous
CandidateStarting status and set itself as Candidate for that request (h), since this
new request means that the starting segment has already been found.
Injecting other requests: each node in the Assigned status can initiate a search for
a segment, by sending a new SEGMENT_REQUEST across one of its free links
(d). Note that since this is not the starting segment in this case the packet should
not reach the initiator, but just another Assigned node.
Setup of a segment: the find process is successful when an already Assigned node
receives a SEGMENT_REQUEST packet. Then, a SEGMENT_CONFIRM is sent
back along the path that originated the request (e), while the node remain Assigned
(since it could confirm more segments). Each node previously set as Candidate for
that segment id, when receiving the confirm packet changes its status to Assigned
(m) and forwards back the same confirm until it reaches the initiator of the request,
which changes from ActiveSearching to Assigned (c).
Failing while searching a segment: a node received a SEGMENT_REQUEST
packet but matched one of two the following conditions: the node is Free but has
no more suitable free links (thus can’t forward the SEGMENT_REQUEST) (f);
the node is candidate for another find process (i). In all these cases the node sends
back a SEGMENT_CANCEL along the proper link.

Fig. 1 DiSR node execution
model
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4 Simulation and Results

In order to quantitatively and qualitatively evaluate the proposed approach a
specific simulation environment has been developed, resulting in the open source
and freely available project called Nanoxim [10]. Nanoxim is a SystemC tool
based on a almost rewritten version of the Noxim Network-on-Chip simulator [1].
While some complex features have been removed (e.g. wormhole, congestion/
topology aware routing and selection strategies) new features specifically taylored
for the nanoscale scenario were introduced (e.g. the ability to simulate a random
network, the implementation of the DiSR to obtain the segment topology and the
support for defective links and nodes).

4.1 Experimental Setup

The following parameters have been taken into account when performing the DiSR
simulation:

Size of the network: number of nodes, on a range from 10 9 10 to 100 9 100
sized networks.
Defective nodes: the probability that a node is not working, thus having all its
links cannot be utilized during DiSR setup.
Bootstrap node: the node used from upper layer to inject the DiSR process. When
not explicitly investigating the impact of each single bootstrap choice, a set of
representative regions has been considered, e.g. the central part of the network and
the edge corners.
To present the results, the following evaluation metrics have been adopted:
Node coverage: this is the fraction of nodes that are assigned to a segment. In the
ideal case, all the non defective nodes should be assigned, so this metric is useful
to show how some disconnected regions can negatively impact on the whole DiSR
effectiveness.
Latency: this measures how the cycles required to complete the segment
assignment scales for increasing network sizes and defect rates.
Bootstrap node effect: this evaluates the impact of the chosen bootstrap node on
the node coverage.

Since the distribution of defects and thus the resulting topology is randomly
generated, a set of simulations with different seeds has been run for each system
configuration. We found that 20 repetitions are required in order to obtain statis-
tically significant results.
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5 Results

In this section we analyze the results in terms of node coverage and latency at
different network sizes, defect rates and bootstrap injection points. In particular
Fig. 2a, b show node coverage for DiSR and RPF tree based approach respec-
tively. While the first aim of DiSR is not to reach the optimal coverage, we still
can observe a quite good performance as compared to the tree based approach.
Note that defect rates beyond 25 % lead to many disconnected regions of nodes
that DiSR currently cannot handle. In any case, these defect levels should be
considered as worst case scenarios, so the achieved coverage of 0.5 is a satisfying
result for this first version of DiSR. On the other hand, the network size seems to
have a limited impact when defect rate do not introduce too much disconnected
regions.

The number of cycles required to complete segment mapping process is shown
in Fig. 2c, d. In this case comparison against tree-based shows better (lower)
values at different defect rates. Rather than the absolute numbers, what it’s more
interesting to observe is how DiSR latency scales with network size. For example,
going from 900 to 2,500 nodes, at the medium defect rate of 0.15, leads to an
increase from 3,000 to 4,500 cycles. It should be noticed also how the effect of
defect rate is increasing until the threshold of 0.25 is reached, meaning that until
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Fig. 2 DiSR (a) and RPF (b) node coverage, Latency of DiSR (c) versus tree based RPF (d)
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that limit DiSR finds it more and more difficult to complete the process due
increasing defective paths, but still discover new segments when let running for a
more extended amount of cycles. This behavior is not reported in the RPF based
approach, meaning that a tree based approach, although starting from higher
values, is less affected by defect rates (when low rates are considered). After the
0.25 threshold, the impact of entire disconnected regions becomes predominant
and both approaches become faster in completing the covering process, since far
less nodes can be actually reached.

6 Proof-of-Concept Hardware Implementation

To give an estimate of the overhead needed, we will focus on the control logic and
configuration registers needed to implement DiSR. In Fig. 3 is shown a sketch of a
possible implementation, which mainly consists in the following building
elements:

DBS block: it takes trace of the DBS state machine, consisting of a 3-bit register
(to cover six DBS values) and the requird combinational logic.
LED registers: a set of registers storing LED information. A special register
named Tflag indicating whether SegID value refers to visited or tvisited.
Control circuitry: this circuitry reads data from the fields of the incoming packet,
LED registers and the DBS, updating data when required. Then, the resulting Ctrl
Out drives the other communication resources for actuating the DiSR routing
operation.

Fig. 3 DiSR block
architecture
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Assuming a budget of 104 CNFETs for each network’s node [8] we estimated
the required resources to implement the entire DiSR block. A not optimized
behavioural HDL of the DiSR circuitry has been synthesized at gate-level. Con-
sidering the specific layout of each single logic elements (NAND, full-adder, latch
etc.), it has been possible to get a rough estimate of the number of transistors
necessary for the DiSR logic, showing an impact of about 17 % of the node
budget. Further, scalable storage structures can be used: for example, the number
of registers implementing the link_visited[] table follows the logarithmic function:
Nreg ¼ Nport � log2 Nð Þ; where Nport is the number of the router’s ports, N the
number of nodes. Finally, while this number is function of network nodes, the
control circuitry could be optimized in future designs of the block.

7 Conclusions

In this work we presented DiSR, a topology discovery approach to achieve
deadlock freedom in self-assembled nanoscale networks. Results showed how a
good coverage of the network can be obtained without requiring a centralized
approach or a topology graph as input. Finally, a draft hardware implementation
has been presented to evaluate the impact on the limited node size typical of the
assumed scenario.

References

1. Ascia, G., Catania, V., Palesi, M., Patti, D.: Neighbors-on-path: a new selection strategy for
on-chip networks. In Proceedings of the 2006 IEEE/ACM/IFIP Workshop on Embedded
Systems for Real Time Multimedia, ESTMED ‘06, pp. 79–84. IEEE Computer Society,
Washington, DC, USA (2006)

2. Bachtold, Adrian, Hadley, P., Nakanishi, T., Dekker, C.: Logic circuits with carbon nanotube
transistors. Science 294(5545), 1317–1320 (2001)

3. Cherkasova, L., Kotov, V., Rokicki, T.: Fibre channel fabrics: evaluation and design. In:
Proceedings of the Twenty-Ninth Hawaii International Conference on System Sciences, vol.
1, pp. 53–62. IEEE, New York (1996)

4. Cui, Yi, Lieber, C.M.: Functional nanoscale electronic devices assembled using silicon
nanowire building blocks. Science 291(5505), 851–853 (2001)

5. Ebrahimi, M., Daneshtalab, M., Plosila, J., Tenhunen, H.: Minimal-path fault-tolerant
approach using connection-retaining structure in networks-on-chip. In: Seventh IEEE/ACM
International Symposium on Networks on Chip (NoCS), pp. 1–8. (2013)

6. Koibuchi, M., Matsutani, H., Amano, H., Pinkston, T.M.: A lightweight fault-tolerant
mechanism for network-on-chip. In Proceedings of the Second ACM/IEEE International
Symposium on Networks-on-Chip, pages 13–22. IEEE Computer Society, Silver Spring
(2008)

7. Liu, C., Zhang, L., Han, Y., Li, X.: A resilient on-chip router design through data path
salvaging. In Proceedings of the 16th Asia and South Pacific Design Automation Conference,
pp. 437–442. IEEE Press, New York (2011)

310 D. Patti et al.



8. Liu, Y., Dwyer, C., Lebeck, A.R.: Routing in self-organizing nano-scale irregular networks.
J. Emerg. Technol. Comput. Syst. 6(1), 3:1–3:21 (2008)

9. Mejia, A., Flich, J., Duato, J., Reinemo, S.A., Skeie, T.: Segment-based routing: an efficient
fault-tolerant routing algorithm for meshes and tori. In: International Parallel and Distributed
Processing Symposium, Rhodos, Grece, 25–29 April 2006

10. Patti, D., Nanoxim: nanonetwork simulator. https://code.google.com/p/nanoxim/
11. Patwardhan, J.P., Dwyer, C., Lebeck, A.R., Sorin, D.J.: Evaluating the connectivity of self-

assembled networks of nano-scale processing elements. In: IEEE International Workshop on
Design and Test of Defect-Tolerant Nanoscale Architectures (NANOARCH 05) (2005)

12. Pistol, C., Chongchitmate, W., Dwyer, C., Lebeck, A.R.: Architectural implications of
nanoscale integrated sensing and computing. In Proceedings of the 14th International
Conference on Architectural Support for Programming Languages and Operating Systems,
ASPLOS XIV, pp. 13–24. ACM, New York, USA (2009)

13. Sancho, J.C., Robles, A., Duato, J.: A flexible routing scheme for networks of workstations.
In: High Performance Computing, pp. 260–267. Springer, Heidelberg (2000)

14. Seeman, C.N.: DNA engineering and its application to nanotechnology. Trends Biotechnol.
17(11), 437–443 (1999)

15. Yan, Hao, Park, S.H., Finkelstein, G., Reif, J.H., LaBean, T.H.: DNA-templated self-
assembly of protein arrays and highly conductive nanowires. Science 301(5641), 1882–1884
(2003)

Topology Discovery in Deadlock Free Self-assembled DNA Networks 311

https://code.google.com/p/nanoxim/


Automated Design of 5 GHz Wi-Fi
FSS Filter

Pavel Tomasek

Abstract This article presents a technique for analysis and automated design of
frequency selective surfaces. The approach allows to automate the whole process
of the filter design and frees the users from the detailed knowledge of the filter
design theory. Whole process of automation is implemented in Matlab. An opti-
misation of a band-stop filter for Wi-Fi communication on 5 GHz serves as a
practical example. Therefore the goal is to design a band-stop filter which ideally
does not transmit mentioned band of frequencies. The geometry of double-layer
Jerusalem-cross serves as a structure to be optimized.

Keywords Frequency selective surface � Band-stop filter � Local optimisation �
Planar periodic structures � Method of moments � Wi-Fi signal � 802.11

1 Introduction

Frequency Selective Surfaces (FSSs) are important spatial filters which can effi-
ciently filter desired band of frequencies. Therefore these can play a significant
role in electromagnetic related problems.

To briefly sketch the history, the beginning of FSS relates to Munk [1] which
was the guru of this approach. In the last decade, the idea of FSS has spread out
into many applications. Example of a band-pass FSS is in [2, 3] where the goal was
to transmit GSM signals through energy efficient windows. The first FSS absorber
was presented by Haupt [4], Knott and Lunden [5]. Kiani et al. [6] and Rafique
et al. [7] proposed a novel and compact design to obtain stable frequency response
by absorbing 5 GHz signals.
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In this paper the aim is to investigate the possibility of filtering of 5 GHz Wi-Fi
signal, and to present a process of automation of filter design which frees the users
from the detailed knowledge of the filter design theory.

The author has already experimented with filtering of 2.4 GHz Wi-Fi signal [8]
used in devices of standard 802.11b and 802.11g where are more interferences,
crowding, higher transmissivity and less expensive devices with respect to the
5 GHz wireless technology.

2 Statement of the Problem

Assume that there is a need to prevent transmission of Wi-Fi signal so that it
cannot spread out of a given room.

A 5 GHz Wi-Fi device communicating under standard 802.11a and newer uses
a specific channel which has frequency between 5.15 and 5.85 GHz [9]. Therefore
the goal is to design a band-stop filter which ideally does not transmit mentioned
band of frequencies.

3 Design of an Appropriate FSS

A double layer Jerusalem-cross is chosen as the schema to be optimized, see Fig. 1.
The first reason for this choice was in potentially better reflection in comparison
with a simple cross. The second reason was the relative simplicity of the model
which can be modelled by rectangular elements. In the Fig. 1a represents the width
and height of a cell, l is the total width and height of the Jerusalem-cross, w is the

Fig. 1 Schema of a cell
containing the
Jerusalem-cross
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width of an arm and le represents the length of the bar connected to the end of an
arm.

The electrical conductivity of the metallization is 56 MS m-1 and the thickness
is 17 lm. The relative permittivity of the dielectric layer is 1.0 and the thickness is
1.57 mm.

4 Optimization

A frequency range, an initial geometry with design variables (e.g. width and height
of the arms of the cross) and optimization goals must be set before performing the
optimization of an FSS filter.

The transmission coefficient depends on frequency and other parameters
forming the parameter vector of the filter which specifies the geometry (defined by
design variables). An optimization method searches for the set of parameters
which satisfies the given objectives, at least approximately, being thus in a certain
sense optimal.

An optimization goal is defined by a frequency range where the transmission
coefficient must be lower or greater than a threshold value set by the user.

In our experiment three optimization goals were modelled (also presented in
Fig. 2 together with results of initial configuration):

1. To pass frequencies from 1.0 to 4.7 GHz (threshold: -2.5 dB)
2. To stop frequencies from 5.15 to 5.85 GHz (threshold: -20.0 dB, this range

relates to the Q factor equal to 7.86)
3. To pass frequencies from 6.3 to 10.0 GHz (threshold: -2.5 dB).
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The initial values of design parameters with lower and upper bounds are men-
tioned in Table 1 where l = k1a and le = k2l.

In our work, optimization was performed numerically using an implementation
of local optimizer Levenberg-Marquardt (a possible alternative is fmincon [10] or
fminsearchbnd [11] which can be directly used in Matlab).

The settings of the optimization process:

• FunTol = 10-3, this represents the threshold tolerance
• MaxIter = 100, this constant is the maximal number of iterations
• NormStep = 0.06, this is the constraint on maximal norm of a step
• Constraints on design variables a, w, k1 and k2 respect the lower and upper

bounds mentioned in Table 1.
• Cost function used the method of moments [1, 12–14] to analyse and estimate

the FSS transmission coefficients

All computations by optimization were based on perpendicular angle of incidence
only.

In this study, we used FSSMR software [15] which was developed at Tomas
Bata University in Zlin and which analyses the planar periodic structures and tries
to optimize them with respect to the optimization goals.

5 Results

The optimization procedure results in a filter which suppresses well the central
channels of 5 GHz Wi-Fi. The first and the last channels are partially transmitted
(behind 5.15 and before 5.85 GHz), the attenuation is only around -14 dB what
can be considered as not so perfect but still good. Perfect suppression of signals on
these boundary frequencies can be processed in a further research. The final
transmission coefficients are presented in Fig. 3. Furthermore, Fig. 4 presents the
transmission coefficients of the final filter where the angle of incidence is not
perpendicular but equal to 15 degrees. The process of optimization in Matlab took
at about 30 h using an average computer.

Table 1 Description of design parameters (LB and UB stands for lower and upper bound)

Parameter Description Initial value LB UB

a The width and height of a cell (m) 0.025 0.01 0.04
w The width of an arm (m) 0.0018 0.0006 0.003
k1 The width parameter (k1 = l/a) 0.85 0.7 1.0
k2 The length parameter (k2 = le/l) 0.35 0.2 0.5
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The optimized values of design parameters are presented in the list below:

a = 0.0182 m
w = 0.0009 m
k1 = 0.899
k2 = 0.399.

Furthermore, from the design parameters we can compute the lengths l and le in
the following way:

l = k1a; l = 0.01636 m (the total width and height of the Jerusalem-cross)
le = k2l; le = 0.00653 m (the total length of an outer arm).
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6 Conclusion

A method of optimization of an FSS filter was proposed and tested on a problem of
filtering of 5 GHz Wi-Fi signal. An initial proposed solution (geometry of double-
layer Jerusalem-cross) was optimized and corresponding transmission coefficients
of optimized filter were shown.

It could be now simple to create a multi-layered FSS in which one set of layers
is devoted to reflect the 2.4 GHz and the other one is aimed at reflecting the 5 GHz
band. Thus the complete set of possibilities of Wi-Fi communication can be
restricted.

The results presented in this paper are quite promising. Presented method seems
to be suitable in design of any band-stop or band-pass filter and could help to find
solutions of other complicated electromagnetic problems. Anyway, further work in
this direction should prove this theoretical study by results of real measurements.

This work was supported by the internal grant of Faculty of applied informatics
at Tomas Bata University in Zlin: IGA/FAI/2014/005.
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Obstacle Detection for Robotic Systems
Using Combination of Ultrasonic Sonars
and Infrared Sensors

Peter Janku, Roman Dosek and Roman Jasek

Abstract An obstacle detection became one of the most important tasks in a
robotic system development. DistanceDetector is a device which can detect large
obstacles by utilizing a combination of ultrasonic sonars and infrared sensors. This
paper deals with the DistanceDetector description and reveals its hardware and
firmware structure, used technologies and provides a simple use case scenario.

Keywords Obstacle detection � Ultrasonic sonar � Infrared sensor � Robotic
systems

1 Introduction

The role of obstacle detection in robotic system is to increase autonomy and
decrease the probability of human error. Sensors for detecting obstacles can be
generally divided into two groups—the active and passive sensors. The active
sensors, such as radars and laser range finders have high performance and can give
distance measurement directly. They are, on the other hand, expensive, sensitive to
weather conditions and have problems with detecting small obstacles. The passive
sensors like monocular and stereo vision can provide more information about
environment, but requires more processing power [6].
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There are several known principles of active obstacle detection which are based
on emitting electromagnetic or mechanical waves and detecting their reflection.
Among the most used sensors are: infrared sensors, ultrasonic sensors and radars.
By combining several types of sensors it is possible to increase robustness of
system while eliminating drawbacks of chosen sensors [7]. Ultrasonic range
sensors have typically a 15–30� beam angle—to cover all directions, one of the
following strategies can be employed. First strategy is to place the ultrasonic
sensors in a ring of 12 or 24 sensors depending on desired accuracy [5]. The
second solution lies in placing one or more sensors onto rotating part and sampling
sensor results over given period to cover all directions [4].

Non autonomous robots are typically controlled via RC transmitter and recei-
ver, generating PWM1 signal which is simple to process. It is therefore possible to
read the controlling signal directly and augment it to void collision with obstacles.

The proposed system is not intended to replace human element altogether, but
to help user with robot control. Developed system should be easy to use to allow
robot control by people with little or no training. System does not have to accu-
rately pinpoint all obstacles, it’s main priority is to avoid collision with large
obstacles, such as walls. Because the ultimate aim is to allow it’s usage in inte-
grated rescue services, the solution shouldn’t be expensive. The final solution uses
combination of 4 ultrasound sensors for long range and 4 infrared light sensors
placed on servos for short range detection.

2 Used Technologies

2.1 Hardware Parts

The STM32F407VE2 microcontroller was selected as the compute base of the
obstacle detection system developed in this research. It consists of Cortex-M4 core
and a number of other built-in peripherals. Therefore, the developed device can
achieve high computing performance, whereas the current consumption and the
external size can stay very compact [2].

As was mentioned in previous section the combination of ultrasonic-base
sensors and infrared sensors was used as the detection device. The ultrasonic-base
sensor can detect obstacles on long range without high resolution; in contrast, the
infrared sensor is more accurate on small range.

The LV-MaxSonar-EZ03 unit was selected as the ultrasonic-base sensor. The
ultrasonic transmitter/receiver is placed on this unit as well as small compute
device. Thank to this the EZ0 sonar module can provide an automatic distance

1 Pulse Width Modulation.
2 http://www.st.com/web/en/catalog/mmc/FM141/SC1169/SS1577
3 http://www.maxbotix.com/Ultrasonic_Sensors/MB1000.htm
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measurement; moreover, the measured distance, detected by this sonar, can by
read by using it’s digital interface or by reading it’s analog voltage output level.

The Sharp 2Y0A024 device was selected as the infrared sensor. It provides
combination of an infrared diode and an infrared detector for the distance mea-
surement. The measured distance can be read as a voltage level on analog output
of this sensor.

Parts described above were supplemented by SD-card holder for data storing,
small I2C EEPROM memory and three communication interfaces (CAN, USB and
PWM). Other parts used in the developed device design are commonly used
discreet parts.

2.2 Software Parts

The FreeRTOS was selected as a base for the firmware development. It is a real-
time operating system, which is distributed as an open source. Most of application
parts are implemented in its ‘‘tasks’’ which ensures the system reaction in a final
time [3].

The CMSIS5-base libraries supplied by the MCU manufacturer were used for
internal peripherals control. These libraries contain set of easy to use procedures
for setting and using internal peripherals including Cortex-M4 and DSP core [1].

3 System Design Description

The DistanceDetector system was developed in two nearly independent steps. In
the first step the hardware parts of device were designed, manufactured and
completed. Consequently, the internal firmware development was made in the
second step.

3.1 Hardware Design

As can be seen on Fig. 1, the obstacle detection system was built as a one-board
electronic device. As was discussed in the previous section, the STM32F407 was
selected as the MCU.6 This unit was connected to the cascade of ultrasonic-base

4 http://sharp-world.com/products/device/lineup/data/pdf/datasheet/gp2y0a02_e.pdf
5 Cortex Microcontroller Software Interface Standard.
6 Main Compute Unit.
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sensors using an internal multichannel A/D converter; furthermore, the ultrasonic
sensors in the cascade were connected together by using sensor’s trigger inputs and
outputs. Due to this, only one sensor can provide measurement in one time. As a
result, there is no crosstalk between the sensors.

The infrared-base sensors were connected to the MCU by using internal an A/D
converter too. Because the infrared sensors have significantly narrower detection
field, they had to be mounted on servo-motors. Thank to this, they can be rotated
around a vertical axis and thus they can cover the same field as the ultrasonic
sensors. Servomotors were placed directly into cutouts in main board and were
connected to the timer-compare outputs of MCU; therefore, the PWM signal can
be generated by internal timers which has significant lower impact on firmware
computation complexity than PWM signal generated by firmware.

All discussed sensors were placed on board with special attention on their
position. As can be seen on Fig. 2 the final angle of detection field is exactly 180�.

3.2 Firmware Design

Because of usage of the FreeRTOS as a main part of the produced firmware, all
features of this firmware were separated into these three categories: automatic
procedures, user tasks and timers. The Fig. 3 shows the internal firmware structure
used in the DistanceDetector device.

The automatic procedures represents all features which can be done by the
internal peripherals without the main firmware attention or done in a short time in
the system interrupts. These procedures are used for generating PWM signals for
servo controls, converting analog sensor outputs into digital values and providing
base external communications (USB, CAN).

Fig. 1 Left Computer animation of hardware design. Right Manufactured device
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System timers includes simple firmware parts, which have to be run periodi-
cally. Developed firmware uses one system timer which implements onboard LED
light in PWM mode.

System tasks represents critical operations which have to be done in final time.
Therefore, three tasks are used in developed firmware.

The first task called xServoTask provides infrared sensors rotating. It calcu-
lates the right sensor angle, reads the measured distance and makes a stamp into
internal memory or an SD card.

Fig. 2 The radiation
diagram of ultrasonic sensors
placed on the developed
device

Fig. 3 Developed firmware
structure
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The second task called xMeasureTask collects all measured distances; more-
over, it calculates all necessary informations and provides programmed reactions.
For example it sets LED status, it calculates changes in PWM outputs (if PWM
communication is used) or it sends informations through other interfaces.

The last task called xMessageTask handles large messages sent through
communication interfaces. The size of these messages can be set in command line
interface provided through USB. For instance, the massage can be only the shortest
measured distance with corresponding angle or it can be large table periodically
refreshed including all measured values.

3.3 Distance Calculation

As was mentioned in previous sections ultrasonic and infrared sensors are con-
nected to the MCU through the internal A/D converter. This converter is set by the
software to work with a 12b resolution and it’s reference is connected to the
Ucc = 3.3 V. The input voltage Uin measured by the A/D converter can be cal-
culated as

Uin ¼
Ucc

212
� N ð1Þ

where N is the A/D converter output.
The ultrasonic sensor analog output voltage is generated with 9b resolution.

Therefore the the voltage level is defined as

Uout ¼
Ucc

29
� Dinch ð2Þ

where Dinch is detected obstacle distance in inches. Because the analog output is
directly connected to the A/D converter input, it can be assumed that Uout = Uin.

Ucc

212
� N ¼ Ucc

29
� Dinch ð3Þ

The final relation between a measured distance in inch Dinch and the value
measured by A/D converter N:

Dinch ¼
29

Ucc
� Ucc

212
� N ¼ N

23
ð4Þ

The infrared sensor relation between measured distance and output voltage is
shown in Fig. 4. For DistanceDetector purposes this graph can be separated into
the three nearly linear parts in which the output voltage is defined as:

326 P. Janku et al.



Uo ¼ Uomin þ
DUo

DL
� Lmax � Dcmð Þ ð5Þ

where Uo is output voltage level, DUo is the part voltage difference and DL is the
part distance difference and Dcm is real measured distance in centimeters. Because
the analog output is directly connected to the A/D converter input, it can be
assumed that Uout = Uin.

Ucc

212
� N ¼ Uomin þ

DUo

DL
� Lmax � Dcmð Þ ð6Þ

Dcm ¼
Ucc
212 � N � Uomin

� �
DL

DUo
� Lmax ð7Þ

4 Practical Tests

4.1 Desktop Application

To test the device, we developed a desktop application in C++ language and Qt
library. This application makes use of virtual COM port accessible through USB
port of device. Subsequently, received data are visualized in way which allows
easy orientation for users of application.

Fig. 4 Infrared sensor—
analog output voltage versus
distance to reflective object
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For each ultrasonic sensor there is an arc rendered with an angle of 45� and
radius matching the measured distance. Furthermore, results, measured by the
infrared sensors, are visualized in form of polyline.

4.2 Measured Results

The system, developed in this research, was tested in various scenarios and in
many use-cases. The first group of all performed tests was aimed to review sonar
sensor’s obstacle detection ability. These tests revealed a significant level of noise
in measured distances. This noise was induced by fake reflections inside detection
field. To reduce this noise, it was necessary to implement software filtrating on
measured data. Furthermore, the required filtering algorithm had to be simple
enough to fit memory and processing constrains inside device. Consequently, the
moving average algorithm was found sufficient for this noise level reduction. It is a
very simple algorithm which compute the average from the last four measured
distances. Finally, these tests recognized that the real minimal detected obstacle is
tube with 4 cm radius and real maximal detection distance is nearly 5 m. These
sensors are able to detect an obstacle outside this dimensions but the error prob-
ability is significant.

The second group of tests was aimed to confirm performance of infrared sen-
sors. These tests reveals that two sensors can sufficiently cover scanned field.
Therefore, next part of testing was made by using just two sensors. These mea-
surements confirmed that the noise level in infrared distance detection is signifi-
cantly lower than one in data obtained by sonar sensors. Thanks to this, the moving
average using only two last values can be performed. The maximal measured
distance in this case was 1.50 cm. This value is significantly lower than one
obtained by the ultrasonic sensors. Furthermore, infrared sensors gives huge
amount of information about detected obstacle. As can be seen in the Fig. 5, the
infrared sensors can determine the obstacle position, it’s scale and outline.

5 Limitations and Future Applications

The DistanceDetector is a powerful but cheap device for obstacle detection.
Despite it’s limitation it can bring huge amount of relevant data for further pro-
cessing. This project was concentrated to basic hardware and software develop-
ment for obstacle detection. Therefore, all software parts were programmed by
using conservative methods.

At the other side this applications can be basic part for further research in which
modern computing methods can be used. For example discrete digital filters can be
used for noise reduction or neural networks can be used for obstacle recognition.
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The data concentrated by DistanceDetector can be source of informations for
interactive map creation algorithms.

All parts of the developed firmware are written in language C; therefore, all
algorithms used now and in the future can be slightly divide between Dis-
tanceDetectors’s compute unit and supervised system.

5.1 System Integration

The developed DistanceDetector device can be implemented into existing robotic
systems in two ways. As can be seen in the Fig. 6a when the existing robotic
system use standard PWM signal to transmit command (for example if it uses
typical RC receiver), the distance detector can be connected into the PWM signal
path. In this case, the PWM signal is sampled by the DistanceDetector, it is
augmented by this device and then regenerated into robotic system. Size of this
impact can be set through the USB interface.

Fig. 5 DistanceDetector test result. Color sections are results from sonar sensors, polyline is
result from infrared sensors

(a) (b)Fig. 6 Distance detector
use-cases. a DistanceDetector
inserted between classical RC
receiver and robotic system.
b Distance detector directly
connected to the robotic
system original controller
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The Fig. 6b shows the situation, when the existing robotic system uses
intelligent controller with an USB or a CAN interface. In this case the Distance-
Detector is connected to original controller by this interfaces and it sends all
requested information immediately.

6 Conclusion

In this paper, we described an integrated board for detecting obstacles that is able
to cover 180� angle. It can successfully detect obstacles that are up to 6.5 m away.
When the detected object is closer than 1.5 m away, the measured distance is
further refined by infrared sensor. However, due to limitations imposed by selected
sensors, small obstacles may not be detected. Furthermore, the infrared sensors are
limited by minimal reflectance of obstacles. The device can be easily integrated
into various robotic systems such as quadracopters or robotic vehicles.

Acknowledgement This paper is supported by the Internal Grant Agency at TBU in Zlin,
Project No. IGA/FAI/2013/022.
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Automatic Sensor Configuration
for Creating Customized Sensor Network

Ketul B. Shah and Young Lee

Abstract A sensor network is expected to provide effective delivery of its ser-
vices by taking an appropriate action based on one or more situations that it senses
in the environment. However, due to the dynamism of application requirements
and user context, it is often required to re-configure services from a sensor network
to meet specific application needs. This paper is an attempt to enable dynamic
adaptation of sensor network services with a web-based database consists of
sensors’ MAC address, vendor ID and data frame. We propose a semantics-based
architecture where ASC connects with sensor and matches the received data with
the database and connects the sensor with the mobile device. ASC works on full-
duplex communication to observe sensors as well as control mobile devices. Wide
ranges of android and java libraries are capable to manipulate embedded systems
from smart-phones. It’s application in the field of education, security and sur-
veillance, environment research and military. In this paper, we represent the
structure and functioning of ASC for Bluetooth devices and its applications.

Keywords Android � Java � Sensor-network � Full-duplex communication �
Smart-sensors � Bluetooth � Wi-Fi � Web-server � Web-based database � Client-
server communication � HTTP request � HTTP response
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1 Introduction

Recent years have witnessed the emergence of computationally-enabled sensors,
along with the rapid development and deployment of applications that use sensor
data [1, 2]. A sensor network perceives the environment, monitors different
parameters and gathers data according to an application purpose. The capabilities
of a sensor network are not just limited to observing and forwarding raw sensor
readings. Sensor networks revolutionize sensing in a wide range of application
domains. They provide different services, ranging from home automation to pro-
cess monitoring, healthcare analysis, weather forecasting, military situation
awareness, and traffic control.

Sensor networks are often used in uncontrollable environments, whereby users
may not have precise information about the sensing data or network characteristics
[3]. Moreover, these properties can change over the lifetime of a network
deployment, due to events such as signal quality degradation, isolated failures,
resource addition, and sensor movement. As a consequence, sensor services must
be re-configured to make use of the new context information and resources. There
should be the provision to autonomously adapt, i.e. auto-configure, the sensor
network services according to application scenarios and context, with enhanced
accessibility and reusability.

The auto-configuration feature in a sensor network would enable autonomous
structuring of contextual information and resources thus making them available to
services. It is proposed as one of the means to make a system scalable and robust in
the presence of changes, supporting dynamic adaptation [4]. It also allows service
customization and supports employing semantic technologies. An auto-configu-
rable sensor network service can be built through a combination of process
changes, technology evolution, architecture and open industry standards.

Although there are several research works in the autonomic computing [5, 6],
model-driven engineering [7, 8], overlay networks [9], service computing [10, 11],
and sensor network [3, 12, 13] domains to deal with the self-properties of a system,
there is the need for a detailed architecture for auto-configuration of sensor ser-
vices. Our research is a step towards addressing this issue by making data frame
global to web server.

We propose a rich and powerful semantics-based architecture where ASC is
developing a single application with access to web-server and web-based database
that connects to a sensor or robot fetches required data from the database and start
communicating with the sensor or robot. So ASC can be seen as a kind of appli-
cation that downloads driver software upon connected with the sensor or robot.

In Fig. 1, ASC block diagram is mentioned. It consists of mainly five building-
blocks: Web-server, Sensor-array, Physical entity (Robot), Mobile device and
Web-based Database. Mobile device is can be seen as a user-end. Web-server is
the main entity of ASC project. Web-based database is forbidden from direct use
from user-end. Only web-server is capable to communicate with the database.
Sensor-array is a physical smart-sensor network. Here, note that Robotic device
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and sensor array are two different concepts but they can work together or sepa-
rately. Further in this paper, all the building blocks are explained in detail.

The rest of this paper is structured as follows. Section 2 sets a comparative
analysis of related work to highlight the novelty of our work. It is followed by sets
the stage by detailing design considerations and our approach for auto-configu-
ration of sensor services in Sect. 3. The proposed architecture and associated
research challenges are presented in Sects. 4 and 5, respectively. The paper is
concluded in Sect. 6.

2 Related Work

Most existing methodologies for system and service configurations are focused on
a specific engineering technique. Some of them are largely not extensible and do
not support dynamic adaptation to the specific characteristics of individual
application scenarios and context.

Semantically-enabled Heterogeneous Service Architecture and Platforms
Engineering (SHAPE) [14] provide an integrated development environment that
brings together the Model-Driven Engineering (MDE) methodology with the
Service-Oriented Architecture (SOA) paradigm. The Real World Internet [15]
project focuses on the management, scalability, and heterogeneity of devices and
users. It aims to facilitate the dynamic creation of context and actuation services
from elementary sensing, actuation, processing and reuse of sensor resources for a
large number of applications. The OPPORTUNITY [16] project aims to build
goal-oriented sensor assemblies that are spontaneously arising and self-organizing
to achieve a common activity or context recognition goal. Hydra [17] follows a
semantic Web-based self-management approach, supported by a set of self-

Fig. 1 Block diagram of an
ASC
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management context ontology. The CONNECT [18] project focuses on enabling
automated protocol mediation through a formalization technique to enable
seamless system composition. The SANY consortium [19] provides a standard
open architecture and a set of basic services for integration of sensors, sensor
networks, and sensor services. It also recognizes the OGC’s Sensor Web En-
ablement (SWE) [20] as one of the key technologies to support self-organizing and
self-healing in sensor networks.

While our work is related to these research projects, we differ in that the service
customization and configuration techniques in the above projects are limited to
low-level technical aspects, whereas we seek to insulate client applications from
the low-level details. Some of the above works use SensorML or XML-based
descriptions of sensor configurations, which is not usable in our context due to not
supporting reasoning and vocabulary of semantic descriptions.

In recent years, a few research work have explored the use of semantics for
sensor networks and publish/subscribe systems, such as semantic-based service
framework for query processing [21], sensor plug and play [22], semantic filtering
in an XML-based publish/subscribe infrastructure [23], an ontology-based publish/
subscribe system [24], semantic-enabled publish/subscribe middleware [25, 26],
and semantic-based publish/subscribe systems [27, 28]. While they are appealing,
none of them focuses on the auto-configuration aspect as we do. Many of them do
not make use of reasoning or domain knowledge in anthologies to aid the iden-
tification of semantically relevant service configurations and matching them to
subscribers. Moreover, most of them suffer from scalability limitations with the
increase of system size, and usually do not work well under a large number of
application subscriptions and a high volume of service configurations. In our work,
we aim to address these limitations.

3 Auto-configuration of Sensor Network Services

The auto-configuration ability can assist a sensor network service to dynamically
adapt to the changing environment, including the deployment of new components
or the removal of existing ones, or sudden changes in the system characteristics.
These variations can happen either as random, periodic events or gradual evolu-
tionary changes in the system. The underlying principle for building auto-con-
figuring sensor network services is to provide fundamental mechanisms upon
which other networking and system services may be spontaneously specified and
reconfigured [29]. To make a sensor network service auto-configurable, the fol-
lowing conditions must be met:

• The tasks involved in the configuration of a service are automated.
• The automation process is initiated based on situations that can be observed or

detected in the sensor network system.
• An authoritative entity in the sensor network must possess sufficient knowledge

of sensor network service configuration, resources, policies, and observed data.
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On satisfying these conditions, it is possible to assemble the automated func-
tions in a set of composed processes to allow a sensor network service to be auto-
configurable. These processes can be governed to collect necessary details from
the system, analyze them to determine the required configuration changes for a
sensor service, create a plan or action sequence specifying the necessary changes,
and perform those actions.

3.1 Our Approach

Semantic technologies [30] are often used to enable sensor network services and
applications by providing a universally accessible platform that allows data to be
shared and processed by automated tools, and by providing machine-understandable
semantics of sensed data for automatic information processing and exchange. Fig-
ure 2 shows automatic configuration of smart sensor with ASC. Here, note that if
sensor is not automatically configured, it is possible to configure it manually in ASC.

Each sensor in the market has one of these identities attached with it: (1) Serial
Number, (2) Vendor ID, (3) Product ID or (4) MAC Address. If we have one of
these three parameters, it is possible to identify the sensor and its operating
characteristics. We have implemented this idea to make ASC compatible with any
type of wireless digital sensors. Idea here is when sensor connects with mobile
device; it gets these three parameters from the sensor and sends it to the Web-
server. It is here assumed that a web-based database has all sensor data according

Fig. 2 Configuration process of an unknown sensor
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to these three parameters. So server sends these parameters to the database and
requests the data frame. In response to this request database sends the sensor data
frame and this in turn sent to the mobile device. Here we assume that a kind of
driver software is installed on mobile device for that particular sensor. So the
application is ready to communicate with the sensor. Following code, when
simulated, finds the name and address of sensor to be connected:

BluetoothAdapter mBtAdapter = BluetoothAdapter.getDefaultAdapter();
mBtAdapter.cancelDiscovery();
String name = ((bluetoothDevice) v).getName().toString();
String address = name.substring(info.length() - 17);
IMOSEActivity.sensorAddress = address;

Once device name is obtained, it is sent to the server. Server searches for the
data frame for the sensor name received and returns back the sensor data frame. If
no data is found, it sends null data. In this case a manual configuration is required.
Once data frame is received, following code will connect the sensor with the
mobile device.

Intent intent = new Intent();
intent.putExtra(EXTRA_DEVICE_ADDRESS, address);
setResult(Activity.RESULT_OK, intent);
finish();

4 Proposed Architecture

The aim of auto-configuration is that the service will re-configure itself so as to
again either satisfy the changed application context, scenario, and/or environment.
The requirement specification for an auto-configurable sensor network service is
not only functional behavior, but also those non-functional properties such as
response time, performance, reliability, security, and that requirement may well
include optimization. Based on the design considerations in Fig. 2, we present
architecture for auto-configuration of sensor services, comprising two key layers.

4.1 Web-Server and Web-Based Database

Web server is the main part of the ASC application. As smart sensors and smart-
phones both are capable of network connectivity, web-server can be used to
manipulate all ASC functions. Earlier web-servers used in other mobile applica-
tions are static and can communicate with mobile application in pre-defined
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manner and in pre-defined data types [31-46]. So ASC web-server is designed to
be as much flexible as possible to communicate with any type of data. It can be a
sensor reading of type integer, string, single character, float, double or it might be a
command dispatched to a mobile robot.

ASC web-server works as a data exchanger and transmits whatever data it
receives. Data received by web-server is also stored to a web-based database. It
responds to the request dispatched by either mobile device or sensors. When sensor
is communicating directly with server, it stores sensor data to database and when
HTTP request comes from mobile device, it gives sensor readings to the mobile
device with HTTP response. In case of controlling robot, it receives commands
from mobile device as HTTP request and dispatches the same command to robot as
HTTP response and vice and versa.

This database works as a log register for ASC application. All data transactions
done by ASC are stored by database in correct order with date and time; so
required data can be pulled out from the database when needed. This database is
not accessible directly by any other entity. Database is solely connected to web-
server and responds only to requests dispatched by web-server.

4.2 Connecting to Physical Entity (Robot)

ASC, as mentioned earlier, also supports full-duplex communication through
Bluetooth or Internet. ASC is capable of sending data to or receiving data from
remote hardware (technically a robot) that is capable of receiving data through
Bluetooth or Internet. In case of Bluetooth, ASC sends data directly to the
Bluetooth module of the remote hardware. Web-server or Web-based database
does not play any role here. But in case of Internet, ASC sends data to the web-
server, which in turn passes that data to remote hardware. However, web-based
database does not play any role here. Note that, Web-based Database is used only
when connecting to an unknown sensor for the first time. Once driver is installed, it
is not used at all in further operation.

5 Research Issues and Engineering Challenges

Several research and engineering challenges are associated with the lifecycle of an
auto-configuring a sensor network service. They lie in the observed measurements,
in the construction of sensor service configurations, in the generation and selection
of alternative configurations and action plans, and overall in the operational
activities for ongoing adaptation during the lifetime of a sensor network. This
lifecycle (Fig. 3) begins with the design and implementation, proceeds to instal-
lation, configuration, monitoring, upgrading, and ceases in decommissioning of a
sensor service.
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Implementation: This phase involves service design, testing and verification.
The runtime infrastructure should leverage distributed components to create an
optimal configuration according to both application requirements and context. It
should also allow uniform access to data by applications, irrespective of the data
format, source or location.

Installing and configuring: This phase involves bringing up a service to an
operational state with minimal user involvement. It requires explicitly stating a
user subscription to correspond to a published configuration in a formal request
language. To enable this, a sensor service will entail a bootstrapping process that
begins with the configurations registering itself with the AE. The service may also
interact with AE to discover other services and dependencies it needs to complete
its initial configuration.

Monitoring: This phase is included in the auto-configuration management,
governed by AE. It involves monitoring configuration changes for sensor network
services. This is an essential stage for enabling auto-configuration ability for a
service. When coupled with event correlation or decision theory, the monitored
information is useful for problem identification and recovery during system faults.

Service upgrade: The auto-configuring sensor network services may require
upgrading them from time to time. They may subscribe/interact to an alert service
that provides information on the availability of relevant upgrades and decide for
themselves when to apply the upgrade, possibly with guidance from AE.

Decommission/replacement: Alternative to an upgrade process, sensor network
services could be implemented afresh as part of a system upgrade, removing
outdated services only after the new ones obtain a proper working status.

Lifecycle management: AE performs simultaneous activities to schedule and
prioritize operations. A user interacts with a service via an appropriate interface
provided by AE and retrieves the service description directly from the service. As

Fig. 3 Lifecycle of a self-
configurable sensor network
service

338 K. B. Shah and Y. Lee



per the node composition rule, the sensor service is configured and invoked
according to application scenarios and context. During the lifetime of the system,
services are dynamically reconfigured in response to sensed observations and
system changes.

6 Conclusion and Future Work

ASC is successfully simulated on a heart-rate monitor sensor manufactured by
Zephyr Technology Corporation [33]. This sensor takes reading of heartbeats and
transmits it over Bluetooth. According to program created on ASC, application
interfaces with Zephyr sensor and receives these readings from it. All of the
simulations are carried out in Nexus-7 tablet manufactured by Asus Company.
Simulations are carried out on Android 4.2 Jelly Bean operating System. Some
functions of ASC application are dependent on Hardware on which it is running. It
is assumed here that the sensor data is pre-defined in the Web-based Database.

Step-by-step Working:

1. First ASC searches for Bluetooth sensors.
2. Once searching completes, it connects to the sensor.
3. Once sensor is connected, it receives one of the following details given in first

four columns.
4. ASC sends these data to Web-server which matches received data with data

store in Web-based database (see Fig. 4).
5. If match is found, it returns rest of columns until a blank column is detected to

the Mobile device.
6. Received data is manipulated and then sensor is successfully configured with

the mobile device.

Above sample database displays the values for the Zephyr heart rate monitor
sensor. This simulation is successfully conducted on ASUS Nexus 7 tablet. As
shown in database first four columns are used in comparing data received from the
sensor. For now, consider only first column and ignore rest three columns. Once a
match is found, rests of columns (until a null column is found) are sent to the

Fig. 4 Sample Web-based database showing Zephyr Heart rate monitor sensor details
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mobile device. In database first column displays the title for the data to be dis-
played to the user in ASC. The second row displays the location of the data. For
example for Heart-rate it is ‘‘12, 2’’. That means whatever data frame the sensor is
transmitting to the mobile device, the heart-rate information is on 12th byte and it
is 2 bytes long. So ASC can manipulate the frame and find corresponding data
from data-frame by fetching 12th and 13th byte.

Moreover, current version of ASC is capable to communicate with only smart
sensors. In future ASC device (see Fig. 5) is to be developed which will be capable
of interfacing small-scale electrical sensors -which are not smart-sensors. This
device will consist of a digital comparator, Analog to Digital Converter and a
wireless transmitter.
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Abstract The use of the user’s environmental and physical context can reveal
important information to enhance Mobile Information Retrieval. However the
typical mobile search process integrates all gathered information about the user’s
context. These approaches do not take into account user’s intention behind the
query, which decreases their reliability and effectiveness in terms of leading to the
appropriate user’s information need. In this paper, we study the problem of finding
a set of user’s context information allow to disambiguate user’s query. These
contextual informations, that we call relevant dimensions, can help to personalize
the mobile search process. To this aim we develop a context filtering approach
CFA. The problem of finding such set of dimensions can be assimilated to a
context filtering problem. We propose a novel measure that directly precises the
relevance degree of each contextual dimension, which leads to finally filter the
user’s context by retaining only relevant. Our experiments show that our measure
can analyze the real user’s context of up to 6,000 of dimensions related to more
than 2,000 of user’s queries. We also show experimentally the quality of the set of
contextual dimensions proposed, and the interest of the measure to understand
mobile user’s needs and to filter his context.
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1 Introduction

Mobile computing becomes an interesting topic of research driven by the innova-
tion. In fact, there is a growing market of Internet connected mobile devices and web
search are the most used service. However, this explosive growth has lead to a new
challenge facing mobile users. That is a need for Information Retrieval enhance-
ment taking into account the mobile context and mobile devices characteristics.
Mobile individuals using PDA, iPad, iPhone or others devices to search for infor-
mation differ from users of desktop computers, they have some distinct character-
istics: less patience and typically use 1–2 keywords maximum per web search.
Thereby, their queries are often short and ambiguous that traditional search engines
cannot guess their information demands accurately. For such reason, an interesting
aspect emerging in Mobile Information Retrieval (Mobile IR) appeared recently,
that is related to the several contextual dimensions that can be considered as new
features to enhance the user’s request and solve ‘‘the mismatch query problem’’ [1].

While, in the mobile information environment, the context is a strong trigger for
information needs. So, the question is ‘‘What contextual dimensions reflect better
the information need and lead to the appropriate search results?’’ In this paper, we
focus our research efforts on an area that has received less attention which is the
context filtering. We have brought a new approach that has addressed two main
problems: how to identify the user’s context dependency of mobile queries? And
how to filter this user’s context and select the most relevant contextual dimen-
sions? In fact, our hypothesis is that an accurate and relevant contextual dimension
is the dimension that provides an interesting improvement in retrieved results (cf.
Sect. 4). Those dimensions can improve the quality of search. They help to pro-
pose to the user results tailored to his current context.

The remainder of this paper is organized as follows. In Sect. 2, we give an
overview of related work which address Context-centered mobile web search. We
describe in Sect. 3, our context model. Then in Sect. 4, we present our Filtering
approach. Then, in Sect. 5, we discuss experiments and obtained results. Finally,
by Sect. 6, we conclude this paper and outline future work.

2 Context-Centered Approaches for Mobile Information
Retrieval

The work on context-aware approaches focuses on the adaptation of Mobile IR
systems to users needs and tasks. These approaches modelize the user’s current
context, and exploit it in the retrieval process. The Related work in the domain can
be summarized in terms of three categories. Firstly, approaches which are char-
acterized as ‘‘one dimension fits all’’. They use one same contextual dimension to
personalize all search queries. Secondly, approaches such as [2, 3] that exploit a
set of predefined dimensions for all queries even these latter are submitted by
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different users in different contexts. Finally, approaches that are performed to the
aim of filtering the user’s context and exploit only the relevant information to
personalize the mobile search. In this category, our work has proceeded in terms of
filtering the mobile context and identifying relevant dimensions to be latter using
in contextual ranking approach.

The ‘‘one dimension fits all’’ approaches consider user’s mobile context as one
dimension at a time sessions. In this category, several research efforts are builded
to modelize the current user’s situation, where location is probably the most
commonly used variable in context recognition. Some of these approaches such as
Bouidghaghen [4], Welch and Cho [5], Chirita et al. [6], Vadrevu et al. [7] and
Gravano et al. [8] have build models able to categorize queries according to their
geographic intent.

With the aim of recognizing user’s intention behind the search, the use of a
unique predefining context’s dimension is not accurate. For example, when a
mobile user is a passenger at the airport and he is late for check-in, the relevant
information often depends in more than time or localization. It is a complex
searching task. So, it needs some additional context dimensions (e.g., flight
number inferred from the user’s personal calendar or numeric agenda). For such
reason, the second category of approaches propose to use a set of contextual
dimensions for all queries and do not offer any context adaptation models to the
specific goals of the users. Several works in this category use ‘Here’ and ‘now’,
both as the main important concepts for mobile search. Thus, Coppola et al. [9]
and Castelli et al. [10] projects operate including Time and Location as main
dimensions besides others. Most of these approaches use classification, machine
learning techniques for context modeling. A few studies have tried to use
semantics and ontological modeling techniques for context such as Gross and
Klemke [11], Jarke et al. [12] and Aréchiga et al. [13].

While all aspects of the operational mobile environment have the potential to
influence the outcome search results, only a subset is actually relevant. For such
reason, the last category of approaches such as [14, 15] are proposed to identify the
appropriate contextual information in order to tailor the search engine results to the
specific user’s context. Kessler [14] approach is built to automatically identify
relevant context parameters. He proposes a cognitively plausible dissimilarity
measure ‘‘DIR’’. Another research effort, Stefanidis et al. [15], specify context as a
set of multidimensional attributes. They identify user’s preferences in terms of
their ability to tailor with the context of a query.

In order to improve understanding the user’s needs and to satisfy them by
providing relevant responses, we propose a novel model inspired by the last cat-
egory of approaches. It allows to define the most relevant and influential user’s
context dimensions for each search situation. Comparing to the previously dis-
cussed approaches, our main contribution is to filter the mobile user’s context in
order to tailor search results with the intention behind his query. We formulate the
context filtering problem as the problem of identifying those contextual dimen-
sions which are eligible to encompass the user’s preferences. We provide a new
score that allows to compute the relevance degree of each dimension. The idea is:
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‘‘the more relevant the context dimension is, the more effective the personalized
answer can be’’.

3 Context Model

Within Mobile IR research, context information provides an important basis for
identifying and understanding user’s information needs. The key notion of context
may have multiple interpretations.

In this paper, we adopt the definition of [16] in which the context is: ‘‘Any
information that can be used to characterize the situation of an entity. An entity is a
person, place, or object that is considered relevant to the interaction between a user
and an application, including the user and applications themselves’’. In our work,
the context is modeled through a finite set of special purpose attributes, called
context dimensions ci, where ci 2 C and C is a set of n dimensions {c1, c2, …, cn}.

For instance we adopt a context model that represents the user’s context by only
three dimensions Location, Time, Activity. In our model, the user’s current context
can be considered as the current state at the time of the query submission. For
example, when a query such as ‘‘Restaurant’’ is formulated by a parent, his current
situation can be definite as Location: Sousse—Tunisia; Time: Evening-12/09/
2012; Activity: Outing with family. We present in the next section our filtering
model including the main features that allow to filter the user’s current context and
specify the most relevant dimensions to narrow the search.

4 Context Filtering Process: CFA Approach

A user’s context is multidimensional and contains lots of dimensions. All those
dimensions are changing from one situation to another and may have an important
effect for a query and haven’t the same importance for another. Hence, in order to
identify contextual dimension efficiency, we propose to measure their ability to
enhance retrieved results. Thus, we measure their ability to enhance the query
languages models (cf. Sect. 4.2). To this aim, we execute the following steps.

Step 1: We begin by selecting the top N (cf. Sect. 5) search results of initial user’s
query (Qin).

Step 2: In the second step, we refine the query by adding one contextual
dimension ci at time. We obtain a refined query (Qci ) for which we select
also the top N search results.

Step 3: We measure the effect of the dimension ci on the query outcomes by
comparing the search results of both initial query (Qin) and refined query
(Qci ) using two features which are the Content and the Preferences Rele-
vance (cf. Sect. 4.1). The assumption is that the more the dimension
enhance the Content and Preferences Query profiles the more it is relevant.
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Step 4: We introduce a new metric measure (cf. Sect. 4.2) that combines both
Content and Preferences Relevance to define a Relevance score that
allows to specify the type of a dimension (Relevant/Irrelevant).

Step 5: After repeating the previous steps for all contextual dimensions ci 2 C,
finally, we select the relevant dimensions that have the higher relevance
measure. Those will be used in personalization process as the relevant
current user’s context.

4.1 Features Set

According to Diaz and Jones [17]: ‘‘One way to analyze a query is to look at the
type of documents it retrieves’’. On basis of this rules, we infer that the best way to
analyze a context dimension is to look at its effect on the query. Thence, its effect
on the type of documents the query retrieves. In our work we use the language
model approach [18] to filter the context by examining the dimension effects on
the top N documents (cf. Sect. 5) of retrieved results. We offer two types of
filtering features as follows.

Content Relevance Features
Content Query Profile: According to Lavrenko and Croft [19], in a language
modeling context, we rank the documents in a collection according to their like-
lihood of having generated the query. Given a query Q and a document D, this
likelihood is presented by the following equation:

P QjDð Þ ¼
Y

w2Q

P wjDð Þqw ð1Þ

We denote, qw as the number of times the word w occurs in query Q which was
restricted to 0 or 1. A document language model P(w|D) is estimated using the
words in the document. This ranking allows to build a query language model,
P(w|Q), out of the top N documents as follows.

P wjQð Þ ¼
X

D2R

P wjDð Þ P QjDð ÞP
D2R

P QjD0ð Þ ð2Þ

Where R is the set of top N documents (cf. Sect. 5). This query language model,
computed over all the query terms, is called ‘‘the Content Profile of the Query Q’’.

Content Relevance of Dimension ci: The Content Relevance Feature is a
Kullback-Leibler divergence, between the Content Query Profiles (unigram dis-
tributions) of (Qin) and (Qci ). (Qin) is the initial query submitted by the user. (Qci )
is the refined query by adding the contextual dimension ci to (Qin). The Content
Relevance Feature is a gap presented as follows.
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Dkl P wjQcið Þ;P wjQinð Þð Þ ¼
X

w2Q

P wjQcið Þ log
P wjQcið Þ
P wjQinð Þ ð3Þ

where P wjQinð Þ, is the language model of the initial query, used as a background
distribution. Thus, P wjQcið Þ is the language model of the refined query.

Preferences Relevance Feature
Preferences Query Profile: We are interested in describing the effectiveness of a
query to return results related to user’s preferences. E.g., Searching for some
‘‘events’’, the mobile search system must take into account the user’s preference
‘‘Art’’. Hence relevant retrieved results must contain cultural or musical events. By
analogy with the ‘‘Content Query Profile’’, we create a ‘‘Preferences Query Profile’’
described as the maximum likelihood estimate of the preference profile model.

P̂ PrejQð Þ ¼
X

D2R

P̂ PrejDð Þ P QjDð ÞP
D2R

P QjDð Þ ð4Þ

Where ‘‘Pre’’ is a term that describes a user preferences category from a data
base containing all user’s preferences (his profile). For example if a user is
interested by ‘‘Music’’ a set of terms such as (Classical songs, Opera, Piano,
Saxophone) are defined as ‘‘Pre’’. The maximum likelihood estimate of the
probability ‘‘Pre’’ under the term distribution for document D is:

P̂ PrejDð Þ ¼ 1 if Pre 2 PreD

0 Otherwise

�
ð5Þ

Where PreD is the set of categories names of interests contained in document D
(e.g. Art, Music, News, Cinema, Horoscope …). A very helpful step is about
smoothing maximum likelihood models such as P̂ PrejQð Þ. We used Jelinek-
Mercer process [20] to smooth P̂ PrejQð Þ with a background model. Such back-
ground smoothing is often helpful to handle potential irregularities in the collec-
tion distribution over interests. Also, it replaces zero probability events with a very
small probability. Our aim is to assign a very small likelihood of a topic where we
have no explicit evidence. This reference-model is defined by:

P̂ PrenQinð Þ ¼ 1
Nj j
X

D

P̂ PrejDð Þ ð6Þ

Our estimation can then be linearly interpolated with this reference model such
that:

P0 PrejQð Þ ¼ kP̂ PrejQð Þ þ 1� kð ÞP̂ PrejQinð Þ ð7Þ

Given k as a smoothing parameter.
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Preferences Relevance Feature of Contextual Dimension ci: Once the
Preferences Profile is calculated for both the initial query (Qin) and the refined
query (Qci ), we calculate the Preferences relevancy of ci using Kullback-Leibler
divergence which leads to calculate the rate between both profiles. It is initially
defined as:

Dkl P PrejQcið Þ ; P PrejQinð Þð Þ ¼
X

Pre2PreD

P PrejQcið Þ log
P PrejQcið Þ
P PrejQinð Þ ð8Þ

where P PrejQcið Þ is preferences profile for the refined query Qci using a contex-
tual dimension ci. Thus, P(Pre|Qin) is the Preferences Profile for the initial
query Qin.

4.2 The New Measure of Context Filtering Process

We introduce a new measure that combines both the Content Relevance and the
Preferences Relevance of the dimension. The objective of this combination is to
select the most relevant dimensions. After normalizing each features, these are
combined linearly using the following formula:

Relevance ci;Qð Þ ¼ Dkl P PrejQcið Þ;P PrejQinð Þð Þ þ Dkl P wjQcið Þ;P wjQinð Þð Þ½ � ð9Þ

with Relevance (ci, Q) on [0, 1]. Where ci and C represent respectively, contextual
dimension and user’s current context. Once this Relevance score is calculated, we
define experimentally a threshold value c. A relevant dimension ci must have a
relevance degree that goes beyond c, otherwise it is considered irrelevant and will
be not including in the personalization as an element of the accurate user’s current
context C. In the next section, we will evaluate the effectiveness of our metric
measure ‘‘Relevance score’’ to classify the contextual dimensions.

5 Experimental Evaluation

5.1 Dataset

For the experiments reported in this work, we used a real-world dataset which is a
portion of the 2006 query log of AOL.1 We had relied on some experts in the field
of Information Retrieval to pick manually 2000 queries based on the signification
of their terms which may be related to the user’s environmental and physical
context. Where three contextual dimensions (Time, Location and Activity) are

1 http://www.gregsadetsky.com/aol-data/

Adapting User’s Context to Understand Mobile Information Needs 349

http://www.gregsadetsky.com/aol-data/


assigned to each query to indicate the user’s current situation. To classify con-
textual dimensions, experts assign a pertinence degree to each dimension
according to their related queries. These steps left us, in our sample test queries,
with 34 % irrelevant dimensions and 65.6 % relevant. To obtain the top N Web
pages that match each query, we use the Google Custom Search API.2 We con-
sidered only the first 10 retrieved results, which is reasonable for a mobile browser,
because mobile users aren’t likely to scroll through long lists of retrieved results.
To evaluate the effectiveness of our technique to identify user’s relevant contex-
tual dimensions, we build a context intent classifier using ‘‘Relevance score’’ as a
classification feature. In order to compute the performance of the classifiers in
predicting the dimension class, we use standard precision, recall and F-measure
measures. We also Compare our classifier to several supervised individual clas-
sifiers (Decision trees, Naive Bayes, SVM, and a Rule-Based Classifier) imple-
mented as part of the Weka3 software.

5.2 Results and Discussion

5.2.1 Analysis of Relevance Score Measure

At this level we analyze the ‘‘Relevance score’’ distribution for each category of
contextual dimensions. Figure 1 shows distribution of this measure over different

Fig. 1 Distribution of relevance measure for geographic dimension (Location)

2 https://developers.google.com/custom-search/
3 http://www.cs.waikato.ac.nz/ml/weka/
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values of Location dimension for different queries. In this figure we notice that
there are remarkable drops and peaks in the value of ‘‘Relevance score’’. Indeed,
the relevance of a contextual dimension is independent on his type or value but it
depends on the query and the intention of mobile user behind such query. Hence,
Relevance score measure hasn’t a uniform distribution for those dimensions. We
can conclude that the measure based on language model approach succeeds to
measure the sensitivity of a mobile query to each contextual dimension.

5.3 Effectiveness of Contextual Parameter Classification

Our goal in this evaluation is to assess the effectiveness of our classification
attribute ‘‘Relevance score’’ to identify the type of contextual dimension from
classes relevant and irrelevant. As discussed above, we tested different types of
classifiers and Table 1 presents the values of the evaluation metrics obtained by
each one. However, all the classifiers were able to distinguish between the both
classes. ‘‘SVM’’ classifier achieves the highest accuracy with 99 % for the F-
measure. This first experiment implies the effectiveness of our approach to
accurately distinguish the both types of user’s current contextual information. It
especially allows to correctly identify irrelevant dimension with an evaluation
measure over 1. When relevant achieving over 97 % classification accuracy.

5.3.1 Comparison of CFA approach with DIR Approach

In a second experiment, we evaluated the classification effectiveness of our
approach comparatively to DIR approach [14]. The DIR measure enables distin-
guishing between irrelevant and relevant context. We implemented the DIR

Table 1 Classification performance obtained using a classifier with relevance score feature

Classifier Class Precision Recall F-measure Accuracy (%)

SVM Relevant 0.978 0.989 0.981 99
Irrelevant 1 1 1
Average 0.991 0.99 0.99

JRIP rules Relevant 0.911 0.953 0.924 96.3
Irrelevant 1 1 1
Average 0.965 0.962 0.962

Bayes Relevant 1 0.933 0.966 97
Irrelevant 1 1 1
Average 0.973 0.971 0.971

J48 Relevant 1 0.933 0.966 97
Irrelevant 1 1 1
Average 0.973 0.971 0.971
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approach using the SVM classifier that achieves one of the best classification
performance using one simple rule: relevant contextual information must have an
impact that goes beyond a threshold value. Then, we compare our experimental
results with outcomes from DIR approach on this basis.

Figure 2 presents the result of this comparison. Looking in depth on this graph
of Fig. 2, we can see the difference between the performance of both measures.
We can see a clear improvement in the classification of Relevant and Irrelevant
dimensions using Relevance score. We used the most commonly used evaluation
measures Precision, Recall and F-measure, which prove the reliability of CFA
approach to distinguish between dimensions classes. Table 2 explains in more
details the comparison results.

Table 2 presents the results of comparison through the precision, recall, F-
measure and accuracy achieved by the SVM classifier according to the both
approaches. The result of comparison show that, our approach gives higher clas-
sification performance than DIR approach with an improvement of 1.5 % at
accuracy. This improvement is mainly over relevant context dimensions with 1 %
at Recall.

Fig. 2 Comparison between our CFA approach based relevance score and DIR measure
approach

Table 2 Classification performance on relevant and irrelevant classes: comparison between CFA
and DIR measure approaches

Approach DIR approach CFA approach

Class Relevant Irrelevant Average Relevant Impro
(%)

Irrelevant Impro
(%)

Average Impro
(%)

Precision 1 0.968 0.982 1 0 0.984 1.7 0.991 1
Recall 0.956 1 0.981 0.978 2.3 1 0 0.99 1
F-measure 0.977 0.984 0.981 0.989 1.3 0.992 0.9 0.99 1
Accuracy

(%)
98 99.5 1.5
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6 Conclusion

This paper focused on an essential challenge on Mobile Information Retrieval by
developing a new approach to solve it. The challenge is finding the most inter-
esting and relevant contextual dimensions to personalize mobile web search. In
fact, we suggest CFA approach to filter the user’s context and to select the most
relevant dimensions. These dimensions (e.g., Time, Location, Activity, …) will
improve retrieval process to produce in context results. Our approach is based on
building a measure namely Relevance score. This measure allows to effectively
classify contextual dimensions into relevant and irrelevant class. We have eval-
uated the classification performance of our metric measure comparatively to a
cognitively plausible dissimilarity measure namely DIR. In future we plan to
exploit our proposed CFA approach for identifying relevant contextual informa-
tion as an evidence to personalize mobile Web search.
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Web Service Based Data Collection
Technique for Education System

Ruchika Thukral and Anita Goel

Abstract This paper presents a web service data collection technique that facil-
itates observing data collection process for education system. Our technique uses
web service for collection of education data. Education Management Information
System (EMIS) as a centralized data collection system consumes web service of
regional centers for collecting data from application to application. Our data
collection technique is divided in two phases. First phase collects data from
education providers at regional level centers and second phase collects data for
EMIS from all regional levels centers using web service. First phase is divided in
four components to register contact addresses of education providers, send data
collection format (DCF) and collect filled DCF from web addresses. Thus data is
stored at regional levels which can be later collected by EMIS when required.
Regional level centers are required to give access of data using web service. Web
service can be easily consumed by EMIS using WSDL information to collect data
which does not need any modifications in information systems at both regional and
central level. Data can be entered directly by education providers to be stored at
regional centers, as against centralized system for data entry. So our technique
enables platform-independent, computer to computer collection of data. We
illustrate our technique by a case study for data collection from schools.
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1 Introduction

The features of web service to provide interoperability between different com-
puting machines introduces new paradigm for data collection in education system.
It facilitates data exchange over the World Wide Web using XML and requires no
alterations in hardware and software of computing machines. Web service is
platform independent and can access data stored in XML format from any plat-
form. The process of online data collection in education system introduces new
kinds of issues in the collection process. Some issues involved in data collection
process are different from old paper-pen data collection process. In order to handle
issues in online data collection process, there is a need of improvisation or new
technique needs to be developed.

During data collection process, data is collected by education system from
education institutes. Education system uses Education Management Information
System (EMIS) to send data collection formant (DCF) to all educational institutes
which is collected back at regional centers. Regional centers are supposed to enter
data in centralized data entry system one by one for every institute. This involved
few issues which are listed as: data entry is done only at regional centers manually,
regional centers need continuous internet connection during the data entry process,
voluminous data entry increases the chances of errors, EMIS has to collect data
from all over the country at a time which increases the processing time, different
geographical regions demands different policies and planning according to their
weather conditions at different time but current system lays policies for entire
country irrespective of requirements, regional centers have no access of data to do
further analysis for improvisation of educational conditions in their respective
regions, different education institutes have different information management
system thus application to application data collection requires lots of modification.

In this paper we focus on online data collection and we use web service for our
data collection technique. In our technique we have used two user groups to
address main actors in data collection process:—(1) Data consumer, and (2) Data
provider. Data consumer collects data from the educational institutes, like, dif-
ferent departments in education ministry and data providers are the educational
institutes from where data is collected, like, schools, colleges, universities, insti-
tutes etc. Data is collected from the data providers in a uniform format i.e. Data
Collection Format (DCF). DCF is designed according to the requirements of data
consumers and disseminated to data providers using online methods like emails,
download from website, or online forms. In our technique we have divided data
collection in two phases:

• collection of data from data providers at regional level centers
• collection of data from regional to centralized data collection system of EMIS.

In first phase of data collection, we have four components. Components are
designed to first register online contact addresses of data providers and DCF. Then
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DCF is sent and collected back using registered contact addresses at regional
centers. In our technique, the data collection cycle includes

• Accepting DCF and list of data provider’s email-ids and web address (URL)
from data consumers,

• Sending DCF to data providers via email,
• Collecting filled DCF from specified data providers web address and
• Storing collected data.

In second phase data collected at regional level centers is collected by cen-
tralized system using web service interface. EMIS through web service interface of
regional centers can collect data region wise for further analysis when required.
Use of web service has enabled application to application data collection i.e. from
regional level centers to central EMIS.

Our technique using web service in data collection process has many advan-
tages over current data collection process used by education system. Data is col-
lected from application to application at regional level centers instead of
centralized data collection. Data is saved at regional centers without human
intervention in comparison of data entry of each and every data provider separately
in current system. Chances of errors have been reduced due to data entry at origin.
The data is collected directly from data provider, thereby doing away with CD’s or
hand filled printed forms, thus supporting green computing. Data collection with
our technique speeds up the process, resulting in timely data collection. The
proposed technique enables platform independent, computer to computer collec-
tion of data from heterogeneous environments. There is no requirement of any
alterations in hardware or software of computing systems at any level of data
collection. It also has an advantage over direct data entry in centralized system
where regional centers could not use data directly for further planning. Our
technique provides data access on both levels for regional as well as central
planning. Thus web service interface for data collection process has speed up the
system with fewer chances of errors which required no modification in information
management system at any level of administration.

The paper is divided in 6 sections. Section 2 discusses data collection in edu-
cation system. Section 3 presents the architecture of web service based data col-
lection technique for Education system. Section 4 describes a case study of using
proposed data collection techniques to collect data from schools of India. Finally,
Sects. 5 and 6 state related work and conclusion, respectively.

2 Data Collection in Education System

Data collection requires collecting uniform data from data providers by education
system. Online data collection system followed by education system is time
consuming and cumbersome. The data collected from data providers is required to
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be relevant and uniform to provide information to education planners and decision
makers. Unified format i.e. Data Capture Format (DCF) is used to collect relevant
data from the data providers. DCF is disseminated region wise by downloading
from web site and then distributed personally or via post mail. DCF is dissemi-
nated to data providers using dissemination channel which follows hierarchy of
administration levels. Same hierarchy is followed to collect DCF from data pro-
viders. DCF collected is required to be verified by special team at regional level
centers. After verification, all DCF are entered one by one in the centralized data
collection system of EMIS.

DCF used for data collection from institutes only collects statistical data like
number of infrastructural objects, number of classes, number of teachers, teacher
student ratio per class etc. Special trainings sessions are organized for better
understanding of long DCF and for filling the DCF with correct information by the
head of institutes. Despite special trainings, inconsistencies in data and incomplete
entries are affecting data entry process in centralized system. Here, our technique
for data collection in education system is used to disseminate and collect DCF from
data providers directly. DCF is designed using XML based schema which is easy to
understand and is user friendly to collect both statistical as well as detailed data.

Data entry in centralized system is a tedious and time consuming process.
Voluminous data entry increases the chances of errors. Even though significant
number of institutes has access to computer and Internet, data cannot be entered
from source because of software incompatibility, different operating system and
hardware, lengthy DCF and lack of skilled personnel for direct data entry.

As we are collecting data at regional centers, data is collected by centralized
system by using web service interface. Web service interface provides interoper-
ability, leverages existing web standards for data exchange. Web service uses
XML as the standard language for communication between applications as its
interoperability feature supports messaging system which is regardless of syntax
and contents. In Web service, WSDL (Web Service Description Language) uses
XML based documentation to describe the service it provides. With the help of
WSDL information of regional data transfer web services, EMIS can consume web
service for all regional level centers to collect data from application to application.

3 Web Service Based Data Collection Technique

Data collection technique focuses on online collecting of data from data providers.
In the proposed technique, we are using web service to collect data from data
providers which first collects data at regional level. We have targeted two major
groups:

• Data consumer: who collects data from educational institutes, and
• Data provider: who provides data to data consumer.
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As data collection involves different levels of administration, so we are intro-
ducing two levels for data collection. Levels of administration used in our tech-
nique are:

• Regional level
• Central Level.

Regional level of administration is state or district that collects data from data
providers of respective states and central level is education ministry that collects
data from all regional levels when required using regional level web service. Data
transfer web services are consumed by EMIS using WSDL information. To cater
both the levels of data collection, our technique works in two phases that are as
follows:

• Collection of data from data providers at regional level centers: here collection
process includes four components from registering of contact addresses to
collection of DCF.

• Collection of data from regional level centers to centralized data collection
system of EMIS: here collection process includes collecting of data from
regional level centers to central level directly from application to application
using web service interface.

First phase of proposed technique to collect data from data providers at a
regional center consists of four components:

• Data-Request: This component initializes the system with list of data providers’
email-ids, URLs (web address) and DCF.

• DCF-Dissemination: This component disseminates DCF to data providers in
their email-ids.

• DCF-DataFill: This component provides guidelines for data providers to fill up
DCF and uploads the filled DCF on the data provider’s registered web address.

• DCF-Collection: This component collects filled DCF as XML document from
data provider’s web address and stores data in database.

As shown in Fig. 1, data collection technique has four components in first
phase. Data Request initializes the list of email-ids and URLs (web addresses) of
data providers along with the DCF. DCF-Dissemination component disseminates
DCF to all registered email-ids of data providers. In DCF-DataFill component,
data provider is required to fill in data and convert it into XML document. Filled
DCF is required to be uploaded on the registered web addresses (URL) by data
providers. DCF-Collecting component used to collect filled DCF which is
uploaded on the data provider’s registered web addresses. Filled DCF is collected
as XML document and stored in the database.
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3.1 Data Request Component

This component is designed to register three files by data consumer. First file
contains list of email-ids of data providers, second file contains web addresses
from where filled DCF will be collected and third file is Data Collection Format
(DCF) as XML document. In database, separate tables have been created to store
data from files uploaded files by data consumer as shown in Fig. 2.

3.2 DCF-Dissemination Component

This component disseminates DCF to all the registered email-ids. List of email-ids
is selected from the data base to send DCF one by one.

Figure 3 illustrates that data consumer using DCF-Dissemination component
disseminates DCF to data providers. DCF and Email-ids will be selected from the
data base to send XML schema of DCF. Each and every email-id is taken one by
one to send DCF.

Email-ids DCFURLs

DCF-DataFill

DCF-Collection 

Data Base DCF-Dissemination
DCF

Email-ids

URLs
Filled DCF

Data is filled in DCF and 
uploaded on URLs

Data Provider

(XML)

Data-Request

Fig. 1 Data collection technique in phase one

Data Consumer

Email-ids file

URLs file

DCF file

Data 
Base

Fig. 2 Data-request component
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3.3 DCF-DataFill Component

This component describes the data provider’s end where they are supposed to fill
the DCF and upload on web address (registered URL).

In this component Data providers get DCF as XML schema in their email-ids
which they are required to open in Excel sheet or Word document. DCF in Excl
sheet or Word document can be filled by copying data from data provider’s
information system or manually as shown in Fig. 4. After filling up the data, data
provider is supposed to export data to XML document and save as filledDCF.xml
file. FilledDCF.xml document is required to be uploaded on same web address
(URL) which was registered by data consumer in first component.

3.4 DCF-Collection Component

This component is designed for collecting DCF directly from the data provider’s
web addresses (URL’s) i.e. application to application or machine to machine. For
the functioning of this component, it is required to upload filledDCF.XML file by
data providers on their web addresses. As shown in Fig. 5 data consumer is
required to use DCF-Collection component to collect filled DCF from registered
URLs taken from database one by one. If filledDCF.xml is not available on web
address, it will be searched again for data during data collection period.

In second phase of data collection, data collection of first phase is required to be
completed. Collected data is stored in information management system of every
regional centre. Here we use web service interface to collect data from regional
level centers to central level.

Email-idsDCF

Data Provider1-n

DCF-
Dissemination

Data Base
Data Consumer

Fig. 3 DCF-dissemination component

Open XML Schema in Excel or Word format

Fill and Save the data as XML document

Upload XML document on registered URL

Fig. 4 DCF-datafill component
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Web service interface for data collection:—This phase requires regional
centres to provide data as web service. Web services used by all regional centers
use query to transfer data. Regional level center is required to register their web
service (WS) with EMIS. EMIS will consume web service (WS) which is defined
by WSDL to collect data directly from application to application i.e. from regional
level centers to central level EMIS as shown in Fig. 6.

4 Case Study: Use of Web Service in Data Collection
for EMIS

In India, schools form a vast network with 13,00,000 primary and 2,00,000 senior
secondary schools spread across more than 600 districts in 28 states and 7 Union
territories [1]. Most schools in urban areas are not fully equipped with latest
computing facilities. Schools in rural areas are completely deprived of computing
system. To collect uniform data from all the schools, uniform format (DCF) is send
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to all the schools of India as hard copy of DCF in printed form. DCF used by
education system collects only statistical information about schools. Present DCF is
approximately 20–25 pages long and is disseminated to schools by a proper hier-
archy i.e. from national administration to districts, Blocks, Clusters and schools.
Data is collected back via the same hierarchy in reverse as shown in Fig. 7.

After collection of data, it is verified by district officers. If they find any unfilled
columns or inconsistency, the DCF is sent back otherwise the data is entered in an
online form. But factors like internet connection, power supply and lack of skills
lead to delayed data entry. Also, the District has to bear with extra cost for hardware
and software setup to fill the online DCF in centralized data entry system. Providing
special training to the heads of the schools to fill data in DCF and appointing special
skilled staff for data entry adds to the data collection budget.

Our data collection technique has been implemented in schools of two states i.e.
New Delhi and Haryana. Earlier the schools received the data collection form for
statistical data from the Education department of Government of India. Schools
send their data to the district either in CDs or as printed form. At district level,
there is a direct online data entry to the Education Management Information
System, where the data gets freeze after it has been filled online. Thereafter
making any changes to the data involves a series of steps. Using first phase of our
technique, schools received the DCF as XML schema in their email-ids and they
are required to fill it in Excel format. After filling it is needed to be saved as XML
document for direct communication between the different information systems of
institutes or schools. In this way, we can collect DCF directly from schools without
setting up special computing infrastructure. The proposed technique interacts with
two groups:

• Education department at two levels i.e. district and central. Center collects data
from district using web service interface

• Schools who perform data entry in DCF and upload it.

Education 
System

EMIS (DCF on National Website)

DCF Download 

District 1 to n

Distribution of DCF through 
Blocks and Clusters 

Schools 1 to n

Data in DCF 

School’s authorized person fill in data

Data not verified 

Data Verified 

Data 
verification

Manual centralized data entry

Fig. 7 Working of existing EMIS
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Education department at district level interacted with Data-Request component
to upload address of data providers (schools), e-contacts and DCF. DCF-Dis-
semination component has disseminated DCF to all school in their email-ids.
DCF-Collection component is used to collect data directly from data providers
web addresses to store data at every district.

Deliverables to education department are:

• A component to upload email-ids, URLs and DCF as text files.
• A component to disseminate DCF as email to schools.
• A component to collect data from schools in DCF, over the internet.

Deliverables to schools

• DCF for entering data, regardless of hardware, software and operating system
used for school’s information system.

• Easy to fill data entry format.

Centralized data entry of existing data collection system requires same com-
puting infrastructure at all the schools and special training sessions for entering
data at different levels (district, state etc.) which increases the cost of data col-
lection. The proposed technique uses web service technology in second phase of
data collection which allows data collection form computer to computer i.e. from
all districts to central data collection system (EMIS). Use of web service to collect
data from all districts does away with the modifications required for data exchange
from application to application. Major benefits are time saving and low or no
expenditure on infrastructure and trainings.

Benefits of proposed technique over current system are:

• Collecting data from school spread across different geographical locations
• Computer to computer data collection is possible irrespective of heterogeneous

computing environments thus give away the use of printed forms, hand filled
forms, also formal trainings for data entry thus support—Green computing.

• Data collection format is easy to understand and fill, thus school’s authorized
persons have shown interest in providing the data with their own responsibility.

• Data is collected at source has reduced the chances of errors.
• Data collection is faster facilitating decision makers in forming policies on

educational front of a country in time.
• Voluminous detailed data is collected with the help of easy to fill DCF.
• Major cost savings are done as no special trainings or infrastructure setup is

required to collect data from all districts.
• Districts can use collected data for their planning to improve education system.
• Education ministry can collect data district wise for further analysis instead of

collecting voluminous data from entire country at a time using centralized data
entry system (Table 1).
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5 Related Work

Different methods of data collection have been used over the years like face to face
interview, questionnaires, online surveys, EDI etc. for combination of online and
offline data collection methods [2, 3]. Online data collection is being done at
District level where hardware and software components have been setup for DCF
submission. Thus all schools are required to submit DCF either in printed form or
soft copy in CDs or flash drives. District officer hire special team for verification
and online submission of DCF which is really a cumbersome task.

Dissemination of DCF [4–6] to education data providers is done to collect
uniform data. Education data consumers upload DCF on their website which can
be downloaded by data providers but due to lack of proper computing infra-
structure, DCF is downloaded by District officers and distributed to schools
through a channel in printed form or in CDs for offline entering the data in DCF. In
our technique we propose a web service based dissemination system where the
institutes can use the DCF irrespective of hardware or software infrastructure
directly from the website.

Web Service [4, 7–9], characteristics such as interoperability, leveraging web
standards and protocols for data transfer, has made it widely used over the internet.
Web service is also being used by Australian government for the collection of
student’s feedback [10]. Data collection using Web service is possible in XML
document as Web service exchange methods in same [11]. The proposed technique
uses web service based data collection method to collect data from educational
institute. Use of web service allowed collecting the data from heterogeneous
information systems of educational institutes without any alteration in the infor-
mation system [12, 13]. XML submission with the help of Excel [14] is used by
European Food Safety and Authority for data collection through Web service. In
our technique, we are proposing Web service for data collection.

EMIS [4–6, 14–19], is a system to collect data from educational institutes to
provide information to the policy makers. Decision making process is dependent

Table 1 Comparison of different data collection techniques

Benefits of using data collection
technique

Use of paper-
pen

Use of online
methods

Use of web
service

Infrastructural cost 9 4 9

Internet connection 9 4 4

Ease of data collection 9 9 4

Accessibility of data 9 9 4

Personnel training 4 4 9

Geographical segregation 9 9 4

Collecting data in details 9 9 4

Environment friendly 9 9 4

Data collection region wise 9 9 4

Hardware and software updates 9 4 9
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on relevant and reliable data collected in time. The DCF which has been used for
data collection only captures statistical information like number of rooms, number
of water resources, number of fans, number of teachers, number of students etc. in
a school. It does not capture students or teachers name, age, subject etc. Thus in
our paper, we are proposing portable and easy to understand DCF which would
collect both statistical and detailed information.

6 Conclusion

This paper presents web service based online data collection technique for edu-
cation system. Education Management Information System collects data from data
providers, like, educational institutes, and process data for providing information
to data consumers, like, researchers, planners and decision makers. Online
methods for data collection have limitations like hardware and software incom-
patibility, information systems of institutes are on heterogeneous platforms etc.
The proposed web service based data collection technique is used for data col-
lection over the web, irrespective of heterogeneous information systems. The data
is collected directly from the regional level centers via web service without
altering their hardware or software components. Since data is collected directly
from its origin by regional centers using first phase of our data collection tech-
nique, chances of errors in the collected data are highly reduced. The data is
collected electronically, thereby doing away with CDs, hand-filled or printed
forms for data collection, thus supporting green computing. The electronic data
collection speeds up the process, resulting in timely collection of data.
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Approximate Dynamic Programming
for Traffic Signal Control at Isolated
Intersection

Biao Yin, Mahjoub Dridi and Abdellah El Moudni

Abstract As a new optimization technique for discrete dynamic systems,
approximate dynamic programming (ADP) for the optimization control of a simple
traffic signalized intersection is proposed. ADP combines the concepts of rein-
forcement learning and dynamic programming, and it is an effective and practical
approach for real-time traffic signal control. This paper aims at minimizing the
average number of vehicles waiting in the queue or the vehicles average waiting
time at isolated intersection by using the action-dependent ADP (ADHDP). AD-
HDP signal controller is designed with neural networks to learn and achieve a near
optimal traffic control policy by measuring the traffic states. As shown by the
comparison with other traffic control methods, the simulation results indicate that
the approach is efficient to improve traffic control at a simple intersection.

Keywords Approximate dynamic control (ADP) � Dynamic programming �
Neural networks � Traffic signal control policy

1 Introduction

Nowadays urban traffic congestion becomes more and more serious, which means
excess delay, safety and pollution problems. In traffic signal control system, some
research is based on the isolated intersection. In order to reduce traffic delay or
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queue lengths of vehicles waiting at the approaches, it is necessary to design an
optimal control policy to make vehicles pass through the intersection efficiently.

Normally, there are three traffic control methods at isolated intersection, pre-
timed control, actuated control and adaptive control. Pre-timed control also called
fixed-time control is the traditional approach for traffic signal control. It is the most
basic type of control logic implemented. The cycle length and the phase splits are
set by fixed values as well as the duration of each interval within each phase. It is
easy to achieve the control in placid traffic flow rather than the complex and
changeable traffic flow condition. Actuated control is another type control using
the demand-responsive logic to set signal timings based on traffic demand as
registered by detectors or other traffic sensors on the intersection approaches.
Cycle length, phase split and even phase sequence can vary in response to current
traffic demand. The most common feature of actuated control is the ability to
extend the length of the green interval for a particular phase. This approach only
considers the traffic flow in current phase, without taking the flow in other phases
into account. Like actuated control, adaptive control responds to traffic demand in
real time, realizing the adjustment of states parameters such as traffic volume, stop
times, delay and queue length. What’s more, it can also change or adjust the
allocation of the cycle time to the various phases in different intersections to make
them cooperative. Adaptive traffic control systems are becoming more widespread.

In this paper, on account of vehicle actuated control or traffic responsive control
at isolated intersection, we develop an adaptive control strategy based on
approximate dynamic programming (ADP) to provide efficiency in operation of
traffic control field. The traffic responsive control problem can be expressed as a
multi-stage optimization process. Robertson and Bretherton [1], Gartner [2] use
dynamic programming (DP) approach to solve this problem. The results show that
using DP can reduce about 56 % of vehicle delays from the best fixed-time plans.
Nevertheless, with a large dimension, the DP’s implication for real-time traffic
signal control is limited. As much research focuses on the ADP theory and its
applications in traffic control problems [3–5], it shows that ADP supports an
effective way to solve the dimension problem of complex dynamic systems.

The formulation of ADP is first proposed by Werbos [6]. And then, he further
proposed two basic ADP versions which are heuristic dynamic programming
(HDP) and dual heuristic programming (DHP) [7]. In recent years, ADP has been
developed by many researchers, such as Si et al. [8] and Powell [9]. The main idea
of ADP is to use a structure of approximation function, such as neural network,
fuzzy model, polynomial and so on, to estimate the cost-to-go value function in
dynamic programming. So, it can effectively avoid the ‘‘curse of dimensionality’’
caused by large state space in the recursive calculation of Bellman’s equation.

In this paper, we use the ‘‘action-dependent critics’’, namely ADHDP as the
structure of our traffic control model to verify the practicability of the ADP theory
in traffic control. The artificial neural networks are adopted as a function
approximation structure to approximate the cost-to-go function.

The paper is organized as following. Section 2 describes the intersection con-
figuration and traffic signal control model. Section 3 discusses the traffic signal
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controller designed based on ADHDP. Two three-layer neural networks served as
action network and critic network are presented. Section 4 tests the control
approach in simulation with different traffic flow rates and in comparison with the
presented control methods. Some conclusions are given in Sect. 5.

2 Problem Description and Traffic Control Model

2.1 Configuration of Two Phases Intersection

In the signalized intersection, there are a conflict zone and four approaches with
lanes of arriving and departure. The traffic flows can be partitioned into disjointed
combinations of non-conflicting flows that will have the right-of-way to occupy
the conflict zone. We analyze a simple traffic intersection of 4-lane combined with
two conflicting movements (Fig. 1).

In this simple intersection, the incompatible phases are either on green or red.
To avoid interference between antagonistic streams, the intergreen time also called
a red clearance interval is necessarily considered when two conflicting movements
alternately have right-of-way to access the conflict zone. As the traffic lights
indications are formulated in discrete time, each phase has minimum green time,
maximum green time and extended green time. Denote the time increment by
Dd when extension green time is required.

As we know, the actuated control method only considers the traffic flow in
current phase, without taking the flows in other phases into account. Our work is
trying to adjust the parameters to optimize the traffic control policy by using
intelligent algorithms. At first, the traffic control modeling will be introduced.

2.2 Traffic Control Modeling

2.2.1 System State Variables

In traffic control system at time t, ki(t) denotes the traffic state which means the
actual number of vehicles queuing on lane i (i = 1,…,I). I is the total number of
lanes. xi(t) denotes the signal state on lane i and it is a binary variable depending
on the traffic signal indication such that:

xiðtÞ ¼
1 if signal is green for lane i
0 if signal is red for lane i

�
ð1Þ

In order to reduce the number of state variables collection (ki(t), xi(t)), the
system state s(t) which will be used as the input variables in the algorithm in
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Sect. 3, is defined as the collection of two elements s1(t), s2(t). s1(t) denotes the
sum of maximums of all queue lengths measured in the same combinations, and
s2(t) denotes the green time of the current phase which is equal to the least
minimum green gmin with the addition of extension interval green time. The
system state is expressed as

sðtÞ ¼ ðs1ðtÞ; s2ðtÞÞ ð2Þ

s1ðtÞ ¼ maxðk1ðtÞ; k3ðtÞÞ þmaxðk2ðtÞ; k4ðtÞÞ ð3Þ

s2ðtÞ ¼ gmin þ
X

xiðtÞ¼1

xiðtÞ � Dd; ði ¼ 1; 3 or 2; 4Þ ð4Þ

During (t, t + 4d), denote the arrival traffic on lane i by wi(t) which can be
obtained by the traffic arrival pattern prediction. Denote the departing traffic rate
by yi(t) which can be obtained by the three conditions:

yiðtÞ ¼
0 if on red or intergreen interval
Dd � S if on green and kiðtÞ þ wiðtÞ�Dd � S
kiðtÞ þ wiðtÞ if on green and kiðtÞ þ wiðtÞ\Dd � S

8
<

: ð5Þ

where S is the saturation flow rate (veh/s) of a single traffic lane. Assume that the
rates of all lanes are the same.

2.2.2 System Decision

At the start of each time t, the decision of the system is to switch the green phase to
the next phase or unchanged, namely extending the current green phase. Let
ui(t) denote the system decision during (t, t + 4d) on lane i.

Fig. 1 A two-phase signalized intersection
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uiðtÞ ¼
1 for signal changed
0 unchanged

�
ð6Þ

2.2.3 Transition of System State

Once the system has made a decision on signal status, the state of the intersection
will be changed. The transition of the signal state xi(t) and traffic state ki(t) are
transferred by (7) and (8), respectively.

xiðt þ DdÞ ¼ ðxiðtÞ þ uiðtÞÞmod 2 ð7Þ

kiðt þ DdÞ ¼ kiðtÞ þ wiðtÞ � yiðtÞ ð8Þ

Actually, the capacity of each lane is limited. The maximum queue length that
each lane could hold is defined as Klimit. So, the queue length in each lane should
be constricted by

0� kiðtÞ�Klimit ð9Þ

2.2.4 Average Waiting Time

In the model, the objective is to minimize the vehicle average waiting time during
planning horizon T by the optimized control policy. Let 4t denote the phase time
and it is equivalent to the sum of intergreen time tint and the green time including
minimum green time gmin and extended green time. Additionally, the maximum
green time is gmax. As we can see,

Dt ¼ tint þ gmin þ n � Dd ð10Þ

where n is the total increments of extension green time before the signal is
changed. Further, in planning horizon T, n(m) denotes the total increments of
extension green time during the phase time4t(m) at phase alternation m. Thus, we
have the constraint as following (Fig. 2):

XM

m¼1

DtðmÞ ¼ Mðtint þ gminÞ þ
XM

m¼1

nðmÞDd� T ð11Þ

In fact, vehicles total waiting time in all lanes can be divided into three parts TI,
TG and TR to obtain by (12) respectively. TI denotes vehicles total waiting time
during intergreen time (t, t + tint) in all lanes of all red signals. TG denotes
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vehicles total waiting time during (t + tint, t + 4t) in all lanes of green phase. TR
denotes vehicles total waiting time during (t + tint, t + 4t) in all lanes of red
phase.

TI ¼
PI

i¼1

Ps¼tint

s¼1
kiðt þ sÞ

TG ¼
PI

i¼1

PDt

g¼tintþ1
xiðt þ gÞ � kiðt þ gÞ

TR ¼
PI

i¼1

PDt

e¼tintþ1
ð1� xiðt þ eÞÞ � kiðt þ eÞ

8
>>>>>>><

>>>>>>>:

ð12Þ

So, the average waiting time during (t, t + 4t) is defined as:

Tw ¼ ðTGþ TRþ TIÞ=
XI

i¼1

Dti

 !
ð13Þ

where Dti B Dt, and it equals to the during time from the start point of the phase
until the time that no vehicle is waiting.

3 Approximate Dynamic Programming

In principle, ADP system should be able to approximate the solution to any
problem in control or planning which can be formulated as an optimization
problem [10]. So, we seek an approximation of the true value function in dynamic
programming for solving traffic signals control problem.

Fig. 2 Example of two-phase traffic signal diagram
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3.1 Notation

k is time step (k = 0,1,…,K). In the model, the duration of one step is
4d or Dtc = tint + gmin according to action u. t(k) denotes the time
when step k is occurred.

f(�) is a function of states transfer according to the current state and action.
T is a time horizon, namely the total time steps.
c is a discount of utility function, c = 0.9 is used in this paper.
U(�) is a utility or cost function.
J(�) is the true value performance index function of dynamic programming.
J*(�) is the optimal value of J(�).
Ĵð�Þ is an approximate function of J(�).
Kf

maxð�Þ is the maximum queue length in phase f.
Ea(�) is objective training function in action network.
Ec(�) is objective training function in critic network.
Wa(�) is the weight vector in action network.
Wc(�) is the weight vector in critic network.
la(�) is the learning rate in action network.
lc(�) is the learning rate in critic network.

3.2 Dynamic Programming

Suppose that traffic control system is a discrete-time nonlinear (time-varying)
dynamical system. State transition equation is expressed as:

sðk þ 1Þ ¼ f ½sðkÞ; uðkÞ; k� ð14Þ

The objective of traffic signal control is to minimize the overall average waiting
time per vehicle. According to the Little’s law, this is equivalent to minimizing the
average number of vehicles. So, In the case of two-phase intersection, the sum of
maximums of two queue lengths measured in every phase, in this paper, is chosen
as the utility function.

K1
maxðkÞ ¼ maxfk1ðkÞ; k3ðkÞg ð15Þ

K2
maxðkÞ ¼ maxfk2ðkÞ; k4ðkÞg ð16Þ

UðkÞ ¼ K1
maxðk þ 1Þ þ K2

maxðk þ 1Þ ð17Þ

Then we have objective to minimize the total discounted length of vehicles
within a time horizon T with total K steps, which can be express as:
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min
XK

k¼0

ckU½sðkÞ; uðkÞ; k�
( )

ð18Þ

We can write it in the way of the system performance index (or cost):

JðsðjÞÞ ¼
XK

k¼j

ck�jU½sðkÞ; uðkÞ; k� ð19Þ

The objective of dynamic programming problem is to choose a control
sequence u(k), k = j, j + 1,… (j [ [0, K]) so that the function in (19) is mini-
mized. According to Bellman, the optimal cost from step k is equal to

J�ðkÞ ¼ min
uðkÞ
fUðkÞ þ cJ�ðk þ 1Þg ð20Þ

The optimal control u*(k) at step k is the u(k) which achieves this minimum, i.e.,

u�ðkÞ ¼ arg min
uðkÞ
fUðkÞ þ cJ�ðk þ 1Þg ð21Þ

3.3 Formulation of Approximation Dynamic Programming

3.3.1 The Overview of ADP Controller

ADP generally consists of three modules: model module, action module, and critic
module. Traditionally, model module and action module are the system model and
controller, respectively. And critic module is used to guide the optimization of the
parameters of action module quantitatively. That is, by changing the parameters of
action module, maximum or minimum of the output of critic module can make the
optimal or near optimal control signal from action module. Additionally, if the
output of action module acts as the input of critic module, it is another form of
ADP, namely ‘‘action-dependent’’ ADP (ADHDP). In this paper, the ADHDP is
adapted to learn a near optimal control policy in the traffic control system.

Normally, a neural network is used to estimate the performance index value
function defined in dynamic programming as neural network can approximate the
nonlinear system. ADHDP control can adopt two neural networks to complete the
action module and the critic module. Structures of these two networks are shown
in Fig. 3.
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3.3.2 Action Network

The structure of the action network is chosen as a three layer feed-forward neural
network with two inputs, a single hidden layer with four neurons, and a single
output neuron. In the input layer, it has two inputs of system states, which in this
paper represent the sum of maximum of two queue lengths measured in each
combination, and the green time in the current phase. In the hidden layer, the
neural transfer function is hyperbolic tangent sigmoid transfer function. The output
of the action network is defined as u(k). The control output is defined as

u�ðkÞ ¼ 1 uðkÞ[ 0
0 uðkÞ� 0

�
ð22Þ

It is the same definition as (6), when u*(k) = 1, the signal is changed, other-
wise, the current green phase will be extended.

The adaption of action network is done by minimizing the following error
measure over time. Uc(k) is chosen as the minimum of J(k - 1) saved in the last
control cycle.

EaðkÞ ¼
1
2
½ĴðkÞ � UcðkÞ�2 ð23Þ

The weight update rule for the action network is a gradient-based adaptation
given by

Waðk þ 1Þ ¼ WaðkÞ þ DWaðkÞ ð24Þ

DWaðkÞ ¼ laðkÞ �
oEaðkÞ
oWaðkÞ

ffi �
ð25Þ

Fig. 3 Structures of action network and critic network
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3.3.3 Critic Network

The structure of critic network is chosen as a three layer feed-forward neural
network with three inputs, a single hidden layer with four neurons, and a single
output neuron. In the input layer, it has the same inputs with the action network
and the third input is just the output of the action network. In the hidden layer, the
transfer function is the same as the action network. The adaption of critic network
is done by minimizing the following error measure over time.

EcðkÞ ¼
1
2
½ĴðkÞ � UðkÞ � cĴðk þ 1Þ�2 ð26Þ

The weight update rule for the critic network is a gradient-based adaptation
given by

Wcðk þ 1Þ ¼ WcðkÞ þ DWcðkÞ ð27Þ

DWcðkÞ ¼ lcðkÞ �
oEcðkÞ
oWcðkÞ

ffi �
ð28Þ

3.4 Algorithm

The traffic signal control algorithm using ADP can be summarized as the
following.

• Step0: Initialization.

– Choose an initial system state s0; Set step index k = 0;
– Initialize the parameters for the action network and the critic network;
– Give tint and gmin to the original phase.

• Step1: Receive new information of the maximum number of vehicles in every
phase and the green duration of the current phase.

• Step2: Control decisions u and criteria J are obtained according to action net-
work and critic network.

• Step3: Update the parameters of critic network and action network according to
the input variables s(k) and utility function U(k).

• Step4: Implement optimal option decision u*(k) for the time t(k) of the planning
horizon.

– If u*(k) = 1, that means changing the current green phase, otherwise, the
current green phase being extended with increment 4d;
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– Complete the system state transition from s(k) to s(k + 1). And set step index
k = k + 1.

• Step5: if time consumption t(k) \ T, then goes back to Step1; otherwise stop.

4 Simulation

In this section, a case of two-phase isolated intersection is simulated. The simu-
lation parameters are summarized as following. The extension green interval4d is
2 s, minimum green time is 5 s and maximum green time is 20 s for arrival rates
ranging from 0.05 to 0.2 veh/s per lane; minimum green time is 10 s and maxi-
mum green time is 50 s for arrival rates ranging from 0.25 to 0.4 veh/s per lane.
These parameters are set according to the optimal green time in fix-timed cycle
control with different arrival rates. The intergreen time is 3 s. The limit number of
vehicles in each lane is 20. The departure rate is 1 veh/s. The traffic load q is
defined by the sum of maximum rates of every phase. For symmetric arrival rates
of two-phase system, q is ranging from 0.1 to 0.8 veh/s.

For comparison, the fix-timed cycle control (FC) and actuated control (AC)
with the overall average delay and queue length are simulated. The simulation runs
traffic flows in 2,000 s. Results are shown as follows. In Fig. 5, we can see that, the
ADP method perfects well, especially during the high traffic load 0.5–0.8 veh/s.
During the low traffic load 0.1–0.4 veh/s, the results of ADP method are not as
good as AC method. But both of ADP and AC control methods are better than FC
method (Fig. 4).

Fig. 4 Simulation results of average waiting time
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In Figs. 5 and 6, the overall average queue length, namely the average maxi-
mum number of vehicles of every phase when the phase is changed, of ADP-FC
and ADP-AC are compared. In this aspect, obviously, ADP method outperforms
very well among them, e.g., q = 0.6 veh/s.

Fig. 5 Simulation results of average queue length of ADP and FC (q = 0.6)

Fig. 6 Simulation results of average queue length of ADP and AC (q = 0.6)
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5 Conclusion

We have presented the application of approximate dynamic programming (ADP)
to the field of traffic signal control. In ADP controller, two artificial neural net-
works are applied as the approximation structures. The overall average of vehicle
waiting time was adapted as the evaluation criterion. Simulation results for dif-
ferent traffic flow rates are quite good and outperform existing strategies, such as
fixed-time control and actuated control.

Further, a comprehensive sensitivity analysis needs to be studied, including the
learning rate of convergence and the stability in stochastic dynamic systems. As
for the application of traffic signal control, formulation of the ADP controller can
further be used to complicated stochastic dynamic systems, such as the compli-
cated intersections with more restrictions and states, the traffic network control,
etc.
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An Approach to Semantic Text Similarity
Computing

Imen Akermi and Rim Faiz

Abstract The use of text similarity plays an important role in many applications
in Computational Linguistics, such as Text Classification and Information
Extraction and Retrieval. Besides, there are several tasks that require computing
the similarity between two short segments of text. In this work, we propose a
sentence similarity computing approach that takes account of the semantic and the
syntactic information contained in the sentences. The proposed method can be
applied in a variety of applications to mention, text knowledge representation and
discovery. Experiments on a set of sentence pairs show that our approach presents
a similarity measure that illustrates a considerable correlation to human judgment.

Keywords Natural language processing � Semantic similarity � Computational
linguistics

1 Introduction

Natural Language Processing forms an integral part of Computational Intelligence.
Indeed, with the rapid development of the computer’s computational technologies,
the need to rely on linguistic techniques to facilitate human–machine communi-
cation has become essential. Language processing took benefit of the power of
computers to acquire a new dimension and to open the way to interesting areas of
research to mention the semantic similarity calculation. Indeed, Text semantic
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similarity measures have been the central concern of taxonomists of the previous
century [1–3]. The increasing complexity of data requires the development of
measures able to keep a semantic relevance for Information Processing related
applications, such as text summarization [4], machine translation [5] and image
retrieval from the Web [6]. In fact, it has been shown that short text enveloping the
images can help to reach a higher retrieval precision instead of using the whole
document containing the images [6]. Furthermore, text similarity is beneficial for
relevance feedback, text categorization [7, 8] and evaluation of text coherence [9].
In this same context, we propose an approach that uses Web content to measure
semantic similarity between a pair of short text segments. The rest of the document
is organized as follows: Sect. 2 introduces the text similarity related work. In
Sect. 3, we present our approach for measuring semantic similarity between
sentences and we evaluate our approach in order to demonstrate its ability. In
Sect. 4, we conclude with few notes and some perspectives.

2 Related Work

There are two categories of similarity calculation between sentences: statistical
and semantic methods. Statistical similarity between sentences, as defined by
Zhang [10], takes only into account the words in the two sentences without any
former knowledge such as syntactical parsing or lexicon dictionary. They also
noticed that the cost of computing statistic similarity is lower than the cost of
computing semantic similarity [10].

2.1 Statistic Similarity Between Sentences

Zhang [10] present five measures of statistical similarity between sentences:

• Word set based sentence similarity: using the two sets of words of the two
sentences.

• Sentence similarity based on vector: using the vectors representing the two
sentences. There are two ways for assigning weights of words: the first one
appoints the weight of words averagely; the second uses term frequency-
inverse document frequency (TF-IDF) approach to assign the words weights.

• Sentence similarity based on edits distance: measured by the edit distances
between two sentences.

• Word order based sentence similarity: employs the word pairs’ orders in the
sentences.

• Word distance based sentence similarity: considers the distances between word
pairs in the same sentences.
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The first three sentence similarity metrics are considered as symbolic similarity,
while the latter ones are structural similarity. The symbolic similarity between
sentences takes only into account the spelling of words disregarding the meanings
of words. The structural similarity includes word orders, word distances and the
structure of the sentence. For the following sections we denote:

S1: a sentence with length L1 (L1C2).
S1 = w11w12w13…w1L1

w1i (i [[1,L1]) are the words or separators in S1.

S2: a sentence with length L2 (L2 C 2).
S2 = w21w22w23…w2L2

w2i (i [[1,L2]) are the words or separators in S2.

w(S1) : the set of words enclosing all the words w1i (i [[1,L1]).
w(S2) : the set of words enclosing all the words w2i (i [[1,L2]).

Word Set based similarity. In order to measure the word set based sentence
similarity, one should construct first the word sets of sentences. Bearing in mind
that the sentences might embrace different voices and tenses, there exist two
methods to calculate word based sentence similarity. The first one consists in
calculating sentence similarity with all the words in sentences; the second one only
deals with stemmed words in sentences. However, the stemming can skip the
sentence tense and voice information [10].

The Jaccard similarity coefficient, as defined by Achananuparp et al. [11]: ‘‘is a
similarity measure that compares the similarity between two feature sets’’. For the
sentence similarity task, it is calculated as the size of the intersection of the words
contained in the two sentences divided by the size of their union.

After formulating the word sets of two sentences, the Jaccard coefficient can be
calculated by:

Jaccard S1; S2ð Þ¼ w S1ð Þ \ w(S2)j j
w S1ð Þ [ w(S2)j j ð1Þ

Dice similarity is another similarity metric based on the word set and is cal-
culated by:

Dice S1; S2ð Þ¼ 2 w S1ð Þ \ w(S2)j j
w S1ð Þj j þ w S2ð Þj j ð2Þ

Edit distance based similarity. The edit distance uses the spelling of words in two
sentences. There are several kinds of edit distance: Hamming distance, Levensh-
tein distance, Damerau-Levenshtein distance, etc.
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In the following, we give the definition of the Levenshtein distance.

(Levenshtein Edit Distance). ‘‘The edit-distance of two strings is the minimal cost of a
sequence of symbol insertions, deletions, or substitutions transforming one string into the
other’’ [12].

The sentence similarity based on the edit distance is calculated by:

Editsim ¼
1

1þ Edit distance
ð3Þ

Edit distance based similarity is widely used in measuring similarity of
sequences such as strings, languages and biological sequences. However, it only
involves the substitutions, deletion and insertion of characters and separators;
which makes difficult to capture the meaning of words [10].

Word order based similarity. This measure is based on the orders between word
pairs which are determined according to the positions of words in a sentence. The
sequential relations between words formulate a sequential network of words.

The distances between words vary from 1 to |sentence| -1.

L S1ð Þ ¼ w11;w12ð Þ; w11;w13ð Þ; . . .; ðw1 L1� 1ð Þ;w1L1Þf g
L S2ð Þ ¼ w21;w22ð Þ; w21;w23ð Þ; . . .; ðw2 L2� 1ð Þ;w2L2Þf g

�

We can, then, calculate the similarity between S1 and S2 based on the orders of
words by:

SetsimðS1;S2Þ ¼
L S1ð Þ \ LðS2Þj j
L S1ð Þ [ LðS2Þj j ð4Þ

2.2 Semantic Similarity Between Sentences

Li et al. [13] developed a method that extracts text similarity from semantic and
syntactic information contained in the compared sentences. Employing the words
contained in the pairs of sentences, they dynamically form a joint word set. For
each sentence, they derive a raw semantic vector with the help of the WordNet
lexical database [14]. Li et al. [13] noticed that, the weight of a word is appro-
priately identified by using information content extracted from a corpus given that
each word in a sentence has its own contribution to the meaning of the whole
sentence. Then, a semantic vector is determined for each of the two sentences by
associating the information content derived from the corpus with the raw semantic
vector, and consequently, the computation of the semantic similarity is based on
the two semantic vectors. Finally, the overall sentence similarity is calculated by
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combining semantic similarity and the order similarity computed using the two
order vectors [13].

Mihalcea et al. [15] introduced a combined method for measuring the semantic
similarity of sentences by taking advantage of the information that can be deduced
from the similarity of the component words. They apply two corpus based mea-
sures, Pointwise Mutual Information-Information Retrieval (PMI-IR) [16]
and Latent Semantic Analysis (LSA) [17] and six knowledge-based measures
[11, 18–22] of word semantic similarity, and combine the results to demonstrate
the way these measures can be used to determine text similarity. They used a
paraphrase recognition task to evaluate their method. According to Islam and
Inkpen [23], the major issue behind this method is that it employs eight different
methods to compute the similarity of words, which is not computationally efficient.
Besides, Islam and Inkpen [15] noticed that the measures presented in [13] and
[15] ignore the string similarity, which can be significant in some cases. Islam and
Inkpen [24] proposed a method that determines the similarity of two sentences
from semantic and syntactic information that they contain. They relied on three
similarity functions to define a more generalized text similarity approach. As a first
step, they calculate string similarity and semantic word similarity and then they
apply a common-word order similarity function to include syntactic information in
their method. Finally, they derive the text similarity, combining semantic simi-
larity, string similarity and common-word order similarity, with normalization.
They call their proposed method the Semantic Text Similarity (STS) method.
Inkpen [25] also presented another method for computing the similarity of two
short texts, based on the similarities of their words. She used the Second-Order Co-
occurrence PMI (SOC-PMI) corpus-based similarity for two words which is a
similarity measure that uses second order co-occurrences [26]. The method selects
a word from the first text and a word from the second text, which have the highest
similarity. The similarity value is stored, and the two words are taken out. The
method continues until there are no more words. At the end, the similarity scores
are added and normalized.

The approach we propose is different from those already mentioned in that we
tried to combine several techniques taking into account the semantic and the
syntactic information that the sentences may contain. The different components of
our approach will be detailed in the following section.

3 A New Approach for Measuring Semantic Similarity
Between Sentences

We propose a method which combines semantic and syntactic information
that a sentence might contain in order to measure similarity between two
sentences.
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3.1 Proposed Method

Our method consists in 3 phases:

• Phase 1: Calculating the semantic similarity between the two sentences.
• Phase 2: Calculating the syntactic similarity between the two sentences.
• Phase 3: Combine the semantic and the syntactic information.

Phase 1: The semantic similarity between the two sentences.
In this phase, we start by eliminating the function words such as the, a, where, etc.,
and the punctuation from the two sentences, obtaining thus two sets of the terms
expressing respectively the semantics of the two sentences:

SetS1 ¼ w1;w2; . . .; wls1; ls1 : the number of terms of SetS1

SetS2 ¼ w1;w2; . . .; wls2; ls2 : the number of terms of SetS2

Then, we:

• Select a word wi from SetS1 and a word wj from SetS2 having the highest
similarity, which includes the computation of the similarity scores between all
the pairs (wi, wj) using our word similarity measure SimFA presented in pre-
vious works [27]. The SimFA uses, on one hand, an online English dictionary
provided by the Semantic Atlas project (SA)1 and on the other hand, page
counts returned by a social website whose content is generated by users.

• Store the similarity value of the 2 words and take the 2 words out of the sets
SetS1 and SetS2.

We continue to do so until there are no more words left in the two sets. At the
end, we add the similarity scores and we normalize:

SemSimðS1; S2Þ ¼
P

StoredScores
Minimumðls1; ls2Þ ð5Þ

Phase 2: The syntactic similarity between the two sentences.
In this phase, we form two sets out of the two sentences including the function
words:

SetS1 ¼w1;w2; . . .; wls1; ls1 : the number of terms of SetS1

SetS2 ¼w1;w2; . . .; wls2; ls2 : the number of terms of SetS2

1 http://dico.isc.cnrs.fr: belongs to the French National Center for Scientific Research’s domain
(CNRS), one of the major research bodies in France.
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Then, we employ the Jaccard coefficient to calculate the intersection of the two
words sets compared to their union:

JaccardðS1; S2Þ ¼ mc

ls1þ ls2�mc

ð6Þ

where
mc The number of common words between the two sets.
ls1 The number of words in the set SetS1.
ls2 The number of words in the set SetS2.

In addition, we calculate the word order similarity measure between the two
sentences. This measure is based on the orders between word pairs. For every
sentence, we construct its corresponding word order set. As shown by
Achananuparp et al. [11], similarity bases on word order can help to differentiate
the meaning of two sentences. This is considered as crucial in many text simi-
larity metrics since without the syntactic information, it is impossible to set
apart the sentences sharing the same representation of the corresponding bag-of-
word [11].

Let us take for example a sentence S = ‘‘Jack is dancing’’:

Wordorder Sð Þ ¼ Jack; isð Þ; Jack; dancingð Þ; is; dancingð Þf g

Once we construct the word order sets Wordorder(S1) and Wordorder(S2) for the
two sentences, we calculate the following score:

SimwoðS1; S2Þ ¼ Wordorder S1ð Þ \Wordorder S2ð Þj j
Wordorder S1ð Þ [Wordorder S2ð Þj j ð7Þ

At the end, we add the Jaccard coefficient and the word order similarity pre-
viously calculated in order to obtain the overall syntactic similarity measure:

SynSimðS1; S2Þ ¼ Jaccard S1; S2ð Þ þ SimwoðS1; S2Þ ð8Þ

Phase 3: The overall sentence similarity measure.
In this last phase, we incorporate both measures previously calculated by the
following formula:

SenSimFAðS1; S2Þ ¼ a� SemSimðS1; S2Þ þ ð1� aÞ � SynSimðS1; S2Þ ð9Þ

a [ [0,1]
First experiments on Li et al. dataset [13] have shown that our measure per-

forms better with a = 0, 7.
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3.2 Evaluation

For evaluation, we used a data set of 30 sentence pairs which similarity values
were computed by human judges [13]. Li et al. [13] employed the Rubenstein and
Goodenough 65 noun pairs [28] and redefined them with their definitions from the
Collins Cobuild dictionary [29]. These definitions were written in full sentences
with a well defined grammatical structure. The participants were asked to complete
a questionnaire, rating the sentence pairs (each presented on a separate page)
similarity from 0.0 (min similarity) to 4.0 (maxi similarity). In each questionnaire
the sentence pair sheets and the order of the two sentences composing each pair
were presented randomly. This questionnaire was organized in a way to prevent
any bias that can be inducted by the order of presentation. All of the 65 sentence

Table 1 Results on Li et al. sentence data set

RG no. R-G word pair in the sentence Human sim. (mean) Li et al. sim. method Our method

1 Cord-smile 0.01 0.33 0.13
5 Autograph-shore 0.01 0.29 0.24
9 Asylum-fruit 0.01 0.21 0.02
13 Boy-rooster 0.11 0.53 0.16
17 Coast-forest 0.13 0.36 0.18
21 Boy-sage 0.04 0.51 0.07
25 Forest-graveyard 0.07 0.55 0.23
29 Bird-woodland 0.01 0.33 0.07
33 Hill-woodland 0.15 0.59 0.39
37 Magician-oracle 0.13 0.44 0.12
41 Oracle-sage 0.28 0.43 0.06
47 Furnace-stove 0.35 0.72 0.17
48 Magician-wizard 0.36 0.65 0.33
49 Hill-mound 0.29 0.74 0.15
50 Cord-string 0.47 0.68 0.35
51 Glass-tumbler 0.14 0.65 0.21
52 Grin-smile 0.49 0.49 0.30
53 Serf-slave 0.48 0.39 0.27
54 Journey-voyage 0.36 0.52 0.29
55 Autographsignature 0.41 0.55 0.14
56 Coast-shore 0.59 0.76 0.57
57 Forest-woodland 0.63 0.7 0.37
58 Implement-tool 0.59 0.75 0.62
59 Cock-rooster 0.86 1 0.87
60 Boy-lad 0.58 0.66 0.48
61 Cushion-pillow 0.52 0.66 0.20
62 Cemetery-graveyard 0.77 0.73 0.53
63 Automobile-car 0.56 0.64 0.45
64 Midday-noon 0.96 1 0.94
65 Gem-jewel 0.65 0.83 0.74
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pairs were assigned a semantic similarity score computed as the mean of the
participants’ judgments. So, for an even similarity distribution, a subset of 30
sentence pairs was chosen.

The following pair of sentences is an example of Li et al. dataset [13]:

13. boy:rooster

S1 A boy is a child who will grow up to be a man.
S2 A rooster is an adult male chicken.

Table 1 presents the mean of the human similarity scores along with Li et al.
similarity method scores [13] and our proposed sentence similarity scores.

Figure 1 presents the correlation between the scores produced by our method
and the average of the scores given by the human judges. According to Fig. 1, our
results are better than the results of the method of Li et al. [13], based on a lexical
co-occurrence network and it is comparable with Islam and Inkpen method [24].
The third and the last bars in the figure show how much the human judges varied
from their mean.

4 Conclusion and Perspectives

Text similarity is fundamental to various fields such as Cognitive Science and
Artificial Intelligence. With the increasing complexity of data it became necessary
to develop similarity measures able to keep a semantic relevance with respect to a
certain application domain such as Computational Intelligence and related areas.
In fact, several studies on Natural Language Processing were motivated by text
semantic similarity measures, such as the work of Hirst and Budanitsky [30] in

Fig. 1 The SenSimFA similarity measure compared to baselines on Li et al.
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which they investigated the usefulness of the semantic similarity in the problem of
spelling correction, where actual spelling errors are detected and corrected auto-
matically. This accentuates the importance of relying on a reliable and robust
similarity measure.

In this paper, we proposed a novel approach for measuring semantic similarity
between short text segments. The experimental results are promising. There are
several lines of future work that we intend to work on, to mention, using our text
similarity measure for image retrieval from the Web. Besides, we will proceed
with the evaluation of our approach on other datasets in order to confirm its
performance.
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Object Recognition with the Higher-Order
Singular Value Decomposition
of the Multi-dimensional Prototype
Tensors

Bogusław Cyganek

Abstract In the paper an extension of object recognition based on the Higher-
Order Singular Value Decomposition (HOSVD) to the 4th dimension is discussed.
HOSVD based object recognition expands the concept of object recognition in
the pattern spaces spanned by the PCA decomposition of vector patterns into the
higher dimensions. However, contrary to the PCA, in the HOSVD the bases of the
pattern space are tensors rather than 1D vectors. Nevertheless, the already pre-
sented works on HOSVD recognition were limited to the images with only scalar
valued pixels. In the proposed framework images are allowed to contain multi-
dimensional pixels, which adds an additional dimension to the pattern tensor. The
proposed method opens new possibility of the HOSVD based recognition to color
or other multi-valued images. Experimental results show improved accuracy as
compared to the scalar valued data, as well as fast execution time.

Keywords Higher order singular value decomposition (HOSVD) � PCA � Rec-
ognition � Multi-dimensional data � Tensor classifier

1 Introduction

Recently, tensor based methods found great interest in pattern recognition domain.
In computer vision these were also shown to provide excellent results in object
recognition [1, 5, 16, 18]. Their success lie in the fact that tensor based methods
explicitly account for multidimensional nature of processed data.

In this paper an extension of object recognition based on the Higher-Order
Singular Value Decomposition (HOSVD) to the 4th dimension is presented.
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HOSVD method of object recognition exploits the concept of object recognition in
the pattern spaces. The best known method in this category is the PCA decom-
position. However, PCA operates with vector-like data. Also, the bases of the
spaces spanned by PCA are vectors. However, contrary to the PCA in the HOSVD
the bases of the pattern spaces are tensors rather than 1D vectors.

The HOSVD classifier shows good results when applied to multi dimensional
data, such as images [5, 16]. This is due to tensor processing which allows separate
control of all intrinsic dimensions of data. Let us recall that in the classical PCA-
based classification method, images are first vectorized and, in the result, the
obtained subspaces are spanned by vector bases [17]. However, this also leads to
the lost of information on spatial relations among pixels. Contrary to this, in
the HOSVD method the bases of the orthogonal pattern subspace are spanned by
the higher-dimensional tensors. Nevertheless, to the best of our knowledge, the
reported works on HOSVD recognition were always limited to the images with only
scalar valued pixels [3, 4, 16]. In the case of scalar valued images, the HOSVD bases
are two-dimensional. Contrary to these, in the proposed framework images are
allowed to contain multi-dimensional pixels, which adds an additional dimension to
the pattern tensor. However, thanks to this, the proposed method opens new pos-
sibility for the HOSVD based recognition of color or any-length pixel images. In
other words, due to the proposed extension to multi-valued pixels, the base tensors
are three-dimensional, as will be discussed. When classifying an unknown pattern,
the tested patters are projected onto the subspaces of each of the trained classes and
the best fitting projection is returned. However, in the tensor case the bases are
multidimensional, as already mentioned. The proposed method can be also extended
to higher dimensions, leading to the 5th, 6th, and higher dimensional bases,
depending on a type of the input signals.

The method was tested on the problem of face recognition in the difficult set of
color face images. Experimental results show improved accuracy as compared to
only scalar valued, i.e. gray-valued, images. The proposed method can be com-
pared to the methods reported by other researchers [10, 12, 14], although it was not
optimized particularly for the face recognition problem.

Apart from the above, in the proposed system a parallel version of the HOSVD
algorithm is applied. Concurrency is obtained through the functional and data
decompositions on different levels of computations. Parallel operation is also
possible at the response time of the system, since each subspace projection can be
computed independently.

The paper is organized as follows. In the next section the tensor based pattern
recognition framework is presented. Experimental results are presented and dis-
cussed in Sect. 3. In this section also implementation details are provided. Con-
clusions are presented in Sect. 4 of this paper.
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2 Multi-valued Image Recognition in the Tensor Subspaces

Tensors in data mining can be interpreted as multidimensional data-cubes. Pro-
cessing and analysis of multi-dimensional data, such as images, fits well into this
framework. An example of image representation in a tensor form is presented in
Fig. 1. However, an analysis of data content requires proper decomposition of
pattern tensors. In this respect, HOSVD is one of the most powerful tensor
decomposition methods [1, 5–7, 13]. As shown, HOSVD can be used to build
orthogonal spaces which can be then used for pattern recognition in a way similar
to the subspace projection methods [8, 17]. This procedure is briefly outlined in
this section. More information on tensors in signal processing can be found in
literature, e.g. [1, 5–7, 13].

Let us briefly present the underlying theory behind multi-dimensional data
representation and analysis by means of tensors and their decompositions. In this
respect, the first concept is the k-mode vector of a Pth order tensor T 2
<N1�N2�...NP : It is a vector obtained from the elements of T by changing only one
index nk, and keeping all other fixed. The second important concept is the oper-
ation of the k-mode flattening of a tensor. For a tensor T ; a result of its k-mode
flattening is the following matrix [6, 13].

T kð Þ 2 <Nk� N1N2...Nk�1Nkþ1...NPð Þ: ð1Þ

Now we can define the HOSVD decomposition for pattern tensors constructed
of a series of 3D images, that is, each having two spatial and one pixel-value
coordinates. Therefore our pattern tensors will be four-dimensional (4D). Thus, the
further discussion is confined to the 4D tensors.

As already mentioned, important information about the pattern space are
revealed after its HOSVD decomposition. That is, any 4D tensor can be repre-
sented as the following tensor product [6, 13]

T ¼ Z �1 S1 �2 S2 �3 S3 �4 S4: ð2Þ

In the above formula Sk are unitary matrices of dimensions Nk 9 Nk, (called
mode matrices), and 9j denotes the so called j-mode product of a tensor and a
matrix. The mode matrices Sk are responsible for representation of column spaces
related to each different index (dimension) of a tensor. On the other hand, the
tensor Z 2 <N1�N2�N3�N4 is called a core tensor, and fulfills properties of the sub-
tensor orthogonality and decreasing energy value [6, 13].

De Lathauwer [6] proposed a method of computation of the HOSVD which is
based on successive application of the matrix SVD decompositions to the flattened
matrices of a given tensor. The HOSVD decomposition algorithm for a 4-
dimensional tensor T is outlined in Fig. 3. It can be easily observed that com-
putation of the HOSVD requires a series of computations of the SVD decompo-
sitions on the flattened tensor representations (i.e. matrices). These are
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independent versions (different modality) of the input tensor. Therefore it is
possible to run all these SVD decompositions concurrently, which must be syn-
chronized on a barrier just before computation of the core tensor in (8), however.
Figure 3 shows the algorithm for computation of the HOSVD. Its grayed area can
be run concurrently, as discussed.

Let us now observe that, thanks to the commutative properties of the k-mode
multiplication, for each mode matrix Si in (2) the following sum can be
constructed

T ¼
XNP

h¼1

T h �4 sh
4: ð3Þ

Further, it can be shown that tensors

T h ¼ Z �1 S1 �2 S2 �3 S3 ð4Þ

in (3) constitute the basis tensors and sP
h are columns of the unitary matrix SP [6,

13]. Thus, they form an orthogonal basis which spans a subspace. This property is
used to construct a HOSVD based classifier [3, 16]. However, in this case they are
3D tensors, as shown in Fig. 2. This constitutes a novelty of the proposed method.

In each subspace spanned by tensors T h; object recognition can be formulated
as a testing of a distance of a given test pattern Px to its projections in each of the
spaces spanned by the set of the bases T h in (4). That is, the following optimi-
zation process needs to be solved [16]:

Nk

Nr

Nf

Nc

Fig. 1 A series of color
images represented as a four-
dimensional data cube. This
can be seen as a 4-
dimensional tensor
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min
i;ci

h

Px �
XK

h¼1

ci
hT

i
h

�����

�����

2

|ffiffiffiffiffiffiffiffiffiffiffiffiffiffi{zffiffiffiffiffiffiffiffiffiffiffiffiffiffi}
Qi

; ð5Þ

where the scalars ch
i denote unknown coordinates of the pattern Px in the space

spanned by T i
h; and K B NP denotes a number of chosen dominating components.

It can be further shown that to minimize (5) we need to maximize the following
value [5, 16]

q̂i ¼
XK

h¼1

T̂ i

h; P̂x

D E2
; ð6Þ

where T̂ i

h; P̂x

D E
denotes the inner product operation. In other words, the (single)

HOSVD based classifier returns a class i for which its qi from (6) is the largest. It
is worth recalling that in our framework the base tensors T h are 3D. However, in
the response time, computation of the inner product in accordance with (6) is very
fast.

The main difference of the tensor based approach to building the spanning
pattern subspaces thus lies in 4-times computed column space, whereas in the PCA
method this is computed once on a vectorized data, no matter what dimensionality
they had originally.

More details on implementation of the HOSVD decomposition can be found in
[5]. Figure 3 contains pseudo-code of the four-dimensional HOSVD decomposi-
tion. The grayed area represents the part of the algorithm which can be run con-
currently. This can lead to the computation speed-up.

Fig. 2 Decomposition of the pattern tensor into a sum of products of the 3D base tensors and
mode vectors. The base tensors form an orthonormal subspace used for pattern recognition
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3 Experimental Results

The presented method was implemented in C++, supported by the DeRecLib
software from [5] and the OpenMP library for the multicore processing [2, 15].
The experiments were carried out on the computer with 8 GB RAM and the
Pentium� Quad Core Q 820 microprocessor (eight cores due to the hyper-
threading technology [11]).

In order to evaluate the method a database with multi-valued features is
required. For this purpose the Georgia Tech Face Database (GTFD) [9] was
employed which contains color images. Images of persons in the GTFD are
acquired in different sessions, various poses and illuminations. Some of the pho-
tographed persons in some sessions wear glasses, as well as many persons were
photographed from different viewpoints. Therefore, this database is known as
highly demanding for the face recognition algorithms [10, 14]. It contains images
of 50 persons taken at multiple sessions. There are 750 images with 15 images per
person. The images for each person contain the frontal pose, as well as different
facial expressions, various illuminations, and scale. Exemplary faces from this
database are shown in Fig. 4. However, contrary to other works in our experiments
the images are not preprocessed.

Thus, for each 15 available exemplars, the experiment was carried out always
randomly taking 12 images of a person for training, and then testing on the
remaining 3 images. Such tests were run ten times and the average results are
reported in Table 1.

Figures 5 and 6 depict slices of the 3D base tensors T h computed in accordance
with the formula (4) for two subjects shown in Fig. 4.

begin

for each k=1, …, 4 do

1. From Eq.(1) compute k-mode flattened matrix Tk of

tensor 

2. Compute Sk from the SVD decomposition of Tk

(7)

end 

Compute the core tensor from all matrices Sk

(8)

end 

Fig. 3 Algorithm for computation of the Higher-Order Singular Value Decomposition of tensors
of 4th dimensions. The shaded steps can be executed concurrently
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In our experiments parallelism on different levels of computations were mea-
sured. Also, each parallel realization was analyzed in the context of memory
requirements. The parallel implementation allows up to two times speed-up in
computations, as compared to a serial version.

To verify our assumptions the experiments were performed the same number of
times for the monochrome, as well as color versions of the same images. Results
show that utilization of color information, in the form of a 4th dimension of the
input pattern tensor, leads to better accuracy. The number of components used in
(6) was 7 in all experiments. Lower values led to slightly smaller accuracy,
although even for 3 first components the differences do not exceed 1 % in overall
accuracy. On the other hand, higher values resulted in no higher accuracy,
requiring more computations at the same time.

It is worth noticing the difference of the proposed HOSVD based method
compared with the PCA approach. The proposed methods works better since
multi-dimensional data (color faces in our case) are decomposed independently in
each dimension (four in our experiments), whereas PCA does decomposition only

Fig. 4 Examples of the test images from the Georgia Tech Face Database [9]. There are
50 subjects, for each there are 15 images from which 10 were randomly selected for training and
the remaining 5 for testing in different runs of the system

Table 1 Average accuracy of face recognition with the multi-dimensional 3D and 4D HOSVD
based classifier (first column)

Experiment conditions Accuracy (a) (%) Accuracy (b) (%)

3D tensors (scalar) 83.4 87.2
4D tensors (multi-valued) 87.3 91.9

Accuracy measured with a condition on best match separation of at least 1 % (second column)
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in one dimension regardless of the internal dimensionality of data. Thus, with the
HOSVD a more in-depth information of the contained patterns is extracted which
leads to higher accuracy. However, we would like to emphasize that the proposed
method is not the best face recognition algorithm. Especially problematic is rec-
ognition of multi class patterns, containing dozens of classes. In this case the
variability between classes can be even lower than within a single class which
leads to lowered accuracy. To remedy the situation we added an additional con-
straint on the best match value, as well as the second best match [i.e. the value in
formula (6)]. More precisely, the following condition is checked

Fig. 5 Slices of the three base tensors of the second subject shown in Fig. 4

402 B. Cyganek



1� q̂2nd

q̂1st
[ s; ð9Þ

where q̂1st; q̂2nd denote the 1st largest and the 2nd largest value of the residuum
computed in accordance with (6), respectively, and s denotes a threshold value. In
our experiments the latter was set to 1 %. Application of (9) allowed an increase of
accuracy at a cost of some missing recognitions (false negatives), as shown in
Table 1.

Fig. 6 Slices of the three base tensors of the fourth subject shown in Fig. 4
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However, our purpose was to show the difference between the HOSVD oper-
ating in different dimensions. That is, a difference between the 3D and 4D pattern
tensors. Our experimental results show that operations in the higher dimensional
space lead to better results, at a negligible additional computations in the response
stage allowing real-time operations.

4 Conclusions

In this paper a new version of the HOSVD based tensor classifier is presented. This
is an extension of the highly successful HOSVD classifier to the 4th dimension,
representing multi-valued pixels of the input images. Thanks to this, the input
prototypes can contain other than scalar values. Thus, the proposed method allows
recognition of color or other multi-valued signals. Experimental results in color
face recognition show improved accuracy as compared to the scalar valued rep-
resentations. Summarizing, the key features of the presented method are as
follows:

• The method achieves high accuracy.
• The proposed pattern recognition method can be used to any patterns (not only

images).
• The method can be easily extended to higher dimensional ‘‘cubes’’ of data (such

as video, hyperspectral, etc.).
• The parallel algorithms for training and testing were outlined.
• The method allows real-time operation even in software implementation (simple

inner product computation).

Nevertheless it is in order to mention some problems associated with the pro-
posed method. First, size of the input tensor very frequently is too high to fit into
the memory. This also concerns time necessary for the HOSVD decomposition.
Therefore, future research is to develop methods which allow partial computation
of the HOSVD. The second problem is threshold necessary to distinguish the in-
class from the ext-class patterns. In the presented experiments this is achieved by
comparison with the external face classes. However, in some practical situations
such ext-class examples are not available. Further research will focus also on
testing the proposed method with different datasets, application of image trans-
formations, such as computation of the extended structural tensor, as well as
further extension to classification of the video patterns, i.e. processing of the 5th
order pattern tensors. Also interesting is application of the presented method to
data other than images.

Acknowledgments The work was supported in the years 2013–2014 from the funds of the
Polish National Science Centre NCN, contract no. DEC-2011/01/B/ST6/01994.
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A Quality Driven Approach
for Provisioning Context Information
to Adaptive Context-Aware Services

Elarbi Badidi

Abstract The growing adoption of the Service Oriented Architecture (SOA) for
provisioning services and the proliferation of Internet-enabled handheld devices
are changing the services landscape. Users are increasingly demanding services
that can adapt to their current context. In this paper, we propose a framework for
provisioning context information to adaptive services. The framework relies on
negotiated Context Level Agreements (CLAs) between context-consumers
(adaptive services) and context-providers by means of a context broker. The CLA
specifies the context information and the agreed upon level of quality-of-context
(QoC) that the context-provider shall deliver. We describe the components of the
framework and the CLA negotiation process. One of the advantages of the
approach is that context-providers can provide several types of context information
at different QoC levels. Moreover, the publish/subscribe model allows the broker
to be aware of significant variations in QoC offerings; and consequently, be able to
monitor the execution of CLAs.

Keywords Context-aware services � QoC � Context broker � Context negotiation

1 Introduction

As a result of the phenomenal proliferation of Internet-enabled handheld devices—
such as iPhone, iPad, and Android-based smartphones and tablets—, and the
growing adoption of SOA by businesses for implementing and deploying their
business applications on the Web, users increasingly require services that can meet
their functional requirements and adapt to their current context. Context
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information determines behavior and strategies of context-aware systems. Several
definitions of the notion of context have been provided in the literature [1, 2]. The
amount of information that can be categorized as context information is extremely
wide. Geo-location, time, temperature, humidity, pressure, and mobile user
activity are the most common context indicators.

The development of adaptive context-aware services requires two main com-
ponents: context management and dynamic provisioning of context information.
Context management deals essentially with sensing, storing raw context data,
aggregating and reasoning to infer high-level context information. Adaptive
context-aware services typically obtain high-level context information from vari-
ous context-providers (or services) that aggregate raw context data sensed by
various sensors and mobile devices. Many works proposed, designed, and
implemented frameworks and middleware infrastructures for managing context
information and providing users with context-aware services [3–7]. Likewise,
many surveys investigated the features and shortcomings of existing systems
[8–10].

One of the challenging issues regarding the provisioning of context information
is assessing the quality of context information (QoC). The QoC concept is intro-
duced in Sect. 2.2. Furthermore, two key aspects of context provisioning, which
are not addressed by most context management systems, are context negotiation
and the management of the continual variations in QoC delivered by context-
providers. These variations in delivered QoC are mainly due to discrepancies in
the process of obtaining high-level context information from raw context infor-
mation. They are also due to differences in the quality of sensing devices. Context-
consumers may be notified of significant QoC changes only after a certain period
and can suffer degradation in the QoC they get from context-providers.

To cope with the issues of QoC-driven selection of context-providers, context
information negotiation, and CLA compliance, we propose in this work a
framework for brokered CLA negotiation and monitoring. The main component of
the framework is the Context Broker, which mediates between context-consumers
and context-providers to reach agreements with respect to context information and
QoC levels to deliver. The context broker has the following components: Profile
Manager, Context Request Dispatcher, CLA Manager, Notification Manager, and
the Coordinator. The Notification Manager implements a publish/subscribe model
to deal with notifications on significant variations in QoC offerings of context-
providers.

The remainder of the paper is organized as follows. Section 2 presents
background information on the concepts of Context Level Agreements and
Quality-of-Context as well as related work on the issues of context negotiation and
provisioning. Section 3 gives an overview of the proposed framework. Section 4
describes the CLA negotiation protocol. Section 5 describes the interactions
among the framework’s components. Finally, Sect. 6 concludes the paper and
describes future work.
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2 Background and Related Work

2.1 Context Level Agreements

A CLA is an arrangement between a context-provider and a context-consumer
concerning the guarantees of delivered context information. It describes common
understandings and expectations between the two parties. The guarantees concern
the context information and the QoC levels to be delivered. The typical sections of
a CLA are:

• Parties: represents the parties involved in the CLA and their respective roles
(context-consumer and context-provider).

• Activation time: represents the period of time at which the CLA will be valid.
• Scope: defines the types of context information covered by the agreement.
• Context-level objectives (CLOs): represents the levels of QoC that both parties

agree on, and habitually include a number of quality indicators such as accuracy
and freshness.

• Penalties: specifies the penalties for not meeting the stated context level
objectives, such as getting discount or having the right to terminate the contract
in light of unsatisfactory QoC levels.

• Exclusions: specifies what is not covered in the CLA.
• Administration: defines the processes to assess the CLA objectives, and

describes the responsibility of the context-provider regarding the control of each
of these processes.

Achieving the quality objectives may require from the context-provider to
establish and manage a number of CLAs, all with potentially varying provisioning
requirements. Context level is a performance measure of how well the context-
provider is responding to incoming requests for context information. CLOs are the
goals of the context-provider, such as the freshness or precision of delivered
context information that the context-provider can guarantee. They represent a
commitment of the context-provider to maintain a particular level of context
delivery in a predefined period of time. A typical CLA may have the following
CLOs: context precision, degree of freshness of context information, and proba-
bility of correctness.

2.2 Quality-of-Context

Existing context-aware systems implicitly consider that context information used
to adapt their services is correct and reliable. This hypothesis is obviously not well
matched when considering the effective conditions in real pervasive situations,
where raw context data are obtained using various, and possibly unreliable sensors.
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To cope with this reliability issue, context information is characterized by some
properties referred in literature as QoC indicators. Buchholz et al. [11] defined the
QoC as: ‘‘Quality of Context (QoC) is any information that describes the quality of
information that is used as context information. Thus, QoC refers to information
and not to the process nor the hardware component that possibly provide the
information.’’

Buchholz et al. [11] and Sheikh et al. [12] identified the following QoC indi-
cators: precision, freshness, temporal resolution, spatial resolution, and proba-
bility of correctness. Precision represents the granularity with which context
information describes a real world situation. Freshness represents the time that
elapses between the determination of context information and its delivery to the
requester. Spatial resolution represents the precision with which the physical area,
to which an instance of context information is applicable, is expressed. Temporal
resolution is the period of time during which a single instance of context infor-
mation is relevant. Probability of correctness represents the probability that a piece
of context information is correct.

Taking into consideration QoC in both the design and management of
context-aware systems has been recognized in many works on context-awareness
[3, 11–14]. Few works investigated the issues of modeling and measuring QoC.
Krause and Hochstatter [15] described the requirements for modeling QoC
through the analysis of the context dissemination process. Filho et al. [16]
described a OWL-DL QoC model and methods for measuring QoC by taking into
account the fact that context information might be modified after sensing and
described into a high semantic level. Manzoor et al. [17] considered QoC to be
composed of two components, QoC sources and QoC parameters. QoC sources
represent the information concerning the sources, which collect context informa-
tion, the subjects about which context information is collected, and the environ-
ment where context information is sensed and collected.

2.3 Context Negotiation and Provisioning

Only a small number of research works in the area of context-awareness have
investigated the context negotiation issue. Many works designed and implemented
middleware infrastructures to manage context information. Other works investi-
gated the design and implementation of adaptive context-aware services. Fur-
thermore, many surveys were conducted to understand and compare the features
and shortcomings of existing systems [8–10]. Baldauf et al. [8] provided a survey
on many context-aware systems and compared them in terms of sensing support,
their context models, context information processing, security, and privacy.
Henricksen et al. [9] conducted a survey on middleware-based context-aware
systems and compared the features of few systems such as The Context Toolkit,
CFN solar, The Context Fabric, Gaia, and RCSM in terms of their support of
heterogeneity, mobility, scalability, privacy, traceability and control, tolerance for
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failures, and ease of development and configuration. Truong et al. [10] presented a
survey on context-aware Web service-based systems. Bettini et al. [18] described
current context modeling and reasoning techniques. Modeling approaches mainly
include key-values models, markup scheme models, graphical models, object-
oriented models, logic-based models, and ontology-based models.

With the advent of service oriented computing, a number of research works
investigated the design and implementation of specialized services, called context
services, to capture, store, analyze, and aggregate raw data to deduce high-level
context information. Schmidt et al. [19] designed and implemented a generic
context service with a modular architecture that allows for context collection,
discovery and monitoring. This context service provides a Web service interface
that allows its integration in heterogeneous environments. The implementation
uses OWL to describe context information and SPARQL to query and monitor
context information. Coronato et al. [20] proposed a semantic context service to
support smart offices using rules and ontologies to infer high-level context infor-
mation, such as lighting and sound level, from low-level raw information acquired
from context sources.

To the best of our knowledge, the most significant work that investigated the
issue of context negotiation and establishing and negotiating CLAs is the work of
Khedr and Karmouch [21]. In this work, the authors described a multi-agent
middleware, which uses a negotiation protocol, to facilitate the development of
adaptive context-aware personalized applications, and an ontology model to rep-
resent context information.

We believe that given that clients increasingly require quality adaptive services,
context-aware services have to negotiate CLAs with context-providers to guar-
antee some levels of the quality of context information they obtain from these
providers if they want to remain competitive. Our proposed framework provides
the means to negotiate the CLOs and the other terms of CLAs between context-
consumers and context-providers. Our approach differs from Khedr and Karmouch
approach in that our framework relies on a context broker instead of agents to
negotiate CLAs on behalf of context-consumers and a publish/subscribe model for
monitoring QoC provisioning.

3 Framework Overview

In the proposed framework, the Context Broker decouples consumers from con-
text-providers. It is mainly in charge of reaching CLAs between context-con-
sumers and context-providers. Figure 1 depicts our CLA-based framework for
context provisioning. The main components of the framework are context-con-
sumers, the Context Broker, and context-providers.
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3.1 Context-Consumers

In our framework, context-aware services (CAS) are the consumers of context
information obtained from context-providers. A CAS can be implemented as a
Web service that can understand situational context and can adapt its behavior
according the changing conditions as context data may change rapidly. It produces
dynamic results according to the 5 WH questions: who, where, when, what, and
why it was invoked. A CAS can be responsive to various situational conditions,
such as:

• The location of the client.
• The time at which the client invokes the service.
• The activity that the client is carrying out at the time it invokes the service.
• The preferences that the client may have defined prior to invoking the service.
• The security and privacy policies associated with the client of this service.
• The device (laptop, tablet, smartphone, etc.) that the client is using to invoke the

service.

3.2 Context Broker

The Context Broker is a mediator service that decouples context-consumers from
context-providers. It is in charge of handling subscriptions of consumers in which
they express their interest to consume some types of context information, and
registration of context-providers that are willing to provide some types of context
information. Given that context-consumers do not usually have the capabilities to

Fig. 1 CLA-based framework for QoC-aware context provisioning
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negotiate, manage, and monitor QoC, they delegate management tasks, such as
context-provider selection and QoC negotiation, to the Context Broker. The
Context Broker is aware of the current QoC of context-providers through the
Notification Manager that implements a topic-based publish-subscribe system.

The Context Broker includes several components that cooperate in order to
deliver personalized services to their clients. These components are the Context
Request Dispatcher (CRD), the CLA Manager, the QoC Information Manager, the
Notification Manager, the Profile Manager, and the Policy Manager. These
components are under the control of the Coordinator component. They allow
carrying out various management operations such as QoC-based context-provider
selection, CLA negotiation, user profile management, and policies management.
The back-end databases maintain information about context-providers’ policies,
customers’ profiles and preferences, CLAs, and dynamic QoC information.

The CRD is in charge of implementing different policies for the selection of
context-providers, based on the context-consumer’s requirements in terms of
context information and QoC, and the context-providers’ QoC offerings. In our
previous work [22], we described an algorithm for context-provider selection that
allows ranking potential providers according to their level of satisfaction of the
client’s QoC requirements. The CLA Manager is in charge of carrying out the
negotiation process between a context-consumer and a context-provider in order to
reach an agreement as to the service terms and conditions. The negotiation pro-
tocol is described in Sect. 4. The Profile Manager is responsible for managing
context-consumers’ profiles, including their preferences in terms of context
information and required QoC. The Policy Manager is in charge of managing rules
and policies such as authorization policies and QoC-aware selection policies of
context-providers.

The Notification Manager implements a topic-based publish-subscribe system
in which context-providers are the publishers and context-consumers are the
subscribers. Figure 2 depicts this model. QoC offerings of context information,
requested by clients, represent the topics of the system. If there is a significant
change in the current QoC of particular context information, the context-provider
notifies the Notification Manager about the change in its QoC offering. Then, the
Notification Manager notifies any subscriber to the corresponding QoC offering of
that change. In addition to this model for getting QoC updates, the QoC Notifi-
cation Manager also implements a regular on-demand request/response model.

3.3 Context-Providers

Context-providers expose interfaces that allow context-consumers to get context
information, and enable the context broker to negotiate CLAs on behalf of context-
consumers. They can offer several types of context information (location, tem-
perature, user-activity, etc.). Figure 3 depicts a typical architecture of the context-
provider platform.
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Raw context data collected from various context sources is aggregated by the
Context Aggregator to determine high-level context information that is stored in a
database. It is then used by the QoC Evaluator to estimate the current QoC offer-
ings. QoC Information, which is also stored in a database, is made available to the
CLA Manager and the QoC Notifier. The CLA Manager component is responsible
for negotiating with the Context Broker, or directly with context-consumers, con-
text-level agreements that specify the context information and the QoC level to be
delivered. The QoC Notifier is in charge of notifying the Notification Manager of
substantial changes in the QoC offering of a given context information.

Fig. 3 Context-provider architecture

Fig. 2 Topic-based publish/subscribe system
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4 CLA Negotiation Process

Once a context-consumer needs particular context information, it sends a CLA
Request to the Context Broker. This latter tries, then, to find a suitable context-
provider that can meet the consumer’s context requirements. It subsequently han-
dles the CLA negotiation process that we describe in this section. Figure 4 depicts a
scenario of the CLA negotiation process between a context-consumer, the Context
Broker components, and a selected potential context-provider in order to reach an
agreement for context provisioning. The negotiation steps are as follows:

Step 1: The context-consumer submits A CLA Request to the Context Broker to
find out an appropriate context-provider that can meet its requirements in
terms of context information and QoC.

Step 2: After processing the consumer’s authentication, the Coordinator requests
its profile from the Profile Manager. Then, it requests from the Context
Request Dispatcher (CRD) to find out suitable context-providers that can
deliver context information according to the consumer’s requirements.

Step 3: The Coordinator requests policies of the selected context-providers from
the Policy Manager.

Step 4: If the consumer’s profile is available in the profile repository, because it
had previously used some services of the Context Broker, the Coordinator
may determine whether the context-providers, found by the CRD, can
handle or not the consumer’s request. This decision relies on the profile of
the consumer and the policies of selected context-providers.

Step 5: If the consumer’s profile is not available in the profile repository, then the
Coordinator asks the consumer to provide information, such as context
needs and required levels of QoC, in order to create a new profile for the
consumer.

Step 6: If there is at least one context-provider that can meet the context-consumer
requirements, the Coordinator requests from its CLA Manager to negotiate
with the context-provider the terms and conditions of context delivery.

Step 7: The CLA Manager forwards the CLA Request to the CLA Manager of the
context-provider requesting a CLA proposal. The context-provider parses
the CLA Request and validates it against its CLA templates.

Step 8: If the CLA Request is acceptable to the context-provider, then its CLA
Manager responds to the CLA Request by sending back a CLA proposal
to the Context Broker. The Context Broker analyzes it to find out if it
responds or not to all the consumer’s context and QoC requirements.

Step 9: If all the consumer’s expectations can be met, then the Context Broker
accepts the context-provider offer and sends A CLA Confirmation to the
CLA Manager of the context-provider. Otherwise, it rejects the proposal
and makes a counter-proposal with different conditions, terms, costs, etc.
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Step 10: In the case of the CLA Confirmation, the two parties approve the
agreement. The context-provider can, then, start delivering context
information to the context-consumer in accordance with the terms of the
agreement.

At the steps 7, 8, and 9 of this process, a multi-attributes negotiation takes place
between the CLA Managers of both parties. Context-consumers may have their
own preferences in terms of QoC for each category of context information they
would like to obtain. Similarly, context-providers may have different QoC offer-
ings for each category of context information they are providing. In our earlier
work [12], we specified an algorithm for the selection of suitable context-providers
that are capable of providing context information needed by the context-consumer.
The algorithm uses an auction-based approach and ranks potential context-pro-
viders using similarity ranking based on the Euclidian distance of each offer from
the minimal requirements of the context-consumer. The selection algorithm does
not guarantee that the offer of a selected context-provider is the best one.
Therefore, to reach a CLA, the context-consumer and the selected context-provider
need to negotiate CLOs for a given category of context information using a multi-
attributes negotiation model.

Fig. 4 CLA negotiation process
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Multi-attributes negotiation is a process in which multiple issues have to be
negotiated concurrently by two parties. To reach an agreement, The CLA Man-
agers of both parties have to go through several rounds of offers and counter-offers
until they reach an agreement or reach a predefined maximum number of rounds.
In each round, the Broker’s CLA Manager evaluates an aggregate utility function,
on behalf of the context-consumer, and determines if the offer of CP is acceptable
or not. Likewise, the context-provider’s CLA Manager evaluates the utility of the
context-provider.

5 Scenarios of Interactions

Figure 5 shows the interactions among the components of the framework. The
Notification Manager acts as an intermediary between publishers (context-pro-
viders) and subscribers (context-consumer) on a collection of context information
(QoC offerings). Besides CLA negotiation, we distinguish three other kinds of
interactions: registration with the Notification Manager, notification of QoC
offering change, and request of current QoC offering.

Registration A context-consumer invokes the registerSubscriber() method of the
Notification Manager to register its interest in receiving updates on QoC offerings of
some types of context information. Similarly, a context-provider invokes register-
Publisher() of the Notification Manager to register its interest to publish QoC
offering of some types of context information through the Notification Manager.

Notification of QoC offering change The Notification Manager receives notifi-
cations on QoC offering change through its qocNotifyNM() method that a context-
provider invokes. It, then, notifies concerned subscribers (context-consumers)
about that change by invoking their qocNotifyCC() method.

Request of current QoC offering A context-consumer may request the current
value for a given context information by invoking getCurrentQocOfferingNM() of
the Notification Manager, which forwards the request to context-providers that are
providing that context information requested by the context-consumer. The Noti-
fication Manager has also two private additional methods findRegisteredSub-
scribers() and findRegisteredPublishers(). The first method is invoked to get the list
of context-consumers, which have subscribed to a given context information. The
Notification Manager calls this method once it has received a notification of QoC
offering change for that context information. The second method is invoked to get
the list of context-providers that are publishing the context information requested
by a context-consumer that has invoked getCurrentQocOfferingNM().
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6 Conclusion and Future Work

As a result of the emergent demand for context-aware services, context-providers
are increasingly using SOA and the Web services technology to implement ser-
vices that can ensure several QoC levels. In this paper, we have presented a
framework for CLA-based context provisioning. The framework relies on Context
Brokers, to mediate between context-consumers and context-providers, and a
Notification Manager, to handle the notifications on the changes in the QoC
offerings of context-providers, using a publish/subscribe model. We have descri-
bed the model of interactions among the components of the framework and the
CLA negotiation protocol. Selection of target context-providers by Context Bro-
kers relies on our selection algorithm described in our previous work [22].

As a future work, we are planning to consider applying advanced algorithms for
the multi-attribute negotiation process, investigate the issue of a common ontol-
ogy-based model for QoC representation that all components of the framework can
use; and then, describe the mappings from the various QoC representation models
described in the literature to that common model. Moreover, we intend to build a
prototype of the framework together with some real scenarios for QoC-aware
context provisioning.

Fig. 5 Diagram of interactions among the framework components
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Studying Informational Sensitivity
of Computer Algorithms

Anastasia Kiktenko, Mikhail Lunkovskiy and Konstantin Nikiforov

Abstract This study is focused on informational sensitivity of an algorithm,
defined as impact of different fixed-length inputs on the value of the algorithm’s
complexity function. In addition to classic worst-case complexity this character-
istic provides a supplementary tool for more detailed and more ‘‘real world’’
approach to studying algorithms. Statistical measure of informational sensitivity is
calculated based on statistical analysis of results obtained from multiple runs of the
same program implementation of the algorithm in question with random inputs.
This theory is illustrated by an example of algorithm that solves the travelling
salesman problem by branch and bound method using the concorde package. For a
sample of different input graphs with 1,000710,000 vertices the statistical mea-
surements of informational sensitivity were found and confidence ranges for
complexity function were constructed. It was proven that this particular algorithm
is highly sensitive to fixed-size inputs by complexity function.

Keywords Informational sensitivity � Resource effectiveness � Algorithm com-
plexity � Travelling salesman problem � TSP

1 Introduction

Informational sensitivity of an algorithm by complexity is defined as impact of
different fixed-length inputs on the value of the algorithm’s complexity function. In
general, in automatic control theory the impact of changes in input on the output
characteristics of some object is traditionally referred to as informational sensitivity
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by some input parameter. This definition was originally introduced into computer
algorithm studying in [1]. In given case the object of study is a computer algorithm,
and its input is an informational array of data containing the input of this algorithm,
i.e. we are talking about informational sensitivity of a computer algorithm.

The approach to studying of informational sensitivity of algorithms in this
research is characterized by:

1. Use of random data that allows algorithm complexity to be regarded as a finite
discrete random value;

2. Use of CPU time of execution for assessment of algorithm complexity function
that defines number of base operations the algorithm needs to retire in given
computational model.

In this study this random value was assessed via statistical methods by a
numerical experiment employing parallel computations. As a result, we’ve
obtained data on informational sensitivity of branch and bound method for the
travelling salesman problem.

In general assessing the informational sensitivity gives as an additional tool for
detailed algorithm analysis. For example it can be used for more well-founded
solution of algorithm optimization problems based on complex criterion of
resource efficiency [1]. If the computing system in question requires constant
execution time on different fixed-length inputs, it is important to pick an algorithm
with the least informational sensitivity.

Before formally stating the problem it is necessary to formally define the
notions mentioned here.

2 Main Definitions

2.1 Complexity Function

Complexity of an algorithm A with input D [1] is defined as the number fA(D) of
base operations in given computational model retired by algorithm with this input.

Exploring upper and lower bounds and average values of complexity with
different fixed-length inputs it is possible to define complexity function that is only
dependent on the input length:

f ^A ðnÞ in worst�case scenario : f ^A ðnÞ ¼ max
D2Dn

ffAðDÞg; ð1Þ

f _A ðnÞ in best�case scenario : f _A ðnÞ ¼ min
D2Dn

ffAðDÞg; ð2Þ

fAðnÞ in average scenario : fAðnÞ ¼
X

D2Dn

PðDÞfAðDÞ; ð3Þ
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where P(D) is the probability of input D for given usecase of the algorithm and Dn

is the set of problems of size n.
We can also view the algorithm complexity with fixed-length input as a finite

discrete random value that has some unknown distribution.

2.2 Informational Sensitivity

Quantitative value of informational sensitivity of an algorithm must be realistically
computable with enough empirical data and be universal, i.e. independent of
particular field where the algorithm might be applied. It must have an unified
measurement and be comparable.

One value that has all the required features [2] is the statistical measure
dIS(n) of informational sensitivity by complexity (with a fixed length input), that is
a product of general variance coefficient of complexity function (as a finite discrete
random value) and a normalized range of variance of complexity values:

dISðnÞ ¼ VðnÞRNðnÞ: ð4Þ

The variance coefficient V is a standard characteristic point of the sample
dependent on size of n that is computed as

VðnÞ ¼
rfAðnÞ

fAðnÞ
; ð5Þ

where rfAðnÞ is the standard deviation of complexity (as a finite discrete random
value) with inputs of fixed length n and fAðnÞ is a general mean value of com-
plexity. The normalized range RN(n) for complexity values with input size n is
calculated as half of variance interval divided by its median value:

RNðnÞ ¼
f ^A ðnÞ � f _A ðnÞ
f ^A ðnÞ þ f _A ðnÞ

: ð6Þ

The reasoning behind defining informational sensitivity this way is the fol-
lowing. With input of a fixed length n we see the random value of complexity as a
random function of non-random value n. The classic point value for dispersion of a
random value is the value of standard deviation. But measurement of informational
sensitivity must also take into account length of the segment of all possible values
of complexity function. This is necessary because, given equal dispersion values,
the algorithm with larger segment of values will render greater informational
sensitivity. To account for this the variance range value can be employed. This
value is dependent on input length and is thus a function of n. It is defined as
difference of values of complexity function in worst- and best-case scenarios:
f ^A ðnÞ � f _A ðnÞ. Let’s also note that maximum value of standard deviation of
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complexity function as a finite discrete random value is half of variance range. We
use the normalized (relative) range RN(n) of variance of complexity function for
inputs with size n as half of variance interval divided by its median (6). As all the
values of complexity function are positive and worst-case complexity is greater
than or equal to the best-case: f ^A ðnÞ� f _A ðnÞ, the value of RN(n) is normalized:

0�RNðnÞ\1:

Thus if we take the median of variance interval of statistical population as the
measurement of mean value, we can expect that in worst-case scenario the com-
plexity can be no more than (1 + RN(n)) times larger. The value RN(n) = 0 cor-
responds to situation f ^A ðnÞ � f _A ðnÞ ¼ 0, i.e. the algorithm has zero informational
sensitivity and its complexity depends only on the input size and not on any
features of input data.

Let’s also note that in worst-case scenario of complexity dispersion the general
variance coefficient is equal to normalized variance range according to (6) and (5).

The measure dIS(n) of informational sensitivity of an algorithm with fixed-
length input uses statistically precise values and takes into account both standard
deviation of complexity values and length of the segment of possible values rel-
ative to a normalized unit. As such it is called a statistical value [2]. Let’s note that
a statistical measurement dIS(n) does not require any knowledge of particular
distribution law of values of complexity and works with point measurements that
are obtained by experiment. The problem of finding the normalized variance range
can be solved by theoretical assessment of the algorithm in question and/or based
on experimental data (i.e. minimum and maximum values of complexity in a given
sample).

There are two principal approaches to finding dIS(n): theoretical and experi-
mental. While using the theoretical approach it is necessary to obtain complexity
functions for best-case, worst-case and average scenarios and a theoretical value of
standard deviation as a function of input size. With this, dIS(n) is explicitly
obtainable. We must note thus the obtained theoretical relations have to take into
account the particular features of input in given usecase and circumstances.

The experimental approach employs methods of mathematical statistics and is
based on forming a sample of complexity values that can be used to get necessary
values for calculating dIS(n). Based on a series of tests with different fixed-size
inputs it is necessary to find: sample median, sample dispersion, sample variance
coefficient, minimum and maximum values in the sample. With this data,
dIS(n) can be calculated as statistical measure of informational sensitivity by
complexity.

It is also important to note that the sample must be representative relative to a
set of base values corresponding to usecases of given algorithm in given com-
putational system. It is this data that forms statistical population. Thus an indi-
vidual experiment is finding a value of complexity function for given
implementation of the algorithm with a particular input, i.e. in base operations of
given computational model.
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In this study we employ a simplified approach, measuring the complexity
function in CPU time units of execution of a particular implementation of given
algorithm. As, strictly speaking, units of complexity function are base operations
of computational model where the algorithm is formally defined, computer-based
assessment of the algorithm’s program implementation will be closer to analysis of
the algorithm itself the closer this chosen model is to a real-life computer (e.g.
D. Knuth’s MIX-machine [3]). We do, however, assume existence and use of such
a computational model in which CPU time is the same as value of complexity
function in units of this computational model. Existence of such model is not
proven here, it is assumed as given. This approach can be further clarified by using
CPU event profiling in addition to CPU time and by relating the profiling events to
operations of a computational model.

The statistical measure of informational sensitivity dIS(n) is a combined one, so,
in accordance with (4), algorithms with big variance range but small dispersion
and algorithms with small variance range but big dispersion can end up producing
the same values. This approach is rational, as in either case the probabilistic
dispersion of expected relative changes in a complexity function would be roughly
the same. Let’s also note that the values dIS(n) of the same algorithm can vary
significantly with increase of input size, both towards increase and decrease, as
shown by a series of experiments [2].

In this study we’ve conducted a numerical experiment with an algorithm for
solving the travelling salesman problem on a set of graphs with 1,000 7 10,000
vertices (in modern applications graphs with 10,000 vertices or more are not
uncommon) [4, 5].

The main goal of this example is assessment of informational sensitivity and
confidence intervals of complexity for an algorithm solving the travelling salesman
problem via branch and bound method.

As a result of the study, there were obtained point estimates for complexity
function with confidence ranges, distribution histograms were plotted and the
informational sensitivity of the algorithm was quantified. Practical steps of this
application of the theory listed here is described in the next section.

3 Program Implementation

3.1 Concorde

Software implementations aimed on solving the travelling salesman problem
during the last 30 years developed from problems of size 100–10,000 and more
[4].

The concorde toolchain [6], developed in Princeton since 2001, is geared
towards solving the travelling salesman problem by branch and bound method. As
of 2013 concorde is arguably the best program implementation of branch and
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bound method for symmetrical arrangements and can be used to solve symmetrical
problems of all classes with size varying from 1 to dozens of thousands vertices.

Unlike, for example, local optimization methods, code for the branch and bound
method is usually split into two blocks: linear programming library and the
algorithm implementation. As a linear programming library in this study the QSopt
package was used. It is developed by the authors of concorde and was chosen
mostly because it is available for unrestricted educational and research use,
although concorde can also use other libraries including commercial ones.

Same as concorde, QSopt is written in ANSI C and works on Windows and
Linux/Unix platforms. It has two GUI frontends that allow the users to enter, edit
and solve linear programming problems interactively. The problems can be saved
to files in special format (LP or MPS) [6].

For this particular study concorde was installed onto several multicore com-
puting systems including two computing clusters, running various Linux systems.
The input files in TSPLIB [6] format were generated with portmgen commands
[7].

3.2 Input Data Formats

The goal of this study requires building a significantly large sample from execution
times of the program (implementing the algorithm) on varied random inputs.

Open experimental study of various algorithms for solving the travelling
salesman problem are carried out for more than 10 years in DIMACS [7]. Random
graph generator from their site was used for this study. Non-Euclidean (non-
geometrical) graphs with weight matrices filled with random numbers were used
for experiments. Number and sizes of random graphs used for study are shown in
(Table 1).

3.3 Computation Methods

There are two possible ways of gathering statistics:

• Waiting for solution process of each random graph to stop and forming a sample
of lengths of solution processes

• Stopping the solution after certain amount of time and counting the number of
problems whose solutions managed to halt.

For this study we’ve used the first approach.
To gather necessary amount of data the program implementation of the algo-

rithm had to be run on random data of given type. CPU times were recorded as one
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of characteristics of the algorithm’s complexity. Use of parallel computation
helped to speed up the process of data collection.

Parallelism of calculations is implicit: given number of computing cores we run
the same number of background concorde processes and rely on the automatic
balancing of the OS that would occupy *100 % CPU time of a given core. The
execution time is measured with GNU time command.

One of the most important features of GNU time in given context is that it can
output the ‘‘pure’’ user time of a process that’s independent of OS kernel that
maintains the process.

In numerical calculations several instances of concorde were run in parallel. In
each of the parallel processes the concorde code after the generation a graph of
random size and type was run sequentially multiple times. IO streams of the
processes were stored in buffers and unloaded into general output file as
responding processes terminated (Fig. 1).

The computations were performed on the computing of Faculty of Applied
Mathematics and Control Processes (AM-CP) of St. Petersburg State University
(hpc.apmath.spbu.ru) running OS SuSe 11.

The same program was installed on an 8-core virtual machine (SuSe 11) of the
SPbU Resource Center and on a T-platform cluster of the same Center running
CentOS 5.

Table 1 Sample inputs number

Size 1,000 2,500 4,000 5,500 7,000 10,000
Number 34,967 4,145 3,543 2,912 1,752 2,540

input graph

buffer
general output

file

concorde

input graph

buffer

concorde

Fig. 1 Computational flow
scheme
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4 Numerical Results

For obtaining experimental data it is necessary to know the representative sample
size [2]. For the size n [ 50 and the confidence probability c = 0.95 we can use
the formula [2]

n� ¼ 3; 8416 V2

e2
: ð7Þ

First, the value of V is assessed based on a preliminary experiment, i.e. with a
sample of a priori defined size. Then we calculate n�ð1Þ and the algorithm is run a

corresponding number of times. Then we can obtain a new value of V calculate
n�ð2Þ. If n�ð2Þ\n�ð1Þ, the experiment is halted and the sample size is defined as n�ð2Þ,

otherwise the iteration continues until halting condition is reached.
Then the following characteristics are defined:

• sample median fv ¼ 1
m

Pm

i¼1
fi;

• sample dispersion s2 ¼ 1
m�1

Pm

i¼1
ðfi � fvÞ2;

• standard deviation r ¼
ffiffiffiffi
s2
p

;
• sample variance coefficient V ¼ r

fv
;

• minimum and maximum element.

Sample size and its characteristic points are shown in Table 2 with non-geo-
metric problems of sizes 1,000, 2,500, 4,000, 5,500, 7,000 and 10,000 vertices.

For obtaining probable values in the sample of complexity function random
values one needs to construct confidence intervals. Half-range is calculated as:

d ¼ tð0; 05 : n� � 2Þ
ffiffiffiffiffi
s2

n�

r
; ð8Þ

where t(0.05: n* - 2) is a quantile of Student distribution with probability 0,05
and n* - 2 degrees of freedom. Knowing the half-range of confidence range its
bounds are calculated: left bound—fv � d; right bound—fv þ d.

Plot 4 shows the relation of the sample median and confidence intervals to the
input size.

For visualisation of obtained samples corresponding to fixed-size inputs the
statistical frequency histograms were used. They were constructed based of same-
frequency intervals. This approach was dictated by the fact that the complexity
function in given case varies greatly with input data. Figure 2 shows the histo-
grams for non-geometrical problems of size 1,000710,000. The relation between
informational sensitivity and input size is given below (Figs. 3 and 4).
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Table 2 Representative sample inputs

Size n*
fv r Vf Max Min

1,000 147 65.19 51.61 0.79 315.18 26.10
2,500 257 315.61 319.35 1.01 2833.41 68.9
4,000 440 1028.96 1315.60 1.28 12227.74 114.21
5,500 527 3055.37 4468.46 1.46 55530.2 161.89
7,000 652 5554.60 6665.58 1.2 44694.17 136.74
10,000 561 16238.91 21788.82 1.33 155065.47 344.27
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Fig. 2 Normalized frequency histograms for random input data of size 1,000710,000
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Fig. 3 Relation in logarithmic scale between fixed-size random input and time to algorithm
halting. Markers are placed at mead-points of histogram bars from Fig. 2
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5 Conclusion

This study managed to achieve the following results. Algorithmic complexity was
assessed statistically as a random value, based on a numerical experiment
employing parallel computation. For this the concorde package was installed on
the AM-CP HPC complex and T-platform cluster of SpBU Resource Center. For
the segment of inputs with 1,000 7 10,000 vertices the characteristic points were
obtained and analysed relative to input types, and frequency histograms were
constructed for each of them. Statistical measure of informational sensitivity with
fixed-length input was assessed.

The most important results are:

• Function of informational sensitivity was measured for program implementation
of branch and bound method (concorde) given input graphs with number of
vertices between 1,000 and 10,000 and uniformly filled random weight matrices.

• Median execution times for the same input type and their confidence ranges
were obtained.

• The studied algorithm and its software implementation are found to be sensitive
by complexity to the input data of fixed length.
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Binary Matchmaking for Inter-Grid Job
Scheduling

Abdulrahman Azab

Abstract Inter-Grid is a composition of small interconnected Grid domains; each
has its own local broker. The main question is how to implement cross-Grid job
scheduling achieving stability and load balancing, together with maintaining the
local policies of interconnected Grid. Existing Inter-Grid methodologies are based
on either centralised meta-scheduling or decentralised scheduling which carried
out by local brokers, but without proper coordination. The question is how to
perform matchmaking between a particular local job and the workers of a remote
domain. Performing matchmaking remotely would result in computational over-
head in case of many domains asking for match from one domain. Performing
matchmaking locally requires transmission of the resource information set of the
remote domain, which would result in high data traffic. This position paper
introduces a coordinated scheduling technique for broker based inter-Grid archi-
tectures. Resource information set of each Grid domain is stored in a binary form.
Matchmaking is carried out in the local domain using fast logical operations. Our
primary results show that the proposed technique achieves 26 speedup in the
matchmaking process compared to Condor negotiator, and a reduction up to
99.92 % in the resource information size compared to Condor ClassAd.
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1 Introduction

Grid computing provides the infrastructure for aggregating different types of
resources (e.g. desktops, mainframes, storage servers) for solving intensive
problems in different scientific and industrial fields, e.g. DNA analysis, weather
forecasting, modelling and simulation of geological phenomenon [1]. Computa-
tional grid Model is mainly composed of three components: (1) client/user, which
consumes grid resources by submitting computational jobs, (2) resource broker/
scheduler, which is responsible of allocating submitted jobs to matching workers,
and (3) worker/executor, where jobs are executed [2]. Due to the rapid increase in
the demand for compute resources as a result of building more and more compute
intensive applications, grid had to scale to include more workers in order to fulfil
those demands. One possible solution is to establish an interconnection between
existing Grid domains, which is known as Inter-Grid. The concept of intercon-
necting Grid domains was first introduced by the condor project in 1992, as
flocking [3]. The idea was to setup a gateway machine in each condor pool, i.e.
Grid domain, for managing job migration between domains. The main drawback is
that there was no coordination between those gateways. Other grid systems (e.g.
gLite [4], Condor-G [5], Unicore [6], Nimrod-G [7]) used the concept of meta-
scheduling [8], known also as super-scheduling. Meta-schedulers work in a layer
above traditional brokers so that instead of submitting to their local brokers, users
submit their demands to a meta-scheduler which transfers the submissions to a
broker on a grid domain which can fulfil the demand. The problem with this
approach, is the lack of coordination between meta-schedulers. Another approach,
broker overlay, is to establish the interconnection through an overlay network
between brokers [9–14]. This approach has proven to be scalable [9] but it doesn’t
achieve load balancing. The reason is that for each external job submission, the
local broker sends a query to its neighbouring brokers looking for a match. The
Process of matchmaking the job requirements with the resource information of an
external domain can be carried out either by the local broker or remotely by the
broker of the external domain. The problem with the first method is that the local
broker will have to retrieve the resource information of each neighbour domain
from its associated broker to perform the matchmaking. This would result in a
considerable traffic due to the large size of the resource information set. The
problem with the second method is that in case of many domains submitting jobs
to one domain, this domain’s broker will be computationally overloaded with
many matchmaking procedures.

This position paper introduces a coordinated scheduling technique for inter-
connected Grid domains based on binary representation and matchmaking of
resource information and job requirements. Resource information set of each Grid
domain is stored as a set of binary operands, 26-Bytes operand to represent each
worker. Job requirements are represented as operand of the same size. Match-
making is carried out in the local domain using logical AND and XOR operations.
Our primary results show that the binary representation makes a reduction up to
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99.91 % in the resource information set size compared Condor machine ClassAd
[15]. The binary matchmaker achieves 26 speedup in the matchmaking process
compared to Condor negotiator.

2 Broker Architecture

The proposed scheduling technique is an update to our SLICK inter-Grid architecture
[16, 17]. SLICK connects different Grid domains by connecting their local brokers in
a broker overlay. The interconnection is based on structured-p2p [18] network of
brokers. Each broker has a nodeID and a routing table which includes the neigh-
bouring brokers within the overlay. SLICK broker is designed to work as a gateway
on the top of the local broker of the Grid domain. Our current implementation is
designed to work on Condor Grid negotiator [15]. The gateway broker has two roles:
(1) pickup derelict jobs from the job queue and submit them to suitable Grid
domain(s), and (2) receive job submissions from external brokers and insert them
into the local broker queue. The broker architecture broker is presented in Fig. 1.

The grey circles in broker overlay represent the neighbouring brokers, i.e. those
brokers which addresses are included in the routing table, while the wight circles
represent the other brokers. In the architecture described in [16], there have been
two job queues: the local broker queue and the gateway queue. In this design we
use only the local broker job queue (JQ). Management of message exchanging
between the broker and its neighbours is carried out by the communication con-
troller. Local Resource information is periodically retrieved from the local
workers, managed by the Information service (IS), and stored in the information
service database (IS-db) as Condor machine ClassAds [15]. The binary informa-
tion service BIS periodically converts the data stored in the IS-db to binary records
and store them in the binary information service database (BIS-db). The binary
representation of resource information is described in Sect. 3. The job allocation
cycle is described as follows:

1. When a job j is submitted by one of the local clients, it is allocated in the job
queue.

2. For each job j 2 JQ: The local scheduler performs matchmaking between the job
requirements and the resource information in the IS-db. If match is found, then j is
allocated to the matching worker(s). Otherwise, j is put at the end of the queue.

3. The starvation detector periodically reads the profile of each job in the queue to
detect starving jobs, and label them. A job is labelled ‘‘starving’’ in either of
two cases: (1) None of the local workers match the job requirements, or (2)
There are matching workers but are fully or partially claimed. In case (1), the
job is labelled as starving. In case (2), a job j is labelled as starving if [Cur-
rentTime - SubmissionTime(j)] [ a, where a is the timeout value.

4. For each starving job j 2 JQ: The gateway scheduler contacts the neighbouring
brokers in the overlay to find a domain with matching worker(s) for j. If a
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matching domain d is found, then j is submitted to the broker of d. Otherwise,
j is put at the end of the queue. The matchmaking algorithm of the gateway
scheduler is described in Sect. 4.

5. Upon receiving a job submission j from an external neighbouring broker, j is
put at the end of the queue.

3 Binary Representation of Resource Information

There are different ways describing worker attributes for adopted by different Grid
architectures [6, 19, 20]. One of the most popular is Condor Machine ClassAd [2],
since it is the most descriptive and yet implemented by both Condor, gLite, and is
an option in Globus [5]. The BIS converts the machine ClassAd of each worker as
a 208-bit (i.e. 26-byte) worker attribute record, WAR, and store it in the BIS-db.
The job requirements part of the job description, where the resource requirements
of the target worker(s) are described, are converted to a record of the same
structure, JRAR. The structure of WAR and JRAR is displayed in Fig. 2. Resource
attributes are categorised into:

1. Boolean attributes, e.g. HasJava (supports java), and HasMPI (supports MPI
[21] jobs), which have true/false values. The Boolean attribute part is repre-
sented as 16-bit binary value, B to store up to 16 attribute values. Condor
ClassAd doesn’t implement more than 10 Boolean attributes [19], but the
administrator might add custom attributes, e.g. HasPython. The value, 0 or 1, of
each bit in B reflects the value of the associated Boolean attribute. For example,
the values of (b5, b6, b7) represent (HasJava, HasMPI, HasVM) respectively.

2. Multi-valued attributes, e.g. Arch (Processor architecture), OpSys, and Java-
Version. The value of each of these attributes must be one of a fixed list of

Fig. 1 Broker architecture
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values supported by Condor for this particular parameter [19]. Multi-valued
attribute part is represented as 64-bit, M to store up two 16 attribute values.
Each attribute value {M[x]|x 2 {0, 1, …, 15}} is stored in four bits to display a
value from 1 to 15 (0001b to 1111b), so that there is a room for 15 options for
each attribute. The zero value, 0000b, is not made available as an option in
WAR. In JRAR, each attribute which has no value requirement by the job will
have its associated value = 0000b. Table 1 presents examples of the binary
representation of the multi-valued attributes.

3. Range-valued attributes, e.g. LoadAvg (load average of the CPU), Disk
(available disk space), TotalCPUs, and Memory (available physical memory).
Each attribute represents a numeric value which refers to a a specific machine
performance metric. Range-valued part is represented as 128-bit value, R, to
store up to 32 attribute values. Each attribute value {vx|x 2 {0, 1, …, 31}} is
stored in R as a 16-bit figure R[x] = rxrx+1…rx+15. The value of each bit in
Rw[x] is calculated as in (1). The value of each bit in Rj[x] is calculated as in (2).

Rw½xþ i� ¼
1 vx 2 ½I � i; I � ðiþ 1ÞÞ
1 vx [ I � ðiþ 1Þ
0 vx\I � i

8
<

: 8i 2 f0; 1; . . .; 15g ð1Þ

Rj½xþ i� ¼
1 vx 2 ½I � ði� 1Þ; I � ðiþ 1ÞÞ
1 vx [ I � ðiþ 1Þ
0 vx\I � i

8
<

: 8i 2 f0; 1; . . .; 15g ð2Þ

Fig. 2 Structure of the worker attribute record (WAR) and the job requirement attribute record
(JRAR)

Table 1 Binary representation of three multi-valued ClassAd attributes

State Arch OpSys

Unclaimed 0001b INTEL 0001b LINUX 0001b
Claimed 0010b IA64 0010b WINNT51 0010b
Owner 0011b ALPHA 0011b WINNT52 0011b
Matched 0100b SGI 0100b SOLARIS25 0100b
………
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where I is the range increment value. Table 2 describes the binary representation of a
value vx when it is located in different ranges. For example, the Memory attribute is
represented in v0. If the Memory value = 220 MB and the range increment value
I = 64 MB, then R[0] = 1111 0000 0000 0000b because 220 2 [64 9 3, 64 9 4).
The value of I is set based on how much an increase/decrease in the value of the
associated attribute would make a noticeable change in the performance.

The BIS-db, presented in Fig. 3 contains a collection of WARs, each is labelled
by its associated worker id. Three values are also included: the broker id of the
home broker, a time stamp which indicate the local read time of the stored worker
records, and the total number of unclaimed workers.

4 Binary Scheduling Algorithm

The broker performs three types of scheduling: (1) Scheduling of locally submitted
tasks to local workers, which is carried out by the local scheduler, e.g. condor
negotiator. (2) Scheduling of externally submitted tasks to local workers by
allocating them in the local job queue, and (3) Scheduling starving local tasks to
external brokers, which is carried out by the starvation detector and the gateway
scheduler. The gateway scheduler performs matchmaking between starving jobs in
the queue and the BIS-db of each neighbouring broker. Algorithm. 1 describes the
binary scheduling algorithm. The gateway scheduler collects the BIS-db from a
neighbour broker and performs matchmaking. The rules for matchmaking a
domain d and a job j are described as:

• If the number of available workers in the BIS-dbd is less than the required
number of workers by j, then j and d are unmatched.

• For each worker w 2 d:

– For binary attributes (B): Bw matches Bj if each true value condition in Bj, has
the associated value in Bw true. This is logically represented as:
Bw ^ Bj = Bj. For example if has HasJava is true for both w and j, while
HasMPI is true for w but is false for j, then Bw matches Bj.

Table 2 Binary representation of multi-valued attribute using a range increment value I

Actual value Binary representation

vx 2 [I 9 0, I 9 1) Rw[x] = 1000 0000 0000 0000b
Rj[x] = 1100 0000 0000 0000b

vx 2 [I 9 1, I 9 2) Rw[x] = 1100 0000 0000 0000b
Rj[x] = 1110 0000 0000 0000b

vx 2 [I 9 2, I 9 3) Rw[x] = 1110 0000 0000 0000b
Rj[x] = 1111 0000 0000 0000b

………
vx C I 9 15 Rw[x] = 1111 1111 1111 1111b

Rj[x] = 1111 1111 1111 1111b
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– For multi-valued attributes (M): Mw matches Mj if each required attribute in
Mj has an equal value in Mw. The equality condition between two binary
figures is tested using the XOR operation. This cannot be implemented here,
since the job requirements usually don’t include a condition for each attribute.
Attributes with no conditions are set to 0000b in Mj. The worker attribute
figure Mw contains a value [0 for each attribute describing the worker
specifications. To overcome this problem, we mask all non-required attributes
in Mw to 0. This is carried out by generating a mask figure for Mj, MSKj,
presented in Algorithm. 2 and presented by example in Fig. 4. The logical
representation for the case that Mw matches Mj is (Mw ^ MSKj) � Mj = 0.

lined 1 Binary Matchmaking Scheduling Algorithm
Initialization:

JQ {The job queue of the local domain}
|JQ| {The job queue size}
N {Set of neighbouring brokers of the local broker}

Define:

BIS-dbi {Binary information set of domain i}
Bw, Rw, Mw {Boolean, range, and multi-valued attributes of worker w ∈ domain d}
Bj , Rj , Mj

Start:

for all j ∈ JQ {Loop on each job in the queue}
if j is starving then {j needs to run externally}

J ← j
EXIT Loop

for all d ∈ N {Loop on each neighbour domain}
γ ← get BIS-db from d {get the BIS of domain d from its broker}
if match(J, γ) then {Match exists}

submit(J) to Broker(d)

d ← random(N) {No matching neighbour domain. select a random neighbour domain}
submit(J) to Broker(d)

Fig. 3 The binary information set database (BIS-db)
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lined 2 Binary Matchmaking Procedures

procedure match(j, BIS-db) {perform matching between a job j and BIS-db }
if |BIS-db| < |j| then {available workers at BIS-db domain ¡ required workers by j}

return false {No match}
MSKJ ← mask(J) {Calculate the mask for job J}
n ← 0 {initiate the number of matching workers}
for all w ∈ BIS-db {Loop on each worker w in BIS-db }

BR ← BwRw

∧
BjRj {Matchmaking binary and range-valued attributes}

M ← (Mw
∧

MSKj) ⊕ Mj {Matchmaking multi-valued attributes}
if (BR ⊕ BwRw) ∨ M = 0 then {attributes of w match the requirements of j}

n ← n + 1 {increment the number of matching workers}
NEXT w

return ( n
|j| > 1) {return the number of j instances that can run on BIS-db domain workers}

procedure mask(j) {compute the 64-bits mask for the M part of the job requirements of j}
msk ← 0 {initialise the mask value by zeros}
for i = 1 to 16 {Loop on all 4-bits multi-valued attributes}

if Mj [i] �= 0 then {There is a required value of attribute i}
msk[i] ← 1111b {Set the associated value in the mask to 1s}

return msk {Return the mask value of j}

– For range-valued attributes (R): Rw matches Rj if Rw[x] C Rj[x] Vx 2 {0, 1,
…, 31}. This is logically represented as Rw ^ Rj = Rj. For example, if the
memory requirement of j is: memory C 190 MB, the available physical memory
of w = 256 MB, the index of the memory attribute in R is x = 1, and the memory
increment value I1 = 64 MB, then: Rw[1] = 1111 1000 0000 0000b and
Rj[1] = 1111 0000 0000 0000b. The matching condition is fulfilled for x = 1
since Rw[1] ^ Rj[1] = Rj[1].

• Return the percentage of matching workers to the number of required workers.

Fig. 4 Generating the mask value for a job j
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5 Primary Evaluation

We evaluate the efficiency of the proposed technique using two benchmarks:
Speedup of matchmaking computational time, and reduction of the resource
information size. information. Figure 5a displays the matchmaking speedup of our
matchmaker compared to Condor negotiator. We run both matchmaker procedure
codes for matchmaking one job to a number of workers n 2 {101, 102, …, 108}.
We made 100 runs for each case and took the average. The run-time t is computed
in milliseconds. For n \ 103 ) t \ 1. The speedup grows for n 2 {103, 104, 106}
and becomes nearly stable at 26 upwards. Figure 5b displays the size of the
resource information for a number of workers n 2 {100, 101, …, 105}. We com-
pare the size of BIS-db with: the actual text size of Condor ClassAd IS-db, and a
compressed Condor IS-db using 7z LZMA2 [22] file compressor. The reduction
grows with the number of workers to reach &99.91 % for n = 105. The reason is
that the size of Condor machine ClassAd of one worker is &32 Kbytes while
WAR is only 26 bytes. The 7z compressor achieves a better reduction for n [ 103,
but the compression time grows dramatically, +35 minutes for n = 105, which
makes file compression improper for a large number of workers.

6 Conclusions

One important question to achieve efficient inter-Grid scheduling is how to per-
form matchmaking between a particular local job and the workers of a remote
domain. Performing matchmaking remotely would result in computational over-
head, while performing matchmaking locally would result in high data traffic. In
this position paper, we introduced a coordinated scheduling technique which is
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based on binary matchmaking and representation of the Grid resource information.
Each worker information is stored in a 26-Byte sized record. Matchmaking is
carried out in the local domain using logical AND and XOR operations. Our
primary results show that the proposed technique achieves 26 speedup in the
matchmaking process compared to Condor negotiator, and a reduction up to
99.92 % in the resource information size compared to Condor ClassAd.
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Complex Objects Remote Sensing Forest
Monitoring and Modeling

Boris V. Sokolov, Vyacheslav A. Zelentsov, Olga Brovkina,
Victor F. Mochalov and Semyon A. Potryasaev

Abstract In this paper the concept of integrated modeling and simulation
processes of the Complex Natural and Technological Object (CNTO) is presented.
The main goal of the investigations consists in the practice of the predetermined
modeling. The practice direction as the remote sensing forest monitoring is pro-
posed by the authors. Here the methodical foundations of the integrated modeling
and simulation, the process of CNTO operation, the technology of the remote
sensing forest monitoring are considered. Principal concern is attended to the
continuity of the model and object solving practical issues. More over results of
CNTO remote sensing forest monitoring make it possible to adapt models of this
system to changing environment conformably to the forest management.

Keywords Complex natural technological object � Control process � Simulation
model � Processing of the space and airborne measurements � Forest monitoring

1 Introduction

In practice the processes of CNTO operation are non-stationary and nonlinear. The
perturbation impacts initiate the CNTO structure-dynamics and predetermine a
sequence of control inputs compensating the perturbation. In other words we
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always come across the CNTO structure dynamics in practice. For example, forest
monitoring is considered. There are many possible variants of CNTO structure
dynamics control [1].

In this paper we propose the practice of the predetermined modeling where
CNTO is a Remote Sensing forest monitoring. Earlier various combinations of the
analytical and simulation models were considered at several conferences with the
similar theme.

Research issues addressed in the paper are conducted on the base of a com-
prehensive simulation theory of proactive monitoring and management of the
structural dynamics of natural and technological objects (CNTO) and appropriate
monitoring and management [1].

Estimation of required adequacy of modelling takes a special place in solving
the problems of modelling complex objects Obop

\ [ (actual or abstract). Obviously,
it is necessary to evaluate every time how it is adequate in relation to the Obop

\ [ .
An inaccurate initial assumptions in determining the type and model structure,
error measurement in the test (experiment), computational error in the processing
of measurement information could be the reasons for the inadequacy of the
Obop

\[ . Using an inadequate model can lead to significant economic losses, and to
the default tasks of the actually existing system.

Following to the qualimetry of models consider two classes of simulated sys-
tems [1–3]. The first class consists of the systems with which an experiment (test)
can be conducted and gotten by measuring the values of the system characteristics.
Good example of the first class CNTO is Remote Sensing of Forestry.

Figure 1 presents the generalized technique for estimating and controlling the
quality of models of objects of the first class.

In this figure, we take the following notation: 1, for forming the goals of
functioning of Obop

\ [ ; 2, for determination of input actions; 3, for setting goals of
modeling; 4, for the modeled system (objects Obop

\ [ ) of the first class; 5, for the
model (Obm

\ h [ ) of the investigated system Obop
\ [ ; 6, for the estimation of the

quality of a model (poly-model system); 7, for controlling the quality of models; 8,
for controlling the parameters of models; 9, for controlling the structures of
models; and 10, for changing the concept of model description.

All CNTO (including complex objects remote sensing processes and systems)
working in an autonomous mode are examples of systems of the first class.

The second class of the simulated systems are systems that is impossible to
carry out experiments. Among such systems are large-scale economic and social
systems, complex organizational and technical systems operating in conditions of
substantial uncertainty to the external environment, or virtual objects created as a
result of mental activity of man.

Features of CNTO don’t admit to achieve the degree of adequacy of the process
description. Therefore, in practice the multiple-domain description of the study is
used.

Proposed in earlier studies many variation of the formal description of objects
and control subsystems included in monitoring and management of CNTO have
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the broad prospects for the formulation and solution of problems as proactive
(adaptive–proactive) synthesis of CNTO and proactive (adaptive and proactive)
selection of complex models and algorithms of the software management and
control objects in a constantly changing environment [2].

Analysis of earlier research on this subject demonstrates [1, 2, 4], that in this
case the composition of tasks of the CNTO control should be supplemented by
structural problems and parametric adaptation of the special mathematical
software.

Consider in more detail the formal tasking of the structural adaptation of the
CNTO models.

2 Problem Statement

Generalized formal statements of the structural adaptation CNTO model can be
represented as:

AD MðlÞH ;
�Pcs

� ffi
! min;

tst ~w
ð3Þ;MðlÞH

� ffi
��tst;

MðlÞH 2 ��M; ~wð3Þ 2 W ð3Þ; MðlÞH ¼ ��U Mðl�1Þ
H ;~wð3Þ; �Pcs

� ffi
; l ¼ 1; 2; . . .;

ð1Þ

where ADðMðlÞH Þ is a functional characterizing the adequacy of the model MðlÞH for

CNTO. The latter is described, in its turn, with a set �PcsðtÞ ¼ f�PðcsÞ
g ; �g ¼ 1; . . .; �Gg

5

1

opOb<

4

m
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Fig. 1 The generalized
technique of estimation and
control of the quality of
models of the first class
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of characteristics; tst is a total time of CNTO models structure adaptation; tst is a

maximal allowable time of structural adaptation; �U is an operator of iterative

construction (selection) of the model MðlÞH , l is the current iteration number; W(3) is
a set of allowable values for the vectors of structure-adaptation parameters.

Tst ~w
ð3Þ;MðlÞH

� ffi
! min; ð2Þ

AD Mð
�lÞ

H ; P
� ffi

� e2; ð3Þ

MðlÞH 2 M;~wð3Þ 2 Wð3Þ; ð4Þ

MðlÞH ¼ �U Mðl�1Þ
H ; ~wð3Þ; �Pcs

� ffi
ð5Þ

where e2 is a given constant establishing an allowable level of the CNTO model

MðlÞH adequacy, H 2 Î, ��M are a set of the CNTO models.
The analysis of expressions (1) shows that the structural adaptation starts and

stops according to a criterion characterizing the similarity of a real object and an
object described via models (a condition of models adequacy is applied) [5]. The
adequacy of CNTO models does not mean description of all ‘‘details’’. It means
that simulation results meet the changes and relations observed in reality.

Listed equations can be interpreted in relation to the forest monitoring models
(for the forest structure, biomass estimation, forest growth models).

The main purpose of quantitative estimation of the model adequacy at time is to
raise decision-maker’s confidence in conclusions made on real situation. There-
fore, the utility and correctness of CNTO simulation results can be measured via
adequacy degree of models and objects.

Analysis of relations defining a common procedure of the proactive structural
adaptation planning models and operational control of CNTO demonstrates that its
implementation needs a set specific algorithms of iterative selection of the models

(multiple-complexes). These models are denoted as M\k; l [
H , where k—the current

number of management cycle (k = 1,…,K); l—iteration current number, where the
design (selection) image is performed (l = 1,…,L); H—current model number
from the model bank or model repository (H = 1,…,H). Let’s the model repos-
itory is named as the plurality:

M
\k [

¼ M\k;l [
H ; k ¼ 1; . . .;K; l ¼ 1; . . .; L; H ¼ 1; . . .;H\k [

n o
ð6Þ

A class of algorithms based on evolutionary modeling technology is one of the
promising class of algorithms that can use a constructive way to solve the tasks of
the structural adaptation.
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3 Algorithm of Structure Adaptation of Models

The second group of algorithms for structural adaptation of CNTO models is based
on the evolutionary (genetic) approach. As before in Problem statement, let us
exemplify these algorithms in the structural adaptation of a model describing
structure dynamics of one CNTO output characteristic of one element of the vector
~yðt\k [ Þ½ �.

The residual of its estimation via the model Mh, as compared with the observed
value of the characteristic, can be expressed like this:

Q hh i
kh i ¼ w h;kh i ~x t kh i � 1

� �
;~u t kh i
� �

;~n t kh i
� �

;~bh; t kh i

� ffi
� ~y t kh i
� �h i

ð7Þ

The formula define a dynamic system describing CNTO structure-dynamics
control processes. Here~xðtÞ is a general state vector of the system,~yðtÞ is a general
vector of output characteristics. Then,~uðtÞ is a control vector. Here~uðtÞ represents

CNTO control programs (plans of system functioning), ~nðtÞ is a vector of per-

turbation impacts. The vector ~bH is a general vector of CNTO parameters.

To simplify formula, we assume that the perturbation impacts~nðtÞ are described
via stochastic models. Thus, the following quality measure can be introduced for
the model MH:

�Q\h [
\K [ ¼

XK

k¼1

gðK � kÞQ\h [
\k [ ; ð8Þ

where 0 B g B 1 is a ‘‘forgetting’’ coefficient that ‘‘depreciate’’ the information
received at the previous steps (control cycles) [4]. If g = 0 then �Q\h [

\K [ ¼ Q\h [
\K [ ,

i.e., the weighted residual is equal to one received at the last step, as the prehistory
have been ‘‘forgotten’’. An extension of formula (9) was proposed in [5]. The
coefficient g(K-k) was substituted for the function f(K):

�Q hh i
Kh i ¼

XK

k¼1

f K � kð ÞQ hh i
Kh i; h ¼ 1; . . .;H ð9Þ

Here f(�) is a monotone decreasing function of ‘‘forgetting’’. It has the following
properties:

f ðaÞ[ 0; f ð0Þ ¼ 1; lim f ðaÞ ¼ 0;

f ðaÞ� f ðaþ 1Þ; a ¼a!?
0; 1; . . .

ð10Þ

Now the structural-adaptation algorithm is reduced to a search for the structure
MH0, such that
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�Q\h0[
\K [ ¼ min

h¼1;...;H
�Q\h [

\K [ : ð11Þ

Thus, it is necessary to calculate the quality measures (8) for all competitive
structures MH,q = 1,…,Q of CNTO models at each control cycle k = 1,…,K. All
quality measures should be compared, and the structure MH with the best measure
(minimal residual) should be chosen.

Another way to choose model MðlÞH is probabilistic approach. In this case the
following formula is used

p1ðMl
HÞ ¼

Pk�1
q¼k�d JiðM\q;L [

i Þ
PH\k�1 [

H¼1

Pk�1
q¼k�d JiðM\q;L [

H Þ
; ð12Þ

where JiðM\q;L [
i Þ–generalized quality measure value of model M\q;L [

i func-
tioning on previous time intervals, d—is a ‘‘forgetting’’ coefficient. It should be
emphasized that the calculation of the quality measure is expected to carry out
each time on the basis of a solution of the problem of multi-type selection. Thus,
despite the random choice of the next model (multiple-model complex) greater
opportunity to be chosen gets the model, which had the best value of the gen-
eralized quality measure in the previous cycle control. Earlier various combina-
tions of the analytical and simulation models were considered at the conferences
with the similar theme.

The parametric adaptation of the model MH [4, 6] should follow the structural
one.

It is important to determine a proper ‘‘forgetting’’ function under the pertur-

bation impacts~nðtÞ. The higher is the noise level in CNTO, the slower decrease of
the function should be implemented. However, if CNTO highly changes its
structure then the function f(a) should be rapidly decreasing in order to ‘‘forget’’
the results of the previous steps [6]. It can be demonstrated that the structural-
adaptation algorithms based on model construction (synthesis) of atomic models
(modules) are rather similar to the algorithms of the CNTO structure-functional
synthesis [1]. These algorithms only differ in the interpretation of results.

4 Thematic Processing of the Remote Sensing Imagery

Thematic processing of the Remote Sensing data is the key link in the system of
the forest monitoring. Generally the primary and secondary processing is applied.
The operations are done based on the modeling and simulation in automatic mode
supported by the expert’s knowledge.

The experience of the thematic treatment of the many and hyperspectral data
with the high spatial resolution defined some important factors. One of them is the
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data presentation with the automatic identification of the test sites for algorithm
training and adaptation. The next one is the complex processing of the source
many (hyper)spectral and temporal Remote Sensing data and ground measure-
ments. Third factor is the data results calibration and validation and optimal
application of the spectral features data base of the landscape elements with ref-
erence to seasonal and daily variability. Lastly, the organization of the distributed
access to the data is exchanged on the base of the special portals, geographic
informational system capability and crowd sourcing.

The informational flow rises and the necessity of the integrated modeling is
determined. At that the qualitative and quantitative requirements are increased.

Commonly the main steps of the thematic processing of the Remote Sensing
data are designated for the qualitative solution of the integrated modeling task:
input data, optimal survey parameters, change reflective and radiative settings of
the landscape elements in seasonal and daily variability, data acquisition and
treatment, imager radiometric correction and calibration, imagery geometric cor-
rection, maintain of the system of initial data relative to the reflective and radiative
characteristics of the landscape elements, combination of methods and algorithms
of the thematic treatment (cluster analysis, Fourier analysis, method of principal
components, classification algorithms and others) (blocks 8 and 9, Fig. 1), CNTO
modeling and simulation on the base of the expert’s knowledge (blocks 1 and 3,
Fig. 1), analysis of the situation dynamic based on the multi-temporal Remote
Sensing data treatment (block 6, Fig. 1), predictive modeling of the step 5 results
influence to ecological situation (block 5, Fig. 1), crowdsourcing through the geo-
informational portal application (blocks 1, 3 and 4, Fig. 1), automatic environ-
mental assessment in the space ecological monitoring network (blocks 6 and 7,
Fig. 1), creation of the thematic layers and attributive information of the
monitoring.

Analysis of the main trends for modern systems of the space forest monitoring
indicates their peculiarities such as: multiple aspects and uncertainty of their
behavior, hierarchy, structure similarity in the detection and recognition of the
landscape elements, redundancy from the source data and variety of implemen-
tations for control functions. One of the main features of modern systems of the
space forest monitoring is the variability of their parameters and structures due to
objective and subjective causes at different phases of the system life cycle. In other
words we always come across the system structure dynamics in practice.

5 Example

Example demonstrates determination of the optimal parameters for the integrated
modeling and simulation of the CNTO described as the system of the space forest
monitoring (block 3, Fig. 1).
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This task includes the determination of the optimal year period for the airborne
data acquisition under condition that the obtained airborne data is planned to use
for the forest species map creation at the Moravian-Silesian Beskydy region.

An initial data for the model was defined by the archival airborne hyperspectral
data of the study Beskids Mountain forest area. Hyperspectral images have been
obtained in August 2009, August 2010, September 2010, May 2011 and September
2011 at about midday. In additional, parameters of the airborne equipment (AISA
and HyMap hyperspectral sensors), such as data spectral and spatial resolutions
were the initial data also.

Particularities of the territory consist of the mountain relief with the varied altitude
from 500 to 900 m. As a consequence, the forest vegetation grows on the mountain
slopes with the various solar radiations. The dominant forest type is even aged
monoculture Norway spruce (Picea abies L.). However, it should be noted, that mixed
forest occupies a substantial part of the territory and differs by the percentage ratio of
the coniferous [Norway spruce, Scotch pine (Pinus sylvestris L.)] and broadleaves
species [European beech (Fagus sylvatica L.) and ash (Fraxinus excelsior L.)]
(Michalko, J. 1986: Geobotanicka mapa CSSR. Veda, Bratislava: 186 p.).

Analysis of the spectral features of spruce, beech, mixed forest, grass and young
forest sites at the sun and shadow mountain slopes have been carried at various
vegetation periods on the study forest area in the block 3 of the model.

Hyperspectral vegetation indices (narrow-band NDVI and CARI) were calcu-
lated (block 4, Fig. 1). Chlorophyll Absorption Ratio Index (CARI) measures the
depth of chlorophyll absorption at 670 nm relative to the green reflectance peak at
550 nm and the reflectance 700 nm. Narrow-band Normalized Difference Vege-
tation Index uses the highest absorption and reflectance regions of chlorophyll 910
and 682 nm. Values of indices for sites with spruce, beech, mixed forest, grass and
young forest at the sun and shadow mountain slopes were compared by the dis-
persion measures. Time periods with maximum difference in the index values for
spruce, beech, mixed forest, grass and young forest at the sun and shadow
mountain slopes were determined at the last week of May, the last week of August
and the third week of September.

Thereby the optimal year periods for the acquisition of airborne hyperspectral
data for the forest species map creating were signed considering the particularity
of the Beskids Mountain forest area.

The perturbation influences were presented by the control model parameters,
that could be evaluated on the real data available in CNTO and parameters that
could be evaluated via simulation models for different scenarios of future events.

6 Conclusion

In the study of monitoring and management of ecological and technological
objects found that the necessary degree of adequacy of these complex objects can
be achieved in the case when the modeling process is manageable by itself.
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Possible reasons for the inadequacy of the models may be inaccurate initial
assumptions in determining the type and model structure, measurement error in the
tests (experiments), computational errors in the processing of measurement
information. Using an inadequate model can lead to significant economic losses,
emergencies, to the default tasks of the actual current system.

Thus, the study proposes a multi-level multi-stage procedure for parametric and
structural adaptation as traditionally used in such cases, mathematical models
(analytical and simulation), and the models used in modern engineering knowl-
edge. As the latest models, the report discusses models. On the base of these
models on a constructive level structural adaptation of the model process of the
monitoring of CNTO is considered to the current, a posteriori and priori data about
their condition on the basis of aerospace landscape monitoring.

The main difference and advantage of the proposed approach in the study are
that the procedure of random search of purposeful selection of models most
adequately describes the dynamics of changes in the state of ecological (forest)
objects not on the basis of heuristics approach but on the basis of results of exact
calculations and optimization of the structural dynamics of these control objects
[1, 4].
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Building a Non-monotonic Default Theory
in GCFL Graph-Version of RDF

Alena Lukasová, Martin Žáček and Marek Vajgl

Abstract The aim describes the idea of graph-based representation of clauses.
This approach follows the Richards idea of graph-based clausal form knowledge
representation. Moreover, it enabled to build up the graph-based formal system
GCFL (Graph-based Clausal Form Logic) that cannot only illustrate knowledge
bases graphically, but also allows us to obtain consequents of a knowledge base in
a special graph-based way. The article continues the idea by creation of a graph-
based formal system of generating revisable theories following the known Reiter’s
default principle of building non-monotonic theories.

Keywords Graph � RDF � Default theory � GCFL � Clausal form logic

1 Introduction: Clausal form Logic and Its Graph-Based
form GCFL with Quantifiers

The area of formal logic is a very interesting part of information science. There
have been several areas of research fields aimed at finding the way how to rep-
resent knowledge formally aiming at handling information and using it to infer-
ence in a similar way to human thinking. Most of the nowadays existing
approaches are built on the first order predicate logic (FOPL) (as presented in e.g.
[1]), extended by different expression behaviour (fuzzy predicate logic, description
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logic [2]). One of the approaches is clausal logic (see e.g. [3]), based on clauses
representing knowledge. However, for some examples, labelling inference
mechanism for clausal logic may be confusing, especially when the relation
between clauses in not clearly defined. Using a more human-intuitive mechanism,
such as graphical representation, may improve readability of the knowledge.
Graphical representation has already been used in more areas, e.g. semantic net-
works [4], conceptual graphs [5, 6], or combined with RDF [7].

Usability of graph-based representation with clausal form logic has already
been presented in [7], too. However, these approaches are naturally based on a
closed world assumption, where all knowledge is expected to be already captured
and stored in a knowledge base. There are also systems with an open world
assumption, where the knowledge base can be reviewed according to a new
knowledge. Once again, there is multiple different formal logic approaches used to
work with incomplete information—e.g. description logic [8], modal logic [9].
One of the most used approaches is Reiter’s default logic [10]. The following
contribution presents how the default logic can be extended using graph clausal
form logic to provide a formal system working with incomplete information.

Our idea of graph-based representation of clauses connects to that of Richard’s
CFL and proposes a complete graph-based inference system GCFL. The knowl-
edge base of the system consists of clauses represented by graphs.

To distinguish statements in the antecedent part of a graph-based clause from
statements in its consequent part, we introduce a convention

• to draw the arcs of antecedent vectors by dashed lines and
• to draw the arcs of consequent vectors by solid lines.

All the vectors (with solid or dashed lines) represent atomic statements and
generally have the following structure (Fig. 1):

From the point of view of first order predicate logic, our formal system GCFL is
a special form of Richard’s clausal form logic that uses only binary predicates to
express relationships between concepts as well as properties of the concepts.

General statements, such as ‘‘It is not possible that X is a man and simulta-
neously X is a woman’’, expressing relationships between concepts (here ‘‘man’’
and ‘‘woman’’), could have the following (Fig. 2) graph-based form of represen-
tation (a clause without a consequent) in GCFL.

2 Default Logic

Default logic is an important method of knowledge representation and reasoning,
because it supports reasoning with incomplete information and allows revising
theories that have been previously built up. Default logic can be naturally used in
many application domains, such as information retrieval, specifications of systems,
diagnostic of problems, etc.
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Default theories can be used either to model reasoning with incomplete
information, which was the original motivation, or as a formalism which enables
compact representation of knowledge that varies in time and ought to be revised.

To define logic for default reasoning, we must solve a two-fold task:

1. To provide a formal definition of the extensions to an underlying first order
theory induced by a set of defaults.

2. To provide a proof theory in the form of a procedure which, given formula w,
determines whether w can be believed, i.e. whether there is an extension
induced by the defaults which contain w.

In this paper we refer to the original Reiter’s article [10] for the first task and
propose a GCFL graph-based [11] method of reasoning in the RDF for the second
task.

3 Non-monotonicity of Default Theories

The default theory is an attempt to formally capture the idea that a knowledge base
(a set of beliefs) may enable to make certain conclusions even if these conclusions
are not logically implied by the knowledge base. We assume a knowledge base as
a set of beliefs completed by its logical consequents.

A conclusion made on the basis of a default logic principle only applies if there
is a default rule that supports its derivation and if the conclusion cannot be
deductively derived from the existing knowledge base.

A fundamental feature of the first order logic is that it is monotonic, i.e. if A and
B are sets of first order formulae and A‘w then A; B‘w:. It means: What was valid
in the presence of information A remains valid when new information B has been
added.

In contrast, any logic which presumes to formalize default reasoning must be
revisable and so it must be non-monotonic.

Fig. 1 Vector

Fig. 2 A clause without the
consequent
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4 Default Rules

The meaning of a default rule is built up on notions of provability and consistency
with respect to a given knowledge base. Together with conclusions sanctioned by a
set of default rules, the knowledge base is called its default extension. Default
rules state how to extend a knowledge base with respect to a certain set of
statements we believe.

A default theory is a pair (D, W). W is a set of logical formulae, called the
background theory, that formalize the facts that are known for sure, D represents a
defeasible information. D is a set of default rules, each one being of the form (1):

a ¼ a1; . . .; am : b1; . . .; bn

c
ð1Þ

a ¼ a1; . . .; am stands for the prerequisite (knowledge base), b1; . . .; bn are justi-
fications, c is the conclusion.

Such a rule is informally interpreted as ‘‘if a is true, and b1; . . .; bn are con-
sistent with what is known, then conclude c by default’’.

The premises of the default rule consist of two components. The first means the
current knowledge base (a set of first order logic expressions) and is referred to as
the prerequisite. These expressions must be proven to be true (in a standard
deductive sense) or believed in a common sense. The second set is referred to as
the consistency set. These expressions must be consistent with the current
knowledge base. Thus from the formal point of view, it must be proven that the
negation of the expressions does not take source from the current knowledge base.
A default rule can be applied to the theory if its precondition is entailed by the
theory and its justifications are all consistent with the theory. If the rule is proven
to be applicable, then the expression referred to as the consequent is added into an
extension of the theory. Application of a default rule results in adding its conse-
quence to the extended theory. Other default rules may then be applied to the
resulting theory. The default rules may be applied in a different order, and this may
lead to different extensions.

A default rule is categorical or prerequisite-free if it has no prerequisite (or,
equivalently, its prerequisite is tautological).

A default rule is normal if it has a single justification that is equivalent to its
conclusion.

The categorical normal default logic is known and is formalized by negation as
failure (2):

: :F

:F
ð2Þ

for every fact F.
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Reiter defines the ‘‘default negation’’ as a rule that says something like (3): ‘‘if
we believe that the opposite statement does not hold, we can accept the
statement’’.

a ¼ a1; . . .; am : :b1; . . .;:bn

c
ð3Þ

A common default logic assumption is the known Closed World Assumption
(CWA): ‘‘what is not known to be true is believed to be false’’.

Reasoning about the word under the closed Word assumption considerably
simplifies representation of the world: only positive information is explicitly
represented in the knowledge base, negative be inferred by default. When it
concerns such a theory that no other default can be applied, the theory is called
extension of the default theory.

5 Example of Logic Puzzle

Imagine two couples that do not known each other spend their holidays in a B&B.
They are: John and his girlfriend Anett, and Philip with Renata. These couples are
accommodated in rooms of the B&B of a family who offers to rent the first floor of
their house. Because the owners had bad experience with some guests, they have
installed a camera at the entrance to their apartment, where guests are not usually
allowed. One day, while the four people are staying here, a valuable picture (icon)
disappears from the wall of the owner house.

For example, we can assume to resolve this theft as follows:
Nobody got in but the four people, because the house is locked. All four guests

could get to the apartment with their keys. The mentioned icon that disappeared is
very valuable, which an expert on paintings might appraise. John studies painting,
Renata studies art history, Philip studies engineering and Anet studies medicine.
After a few years of studying art, John and maybe Renate have sufficient
knowledge to appreciate precious antiques. Their possible motive of the theft
might arise.

The initial knowledge base {T} = {t1, t2, t3, t4, t5, a1, a2, a3, a4, a5, a6, a7,
a8} consists of clausal form rules t1, …, t5 and facts a1, …, a8.

In our example of graph-based clausal form representation of the knowledge
base above, we draw the antecedent part of the graph representing a clause as
vectors with dashed-line arcs and as the consequent part of the graph a vector with
solid-line arcs.

Initial knowledge base {T}:
t1, …, t5 (Fig. 3) are universal clauses that represent general statements. The
following a1,…, a4 (Fig. 4) clauses without antecedent represent positive facts
(Table 1).
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Proof 1 (of the statement ‘‘John could be the thief’’ in the GCFL representation)
(1) t1
(2) Substitution {john/X} into t1 (Fig. 5a)
(3) a1
(4) cut (2), (3) - (t1,a1) (Fig. 5b; Table 2)

The conclusion c1: could_be(john, thief) of the step (10) now could be added to
the initial knowledge base {T} because it represents a proper logical consequent in
the monotonic formal system GCFL.

{T0} = {T, c1} now be the current knowledge base.
We suppose that it is possible to obtain a conclusion could_be(renata, thief) in a

similar way.

Fig. 3 Rules a t1, b t2, c t3, d t5, e t4

Fig. 4 Clauses without antecedent
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Proof 2
(1) Figure 6
(2) Substitution {renate/X} into 1) (Fig. 7)
(3) a4
(4) cut (2), (3) (Fig. 8).

It is obvious that the proof cannot lead to the conclusion d: could_be(renata,
thief) neither in a direct nor in an indirect way of the proof.

Table 1 Initial knowledge base {T}—clauses corresponding to RDF vectors

t1: student(X, painting) ? appraise(X, icon)
t2: appraise(X, icon) ? has_a_motiv(X, thievery)
t3: has_a_motiv(X, thievery) ? could_be(X, thief)\
t4: student(X, fine_art) ? student(X, painting), student(X, sculpture), student(X, graphics)
t5: is_a(X, man), is_a(X, woman) ?
a1: student(john, painting)
a2: student(philip, engeneering)
a3: student(anet, medicine)
a4: student(renata, fine_art),
a5: is_a(john, man)
a6: is_a(philip, man)
a7: is_a(anet, woman)
a8: is_a(renata, woman)

Fig. 5 GCFL representation

Table 2 Corresponding proof in the CFL representation

1. student(X, painting) ? appraise(X, icon)
2. ? student(john, painting)
3. appraise(X, icon) ? has_a_motiv(X, thievery)
4. has_a_motiv(X, thievery) ? could_be(X, thief)
5. student(john, painting) ? appraise(john, icon) subst. {john/X}
6. ? appraise(john, icon) cut 2., 5.
7. appraise(john, icon) ? has_a_motiv(john, thievery) subst. {john/X}
8. ? has_a_motiv(john, thievery) cut 6., 7.
9. has_a_motiv(john, thievery) ? could_be(john, thief) subst. {john/X}
10. could_be(john, thief) cut 8., 9.
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Adding an instance of the normal default rule d offers a possibility to obtain a
rather softer conclusion from the current knowledge base {T, c1} in default logic.

Normal default rule d (4):

T 0f g : could be X, thiefð Þ
could be X, thiefð Þ ð4Þ

and its instance (5)

T 0f g : could be renata, thiefð Þ
could be renata, thiefð Þ ð5Þ

The clause ? could_be(renata, thief) is not provable from the knowledge base
{T, c1} and the same holds in the case of its negation—the clause could_be(r-
enata, thief) ?.

This fact leads only to the conclusion of consistency d with the knowledge base
{T, c1}, not to a logical consequent. It is because of neither d nor :d is provable
from {T, c1}.

It means that with the help of the normal default rule we have obtained a default
extension E of {T, c1}, it means E = {T, c1, d}.

Fig. 6 Statement

Fig. 7 Substitution

Fig. 8 Rule of cut
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But neither the proof in a direct way nor that one in an indirect way do not lead
to the supposed conclusion. It is the case if it holds a rather ‘‘weaker’’ default
conclusion (6)

d: could be renata; thiefð Þ ð6Þ

consistent with the knowledge base {T0}.
For the validity of the preconditions contained in the knowledge base, John and

Renata could take the mentioned icon. The problem seems to be unsolvable.
Moreover, none of these two persons does not confess because they do not want to
be ashamed in the eyes of the others. However, the owners of the house remember
the newly installed camera and, seeing a bit unclear record of the time when the
icon was stolen, they find out that it was taken by a woman.

Default rule d0 has to contain, as justification, a general statement is_a (X,
woman), which represents the fact that the somewhat unclear record of a video
camera is a woman.

Default rule d0 (7):

T ; c1; df g : could be X, thiefð Þ; is aðX, womenÞ
could be X, thiefð Þ ð7Þ

It is obvious, that only the case of substitution {renata/X} fulfils the default rule
d0, so the thief must be Renata.

6 Example of RDF

Nowadays the accepted semantics for RDF (Resource Description Framework)
language is a strictly non-monotonic one, even if it is in a way clear that the Web
itself is not a monotonic object. At the same time, it is easy to understand that the
compactness of using defaults rules cannot be exploited by the current idea of the
Semantic Web. The two strictly and related concepts of non-monotonic and default
reasoning are in a way solved by introducing a new explicit semantics for rdf:type
and rdf:subClassOf. Please, notice that type, strictly speaking, is defined in the
RDF with the following definition, found on the official Web page

<rdf:Property rdf:ID="type">
  <samePropertyAs  
          rdf:resource="http://www.w3.org/
               1999/02/22-rdf-syntax-ns\#type"/>
</rdf:Property>

We show a simple example on the implementation of default inheritance. Consider
a case where there is an rdf:Class of penguins that is a rdf:subClassOf of an
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rdf:Class of birds that is a rdf:sublClassOf of an rdf:Class of flying things. There is
also an rdf:Class of things that do not fly, which is defined as rdf:complementOf
the class of the things that fly and, of course, Tweety, a penguin.

It is well-known in the RDF model that such rules could be displayed in a
sequence of logical facts in Fig. 9.

Tweety is of rdf:type penguin, therefore exploiting the monotonic semantics of
the property rdf:subClassOf Tweety is an instance of the class of things that fly.
Since that is not true, we have made an RDF assertion which says explicitly that
Tweety is an instance of the class of things that do not fly. Due to the monotonic
semantics of rdf:complementOf, there will be a statement into the KB saying that
Tweety cannot be an instance of two disjoint classes.

If we apply the default rules, the solution will result in Fig. 10.
A possible existence of a penguin that flies can be captured by the non-

monotonic semantics because there is a direct way to infer that it flies, either by an
explicit directed arch that says that it flies or by inference through the semantics of
rdf:subClassOf. In this semantics, by default, any other instance of classes that are
subclasses of the class of the birds will be considered an object that flies, avoiding
the necessity of writing any statement relating to object’s ability to fly.

7 Conclusion

The main aim of this article was to illustrate that representation of knowledge in
RDF in a graphic version is very transparent, illustrative and demonstrative. Clear
visualisation of using graphic representation demonstrates how the rules are

Fig. 9 Knowledge base (KB)

Fig. 10 The result
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applied and how the inference is done. This can be achieved without any deep
knowledge about the formal logic and its representation, including e.g. clausal
logic and its mechanisms. On the other hand, as the article presents, the presented
graph-based mechanism has the same inference capabilities and expressivity as the
clausal logic, or as the traditional first-order logic, which is expressive, but not
easy to understand and handle.

Moreover, the presented example shows its usage in the fields of non-mono-
tonic formal systems and how the part of the previous knowledge can be revised by
new information added into the knowledge base using the default logic. This is
very important because current common systems based on knowledge represen-
tation need to be built on the open world assumption, which does not take for
granted that ‘‘what is not known is not true’’. This approach is common in the
semantic web and therefore it is an advantage for the formal system to be able to
support this approach.
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An Intranet Grid Computing Tool
for Optimizing Server Loads

Petr Lukasik and Martin Sysel

Abstract The article describes the principles of the developed Intranet grid
computing used in the corporate sector as a tool for optimizing computing loads on
the server that is deployed for production planning and scheduling. ICT devel-
opment allows companies to install higher computing performance with lower
costs. This trend is particularly evident for investments in personal computers,
laptops or smartphones. Investments in the backbone infrastructure (servers, net-
works) are controlled by a different philosophy. For this area, it is important (in
many cases due to software licensing policy) which is a very rigorous consider-
ation of the system performance parameters to be used. This result is well-known
as a problem with high-loads on servers, as against almost negligible computing
loads on the user-side.

Keywords Intranet � Grid � Optimizing the computing load � Production
planning

1 Introduction

Effort of the optimization is distribution of some tasks to the grid computing and
transfer the load from the server side to the client computers. Substitution of some
standard batch jobs by the grid, greatly improves computational load on the server
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side and significantly increase the consistency of planning data. Main advantage of
the grid is solving the problem at the moment of creation. The result is to reduce
the load on the server against the batch tasks.

2 Motivation for the Grid in Production Planning

Main goal to use the grid is better distribution of the computing load on corporate
intranet and reduction of necessary investments on the server infrastructure.
Comparing the load device on the network is a significant difference in the average
computing load on the server and workstations.

The original idea is based on practical experience in managing ERP systems in
engineering company. Claims for the planning process have a negative effect on
the response of the system, especially when running batch jobs (Production
Planning, Product Cost and Low-Level Code). Goal was to divide tasks into
smaller fragments that will be addressed in the intranet grid.

Batch jobs are executed in certain planned cycles. In the course of a working
day is very difficult to find a suitable time for their work. The basic and perfor-
mance-demanding tasks, represent in particular the following algorithms.

• Production Planning (ERP). Production Planning algorithm, is a computer-
based inventory and production management system designed for scheduling of
the production.

• Product Cost (PCC). Calculation of the production costs, based on knowledge
of the product structure (BOM) and costs of the components entering into the
product.

• Low-level Code (LLC). The low-level code defines the lowest level of usage of a
material in all tree product structures. Low-level code determines planning
direction.

The concept of the grid must also be prepared for a different type of tasks. Main
features of the proposal are described below:

• Independent of the hardware platforms and operating system.
• Independent of the database platform.
• Easy implementation of the client.
• Easy definition of another type of job.
• The possibility of solving a number of different types of tasks at once.

The grid is intended to be used only in the Corporate Intranet. This means that
the security policy of the application may be reduced. It is assumed, that all attacks
outside of the firewall will be detected.

468 P. Lukasik and M. Sysel



Based on the requirements described above has been chosen Java RMI tech-
nology. The Java RMI [1–3] for this type of application is well customized and is
primarily intended to provide Java objects to the use on the remote client. RMI is
designed so that the RMI client (master) uses the services provided by RMI server
that is in the role of ‘‘slave’’. For the grid solution is necessary to reverse the roles.
In this case, the client is in the role of ‘‘slave’’ and executes tasks that distributes
the server services. Original consideration was the possibility to use the CORBA/
IIOP technology. CORBA allows you to run objects remotely, that are not pri-
marily written in the Java. Due to the high level of support of Java on the server
side and the client was CORBA/IIOP technology rejected.

The second reason for the Java RMI using, is a communication interface that is
easier than in the CORBA technology [4, 5]. The disadvantage of Java RMI is that
the remote objects can be written only in Java language.

3 The Basic Principle of the Grid

Above the data system planning and management are defined SQL triggers [6, 7],
which capture the events with an impact to change the data consistency (Fig. 1).
For example, such a change is a process of opening the production charge. This
will disturb the balance in the planning database. Batch job returns balance
between customer demands, product inventory, and production levels.

This cannot be done after every change in the database, because amount of the
production orders, which can be open daily, is a large number. Planning tasks can
be run in a selective (reschedules only those items where changes have occurred),
or regenerative mode, where the entire database rescheduled. However, both
modes are challenging for a time computing.

However, both modes are challenging for computer time and power processing.
Intranet grid (as a substitute for batch jobs), reschedules the specific item

immediately at the time when the change occurred. This means that the database is
permanently in a consistent state.

The event is captured by a trigger and recorded in the grid scheduler. Scheduler
sends the task to the client, which is available as the first. The client task calculates
and returns the result to the planning database (Fig. 2).

Disadvantage of the tasks that are solved in the grid, is a higher load of network
traffic. Client grid is similar in this case as the ‘‘fat client’’. This is a consequence
of the remote objects calling. Due to the fact that part of the computing load is
transferred to the client grid has a positive effect to optimize performance on the
main server.
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Fig. 1 Logical diagram of the grid for optimizing the server load in the production planning area

Fig. 2 Schematic diagram for the grid infrastructure components
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4 Architecture for Distributed Objects

Grid Server. Maintains a current list of clients connected to the network and
ensures distribution of tasks using the Task Scheduler (Fig. 2). Apache Commons
DBCP project is used to the database connection [5]. This project optimizes and
increases permeability of operations ConnectionDB.open() and Connecti-
onDB.close(). Grid server application is primarily designed to consume as little as
possible processing load and system resources of the main server [8]

Job Scheduler. Is designed as a FIFO queue to determine the tasks for clients.
After emptying the queues are loaded other tasks. Task Scheduler try to optimize
system resource at the lowest level, while trying to maintain the optimal com-
puting load across the grid system [9, 10]

Strategy of the task schedulers is follows:

• Optimum performance is controlled by the speed loop. Speed loop has a feed-
back control depending on CPU load. If a hardware load is growing, the loop
schedulers slows down.

• A strategy for assigning tasks is managed based on their priorities. Priority is
dependent on the type of the job. For example, LLC task must be solved sooner
than the MRP. Therefore, calculations of low-level codes have priority over the
other tasks.

• Each client has the same priority. The concept of client grid is designed so that
you can process multiple jobs at the same time. Number of parallel tasks
depends on the performance of the hardware client.

Grid Client. Is ready for the multi-threaded support. The motivation for this
approach is the fact, that in the case of a small number of clients currently con-
nected to the grid should be able to enter multiple tasks to one client at a time.

Allocation strategy of threads is depending on the performance of the client side
hardware. If a client has a low power, scheduler provide a maximum of two tasks
at once to him. The maximum number of threads is limited to 4 above.

The client uses a project Apache Commons DBCP for connectivity to the
database. Communicates with the server using the interface serverIFC. ServerIFC
is responsible for the definition of a common interface for the server and the
clients. This interface includes functions for client management, task allocation
and saving the results.

5 Hardware Comparsion

For comparsion the load of the master server for the production planning and the end
workstations, three were selected categories of personal computers from different
areas of applications (office applications, programmer and design department).
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From the results is evident disproportion in load of the master server and
personal computers.

Server
IBM eServer p5 520
64-bit POWER5 technology
Concurrent users 300–500

Workstation
M001 Fujitsu Siemens CELSIUS M460

Memory 8 GB
CPU Intel(R) Pentium(R) 4 CPU 2.80 GHz

Personal computer
M002 Fujitsu Siemens CELSIUS M420

Memory 1.96 GB
CPU Intel(R) Pentium(R) 4 CPU 2.66 GHz

Personal computer
M003 Celsius W360 Fujitsu Siemens 32 bits

Memory 2 GB RAM
CPU Intel(R) CPU E 6750 @ 2.66 GHz 32 bits

Fig. 3 The IBM eServer 520 load in the time window 6 h. Maximum load at startup batch jobs
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The graph shows power reserve on the personal computers. On the server side is
load much higher (Fig. 4). When we consider into account the fact that the server
load to 100 % (Fig. 3) extend a poor response for all users. Part of the load who is
translated to the grid has a positive impact on the whole system.

It means that transfer of the load on the server computer on the satellite will
significantly increase the performance of the entire system despite the fact higher
load the network infrastructure above-mentioned. Figure 4 confirms the well-
known rule that not more than 10 % average of personal computers total load is
used.

6 Conclusion

The aim was to obtain the optimal distribution of the computing performance of
that part of the tasks to be sent to the grid. In practice, it is a batch job which
requires processing power. The advantage of this concept is a better layout of
computational performance and the on-line consistency of data structures in the
ERP system. The disadvantage is of course, higher network communication loads.

The grid is primarily designed for handling the tasks mentioned above, which
do not require high demands on managing input/output parameters. The input is
usually information about the item (Item Number) or production batch (Order
Number), and the output is the result, stored on the database in the ERP system.

Fig. 4 The desktop load in the time window 6 h

An Intranet Grid Computing Tool for Optimizing Server Loads 473



For solving other tasks (such as extensive scientific and technical calculations),
the design of the grid must be complemented by the following functionality.

• The input/output parameters are transmitted in XML or binary structures.
• Remote objects forwarded in the binary form using a database BLOB object.

The advantage of this approach is the easy definition of the task and the return
of the result using SQL data structures. Current database systems have good
support for managing large data structures [7]. Unfortunately these extensions
(especially XML) are not fully portable. In practice, this problem has been
resolved so that the XML structures are stored in gzip format in binary data types.
Independence from the database is advantageous for use in the corporate sector,
which uses a wide portfolio of database systems.

Another part of the research deals with the principles of the Grid scheduler. The
aim is to design a scheduler such as a removable module optimized for certain
types of the tasks.

The future plan for Intranet Grid development is the use of graphics cards for
parallel computing on the client side. In this case, we assume the use of projects
such as jocl.org (Java bindings for OpenCL) [11] and jcuda.org (Java binding for
CUDA) [12]. The goal is to deploy this technology for Hardware-in-the-loop
simulation in development on CNC work centres.
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Discovering Cheating in Moodle
Formative Quizzes

Jan Genci

Abstract Introduction of modern information technologies in educational process
provides new opportunities for students and teachers. However, apart from
indisputable contributions, modern information technologies and its broad usage
bring forth some new challenges. This paper presents an approach which we use to
detect cheating during formative assessment in Moodle environment. We describe
process of obtaining data from Moodle backup archive, its transformation and,
consequently, its evaluation. Later we show what possibilities the evaluated data
give us to identify potential cheaters. Some ideas about enhancement of cheating
detection process are also discussed.

Keywords e-Learning � Assessment � Formative assessment � Moodle � Moodle
quiz � Quiz statistics

1 Introduction

Central European higher education area underwent enormous changes during last
15–20 years. We shifted from elite to mass or, may be, even universal higher
education system [1, 2]. According [3]: ‘‘The number of students in public… and
private colleges… increased from 62,103 in 1990 to 196,886 in 2006, which is
about three-fold increase’’. Taking in account the fact, that number of young
people in the age 18–24 (higher education age) is about 400 thousands, it is clear
that Slovak higher education system could by classified (according Trow [1] and
Prudký [2]—15 % of relevant population) as elite in the 1990. During approx.
15 years, till 2006, it shifted to mass (50 %) system and if we take in account
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Slovak students, who study in Czech Republic (some sources claim it is about 20
thousands students)—we have the courage to say so—it has shifted even to a
universal higher education system.

Trow and Prudký claim, that transition period is specific by attempts to run the
new system using old methods. It seems to us, the claim is true not only regarding
management methods of universities, faculties and departments, but is valid even
when dealing with methods used in the education process. We have discussed this
topic in more details in [4]. Just shortly to summarize content of [4]—average
intellectual potential of students is reduced from around IQ 125 to IQ 105; cor-
related internal motivation to study and to reveal new dimensions of cognition is
lowered as well. Students’ self-motivation seems to be very low. Moreover,
cheating frequency in our region was historically quite high. Advent of mobile
devices, cameras and any other technological achievement together with the wide
spread of social networks cause enormous increase of cheating. That was the
reason we decided to try and find some new approaches—supported by informa-
tion technologies—to reduce problems which arose in front of us, higher education
teachers.

The new approach we implemented was formative assessment combined with
strict application of credit transfer system—we oblige students to earn their credits
step-by-step during the term by set of activities strictly defined at the beginning of
the term (which was not usual in the past and is still not usual in all of our courses).
The goal of the formative assessment was to make students to prepare for seminars
or laboratory works by filling open items tests relevant to related topics. Students
were required to read textbooks and lab manuals to find answers relevant to
questions specified in the quiz item. However, because of limited resources and
some other reasons, we decided not to vary quiz items. Of course, students
practically immediately published correct answers for all quiz items at their social
network. At the first stage, because of open access social network site, we were
able to identify students who published questions (based on open items approach)
and ask them not to do it in the future. Later, students closed their network for
public and we decided to run statistics related to time characteristics tied with each
student’s quiz time profile.

2 Related Works

As already said, cheating is wide spread and even discussed problem [5]. Plenty of
algorithms [6] and even more or less complex systems [7] were proposed to
discover cheaters. However, the most attention is devoted to detecting cheating in
text based documents (essays, programming languages source code files). Quite
high amount of papers can be found dealing with cheating during knowledge tests,
but there is not so many papers which deal with approaches, how to discover it.
We were able to find the only one [8].
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Moodle Learning Management System is widely used in an academic and even
non-academic environment. Its Quiz Module seems to us to be one of the best
designed testing systems in the open software community. Besides the function-
ality required to prepare quiz items and quizzes itself the module incorporates very
well designed and implemented statistics (see Moodle documentation: Quiz sta-
tistics calculations), together with explanation how it can be used for quiz eval-
uation (Moodle documentation, sections: Quiz report statistics, Quiz statistics
report). Together with various blogs, it seems to us to be the only source of
relevant information regarding detection of cheating in knowledge tests.

3 Formative Assessment

According to [9], formative assessment is ‘‘a range of formal and informal
assessment procedures employed by teachers during the learning process in order
to modify teaching and learning activities to improve student attainment’’.
According [10]: ‘‘Assessment should be designed to teach, not just to measure …’’

In our case we tried to address very low motivation of our students regarding
preparation for seminars in the Operating Systems subject. Seminars of the course
are devoted to the topics oriented to System Programming in the UNIX/Linux
environment—starting from file manipulation and device handling, continued by
process management and inter-process communication (pipes, signals, shared
memory and semaphores) and ended with network communication using TCP/IP
and TCP/UDP protocols (sockets). Our students have at their disposal a detailed
lab manual for each seminar, which should guide them through the particular topic
as they revise. For each topic we designed a set of open answer quiz items based
on study materials (lab manual, LINUX man pages, books) which cover relevant
parts of the topic we work on during seminar. Students are required to complete
quiz ‘at home’ during the week before seminar. They are not limited nor as to the
way how to complete it or the time when to start and when to proceed; the only
limitation is the deadline of quiz, because quiz has to be filled in until midnight of
the day before the seminar. It means that students can proceed with quiz in
accordance with their preparation for the topic. Every quiz item is provided in the
adaptive mode without or with very small penalty, so student can try to find the
correct answer typing the answer several times. Because of logical sequence of
terms, concepts and principles of quiz items are not shuffled. We require 75 % for
passing the quiz.

Because the items in the Moodle LMS are processed by string matching, open
answer items are ‘sensitive’ to exact answer—which requires that all relevant
synonyms are marked as correct. In Slovak language the whole process is com-
plicated by diacritics (answer can be provided with or without diacritics). We
overcome this by monitoring students’ answers in the quiz items statistics and
adding relevant new answers as correct answers (however, this was an issue
mainly at the first stage of the project).
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4 Description of a Problem

When we started with formative tests, students realized very quickly that the test is
common for all students and some of them published all answers at their social
network webpage. Just to be honest, we have to say that the discussion regarding
particular items was, then, welcomed by us and we did not limit it.

Because of the open nature of the quiz items, to find a person who published
answers was quite easy, based on the set of answers. Moreover, students who were
cheating, did not realize, that they can be identified based on time spend to
complete test (some of them completed test in several minutes). Of course, stu-
dents very quickly realized it and started to interrupt the quiz for several hours,
even days (what was fully legal, according to rules defined by us) in between quiz
items.

At that time we realized/noticed time information, which is associated with
every student’s attempt. Every answer, send to Moodle, is saved and timestamped.
That means that in the systems there is a detailed history of activities carried out by
the student during the quiz completion. We were limited only by fact, that in some
quizzes items were grouped by 5 or 10 per page and students were able to send
them to the system at once—all 5/10 items were timestamped with the same value
(which was also a bit suspicious, because more convenient way seems to be to deal
with each item independently).

5 Getting Data

Moodle supports several relation database management systems. The first idea was
to explore the relation scheme to identify relevant relations and data elements,
which allowed the gathering of required data. However, this approach required
authenticated access to the database, which was usually granted to administrator
only and is beyond the rights granted to ordinary Moodle user. After short
investigation we discovered, that Backup functionality, provided by Moodle to
each course administrator is completely sufficient for our purposes. The backup
data is provided as an XML file with all data specified by the course administrator
during the backup procedure. That means that we can get all data required for
detailed analysis of the quiz—data about users (Fig. 1), data about quizzes
(Fig. 2), data about items (Fig. 3) and data about answers provided by students
(Fig. 4).

The data we obtained in the XML file was transformed to ordinary text file into
CSV (comma separated values) format using XSL transformation (Fig. 5), which
was used as input to SQLite database. That gives us possibility to manipulate the
data using standard SQL statements.

Last step in the process of obtaining data was to generate CSV files which serve
as input to EXCEL, where we made data evaluation. This process was
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accomplished by simple BASH scripts in the Linux environment, with an access to
SQLite database and some additional processing using program ‘awk’.

A definitive data model we used in a process of data evaluation is presented at
Fig. 6.

6 Data Evaluation

We prepared several outputs, from which the most interesting seems to be the data
ordered by students and timestamp (Fig. 7). Then we calculated ‘‘offset’’ for each

<USER> 
<ID>3594</ID> 
<AUTH>ldap</AUTH> 
<CONFIRMED>1</CONFIRMED> 
<USERNAME>xxx@hotmail.com</USERNAME> 
<FIRSTNAME>Tomas</FIRSTNAME> 
<LASTNAME>Mihal</LASTNAME> 
... 

</USER> 

Fig. 1 XML file—user data

<MODULES> 
  <MOD> 
  <ID>625</ID> 
  <MODTYPE>quiz</MODTYPE> 
 <NAME>2013-Test 3rd week</NAME> 
  <TIMEOPEN>1361175000</TIMEOPEN> 
... 
  <ATTEMPTS_NUMBER> 1 </ATTEMPTS_NUMBER> 
... 

Fig. 2 XML file—quiz data

<QUESTION> 
  <ID>3111</ID> 
  <PARENT>0</PARENT> 
  <NAME>Superblock in OS Unix 
  </NAME> 
  <QUESTIONTEXT>What data  contains super-

block in OS Unix? </QUESTIONTEXT> 
 <QUESTIONTEXTFORMAT>1</QUESTIONTEXTFORMAT> 
 <IMAGE></IMAGE> 
 <QTYPE>multichoice</QTYPE> 
... 
</QUESTION> 

Fig. 3 XML file—item data
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timestamp from the beginning of the test (column K) and the difference in the time
between consequent activities (column L)—in this case, just for first attempt on
every item (col. I).

<ATTEMPTS> 
   <ATTEMPT> 
   <ID>72431</ID> 
   <UNIQUEID>72431</UNIQUEID> 
   <USERID>9516</USERID> 
   <ATTEMPTNUM>1</ATTEMPTNUM> 
   <SUMGRADES>65.1</SUMGRADES> 
   <TIMESTART>1361182737</TIMESTART> 
   <TIMEFINISH>1361623146</TIMEFINISH> 
... 
  <STATES> 
    <STATE> 
      <ID>2825275</ID> 
      <QUESTION>15518 
        </QUESTION> 
      <SEQ_NUMBER>0 
        </SEQ_NUMBER> 
      <ANSWER>duplication</ANSWER> 
      <TIMESTAMP>1361182737</TIMESTAMP> 
      <EVENT>0</EVENT> 
      <GRADE>0</GRADE> 
      <RAW_GRADE>0</RAW_GRADE> 
      <PENALTY>0</PENALTY> 
    </STATE> 

Fig. 4 XML file—answer
data

<?xml version="1.0"  
encoding="UTF-8"?> 
<xsl:stylesheet xmlns:xsl= 
"http://www.w3.org/1999/XSL/Transform" version="1.0"> 
 <xsl:template match="/"> 
  <xsl:for-each select="MOODLE_BACKUP/…"> 

  <xsl:value-of select="ID"/>, 
  <xsl:value-of select="FIRSTNAME"/>, 
  <xsl:value-of select="LASTNAME"/> 
  <xsl:text>&#xa;</xsl:text> 
</xsl:for-each> 

 </xsl:template> 
</xsl:stylesheet> 

Fig. 5 XSL transformation—data about students
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Figure 7 provides random values in column L for the particular student.
However, in the Fig. 8 (data for another student) we can see interesting values.
The fourth value in column L—39468—means more than 10 h break in the test
(which is absolutely OK). Subsequent values—block of zeroes—means, that stu-
dent filled in 9 answers during 59 s, what means 6 s per answer in average—for
read the question, find the answer in the supported materials and fill it in the
Moodle. Students with such data pattern were put on the list of suspicious students.

Another interesting statistics seems to be the number of attempts on each item
in the quiz (Figs. 9 and 10). Some students’ data shows randomness (Fig. 9), on
the other side, we identified student(s), who entered (almost) each open answer
question on the first attempt correctly (Fig. 10, extreme case; value 2 in the graph
is a result of implicit Moodle additional write operation per item to database for
quiz completion).

Fig. 6 Data model used for
further data exploration

Fig. 7 Timestamps data of particular student and consequent derived data
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Fig. 8 Suspicious data (column L)

Fig. 9 Number of attempts per quiz item (question) (x axis—questions, y axis—number of
attempts)

Fig. 10 Number of attempts per quiz item—suspicious data (x axis—questions, y axis—number
of attempts)
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7 Conclusion and Future Work

Presented approach was applied for all formative tests in the Course of Operating
Systems. Suspicious students were notified about suspicion and they were given
chance to defend themselves. At the end, nobody of them used the presented
chance, although initially some of them claimed that he/she did not cheat.

We are aware of some drawbacks of presented approach. First of all its manual
evaluation—instructor has to browse data manually (which is not so complicated
for second approach—number of attempts for item, but quite laborious for first
one—typically, there is tens of thousands records in the database for each quiz).
Moreover, we revealed, that some students, identified as suspicious in one
approach, did not fall in the suspicious group in the second approach.

In the future, we plan to introduce a more advanced processing of data, which
should provide us with automatic categorization of students—cheater/non-chea-
ter—what completely removes necessity of manual investigation of data.

Acknowledgments This work has been supported by the KEGA grant 062TUKE-4/2013,
granted by Cultural and Education Grant Agency (KEGA), Ministry of Education of Slovak
Republic.
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Mobile Video Quality Assessment:
A Current Challenge for Combined
Metrics

Krzysztof Okarma

Abstract Rapid development of mobile devices such as smartphones and tablets
causes the growing interest in video transmission and display dedicated for mobile
devices. Considering the typical distortions introduced mainly by video com-
pression and transmission errors, their influence on the perceived video quality is
not necessarily very similar to subjective evaluation of still images or videos
presented using typical computers equipped with monitors. Therefore, there is a
need of verification of usefulness of known image and video quality metrics for
this purpose together with recently proposed combined metrics leading to highly
linear correlation with subjective quality evaluations. In this paper some results of
such verifications conducted using LIVE Mobile Video Quality Database as well
as results of optimisation of proposed combined metric are presented. Obtained
results are superior in comparison to other known metrics applied using frame-by-
frame approach.

Keywords Video quality assessment � Combined metrics � Mobile video

1 Introduction

Image and video quality assessment has become one of the most relevant fields of
research related to computer vision and image analysis in recent years. Such rapid
growth of interest is caused by several reasons related to the availability of digital
cameras and mobile equipment as well as the development of many new image
and video processing methods including lossy compression and transmission
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methods, especially using wireless networks. Since a comparison of each new
image or video compression or transmission method with existing solutions
requires a reliable verification of their impact on the image or video quality, the
necessity of development new objective image quality metrics has become obvious
and quite urgent.

One of the most desirable features of objective metrics is their universality
considered as independence on the image contents leading to the same results for
various images subjected to the same type and amount of distortions as well as the
sensitivity to various types of distortions introduced by noise, lossy compression,
transmission errors, blur etc. Another feature is the time efficiency conditioning the
possibilities of real-time implementation, especially important for video files.
Nevertheless, the most relevant issue is the correlation of results of automatic
assessment with subjective quality evaluations.

For the validation of such correspondence several image and video quality
assessment databases have been delivered by various research groups during
recent years. They contain various number of images or video sequences subjected
to different types of contamination together with results of subjective experiments
expressed as Mean Opinion Scores (MOS) or Differential MOS (DMOS) values.
Some of those datasets, commonly accepted by the image processing community,
have become an unofficial standard for verification of objective metrics’ perfor-
mance, typically using Pearson Linear Correlation Coefficient (PCC) and two
rank-order correlation coefficients: Spearman (SROCC) and Kendall (KROCC).
As additional measures the Outlier Ratio and Root Mean Square Error (RMSE)
can also be used.

Unfortunately, most of the metrics described later do not utilise any colour
information as well as motion vectors, so the most typical approach for the video
quality assessment purposes is the use of frame-by-frame approach considering
only the luminance information. Although most of the image quality assessment
databases contain colour images, they do not contain any files contaminated by
colour specific distortions. From this point of view colour image and video quality
assessment still remains an open field of research [9, 10].

Recently, a growing interest in mobile devices such as smartphones and tablets
can be observed and therefore image and video quality plays an important role also
in mobile visual communication solutions. However, for such devices, both
observation conditions as well as distortion types are specific, so the metrics
developed and verified using typical datasets may be not well correlated with
subjective perception of images and videos presented using mobile devices. In
order to allow the verification of existing metrics and the development of some
new ones, the LIVE Mobile Video Quality Database has been made available by
the researchers from Laboratory for Image and Video Engineering being a part of
Texas University at Austin [7, 8]. The dataset contains 200 video files with
modelled video distortions in wireless networks with heavy traffic obtained from
10 High-Definition reference files. The database incorporates both well-known
distortion types such as compression and wireless packet-loss, and dynamically
varying distortions changing in time—frame-freezes and temporally varying
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compression ratios. In the subjective experiments over 50 persons have been
involved and a half of video files have been additionally assessed for tablet screen.
The detailed description of the dataset can be found in the article [6].

2 Development of Objective Image Quality Metrics

As for many years a typical approach to image quality assessment has been the use
of pixel-based Mean Squared Error (MSE), Peak Signal-to-Noise Ratio (PSNR) or
similar metrics, the idea of sliding window approach, first proposed in 2002
together with Universal Image Quality Index (UIQI) [17], can be considered as a
milestone in this field of research. Further modifications of this approach have led
to probably the most popular Structural Similarity (SSIM) metric [18] and its
numerous modifications, including its multi-scale version [19]. Some of the other
metrics, considered in this paper, which are based on the similar idea are Gradient
SSIM [2] and Quality Index based on Local Variance (QILV) [1].

An interesting approach, quite similar to SSIM, but based on the similarity of
features has been proposed in the papers [21, 22]. The metric proposed as the first
one, called Riesz-transform based Feature Similarity metric (RFSIM), is based on
the assumption that the most important regions by means of perceived image
quality are edges and their neighbourhood. They can be easily extracted e.g. using
well-known Canny filter leading to the map of key locations for which human
observers are more sensitive to low level features (edges, corners, lines or zero-
crossings). The authors of the paper [22] have proposed the application of the
Riesz transform to the nearest neighbourhood of the detected edges in order to use
the first and second order Riesz transform coefficients as five masked image fea-
tures. Then, the local comparison of two feature maps for the reference and dis-
torted images (or video frames) can be made using the following formula (quite
similar to the SSIM):

diðx; yÞ ¼
2 � fiðx; yÞ � giðx; yÞ þ C

f 2
i ðx; yÞ þ g2

i ðx; yÞ þ C
ð1Þ

where f and g denote the two compared images, i = 1…5 is the feature number
and C is a small stabilizing constant value.

Assuming that M is the binary mask obtained as the result of the edge filtering,
the overall value of the RFSIM index is expressed as

RFSIM ¼
Y5

i¼1

P
x

P
y diðx; yÞ �Mðx; yÞP
x

P
y Mðx; yÞ : ð2Þ

The metric proposed next year by the same group of researchers [21], known as
Feature Similarity (FSIM), is based on the combination of the phase congruency
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(PC) and gradient magnitude (G) information. Both these factors are also calculated
locally leading to a local similarity index expressed as

Sðx; yÞ ¼ 2 � PC1ðx; yÞ � PC2ðx; yÞ þ TPC

PC2
1ðx; yÞ þ PC2

2ðx; yÞ þ TPC

� ffia

� 2 � G1ðx; yÞ � G2ðx; yÞ þ TG

G2
1ðx; yÞ þ G2

2ðx; yÞ þ TG

� ffib

ð3Þ

where TPC and TG are small stabilizing constants.
For simplicity the importance exponents for both elements are set to a = b = 1

but they can also be optimized leading to Weighted Feature Similarity with
slightly better rank-order correlations for most datasets as shown in the paper [14].
The phase congruency can be determined using the method described by Liu and
Laganière [4] and the values of the gradient magnitude can be obtained using the
Scharr convolution filter (but for simplicity Prewitt or Sobel masks can also be
applied).

The overall FSIM index is obtained by averaging the local similarity values
according to the following formula:

FSIM ¼
P

x

P
y Sðx; yÞ � PCmðx; yÞP
x

P
y PCmðx; yÞ

ð4Þ

where PCm(x, y) = max(PC1(x, y), PC2(x, y)) denotes the higher of the two local
phase congruency values calculated for two images being compared.

Some other approaches to full-reference image quality assessment which can
lead to high correlation with human perception of various image distortions are
based on the Singular Value Decomposition as well as the information theory. The
examples of the first approach are the MSVD [16] and R-SVD [5] metrics as well
as some other attempts, also for colour images [20]. A representative example of
the second mentioned group of metrics can be the Visual Information Fidelity
(VIF) metric presented in the article [15].

Apart from full-reference metrics, there are also some no-reference (also
known as ‘‘blind’’) and reduced-reference ones. The ‘‘blind’’ metrics are of great
interest due to their ability to predict the image distortions without the knowledge
of the reference (undistorted) image. However, in some applications where one
has the access to the original image, such approach is rather not applied because
of the worse performance and lower universality in comparison to full-reference
metrics. Most of the known no-reference metrics are sensitive only to one or two
common types of distortions such as blur or JPEG compression artifacts. Similar
situation takes place for reduced-reference metrics which require only the partial
knowledge of some chosen reference image features. Nevertheless, the devel-
opment of no-reference metrics dedicated for mobile video quality assessment is
one of the future challenges, not considered in this paper.
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3 Combined Metrics

Considering the usefulness of the objective metrics for practical applications, it is
obvious that an ideal metric should be linearly correlated with subjective scores
without the necessity of any nonlinear mapping as suggested in some of the
publications. From this point of view, the most relevant performance measure for
all objective image quality assessment methods is Pearson Linear Correlation
Coefficient calculated for raw quality scores and MOS or DMOS values. As the
PCC is used for measuring the prediction accuracy and rank-order correlations
(SROCC and KROCC) are utilised only for measuring the prediction monoto-
nicity, the main goal of research in this direction is related to the optimization of
PCC value for raw scores using available datasets.

Unfortunately, due to some nonlinearities of the Human Visual System, none of
the single metrics allow obtaining high linear correlations of the raw scores with
MOS/DMOS values. For this reason a nonlinear combinations of some metrics of
different types can be used in order to achieve high values of the PCC. The first
such attempt has been presented in the paper [11]—proposed Combined Quality
Metric (CQM) has been defined as the weighted product of MS-SSIM, VIF and R-
SVD metrics with exponent values optimized for the largest image quality
assessment database (namely Tampere Image Database) leading to PCC = 0.86.
Further modification by replacing the R-SVD by the colour version of the FSIM
metric (FSIMc) leading to the Combined Image Similarity Index (CISI) presented
in [13] has increased this value to 0.8752 for the same dataset. Due to a different
character of distortions present in the video sequences, a similar approach has also
been applied for video files [12] using the video sequences from the LIVE
Wireless Video Quality Assessment Database for the optimization purposes.
Nevertheless, due to the limited number of distortion types, this dataset has been
replaced by LIVE Mobile Video Quality Assessment Database and therefore it is
currently unavailable at the LIVE website.

The usefulness of the approach based on the combination of some metrics has
been validated also by some other researchers as evidenced by the results pre-
sented in one of the recently published articles [3] related to the application of
multi-method fusion. Nevertheless, it is worth noticing that the authors of this
paper still apply the nonlinear mapping using the logistic function before calcu-
lation of the PCC values in order to increase the performance.

4 Proposed Metric and Discussion of Experimental Results

As the main goal of this paper is related to the optimization of the combined
quality metric dedicated for mobile devices, the first experiments have been related
to the calculation of some known full-reference metrics for the videos included in
the LIVE Mobile dataset. Unfortunately, assuming the use of the frame-by-frame
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approach, totally 30 files from 200 should be rejected from all experiments. As
these files were distorted by frame freezes in stored video which did not result in
the loss of a video segment, the relation between the frame numbers was lost and
longer video sequences were created. Since the videos maintain temporal conti-
nuity after the freeze, the application of frame-by-frame approach for such type of
distortions does not make sense. It is worth noticing that frame freeze in live
videos are also available in the LIVE Mobile dataset and those sequences have
been used in all calculations.

As the DMOS values for mobile study obtained from 36 subjects have been
provided for all video files and only 100 files have been used for the tablet study
with 17 subjects, the optimization has been conducted using DMOS values from
the mobile study while subjective scores obtained for tablet study have been used
for the verification. The distortion types considered in the database and in the
calculations are: lossy compression (4 layers), wireless channel packet-loss (for 4
compressed sequences), frame-freezes (only for real time live video delivery), rate
adaptation (3 scenarios) and temporal dynamics (5 scenarios). Such 17 distortions
(without 3 frame-freezes for stored videos) for 10 reference video gives 170 files.
Nevertheless, for some files due to the presence of many dark areas (zeros), some
singularities can be obtained during the calculations of e.g. VIF metric, leading to
improper results influencing also the optimization results. After rejection of those
files, the 156 remaining video sequences have been using for calculations (with 71
of them with available additional DMOS values from tablet study).

After the calculations of single objective metrics and their correlations with
subjective scores, similar calculations have been conducted for combined metrics

Table 1 Obtained results of the correlation coefficients for various metrics

Subset 156 Files mobile 71 Files tablet 71 Files mobile

Metric PCC SROCC PCC SROCC PCC SROCC

SSIM 0.6990 0.6990 0.6563 0.6663 0.5717 0.5510
MS-SSIM 0.6156 0.7962 0.5642 0.8163 0.5896 0.7823
GSSIM 0.6491 0.6450 0.6700 0.6298 0.5572 0.4941
QILV 0.6342 0.8380 0.5535 0.7944 0.6150 0.8371
R-SVD 0.2982 0.4006 0.1833 0.2444 0.3029 0.3944
VIF 0.8707 0.8416 0.8688 0.8250 0.8912 0.8700
FSIM 0.7183 0.8552 0.7044 0.8240 0.7642 0.8973
RFSIM 0.8756 0.8625 0.9399 0.9059 0.9429 0.9332
WFSIM 0.5415 0.7892 0.4701 0.6831 0.5490 0.7855
CQM 0.8250 0.8338 0.8424 0.8546 0.8514 0.8574
CISI 0.8410 0.8641 0.8410 0.8580 0.8820 0.9155
CVQM 0.8441 0.8569 0.8432 0.8612 0.8905 0.9273
CM1 0.8992 0.8688 0.9318 0.8716 0.9401 0.9064
CM2 0.9026 0.8713 0.9443 0.8843 0.9494 0.9167
CM3 0.9090 0.8776 0.9288 0.8768 0.9454 0.9101
CM4 0.9127 0.8844 0.9130 0.8620 0.9363 0.9026
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(CQM, CISI and CVQM). Finally, the optimization procedure have been applied
using MATLAB environment with Image Processing Toolbox using fminsearch
and fminunc functions. The best results for two metrics have been obtained for the
combination of RFSIM and VIF metrics. Further increase of correlation coeffi-
cients have been obtained after adding the QILV and MS-SSIM metrics. The
details of the obtained PCC and SROCC values are presented in Table 1 and the
obtained scatter plots illustrating the linearity of the correspondence between
various metrics and DMOS values are shown in Figs. 1 and 2.

The proposed variants of the combined metrics with PCC and SROCC values
presented in Table 1 are defined as: CM1—unweighted product of RFSIM and
VIF, CM2—weighted product of RFSIM and VIF (exponents: 1.325 and 0.6),
CM3—weighted product of RFSIM, VIF and QILV (exponents: 1.0291, 0.6826
and 1.2618), CM4—weighted product of RFSIM, VIF, QILV and MS-SSIM
(exponents: 1.1406, 0.6728, 2.4683 and -2.3569).
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5 Conclusions

Analysing the results presented in Table 1 and the scatter plots presented in Figs. 1
and 2 the advantages of using the combined metrics proposed in this paper can be
easily noticed. Looking at the scatter plot obtained for the CM4 metric strongly
linear relationship between the metric and DMOS values can be observed which
corresponds to highest PCC values obtained for 156 files used in the calculations.
Obtained results prove that the application of the combined metrics is an inter-
esting solution leading to high correlation of objective metrics with subjective
evaluations of video quality, also for mobile devices.

Nevertheless, some issues e.g. related to using the colour information or
application of some other methods than simple frame-by-frame approach are still
an open field of research. Another limitation of development of some new metrics
is related to the availability of video databases containing the subjective scores
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(currently only LIVE Mobile Video Quality Assessment Database is available for
mobile videos) as well as the computational effort necessary for verification and
optimization of metrics. However, presented results may be a good starting point
for further research related to mobile video quality assessment, also for some other
researchers.
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Face Extraction from Image with Weak
Cascade Classifier

Václav Žáček, Jaroslav Žáček and Eva Volná

Abstract The aim of this paper is to propose an artificial vision-based face
detection approach, which could be primarily used in robotics. Three main
problems arise from this expectation. The first one is the computation time of the
whole process. The second one is the quality of the input information due to a
camera with low resolution. The third one is the robustness of the involved
techniques regarding the implementation. The paper discusses all three problems
in the first part and introduces the Haar Cascade theory. The second part of the
paper proposes a new noise reduction approach to improve detection result mostly
in eyes and mouth area. Next part of the paper shows experimental results and
finds the best threshold parameter to minimize overlapping areas. The last part
explains advantages of the proposed technique.

Keywords Weak cascade classifiers � Face extraction � Face recognition system �
Open CV

1 Introduction

Despite the fact that the face detection technology has significantly improved and
can be successfully used in real-time image processing under appropriate (con-
strained) situations, face detection still requires a lot of improvement to increase
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robustness. There are some problems in unconstrained tasks, e.g. multiple view-
points, uneven illumination, multiple facial expressions, and facial details. New
technologies, such as nVidia CUDA, accelerate computations in all state-of-the-art
algorithms. Thus all new proposed algorithms should be parallel ready.

Face recognition applications are divided into two broad categories in terms of
user’s cooperation: cooperative user scenarios and non-cooperative user scenarios.
Cooperative user scenarios are mostly used in applications, such as computer
login, physical access control or e-passport, where the user is willing to be
cooperative by presenting his/her face in a proper way (for example, in a frontal
position with neutral expression and eyes open) in order to be granted access or a
privilege. The distance between the face and the camera is usually less than 1 m.
Non-cooperative user scenarios are used in surveillance applications, where the
user is unaware of being identified, such as computer access control (e.g. watch list
identification). The distance between the face and the camera is more than 1 m. By
this definition, face detection in the case of robotic vision would be classified as a
cooperative scenario. If we simplify it, we can expect that a person will be looking
directly into the camera, or at least towards the place where they will expect the
camera lens. An example of this behavior can be observed by using Samsung
phones. If you look at the display, the phone identifies the face and does not dim
the screen brightness.

Face detection is a visual pattern recognition problem, where a face is repre-
sented as a three-dimensional object. This object represents a subject in varying
illumination, position, expression, and other factors need to be identified based on
the acquired images.

2 Processing Time

To ensure useful real time face recognition, we have to define and analyze pro-
cessing time. Processing time depends on two main factors.

The first factor is the algorithm which is used for face detection. The speed of
the algorithm depends on the type of the information which it processes. The
images can be processed in two main ways. The first one depends on the color of
the image. This means that a sort of a color filter is used to segment the image to
get areas with a specific color. Having obtained the segments, geometric approach
is needed to obtain approximate location of the face. The second one works with
wave representation, thus you need to create a sort of a kernel to process the pixels
surrounding the area which is selected at the time. Both of these approaches
consist of a large number of repetitive calculations on the image.

The second factor is implementation of the algorithm. If we want to drastically
reduce the time needed for processing of the image, we have to use massive
parallelization of the computation process. We are able to meet this condition
because we do not modify the image itself in the computation process. Therefore,
we can create multiple threads working on the same instance of the image.
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3 Face Detection Methods

In the early development of face detection [1–3], geometric facial features such as
eyes, nose, mouth, and chin were explicitly used. Properties of the features and
relations among them (e.g. areas, distances, angles) were used as descriptors for
face recognition. Big advantages of these approaches are economy and efficiency.
The main cause of the economy and efficiency of these methods is the data
reduction and insensitivity to variations in illuminations and viewpoints. There-
fore, the method saves computation time. On the other hand, if we use only
geometric properties, the recognition becomes inaccurate in the relevance to
specific face data like facial texture [4]. This is the main reason why early feature-
based techniques were not effective.

Statistical learning methods are the second approach used to build face
detection systems these days. Effective features are learned from a training data set
and that features involve prior knowledge about faces. The appearance-based
approach, such as Principal Component Analysis (PCA) [5] or Linear Discriminant
Analysis (LDA) [6], has significantly moved the face recognition technology
forward. This approach operates directly on raster representation (e.g. fields of
pixel intensities). It extracts features in a subspace that are derived from training
images.

The most significant advantage of this method is avoiding instability of manual
selection and tuning in the early phase of geometric shape learning process. Sta-
tistic methods encode prior knowledge contained in the training data. Cardinality
of the training set is crucial.

However, they are not able to capture fineness of face subspaces: protrusions
may be blurred out and concavities may be smoothed. Therefore, useful
information can be lost. Note that appearance-based methods require proper
justification of the face images. These methods are typically based on eye
location.

The most successful approach so far to handle the nonconvex face segmentation
works with local appearance-based features. These features are extracted using
appropriate image filters. An advantage lies in distribution of face images through
local feature space, which is less affected by changes in facial appearance. Early
work in this area includes local features analysis (LFA) [7] and Gabor wavelet-
based features [8]. Current methods are based on a local binary pattern (LBP) [9].
There are many variants on the basic approaches like: Ordinal Features [10],
Scale-Invariant Feature Transform (SIFT) [11], and Histogram of Oriented Gra-
dients (HOG) [12]. These features are general purpose; face specific local filters
are learnt from images [13]. An advantage is that a large number of local features
can be generated with respect to varying parameters associated with positions,
scales, and orientations of the filters. For example, more than 400,000 local
appearance features can be generated if an image of size 100 9 100 is filtered with
Gabor filters with five different scales and eight different orientations for all pixel
positions.
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4 Haar-Cascade Detection with OpenCV

The last part introduces state-of-the-art face detection mechanisms. However, this
paper is aimed at robust detection of human faces technique, which is highly
effective with regards to colored and gray scale pictures, even when the lighting
conditions are not optimal. This goal has been fulfilled with the OpenCV
framework thanks to GPU-accelerated computing with Haar feature-based cas-
cade classifiers [13]. The time needed to locate a face in the picture depends on
two factors: scale of the presented picture and hardware strength of the com-
putation power (in our case a graphic card). There is a little problem with using
the OpenCV framework. If NVIDIA graphic cards with CUDA are used, we do
not have a problem with it. However, if we try to calculate Cascade of Classifiers
with processor power, there is a problem with parallelization of the processes.
OpenCV uses only one core (single thread) on the multi-core processor, whereas
GPU-accelerated computing uses the graphic processing unit (GPU) together with
the CPU to accelerate calculations. For recognition of a face, it is crucial to be
able to locate regions with specific face features like eyes, mouth, brows and
cheeks. These areas hold necessary information for robust recognition of the
given face. Haar Cascades works just like a convolutional kernel mask. To
explain the Haar Cascades method, we have to introduce integral images. It
simplifies calculation of the sum of pixels. All possible sizes and locations of
each kernel are used to calculate plenty of features. Each feature is a single value
obtained by subtracting the sum of pixels under a white rectangle from the sum
of pixels under a black rectangle (Fig. 1). These integral images can be computed
in a very fast way (1):

iiðx; yÞ ¼
X

x0 � x;y0 � y
iðx0; y0Þ ð1Þ

where ii(x, y) is the integral image and i(x’, y’) is the original image [13]. Using the
following pair of recurrent equations (2):

sðx; yÞ ¼ sðx; y� 1Þ þ iðx; yÞ
iiðx; yÞ ¼ iiðx� 1; yÞ þ sðx; yÞ

ð2Þ

where s(x, y) is the cumulative row sum, s(x, -1) = 0, and ii(-1, y) = 0. Thanks
to these equations, the integral image can be computed in one pass over the
original image.

This means that the integral image is a subarea of the original image. We use
these areas to calculate the differences inside the integral images with respect to
the learnt cascades before. Basically, it means that we take the sum of the black
areas and compare it with the sum of white areas in the classifier (Fig. 2). The sum
of pixels within rectangle B can be computed with three array references. The
value of the integral image at location 1 is the sum of the pixels in rectangle A. The
sum within B can be then obtained as 3 + 1 - 2.
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The best threshold is found for each feature, which will classify the faces to
positive and negative. But obviously, there will be errors or misclassifications. We
select the features with the minimum error rate, which means the features that best
classify the face and non-face images. The final classifier is a weighted sum of
weak classifiers. It is called weak because they cannot classify the image alone, but
together they form a strong classifier.

5 Noise Reduction

The principle of our face detection and feature extraction using Haar Cascades
consists of three phases. The goal of the first phase is conversion of the image to the
grayscale. Detection does not depend on the color in the image. This means that
detection is possible even with black and white pictures. In the second phase, the
system tries to localize all faces in the image with the Haar Cascades, which has been
taught to recognize faces from another set of faces before. In the third phase, the
system tries to find eyes and mouth for each detected face. The proposed sample
code could be interpreted as follows:

1. Convert the picture to the gray scale image.
2. Apply the appropriate classifier which has been trained before to detect

faces.

Fig. 1 Haar cascades
features
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3. Collect the areas with the highest probability of containing faces.
4. Try to search for eyes in each area.
5. Limit the number of eye areas with the numeral threshold for overlapping

classifiers and select only ones that are located in expected areas.
6. Try to search for mouth in each area that could be a face.
7. Limit the number of mouth areas with the numeral threshold for over-

lapping classifiers and select only those objects that are located in
expected areas.

There are free Haar Cascades for eyes and mouth in [14]. These cascades are
highly effective to find these areas in most pictures. One of many problems that
need to be taken into consideration is the existence of face accessories. For
example, we have to be sure that the cascade will be able to detect eyes even
behind the glasses. When the lighting conditions are not ideal, there are a number
of false positive detections of eyes and mouth. That will be problematic in face
processing later on. In Fig. 3a both nostrils were falsely classified as eyes. This
happened due to the following: stronger lighting; angle from which the photo was
taken; shape of the nostrils; shadow of the nostrils and their shape similar to eyes
(darker areas). A similar situation happened with the mouth. Next problem was the
presence of glasses because of the line of the frame and shadow in the left ear,
which is similar to the line of the mouth (in a smaller scale). This problem could be

Fig. 2 Classificatory
computation

500 V. Žáček et al.



avoided with selecting features that are situated in specific areas of the face, as
shown in Fig. 3b.

As it can be seen in Fig. 3b, all false positive readings disappeared from
selection of the detected areas. After that, we can work only with areas where eyes
and mouth are identified with the most probability. False positive readings can also
be reduced by specification of the threshold which represents a number of possible
overlapping areas before they are marked as a possible feature. These changes lead
to further reduction of false readings.

6 Experimental Results

We have tested 10 overlapping areas for faces, 15 overlapping areas for eyes, and
20 overlapping areas for mouth (further on referred to as threshold) in our
experimental study. These values also reduce the number of detected features with
the same center but different scale. An example of the behavior is shown in Fig. 4.

Figure 4a shows how the detection algorithm works if the number of areas is set
to a lower number for eyes. Figure 4c shows reduction of the overlapping areas with
a higher threshold number (number in area is set to 29). When the threshold was too
high, the application wasn’t able to detect eyes in most of the cases. A similar case
was observed with the mouth detection as shown in Fig. 4b respectively d, where the
number of overlapping areas for mouth is set to 10, respectively 20.

Fig. 3 Detected areas for face (red rectangles), eyes (blue rectangles), and for mouth (yellow
rectangles). a Before reduction. b AFter reduction
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This test has been designed to find the weaknesses of the selected classifiers.
Fifty images of the same face were used for the testing. These pictures had dif-
ferences in quality. Some of them were blurry, too dark, overlighted, or contained
compression errors. The experimental study was aimed at learning possible set-
tings for Haar Cascades to obtain good performance with bad camera conditions.
Continuous results are shown in Table 1. The results referred in the table as
‘‘Ability to find’’ is the number which we can get if we take all testing faces
together and say if the classifier was able to detect at least something. This means
that if the classifier has been able to detect eyes or mouth in the right area, it is
considered as good detection. The percentage for eyes may seem rather low. The
main cause of these low numbers is bad lighting conditions of the tested images.
The weaknesses and the strong points have been highlighted.

A number of false detection was caused by bad light conditions. Therefore, the
used classifiers for eyes detection did not find them in some cases. A summary of
the acquired knowledge for the used classifiers is as follows:

• They are not able to detect closed eyes.
• They need to see the white part of the eyes (sclera).
• There is a possibility to detect eyes even when the image is blurry.
• They perform better in larger images (higher resolution).

Fig. 4 Overlapping areas example: a overlapping of eyes b reduction of overlapping eyes also
example of overlapping mouth c reduction of overlapping mouth d too high threshold for eyes
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• They are more robust for rotation of the head.
• They have no problems when detecting eyes behind glasses. They work well

even if some reflections are present in the glasses.

The performed experiments show that eye detection is possible even if we have
a bad camera or lower image resolution, but we have two conditions to ensure
positive detection. The first one is that eyes are open. The second one is that the
sclera needs to be visible.

The test result for the mouth detection shows that mouth detection is more
successful than eye detection in bad light conditions. However, the used classifiers
have problems with rotation of the face. For accurate detection of mouth, when the
face is rotated in some way, a sort of normalization of the face should be used to

Table 1 Experimental results of eyes detection and mouth detection

Threshold on
overlapping

Eyes detection Mouth detection

Number of false
detections

Ability to
find (%)

Number of false
detections

Ability to
find (%)

5 1 54 0 82
6 1 50 0 74
7 1 42 0 74
8 0 42 0 72
9 0 40 0 68
10 0 40 0 64
11 0 40 0 64
12 0 40 0 58
13 0 40 0 56
14 0 32 0 56
15 0 32 0 54
16 0 32 0 48
17 0 30 0 46
18 0 30 0 42
19 0 28 0 38
20 0 26 0 38
21 0 26 0 36
22 0 26 0 34
23 0 26 0 30
24 0 26 0 28
25 0 26 0 26
26 0 22 0 26
27 0 22 0 26
28 0 22 0 24
29 0 22 0 24
30 0 22 0 20
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compensate this disadvantage. A summary of the acquired knowledge for used
cascade classifiers is as follows:

• Their performance is the same with respect to all sizes of images.
• They achieve poor results for rotated faces. They sometimes detect only a part of

mouth.
• They are able to detect mouth in blurry images.

7 Conclusion

This article is focused on face detection, which could be primarily used in robotics.
The proposed solution was tested on real images where two main problems have
been discovered. The first one is the time of the whole processing phase. If the
time of computation is too long, the application cannot be used in robotics. The
second one is the robustness of the combined detector. We have proposed a new
detector based on a combination to improve the detection rate on images with bad
quality. Robustness of the detection is the reason why the experimental study is
aimed at analyzing weak points of the proposed solution in detail.

Most robots use cameras with low resolution. Therefore, the output image has
bad lightness of the captured scene and general noise.

The threshold settings for eyes and mouth are not the same. It can be observed
from the experimental test results that some images needed very low threshold
setting for eyes but other images needed higher because of the amount of false
positive readings. The same situation can be observed with the mouth. These
thresholds should be mainly tested and set on the device which will provide image
capturing (for example a robot). Accuracy of eyes detection mostly depends on the
lightness of the input image.

The mouth threshold value mostly depends on rotation of the face. That means
we need a little higher threshold in classical frontal face detection, therefore, the
number of false detections will be reduced.

Acknowledgments The research described here has been financially supported by University of
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Computer Aided Analysis of Direct Punch
Force Using the Tensometric Sensor

Dora Lapkova, Michal Pluhacek and Milan Adamek

Abstract This research was focused on measuring and analyzing of the direct
punch force of young adults. The main focus was on the differences between
genders and among groups of participants with different level of training. In this
long-term study more than 200 participants took part. The collected data were
analyzed and stored for future use in research. This paper presents the results of
first analysis focused on the difference in the mean maximum of direct punch force
of participants in different categories.

Keywords Punch force � Tensometric sensor � Gender differences � Combat
training � Data analysis

1 Introduction

The force of a hand-to-hand attack of person is usually very unpredictable. Pre-
sumably there are many affecting factors such as gender, body weight, and height.
Also not in the last place the training of the attacker seems to be an important
factor. Even though such knowledge would be very helpful not only for the safety
forces or coroners, very little research has been done on this field. Even through
intensive literature review we could not find any similar research, thus our research
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is aiming to fill that gap with analysis of maximum force of different striking
techniques for different groups of people with the aid of microcomputer with
tensometric sensor and computer data analysis.

The striking techniques are one of the basic elements of the majority of combat
sports [1], martial arts [2] or combat systems [3]. In these techniques the striking
energy (or impulse force) [4] is transferred thru arms, legs or head. In this paper
the direct punch force is closely analyzed. The direct punch is delivered by the arm
following direct line. The hitting area is a closed fist [5]. In the following
experiment the punch was delivered by the back hand (see Fig. 1).

2 Experiment Goal and Participants

The main goal of the experiment was to measure the profile of direct punch force
in time. The main focus was on the differences between genders and among groups
of participants with different level of training.

Two research questions were defined:

1. Is the maximal direct punch force dependent on gender?
2. Is the maximal direct punch force dependent on the level of training?

The participants of the experiment were divided into several categories based
on their gender and previous training in combat sports, self-defense or martial arts.
Following categories were analyzed in this research: Men with no training, mid-
trained, trained and self-trained; Women with no training, mid-trained and self-
trained.

3 Measuring Devices

The experiment was conducted by means of tensometric sensor [6] that was placed
into a leather target (punching bag). The punching bag was subsequently attached
to the measuring station created from oriented strand boards (Fig. 2).

The strain gauge sensor of the pressure force, type SRK-3/V (Fig. 3) is a
passive electromechanical converter which converts force to a proportional elec-
trical signal [4].

As a mechanical-electrical converter it uses silicon resistive strain gauges
because their deformation sensitivity is sixty times higher than that of the film or
wire resistive strain gauges. The sensor is sized and calibrated for constant loading
of 3 Kn force exerted in the axis of the sensor; nevertheless, it also endures a long-
term repeated overload up to 200 % (6 Kn) in the axis of the sensor [4].

The sensor consists of a base in the shape of a short cylinder which verges into a
truncated cone in its upper part. The upper base of this truncated cone is formed by
a membrane with four silicon resistive strain gauges AP120-3-12 affixed on its
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inner surface. In the middle of the inner surface of the membrane there is a junctor
that connects the membrane to a measuring area in the shape of a spherical cap. All
of the described parts of the sensor are made of one piece of dimensionally stable
alloy treated steel [4].

The pressure force exerted on the measuring area is being transmitted to the
membrane by means of the junctor and deforms it proportionally to any exerted
force. At the same time the force is being transferred to four silicon resistive strain
gauges fixed to the membrane by a special tensometric adhesive which converts it
to an electrical resistance proportional to the deformation. The connection of the

Fig. 1 Direct punch [5]

Fig. 2 Measuring station [4]
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strain gauges to the Wheatstone bridge provides an effective primary compensa-
tion of the influence of temperature on the measuring system [4].

The sensor is connected to the computer, which is used for data storage, through
the strain gauge. The strain gauge type TENZ2334 is an electronic appliance that
converts the signals to data that is stored in memory. The core of the appliance is a
single-chip microcomputer that controls all of the activities. The strain gauge
sensor is connected to this appliance via four-pole connector XLR by four con-
ductors. The number of values measured by the sensor averages around 600
measurements per second while the data is immediately stored in the memory of a
device with a capacity of 512 Kb [4].

4 Experiment Setup

The total of 219 participants took part in the experiment; 198 men and 21 women.
All participants were in the age from 19 to 25. Based on previous training and
experience the participants were divided into following categories:

• No training—These persons have never done any combat sport, martial art or
combat system. They have no theoretical knowledge of the striking technique.
The technique was presented to these persons before the experiment for safety
reasons.

• Mid-trained—These persons have the theoretical knowledge of striking tech-
niques and do attend the Special physical training course for at least six months.
The course is focused on self-defense and professional defense.

• Trained—These persons do attend the Special physical training course for two
or more years or practice a combat sport or martial art for the same time period.

• Self-trained—These persons did practice or still do practice (for less than
2 years) some combat sport, martial art or combat system. As there is no
guaranty on the quality of the training they are separated into separate category.

During the experiment each person made two strikes. During the measurement
the target was positioned in such manner that the center of the tensometric sensor

Fig. 3 Pressure force sensor
(SRK-3/V) [4]
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was in line with the striking persońs shoulder. That way the direct punch has the
maximum velocity and force (as there is no decomposition of force or velocity into
other axes). The person was made to stay at the same place for the whole experi-
ment. Any unnecessary movement (e. g. lunge etc.) would lead to data distortion.

5 Results

The collected data were processed and analyzed in the Wolfram Mathematica
environment [7]. In this study, the maximum direct punch force for each participant
was derived from the collected data using computer aided analysis of the force
profile. In this case the maximum on each force profile was localized. All force
profiles had to be shifted on the time axis (Fig. 4) in order to visualize the mean
profile (Fig. 5). The center point is the maximum of the force during the direct
punch. In this section the results of each group are presented in tables (Table 1 for
men and Table 2 for women). Example mean direct punch force profiles in time for
mid-trained participants are depicted in Fig. 5 (men) and Fig. 6 (women).

6 Results Summary and Discussion

In the following table (Table 3) the results presented in previous section are
summarized. The mean maximum direct punch force (and standard deviation) for
each category is presented alongside with the total number of participants in that
category. The data hint that the mean maximum direct punch force is higher for
trained persons and significantly higher for men than for women.

There were certain unpredicted limitations during the experiment. For example
in order of accurate measurement it is necessary for the person to hit the exact
center of the sensor. That proved very difficult for non-trained participants. Some
of the extremely low or high entries are due to this reason.

7 Future Research Perspectives

During this long-term research the sorted data for direct punch force profiles of
differently trained men and women were collected using the described method-
ology. The advanced detailed analysis of collected data will be the main goal of
future research. Various methods of computational intelligence will be investi-
gated. Among the most promising the classification using neural network based
classifiers, fuzzy classifiers or neuro-fuzzy classifiers. As for the classification
processes preparation, the data will be preprocessed by various data mining
techniques as the most dominant features need to be identified. Alternately various
data filtering can also be applied.
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Fig. 4 Direct punch force in time (Men—mid-trained—all)

Fig. 5 Mean direct punch force in time (Men—mid-trained)

Table 1 Results overview—men

Men Mean value (N) Median (N) Std. dev. (N) Maximum (N) Minimum (N)

No training 233.7 151.7 234.1 955 5.2
Mid-trained 264.2 212.6 220.9 1,039.9 10.9
Trained 371.6 228.3 370.3 918.9 111.1
Self-trained 273.9 196 274.6 1,284.2 8.6
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8 Conclusion

In this long-term research the direct punch force profiles of more than 200 par-
ticipants were measured using tensometric sensors and complex measuring station.
The results were afterwards processed and analyzed using the Wolfram Math-
ematica environment.

Results presented in Sect. 5 and summarized in Sect. 6 support the claim that
(answering the first research question) the mean maximum direct punch force is
significantly higher for men than for women. Also the profile of the force in time is
different. For men it is usually much sharper profile than for women.

Table 2 Results overview—women

Women Mean value (N) Median (N) Std. dev. (N) Maximum (N) Minimum (N)

No training 21.8 22.6 7.1 31.9 12.8
Mid-trained 21.1 19 11.3 47.3 2.2
Self-trained 44.6 21 48.3 117 19.2

Fig. 6 Mean direct punch force in time (women—mid-trained)

Table 3 Results summary Category of participants N. of participants Mean maximum
force F (N)

Men—no training 90 233.7 ± 234.1
Men—mid-trained 80 264.2 ± 220.9
Men—trained 2 371.6 ± 370.3
Men—self-trained 26 273.9 ± 274.6
Women—no training 3 21.8 ± 7.1
Women—mid-trained 16 21.1 ± 11.3
Women—self-trained 2 44.6 ± 48.3
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The answer for the second question is partly possible for men category. It seems
that the mean maximum direct punch force is increasing with the increasing level
of training. However it is not that case for women most likely due to very small
number of participant in the group with no training.

Due to the small number of participants in some categories (especially women)
it is necessary to see presented results as a first hint of possible interesting trends
that need to be proved by future and larger studies. The aim of this paper is to
inform about these findings and describe the methodology that was used, including
the computer aided analysis of collected data. The future research will focus
among others on employing advanced computer aided data analysis and data
mining techniques in order to uncover hidden correlations and possible depen-
dencies in the collected data.
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Application of Semantic Web and Petri
Calculus in Changing Business Scenario

Diwakar Yagyasen and Manuj Darbari

Abstract The paper highlights correlation between Adaptive Business Environ-
ment and Web Semantic, Petridynamics, Adaptive Semantic Web. The Business
environment use of Activity Theory and Web Semantic help in formatting the
Ontology.

Keywords Semantic web � Petri calculus � Changing business scenario

1 Introduction

In dealing with dynamic aspect of business we have to be include with the
elimination of older systems and tools and replace with new one. The paper
focuses on developing a model which embeds micro-economic theory with
ontology. The model will provide an ontology based semantic annotation to
achieve interoperability [22, 23]. The main idea is to automate the process of
building knowledge base [5]. The process of conversion was Activity Theory (AT)
for building a taxonomy for an enterprise [15].
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1.1 Introduction Semantic Web

‘‘The semantic web is an extension of the current web in which information is
given well-defined meaning, better enabling computers and people to work in
cooperation.’’—Tim Burners-Lee, James Hendle, On Lassila [2].

Semantic analysis is the process of relating syntactic structures from phrases
sentences, removing features specific to particular linguistic and cultural contexts.
The key research areas are natural language, text and image understanding, speech,
data mining and finally process mining. According to the definition given by
Fensel Semantic Web can be classified into three basic categories:

(a) Information Extraction: It supports wrapping technology for uniform
extraction of information.

(b) Processable Semantics: It deals with capturing information structures as well
as meta-information about the nature of information.

(c) Ontologies: This is the process of converting taxonomies generated into
resource description format that reflects the consensual and formal specifi-
cation of the domain.

In order to deal with Semantic Heterogeneity [1, 8, 17] we have to deal with
natural understanding of interchanged data. It is the ability of two or more com-
puter systems to exchange information without changing the meaning of the
information. It is classified under three basic types: single-ontology approach,
multiple-ontology approach and hybrid ontology approach.

2 Literature Survey

We are inspired by the work of Deshpande [7] on Adaptive Query Engine and used
his work in building business changes and its adaption with new situations. The
paper [13] describes effective method of matching different strategies which are
suitable for various types of tasks and contexts. Brambilla et al. [3] on exceptional
handling has very well described the movement of links in Ontology where a link
automatically discards the older link in case of closure of the business i.e. expired
link. The paper by Howse et al. [13] on visualizing the ontology has opened new
dimensions in the field of obsening the changes in the business link vis-a-vis to
ontologies. Keddara [9] has extended the above work by focusing on the modal-
ities of changes which includes the duration of change and its time frame.
Sasthyive have used the concept of Activity Theory [14, 18] dealing with Enge-
strom Triangle.
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3 Activity Theory: An Overview

‘‘Activity Theory is a philosophical framework for studying different forms of
human practices as development process, with both individual and social levels
interlinked at the same time’’. AT is therefore committed for understanding both
individual and collective aspects of human practices from a cultural and historical
perspective. The ideas presented in activity Theory have their origins in Vygot-
skyian [22] concept of tool mediation and Leontiev’s [14] notion of Activity.
Vygotsky [21] originally introduced the idea that human beings interactions with
their environment are not direct ones but are instead mediated through the use of
tools and signs. In this paper we will be extending the concept of Engestrom [10]
model known as ‘‘Activity Triangle Model’’ which incorporates the components
like: subjects Object, Community with mediators of human activity namely Tools,
rules and Division of Labour.

The ‘object’ component portrays the purposeful nature of human activity,
which allows individuals to control their own motives and behavior when carrying
out activity.

The ‘subjects’ components of the model portrays both the individual and col-
lective nature of human activity through the use of tools in a social context so as to
satisfy desired objectives. The subject’s relationship with the object or objective of
activity is mediated through the use of tools.

The ‘tools’ component of the model reflects the mediational aspects of human
activity through the use of both physical and psychological tools. Physical tools
are used to handle or manipulate objects, they therefore extend human being’s
abilities to achieve targeted goals and satisfy objectives. Psychological tools are
used to influence behavior in one way or another.

The ‘‘Community’’ component represents stakeholders in a particular activity or
those who share the same overall objective of an activity. The community puts the
analysis of the activity being investigated into the social and cultural context of the
environment in which the subject operates.

The ‘‘Rules’’ component highlights the fact that within a community of actors,
there are bound to be rules and regulations that affect in one way or another means
by which the activity is carried out. These rules may either be explicit, or implicit,
for example, cultural norms that are in place within a particular community. The
component of the Activity triangle model also helps to establish environmental
influences and conditions in which activity is carried out.

The ‘‘Division of Labour’’ component reflects the allocation of responsibilities
and variations in job roles and responsibilities amongst subjects involved in car-
rying out a particular activity within a community.

The ‘‘Activity System’’ consists of several sub-activities that are interconnected
and united through the shared objective on which activity is focused. As a result of
this inter-connectedness, disturbances or contradictions can occur within and
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between sub activities that could affect the transition of the collective activity
system. The terms ‘‘contradictions’’ is used in AT to refer to misfits, disturbances,
problems or breakdowns, that occur in an Activity System or human practices
being examined (Fig. 1).

3.1 Activity Theory Dynamics

The work on implementation of supply chain coordination using Semantic Web
services helped us in linking Activity Theory to business dynamics using Semantic
Web. ‘‘An object is being treated as an entity which can modified and transformed
by the participants of an activity.’’ The principle of mediation plays a major role in
Activity Theory. An activity is composed of various types of Artifacts (example:
instruments, signs, procedure, machines, materials, laws, forms of work or orga-
nisation). Under normal condition Artifact performs the role of mediator per-
forming a bridge between elements of Activity. The tools are used to shape the
way human being interact with their context. A tool can also be used as a medium
to transform the process of Object which includes material tool and thinking. The
relationship between subject and community is mediated through rules similar a
relationship between object and community is mediated by division of labour.
Finally the division of labour categorises the role that each individual will be
playing and the task it is responsible for (Fig. 2).

Tools

Subject Object
Transformation

Outcomes

Rules Community Division of Labour

Process

Fig. 1 Activity triangle model
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4 Application of Web Semantic for Adaptive Business
Scenario Using Activity Theory

In order to develop Semantic interoperability with business terminology we use a
common platform which can support a relationship between Activity Theory
notation, Business Taxonomy and Resource Description Framework [3, 12, 13].
The equivalence relationship can be written as:

M-Sugar manufactured sugar using production planning and control module.
During the course of manufacturing it has to time up with various vendors to
maintain smooth flow of production. In course of action if any of the drops its
business or changes the specification of the component then M-Sugar must be
intelligently switch to another vendor (Table 1) in real time mode. This is achieved
by the help of Semantic Web Ontology link. Due to this it has to maintain its price
accordingly. Sugar being produced by many producers suffers from heavy com-
petition. Initially the firms profitability was given by Fig. 3. This figure shows that
previously the Marginal Revenue (MR) curve was cutting the Marginal Cost (MC)
curve at point A thereby maintaining a fixed profitability P shown by the shaded
area.

<<tool>>
tool

<<outcome>>
outcome

<<Artifact>>
artifact

<<Subject>>
subject

<<Rules>>
Rules

<<Division of Lab>>
Division of Lab

<<Object>>
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<<Objective>>
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<<Activity>>
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persue

Fig. 2 Object oriented activity theory model using UML framework
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Now in the above case there were no new vendors being selected, the company
has to select manually the alternative vendor even the supply chain logistics was
not able to trade. the … Now in the above case because of dynamic linking of the
vendors at run time environment. M-Sugar is able to maintain a smooth flow
logistic of component thereby change in Marginal Revenue of the curve takes
place (Fig. 4). Intelligent collaboration of vendors lead to decrease the overall cost
of production sustaintially. It is because of the change management being taken in

Table 1 Mapping of AT, DBE and semantic Web

AT notation Semantic web Adaptive business situations

Activity From a pairinf of entity Adjust in Taxonomy
Object Drop in schema tree Product/services stopped
Subject Information Domain
Outcome Semantic upgradation Dropping of product/services
Objective Real time binding Update information
Tool IDT like Prometheus Process modelling tool
Community Website Stakeholders

P’

P

Q Q

D

MR

D

MC

PROFIT P

A
MC=MR

P/C

O

Fig. 3 Impact of demand curve shift and its relation with LMC and LAC

C/R

X

TC
TR

O

Profit

Fig. 4 An increase in
variable cost due to entry of
new entrants
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proactive manner. The changes are reflected in RDF formation accordingly.
Figure 5 shows a common framework cohere the adaptive nature of RDF [1, 2]
framework is identified. It provides unique Lin-chain rule where three basic steps
are performed capturing change, notifying change and handling change is
observed.

(a) Capturing Change: This step captures events and store the exception in the
work-flow.

(b) Notifying Change: It records the number of exceptions occurred from the
users perspective like broken link of Vendor etc.

(c) Handling Exception: It defines the set of rules that are managed by adaptive
ontology in order to provide smooth selection to the User as stated by Lin,
Bonguetta and Salmon [16, 17, 20].

5 Petrinet Calculus

We can represent the entire RDF graph (Fig. 7) using Petrinets [19, 6] as it will
verify the basic workflow model (Fig. 6).
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<<Activity>>
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<< uses >>

<< Change in
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Fig. 5 AT—business—semantic Web framework
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It was invented by Carl Adam Petri [20] in sixties. Petrinets provides a strong
foundation to formalisation, its pictographical nature (Fig. 8), expressiveness.
Petrinet is a directed bipartite graph with two nodes types called places and

M-Sugar
Website

Internal Link

External
Link

External
End Users

Web Services

End
Users

has-a

has

is connected with

has-a

is
connected
with

Users

Fig. 6 An ontology tree

http://msugar.com/product1

M-Sugar

http://www.msugar.com/

http://xmlns.com/foaf/0.1/Person

http://www.vendor.com/

foaf:knows

#dropinlink

foaf:name

#has
Change in Business
Link

http://xmlns.com/foaf/SugarMill

#has

#has

foaf:name

Fig. 7 Basic RDF graph of ‘‘Morolo’’
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transitions. The nodes connected via directed arcs. The simple definition of
Petrinet is a triple ðP; T ;FÞ. P is finite set of places. T is finite of Transitions:
ðP \ T ¼ /ÞF � ðPXTÞ \ ðTXPÞ is a set of Arc. ðFlowrelationsÞ.
A place p is called an input place of transition t iff there exists a directed arc

from place p to t. A transition t is said to be enabled iff each input place p of t
continues to have at least one token. If transition t fires, then t consume one token

P1
P2

Transition

PlacePlace T

Fig. 8 A simple Petrinet

Change in Semantics 

Upgradation in
the Web Site

t1
t
4

t
2

t
3

Vendor Stops /
Shifts’ business

Upgradation
in Business
Organisation
Information

Layer-I Layer-II Layer-III

Fig. 9 Layered structure of process flow
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from each input place p of t and produces one token in each output place p of t.
The initial marking is given as f1; 0; 0; 0g corresponding to ft1; t2; t3; t4g. The
above model can be analysed by using:

• Reach ability graph
• Place and transitions graph
• Simulation

We can represent the Process flow as in Fig. 9. Layer-I shows shops/shift its
business, which results in change/up-gradation of business organisation informa-
tion, resulting in change in semantic (Layer-II). Finally the outcome is represented
in Layer-III eliminating the link dynamically from the website.

The following algebraic form represents the movement of token in Petrinets.
The main purpose of representing it into algebraic form is its easy convertibility
into PNML Notations, which can be converted into XML file. It is embedded with
Eclipse to support the linking with HPSIM2.0. XML file can be directly converted
into RDF notation. It provides concise and readable textual notations of the
graphical model. The format represents the basic steps:

Step 1:

ðads : has product id; has Exception; has sub process; super concept of Þ

Step 2:

ðads; psad : workflow pattern id; has inActivity; has

outActivity; dropping in service; stakeholderÞ

Step 3:

ðpsad : schema tree; real time bindingÞ

where

ads ¼ adaptive business situation

psad ¼ process semantic dynamics:

These steps can be developed in Petrinet Calculus where the two basic entities
adaptive business situation(ads) and ‘‘process semantic dynamics’’ can be imple-
mented. Any drop in the business by the vendor demands a real time dropping of
the link which is named as Vendor’s Link. There is an entity known as
Link_Connector which maintains the counter of the links and logic-connector
values (Fig. 9).
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The above equations can also represented by Petrinet language notation by
using PNML. Entire Petrinet equations can be converted to XML file which can
directly represent RDF.

D½adbs x : int action n; psd� :¼ consume½psd from x with x [ 0; n from x with x\0�
in ðtrans½psd� merged to trans½n� merged to trans½n� merged to place½x : int init empty�Þ

The semantics of this script is as follows:

D ¼ ðx½ðððpsd; xÞ; ðpsd; xÞ; ðads; xÞjx [ 0Þ�Þ:
x½ððn; xÞ; ðn; xÞjx\0Þ�:N

where x and n are defined as
x number of places required to represent business
n number of times action is taken.

6 Conclusion

The paper end-up by drawing a conclusion that embedding petri-net in semantic
web provides a formal method of developing a business process in systemic
method. The use of Activity Theory provided easy conversion of Activity Theory
framework of business into Activity Oriented Model which is extremely useful in
building Ontology relationships. We will extend the above model by applying
Visual Cognitive Language (VCL) linking it with Web-Eco-AT framework for
changing Business Environment.
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Method-Level Code Clone Modification
Environment Using CloneManager

E. Kodhai and S. Kanmani

Abstract The primary objective of code clone research is to provide techniques
and tools through which the topics such as clone detection and clone management.
A number of techniques have been proposed for clone detections and sure to have
even more detectors in future. Some limited methods have been proposed for clone
modifications. A technique that helps for clone modification is refactoring. But this
is not possible for all the clones, as there are clones which cannot be modified.
Moreover, some of the clones have to exist to maintain the consistency of the
problem. Most of the programmers modify the clone and need to make the
modification throughout all the identical clones. We propose a method, which
provide a modification environment of the clones for the programmer. We use the
clone detection tool CloneManager. We embedded this feature as an enhancement
of the clone detection tool, CloneManager.

Keywords Software clones � Refactoring � Software metrics � Clone detection

1 Introduction

Clones are often the result of copy-paste activities. Such activities are very easy
and can significantly reduce programming effort and time as they reuse an existing
fragment of code rather rewriting similar code from scratch. Various kinds of code
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clone detection methods have been devised, and a lot of practical code clone
detection tools have been developed and used [1]. Research shows that a signifi-
cant amount of code (7–23 %) of a software system is cloned code [2].

There are four clone types in total, in which the first three are textual and the
last one is functional [1]. Roy and Cordy [1] have performed one of the most
comprehensive studies in comparing and evaluating clone detection tools and
techniques. They provide a qualitative comparison and evaluation of clone
detection techniques and tools and organized these large set of information into a
framework with coherence. They classified, compared and evaluated the tools and
their approaches in two different directions.

Several studies show that lightweight text-based techniques can find clones with
high accuracy and confidence, but detected clones often do not correspond to
appropriate syntactic units [3, 4]. Moreover, by refactoring the clones detected,
one can potentially improve understandability, maintainability and extensibility,
and reduce the complexity of the system [5].

All code clones detected by a code clone detection tool are not appropriate for
refactoring. For example, language-dependent code clones [6] are clearly inap-
propriate for refactoring. It means code clones that indispensably exist in a source
code due to the specifications of used program language. Although, the number of
approaches and tools has been proposed for clone detection [7, 8], only some
knows about which detected code clones are possible for refactoring and how to
extract them.

One of the major difficulties with the replicated fragments is that if an error is
identified in those codes, all the code fragments which are similar to it should be
analyzed to identify the same error [9]. Moreover, when enhancing or adapting a
piece of code, duplicated fragments can multiply the work to be done [10].

This paper presents the proposal for the creation of an environment for
simultaneous clone modification. Modification activities are very easy and can
significantly reduce programming effort and time as they reuse an existing frag-
ment of code rather rewriting similar code from the scratch. It uses CloneManager
tool [11] to detect the type1 clones. On the retrieved clones, modification is
performed which gets automatically updated in all the other similar code clones
and helps in reducing the code complexity. Thus it provides an environment which
helps the programmers to perform simultaneous modification in clones. This
environment is appended as an additional feature to the existing tool CloneMan-
ager tool.

This paper is organized as follows; Sect. 2 discusses the related work of the
paper. Section 3 describes the CloneManager tool as a background of the proposal.
The Sect. 4 presents the proposal of the paper. Section 5 discusses the experiment
and results and finally Sect. 6 concludes the paper.
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2 Related Work

There has been some research on tools for clone maintenance. Higo et al. [10] have
proposed a simultaneous modification support method and developed a tool named
Libra. First a maintainer identifies the code fragment that must be modified and
then code clones between the code fragments and the original source files of the
system are detected. He first used CCFinder [7] to detect the clones. CCFinder can
detect code clones with free code fragments, which further need to analyze the
clones for modification.

Similar defects is detected in the large set of source code was proposed by
Yoshida et al. [12]. This system gets input as a query with a code fragment which
is containing a defect, and gives back the code fragments which are containing the
same or synonymous identifiers. This system finds similar bugs in the large set of
source codes, thus helps to debug the defects.

We propose a method for the creation of an environment for simultaneous clone
modification. Our proposal handles clone clusters for clone modification which is
lagging in Ekoko’s work. We also use the existing tool CloneManager [11] for
clone detection phase. This tool detects clones at method-level rather than free
code segments as CCFinder as used by Yosshiki Higo. Since method-level clone
detection are more appropriate for further clone management. On the retrieved
clones, modification is performed which gets automatically updated in all the other
similar code clones in the clone cluster.

3 CloneManager Tool

The existing code clone detection tool called CloneManager [11] is used for the
detection of clones. Since it is a metric-based clone detection approach, it is more
suitable as it can easily target the refactoring operations. The CloneManager tool is
developed for code clone detection effectively and accurately. It detects all four types
of code clones with the granularity of method level. This tool is implemented using
Java to detect clones in C or Java source codes through metrics and textual analysis.

All four types of clones are detected by the tool and then classified and clus-
tered as clone clusters as results. The granularity level for this code clone detection
process is methods. The tool gets the project as input containing the files, which is
further analyzed for clone detection. The user can choose the type of clones to be
detected.

The output of the clone detection tool is specified as clone pairs. Clone Pair
(CP) is the pair of code fragments which is same or similar to each other. After,
detecting the clone pairs in each type, the result has to be given in an appropriate
form for further analysis. The detected clone methods in each clone type are
groups into clone clusters (CC). All the members of the clone clusters are asso-
ciative as each clone pairs are commutative. It means that every member of the
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clone cluster becomes a clone pair of every other member of clone pair of the same
clone cluster. Finally, the detected clones and clusters as a result are further stored
in the text files.

4 Proposed Method

The proposal of the system is to create an environment for the simultaneous clone
modification. This approach includes creating an environment to perform modi-
fication. The programmer must ensure that when a modification is done in one part
of the clone gets automatically updated in all the other parts of the clone. This
modification activity not only reduces the programmer’s work but also saves time.

We use the existing clone detection tool, CloneManager [11] which detects the
clone pairs and clusters and stores the results in a text file. The system uses the
clone type options tool to detect the type 1 clones. Two windows are opened, with
one holding the type 1 clones and the other with original source code. The type 1
clones which are listed under on cluster are all highlighted together with different
colors than the original background. Later, if the developer makes any changes in
the source code in clones, then the same will be updated in all the clones.

The Fig. 1 depicts the System Architecture of the clone maintenance. There are
four phases in our proposed system that explains how our modification process is
carried out. They are as follows:

1. Checking source for clone detection
2. Clone detection using CloneManager
3. Highlighting the clones
4. Clone environment.

4.1 Checking Clone Detection

The first step is to check if clones for source code in the input file are already
detected. The main purpose of this step is to reduce the time used for clone
detection as files can be varying size and detecting clones for the same may take
some time. Thus input is checked with database to find if clones are already
detected in input. The database contains the hash value of the files used. If clones
are detected in the input then the next step namely clone detection can be skipped
and detected clones are displayed. Thus if it is available it directs to the database
for the search of detected clones results. If, not it directs to the clone detection tool,
CloneManager to detect the type 1 clones using the clone type options.

The database contains all the input files for determining the exact code clones of
a particular file. The database will contain the filename and also the last modifi-
cation date done to the respective input file. It also helps us to retrieve the exact
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clones if it is already detected in the program by indicating the start position lines
of the clones that appear in the program. This helps in notifying the exact clones at
once when respective input file is viewed. If an input file does not have any clones
in the program, clone manager takes the responsibility to retrieve the exact clone
segments and its varying position of occurrence in the program.

4.2 Clone Detection

This phase uses the clone detection tool CloneManager for clone detection pro-
cess. It detects the type1 clones alone and stores it in the database. This is because
the detection process will be completed in time as we do not want other clone
detection types 2, 3 and 4. Moreover these other clone types cannot be modified
simultaneously. Thus detection type 1 clone alone will be detected in few seconds.

The required clones can be selected and edited. When a single clone is edited
the changes are reflected in all the clones of the same type. It is easy to modify all
clones since changes to any one clone are automatically and simultaneously made
to all similar clones and it is easy to modify a single clone instead of without
changing editing modes. This process reduces the user’s processing time and hence
can improve productivity.

Checks source 
for detected 
clones

Database

Clone Detection
Using CloneManager

Type 1 Clones 
Collection

Highlights 
the clones

Modification 
Environment

Input

Fig. 1 System architecture for clone maintenance
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4.3 Highlighting the Clones

The collected clone helps us to identify the code clones in the original source code.
The exact location of the clones in the source code can be determined in clone
collector. Using the string matcher technique the collected clones finds the simi-
larity between the original source code and the cloned codes. Using the highlighter
method the occurrences of the code clones in the source code are highlighted. The
clones are integrated together using the integrator method. The clones are collected
together using the file integrator.

The location of the code clones are found out using the string matcher. They are
highlighted using a different background color such as yellow color to display the
accurate location and the presence of the clones in the original source code. The
remaining codes as usual are left with the white background color as usual.

4.4 Clone Environment

The final stage of our work is carrying out modification to the clones that are
highlighted. The modification done to retrieved clones will lead to automatic
updation on the rest of the clone segments. This CloneManager helps in automatic
modification and reduce programmer’s effort by modifying each and every line of
a program. It is possible to have an overall idea on the other files containing other
similar copies of that fragment and modify in a better effective manner using
CloneManager. Figures 2 and 3 shows the example of how modification is carried
out in the source code.

5 Experimental Analysis

5.1 Experimental Setup

The proposed method is implemented and experimented with C and Java Projects.
We have chosen the dataset which have been already evaluated in the literature, so
that it will be helpful for us to do comparison. We compared our results with the
existing tool.

To measure the accuracy of our proposed work, we use precision, recall, and F-
measure, the three standard metrics.

• Precision is the amount of clones found by the detection tool that are correct,
over the total number of clones found by the detection tool

• Recall is the amount of clones found by the detection tool that are correct, over
the total number of clones in the application analyzed
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• F-measure is the harmonic mean precision and recall, the F-measure or F-score:

F ¼ 2 � precision � recall

precisionþ recall

Ideally, precision and recall should be 100 %. Finally, we also cross checked
the results by manual inspection of the open source projects.

5.2 Datasets

We have analyzed with a medium sized program called JHotDraw which is for
structured drawing editors of approximately 70,000 lines and to the large size
program called Apache-httpd with 275,000 lines. Table 1 lists the features of open
source projects which are taken for the performance analysis of our CloneManager
tool.

In Table 1, the second column lists the open source program names of the input
project. The third column is the number of files. The fourth column is the no. of
lines in the source code in thousands. The last column is the program language of

1 static void setstringOption(String  value, String option, List dest)
2 { 
3 if (value != null && !value.trim().equals(“”)
4 { // NO118N
5 List subList = new ArrayList(); 
6 subList.add(option);
7 subList.add(value);
8 } 
9 System.out.println(option + “ “ + value);
10 } 

Fig. 2 Original source code
as input

1 static void setstringOption(String  value, String option, List dest)
2 { 
3 if (value != null && !value.trim().equals(“”)
4 { // NO118N
5 List subList = new ArrayList(); 
6 subList.add(option);
7 dest.Addall(subList); // modification to the clone
8 subList.add(value);
9 } 
10 System.out.println(option + “ “ + value);
11 } 

Fig. 3 Modification done to
the source code
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each project. Table 2 shows the detected clones by CloneManager and results for
all chosen dataset.

5.3 Results

In Table 2, the second column lists the open source program names of the input
project. The third column is the number of clones. The fourth column is the no. of
type 1 clones. The fifth column is the no. of type 1 clone clusters. The last column
is the number of clusters where modification is carried out.

The first project is taken for analysis is canna open source code. When com-
pared with the canna 3.6 and canna 3.6p1 version the number of clusters modified
done was 12 clusters. In the same way all the values are calculated for the
remaining projects and they are displayed is the last column of the Table 2. From
the results, one can observe that the no. of modification carried out in the version
was not directly proportional to number of clusters in the project.

5.4 Evaluation of the Tool

The Table 3 shows the evaluation of CloneManager produced for all the datasets.
The column 3 holds the recall values produced in percentage. The Column 4 holds
the precision values in percentage. The column 5 holds the F-measure in per-
centage. The last column is the run-time of each project in seconds, the next
evaluation parameter of the tool.

From the results produced, the precision and recall parameters are calculated
for each refactoring patterns for all the chosen datasets. We observed that the
precision and recall percentage is above 88 for all the datasets. Even though it is
not feasible to get 100 % for all methods, we had few 100 % results. Thus our tool
proves to provide high precision and recall, which are the best parameters for the

Table 1 Projects chosen as dataset for clonemanager

S.no Project name # files LOC in K Language

1 Canna 3.6 96 100 C
2 Canna 3.6p1 96 100
3 Apache-httpd-2.2.8 496 275
4 Apache-httpd-2.2.9 498 275
5 JHotDraw 5.4b1 466 70 Java
6 JHotDraw 5.4b2 484 72
7 Ant 1.6.0 627 181
8 Ant 1.6.1 631 160
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evaluation of code clones tools. The next parameter F-measure is the harmonic
mean of precision and recall. The F-measure also shows higher values. Moreover,
the run-time of the tool shows that it is capable of executing in less time.

5.5 Comparison of the Tool

Having computed the results we compared our evaluation results with that of the
existing tool. Table 4 shows the comparison of our CloneManager with Libra. The
tool considered for analysis is Libra [10]. Libra developed by Yoshiki et al. [10] is
a simultaneous modification support tool. Yoshiki et al. has tested the tool with
two open source program canna 3.6 and Ant 1.6.0.

From the Table 4, we compared our tool results; which shows high values in
recall, precision and F-measures. Moreover, the precision and recall for their tool
is only above 81 %, where as our tool is above 90 %.This reveals that our tool is
able to find and does modification process better than Libra. The time taken is also
lesser as shown in the table.

Table 2 Detected clones by clonemanager and results

S.no Project name # clones # type 1 clones # type 1 clusters # clusters where
modification is
carried out

1 Canna 3.6 5,467 1,028 259 12
2 Canna 3.6p1 5,472 921 381
3 Apache-httpd-2.2.8 1,146 183 107 23
4 Apache-httpd-2.2.9 1,086 152 48
5 JHotDraw 5.4b1 1,198 291 137 10
6 JHotDraw 5.4b2 1,206 272 112
7 Ant 1.6.0 16,572 1,562 375 17
8 Ant 1.6.1 16,038 1,564 383

Table 3 Evaluation of clonemanager

S.no Project name Recall % Precision % F-measure Run-time in s

1 Canna 3.6 96 100 97.99 6.5
2 Canna 3.6p1 94 95 94.50 6.8
3 Apache-httpd-2.2.8 88 96 91.83 3.4
4 Apache-httpd-2.2.9 90 100 94.74 3.6
5 JHotDraw 5.4b1 100 95 97.44 4.2
6 JHotDraw 5.4b2 96 88 91.83 4.3
7 Ant 1.6.0 100 90 94.74 9.2
8 Ant 1.6.1 98 96 96.99 9.1
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6 Conclusions

Thus we have implemented our proposed method for clone maintenance by
retrieving the similar clones using CloneManager that does two functions. After
retrieving the exact clones, in the highlighting phase, they are highlighted in the
source code by which it separates the type 1 clones from the other code. In
modification phase, a change in the code fragment will lead to automatic updation
in all the highlighted area. Therefore automatic modification to the exact clones
reduces the programmer’s effort and complexity.
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An Educational HTTP Proxy Server

Martin Sysel and Ondřej Doležal

Abstract The efficiency and safety of Web access can be enhanced by the
deployment of an http proxy server in many cases. The first part of this paper
provides an introduction to the issue of an HTTP proxy server. The second part of
the paper describes used technologies and an implementation of a multithreaded
HTTP proxy server with an embedded WWW server used for the graphics user
interface. In its current state, the developed proxy server can be used to monitor
the WWW traffic of a local area network and, with further development of its
functionalities, can include such areas as content filtering or access control.

Keywords Proxy server � HTTP � Socket � Thread

1 Introduction

The global computer network Internet, from its beginnings, expanding rapidly in
the 70th and 80th of the 20th century. There are connected to a network more than
1.67 billion users now. The most common use of end users access to the Internet is
WWW—World Wide Web. This is so dominant that even in normal communi-
cation can be traced merging concepts of Internet and WWW. The reasons for such
popularity are more—architecture enabling seamless collaboration between com-
pletely heterogeneous systems, intuitive user interface and also the ability to create
complex applications.
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The actual World Wide Web can be characterized as a distributed client-server
information system with thin client, transmitting information in the form of HTML
pages and other objects using HTTP application protocol [1, 2]. It is a typical
protocol of request-response, which controls the data transfer between server and
client (such as a web browser). HTTP traffic that is point-to-point communication
but there are a lot of use cases where this communication can benefit from
inclusion of additional active element—proxy server [3].

Proxy server is the middle element in communication between the server and
the client. This element may only redirects communication or checks the appli-
cation protocol. HTTP proxy server may accelerate access to resources and per-
form inspection or monitoring operations. Protect the privacy of users can be
provided too [4].

The aim is to analyze the requirements for Internet HTTP proxy server, specify
the ways of their solution and create application program design that will imple-
ment educational HTTP proxy in GNU/Linux including necessary documentation.
The program is created using free software and developed product itself is pub-
lished under an open source license GNU/GPL.

2 Proxy Server

A proxy server is usually a computer system—a combination of hardware plat-
forms and software applications—which serves as an intermediary in the network
communication between the parties. The client-server systems provide an inter-
mediary in the communication between the client (usually sending requests) and
the server (sending the response), see Fig. 1. Generally, to the proxy is not limited
for client-server systems, suitable proxy can provide the exchange of messages in
networks such as peer-to-peer.

The basic principle of operation of the proxy server is to receive client requests
(against which looks like a server), these requirements are analyzed and then send
the target servers (to whom they are acting as a client), and then the answers to
pass the original client—in original or modified form. The proxy server operates
on the 7th layer ISO/OSI model (application) to analyze incoming requests [5, 6].
Therefore, it’s also called this proxy as an application proxy. Proxy server works
with the same application protocol such as serviced clients. Operation with various
protocols can be achieved by different proxy servers, or multi-protocol servers.

In addition to this application proxy, there are also application-independent
ones, providing only transport packets without the knowledge of application layer
protocols. Their using however requires the use of specific communication pro-
tocol to communicate with the proxy server. A typical representative of the uni-
versal proxy protocol is SOCKS protocol working on the 5th layer of ISO/OSI
model of the session. SOCKS routes network packets between a client and server
through a proxy server. SOCKS5 additionally provides authentication so only
authorized users may access a server [5]. Deployment SOCKS proxy client

542 M. Sysel and O. Doležal



application requires adaptation—modification of the network code. But there are
client implementations that after running redirect network traffic to the client
SOCKS proxy in the protocol, eliminating the need to modify the client code.

2.1 Reasons for Using the Proxy Server

The primary reason for deploying of the first proxy server: allow access to external
sources of computer facilities inside the firewall-protected network or otherwise
directly inaccessible. Proxy server in this case is installed on the computer with a
firewall, and serves as a gateway for intermediating network traffic of the appli-
cation protocol. A similar effect—serving resources—can be achieved in the
presence of a suitable firewall with a rule opened for outbound traffic; then
communication between the client and the server is routed normally [3, 7].

An application proxy offers next functionality [4, 8]:

• In most cases, more clients can access to proxy server. All responses to requests
pass through proxy server, and if the proxy server stores the contents of the
answers can improve response times and reduce bandwidth to repeat. Requests
use the stored response from the previous identical requests. Such a proxy server
is called a caching proxy. Most of the HTTP proxy servers implement this
functionality. The validity of stored responses is very important; this issue is
described by HTTP protocol specification [1, 2].

• Proxy server allows processing of the finer requirements. Generally, the orga-
nization can restrict access to individual client computers by destination address,
protocol or type of resource. Specialized HTTP proxy servers also support a
time limit within a day or rate control, which can reduce inefficient using of
bandwidth during working hours or using for improper purposes.

• Filtering proxy can be used to detect and block malicious content. Again thanks
processing at the application level proxy server can perform scanning incoming
content and block access to the infected sources. Similarly, the inspection of
outgoing data for viruses and generally known malware can be done.

Fig. 1 Proxy server
communication
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• Modification of the content of other platforms, such as access to WWW
resources from mobile device. Application proxy can perform dynamic re-
compression to reduce data flow transcription content to skip unsupported
components, etc. It is possible to combine functionality with caching and save
the results to avoid their recurrence.

• Increased security can be achieved by using an application proxy server for
logging and audit client requests, as opposed to logging on lower layers enables
logging at the application layer easy access to all of the client/server transaction
property.

• Application proxy server may in appropriate cases, make transfers between
different protocols on the client side and the server side. In practice, it works as a
translator at the level of application protocols. Clients can access the resources
or client software programmer saves many lines of code.

• Last but not least, the proxy server can be used for anonymous access to the
target server. This effect can be used to bypass website restrictions applicable to
the relevant source address of the client, the appropriately configured proxy also
mask the client system attributes such as the type and version of software, etc.

3 An Implementation of HTTP Proxy

The practical part of the paper is an implementation of a simple educational HTTP
proxy server processing incoming requests in separate threads. The implementa-
tion is realized in the programming language C++. The program was created and
is working in a Linux environment.

Server implements full support for standard HTTP 1.0, i.e. methods GET,
POST, and HEAD, and supports a subset of the HTTP 1.1 standard to allow
seamless communication of an existing implementations of client and server (i.e.,
Web browsers and Web servers) [1, 2].

Implementation of proxy server also contains the HTTP server, which imple-
ments the graphics user interface of proxy server. This interface allows the sur-
veillance of communication proxy via WWW browser. It contains overviews of
the overall server status, status of individual threads and overview of recent
requests to HTTP requests, including the result of their execution. In addition to
this overview, proxy server also records complete record of all requests to the log
files, separately for proxy subsystem and the HTTP server subsystem.

3.1 System Architecture

The application is programmed as a multi-threaded application. Threads are
implemented by producer-consumer model [9]. One thread creates (producer) jobs
(incoming requests) and inserts them into the queue, Fig. 1. The new jobs in the
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queue are processed by own thread (consumer). This processing is performed in
parallel for as many requests as there are currently running consumer threads.

After starting function main() it is opened socket accepting new connections
and its launched the loop containing blocked waiting for the new arrival com-
munication. New incoming communication is checked if it is not exceed the
maximum limit of connections, and if not, new thread is created with an entry
point handleClient() and the new socket is created. Otherwise, the main thread
waits to releasing a free thread. It is also updated counter of free threads.

Working thread first receives a client request, it tries to decode using function
parseRequest() and, if it is successful (it is correct and supported request), handle
response from the remote server by calling the GetResponse() function. This
response then returns to the client, sync updated information for using of thread
and then thread is finished.

3.2 Memory Requirements

Server uses a minimum of global memory allocated on the heap. Individual threads
use a stack (in the current version of glibc fixed-size 2 MB per thread), and a
dynamically allocates memory from the heap as needed. To reduce memory
consumption, HTTP communications between the client and the target server is
solved by interleaving. It does not wait for retrieving of the whole client’s request
(containing requirements for HTTP entities such as POST) or whole responses of
proxy server, but this communication is processed and forwarded immediately
after incoming communication. The proxy server avoids the need to allocate
memory for a potentially big transmitted communications and makes it with a
small buffer (about 2 kilobytes) in real time (depending on the specifics of the used
TCP/IP subsystem and network). This mechanism also has a positive effect on the
speed of response, because the client receives a reply before the proxy server
receives a whole message.

Total memory requirement of an HTTP proxy process is by default about
23 MB (for 10 threads) after starting the application.

3.3 CPU Requirements

Server is effective in terms of processor time consumption. This effectiveness is
achieved in particular by eliminating the active waiting. Proxy server realizes all
operation of the network input and output as blocking state. Receiving new con-
nections in the main thread in the process, reading requests and outgoing responses
of connected sockets in each thread—everything uses blocking state.

As with most network applications, even when proxy server is the main bot-
tleneck of bandwidth network connection—typical current processors are capable
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process data much faster than the network can provide data. The application
spends waiting for the arrival of additional data or further connections most of the
time. When testing an application which consisted of processing 10,000 requests,
it was detected by tool gprof total CPU load only 2.5 %.

3.4 Logging and Statistics

Proxy server collects statistical information of operations and stores a record of
completed requests in log files and memory buffer that is used to generate web
pages with traffic reports, see Fig. 2. All records are written to log files—sepa-
rately for the Web part, and separately for proxy requests. Statistical information
includes the sum of the total number of requests, the sum of transferred data and
the lasting time of the operation, and further details of the final processing of this
request. The information is recorded for each thread and also for the entire
application.

Fig. 2 Proxy server gui—Usage statistics [10]
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4 Conclusion

This work proved that this developed educational HTTP proxy server is a useful
piece of software. It can be used to accelerate access to resources, perform access
control or traffic logging. It can be also used to enhance anonymity of its users.
Nowadays, one of the most used HTTP proxy servers is the Squid proxy cache.
Further discussion was targeted towards technologies necessary for building cur-
rent HTTP proxies—sockets and threads. A multi-threaded HTTP proxy server in
C language was created using discussed technologies which incorporates an
embedded HTTP server used to access the runtime information and usage statis-
tics. Target platform was GNU/Linux. Further testing of this server proved that a
multi-threaded design is very useful for server applications, and that the created
proxy server neither uses significant amounts of system resources nor it degrades
the WWW performance in an important way. In its current state, the proxy server
can be used to monitor the WWW traffic of a local area network and is suitable for
student education. Further work on this project will be given to extending the
functionality, as content filtering or access control.
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The Software Analysis Used
for Visualization of Technical Functions
Control in Smart Home Care

Jan Vanus, Pavel Kucera and Jiri Koziorek

Abstract The article describes the analysis of software environment used for
communication between the user and the control center and to processes data
during visualization application environment creation to achieve comfortable
control of operational and technological functions in intelligent (smart) buildings
and finally, the use of the application in smart houses which provide nursing and
assistant services for handicapped people and for the elderly.

Keywords Analysis � Visualization � Control � Smart home care � Software

1 Introduction

Persons living in households and requiring daily assistance presents a challenge
which includes many everyday functions such as turning the lights ON and OFF
when leaving the house, turning OFF the stove or closing windows. Intelligent
(smart) electrical installations and systems offer many options how to achieve
comfortable control, how to lower consumption of energies, and how to improve
in-house safety. Visualization system used to control technical functions in smart
houses offer better (higher class) function control. A person may not only control
and interfere with the management of the house or monitor the house but also
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change directly the actual course of actions, monitor and archive important
phenomena/situations, create procedures or rules and gradually produce automated
processes with the intention to eliminate routines in everyday actions and improve
the overall quality of life. Graphic presentation demonstrating the status of
household electrical wiring offers comfortable user control when controlling
household functions such as management of energies and option to use in-house
safety features—which can be hardly achieved by regular electrical systems.

1.1 Current Status

Many research centers are focused with developing activities, that aims is to build
up a smart home environment, where people with disabilities can improve their
abilities to cope with daily life activities by means of technologically advanced
home automation solutions [1]. For the control of operational and technical
functions in intelligent buildings are used some comfort remote control user
interfaces like for example channel service for the digital home oriented textile
consumption, which analyses the system requirement involved and develops a
prototype to demonstrate the framework of the set-top box embedded simulation
system for functional textile products consumption [2]; project aims at developing
a new user friendly technology for home automation based on voice command [3,
4]; the service pattern-oriented smart bedroom based on elderly spatial behaviour
patterns [5]. The aim of the study with design of wireless technology in smart
home is to assess older adults’ perceptions of specific smart home technologies
(i.e., a bed sensor, gait monitor, stove sensor, motion sensor, and video sensor) [6].
Very important is to respect of security, privacy, and dependability in developing
smart homes technologies [7] control with view to the senior citizenś needs [8–10]
and with power saving [11].

2 Operational and Technical Functions Control

Visualization application programme used to control technical functions in smart
houses/buildings must provide communication between the user (client side), the
visualization application programme, and the controlled components offered by
xComfort wireless system (approach from the server side) (Fig. 1).

Client’s approach is designed to allow the user to control actuators/components
of the xComfort wireless system using a web browser—through a network or via
the Internet. A client here represents a web browser used by a person to access the
application. Information provided to the person using a web browser is dynami-
cally loaded from a database—in our case from MS SQL (Microsoft Server
Structured Query Language). Information between the controlling computer and
the client is transferred via HTTP protocol. HTML (HyperText Markup Language)
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and CSS (Cascading Style Sheets) are used to structure the document. JavaScript is
used to provide higher form of comfortable control. System components chosen on
the server side are selected based on new trends, scalability and on future
expandability of the system. Server side refers to products which allow the
application used to control smart electrical installation run, through the use of
components of the xComfort wireless system. To do so, two programmes are used.
Smart Home App and USBinterface Transfer. Smart Home App has been created
in ASP.NET (Active Server Pages. Network) environment and USBinterface
Transfer in NET. Both programmes were created in C# language/code. In order to
create own visualization application programme, is necessary to perform analysis
of software environment used for communication between the user and the control
system as well as analysis of data processing method.

3 Software Analysis

3.1 Analysis of Smart Home App Web Visualization

Web visualization smart Home App is used by the user to control intelligent
electrical system components. The key function is to control actuators through
direct changes in the electrical system and collective/bulk modification of the
electrical system (Fig. 2).
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Fig. 1 The flow diagram of visualization of operational and technical functions in the intelligent
building service with wireless components xComfort
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The method used to control active components in a room is shown in the
following picture (Fig. 3):

1. Load all rooms in the database from Room table (Table 5), assign room.id to
each room.

2. Load all active elements in the database from Actuator table (Table 6) which
have idRoom = room.id, and display allowed actions for each Actuator type—
according to Actuator type.

3. Save a new command to the Requirement table (Table 1) based on the com-
munication protocol.

Bulk/collective control of active elements in the electrical system is done as
follows (Fig. 4):

Users

List of rooms Cumulative actions

Fig. 2 DFD diagram 0 Level

Room

Users

Actuator

Requirement

1.1. View of rooms

A new command

List of Actuators 

and commands

Fig. 3 First level DFD diagram showing control of active elements in a room
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1. Load all records from MultiActionInfo table (Table 3), and assign Multi-
ActionInfo.idma to each record.

2. Load all records from MultiActiontable (Table 4), where MultiActionInfo.idma
is the same as MultiActionInfo.idma.

3. Enter records in the Requirement table (Table 1).

3.2 Data Analysis

Data analysis is described through a conceptual database diagram (Fig. 5) and
through a database scheme (Fig. 6).

Table 1 The data dictionary for the table requirement

Requirement

Attribute Data type Null Key Index I/O describe

idReqAcc Int(10) No Yes Yes Unique scheme key
bit0 bit No No No value of bit 0
bit1 bit No No No value of bit 1
bit2 bit No No No value of bit 2
bit3 bit No No No value of bit 3
bit4 bit No No No value of bit 4
bit5 bit No No No value of bit 5
bit6 bit No No No value of bit 6
bit7 bit No No No value of bit 7
bit8 bit No No No value of bit 8
executed bool No No No Information about the command execution
datatimeReq datatime No No No Date and time receiving the command

MultiActioninfo

MultiAction

Requirement
command

Users 

2.1. Displaying 

of bulk editing 

2.3. Insert new 

2.2 Find the list 

of commands

Fig. 4 First level DFD diagram showing control of active elements using bulk/collective setup
of electrical system
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Fig. 5 Conceptual database diagram

Fig. 6 Database scheme
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Linear recording of types of entities and links is done as follows:

Requirement(IdReq, bit0, bit1, bit2 , bit3, bit4, bit5, 
bit6, bit7, bit8, executed, datatimeReq ) 
RequirementAcc(IdReqAcc, bit0, bit1, bit2 , bit3, bit4, 
bit5, bit6, bit7, bit8, datatimeAcc ) 
MultiAction(id, idma , bit0, bit1, bit2 , bit3, bit4, 
bit5, bit6, bit7, bit8) 
MultiActionInfo(idma, name, info, accesKey) 

_____ - scheme key, 
…….. - foreign key. 

Room(idRoom, name, shape, cords, PicName, accessKey) 
Actuator(datapoint, type, name, idRoom ) 

Data dictionaries/terms used in ‘‘Requirement’’ table (Table 3), ‘‘Require-
mentAcc’’ table (Table 2), ‘‘MultiActionInfo’’ table (Table 3), ‘‘MultiAction’’
table (Table 4) and ‘‘Room’’ table (Table 5) are also described.

3.3 USBInterface Transfer Software Analysis

USBinterface Transfer tool is used to send requests to USB interface. USB
interface will send requests to active elements in the intelligent electrical system.
The programme repeatedly searches for incomplete/unexecuted records and then
marks them as completed/done. It also captures execution confirmations and enters
new records describing execution of orders/requests based on the following pro-
cedure (Fig. 7):

Table 2 The data dictionary for the table RequirementAcc

RequirementAcc

Attribute Data type Null Key Index I/O describe

idReqAcc Int(10) No Yes Yes Unique scheme key
bit0 bit No No No value of bit 0
bit1 bit No No No value of bit 1
bit2 bit No No No value of bit 2
bit3 bit No No No value of bit 3
bit4 bit No No No value of bit 4
bit5 bit No No No value of bit 5
bit6 bit No No No value of bit 6
bit7 bit No No No value of bit 7
bit8 bit No No No value of bit 8
datatimeReq datatime No No No Date and time about the

command execution
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Table 3 The data dictionary for the table MultiActionInfo

MultiActionInfo

Attribute Data type Null Key Index I/O describe

idmac Int(5) No Yes Yes Unique scheme key
Name varchar(50) No No No Name
Info varchar(150) No No No Text informing about the importance
AccessKey char(1) Yes No No Key shortcut

Table 4 The data dictionary for the table MultiAction

MultiAction

Attribute Data type Null Key Index I/O describe

id Int(10) No Yes Yes Unique scheme key
idma Int(5) No No No The unique identifier of the mass action
bit0 bit No No No value of bit 0
bit1 bit No No No value of bit 1
bit2 bit No No No value of bit 2
bit3 bit No No No value of bit 3
bit4 bit No No No value of bit 4
bit5 bit No No No value of bit 5
bit6 bit No No No value of bit 6
bit7 bit No No No value of bit 7
bit8 bit No No No value of bit 8

Table 5 The data dictionary for the table room

Room

Attribute Data type Null Key Index I/O describe

idRoom Int(5) No Yes Yes Unique scheme key
Name varchar(50) No No No Name
Shape varchar(50) No No No Shape of the area
Coords varchar(50) No No No Display points of the room area
PicName varchar(50) No No No The image name for rooms display
AccessKey char(1) Yes No No Keyboard shortcut for the room

Table 6 The data dictionary for the table actuator

Actuator

Attribute Data type Null Key Index I/O describe

Datapoint bit No Yes Yes The unique identifier of the active element
Type bit No No No Type of the active element
Name varchar(50) No No No Name
idRoom Int(5) No No Yes The unique identifier of the room
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1. Load one record from Requirement table (Table 1), executed = 0.
2. Enter the record into the data field and send the field to USB interface.
3. Perform UPDATE of the Requirement table (Table 1), executed =1.
4. Enter data in the field, USB interface incoming data.
5. Execute INSERT data from data field.

4 Conclusion

This visualization application is a software tool used to control operational and
technical functions of the relevant electrical system. Based on the process
described in the analysis this tool may be created using various programming
languages/codes. Rapid development of technologies installed in households cre-
ates a trend where one household is equipped with different technologies used to
control various technical and operational functions. Therefore, integration of all
various and installed technologies has become an important focus of many man-
ufacturers producing such devices. Radiofrequency electrical systems may be used
to achieve such integration thanks to visualization of operational and technical
control functions used in intelligent buildings. The article describes analysis
method for smart Home App web visualization, data analysis, and analysis of
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Fig. 7 DFD diagram of USBinterface transfer
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USBinterface Transfer software tool used to create visualization application
environment which is used to communicate with the user and the control system
and to processes data in intelligent (smart) buildings providing nursing and
assistance services for handicapped people and for the elderly.
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Visualization Software Designed
to Control Operational and Technical
Functions in Smart Homes

Jan Vanus, Pavel Kucera and Jiri Koziorek

Abstract To control operational and technical functions in Smart Homes using
wireless system xComfort a visualization software application was developed.
Visualization was created as a web application for operational data storage. In
terms of communication between a database using visualization and active ele-
ments, a software driver was created which makes this communication possible.
Visualization was made with regard to user requirements, web interface, ability to
control the software through a mobile phone and also with regard to easy
expandability, scalability and modularity.

Keywords Visualization � Wireless � Control � Smart home � Software

1 Introduction

Visualization software was created under a solution focusing on control of oper-
ational and technical functions in Smart Home using wireless system xComfort as
a web application using DBMS (Database Management System) MS SQL
(Microsoft Server Structured Query Language) to store operational data. In terms
of communication between the database and the visualization and active elements,
a software driver was designed, which makes this communication possible.
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Visualization was created with regard to web interface requirements, ability to
control the software via a mobile phone and also with regard to easy expandability,
scalability and modularity. Using modern technologies ASP.NET (Active Server
Pages. Network), MS SQL, NET C# allowed us to meet all these requirements.
Availability of optimized web visualization for various devices is possible thanks
to the use of HTML 5 (HyperText Markup Language) and CSS 3 (Cascading Style
Sheets) technologies. In addition to automatic saving process of requirements for
active system element behaviour, data may also be used for presentation to
demonstrate the history of the system use. Data may also be presented in a certain
way as to allow later optimization of the entire intelligent electrical installation.

2 Current Status of the Research Dealing with Smart
Home Visualization System

In order to determine the current status of the research dealing with intelligent
building visualization systems, the following terms—which are related to these
issues, were researched: ‘‘Smart’’, ‘‘Home’’, ‘‘Visualization’’, ‘‘Building’’, ‘‘Con-
trol’’, ‘‘Monitoring’’. Topics of selected articles may be divided into several areas
of visualization systems implemented in Smart Home or Smart Home Care:
wireless sensor network [1]; user reactions to health monitoring [2], physiological
signal monitoring [3], consumption in smart living environments [4], smart camera
- activity recognition [5], the visualization data processing [6], energy manage-
ment in Smart Home [7], visualization with implemented RFID (Radio Frequency
Identification) technology [8], 3D visualization [9] or Smart Grids technology
[10]. Next is described design of technical solution of the visualization application
software for control of operational and technical functions in Smart Homes with
wireless technology xComfort. Very important is to respect of security, privacy,
and dependability in developing smart homes technologies control with view to the
senior citizenś needs [11–13] and with power saving [14].

3 Describe of Technical Solution of the Visualization
Application Software

It is a set of technical solutions covering various levels of controls, monitoring and
visualization of statuses of controlled devices located in intelligent buildings using
wireless system xComfort (Fig. 1).

One of the main parts of the system is SQL server, where control instructions
are saved (Fig. 2). Control instructions are saved /recorded and each new record is
recognized by the application and sent through control interface to the respective
controlled elements. Then the controlled element sends information confirming
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whether the request was actually carried out. If information specifying, that the
requests was done is received, the status of the control device will change and the
request is marked as completed. Here, the control unit represents visualization

Fig. 1 Parameterised and interconnected actuators of xComfort wireless system on an apartment
ground floor layout
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Fig. 2 Block diagram showing interconnection of software components in visualization
application used to control operational and technical functions in smart home using xComfort
wireless system
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software, displays statuses of individual devices and options for their configura-
tions. Thanks to the database server it is simple to monitor recorded instructions
and processes, to evaluate results of individual instructions and also to find an
optimal solution. Selected request definitions for visualization system, online
access via Internet, control via USB interface and control requirements executed
via mobile phone, these are all the reasons why we selected these technical
elements.

Their mutual interconnection and system functions are described in Fig. 3. The
system consists of three logical parts. User interface acts as a layer between the
user and the controlling computer. It displays system status information and
provides inspection and control elements used to control active elements in the
apartment.

Control computer acts as a layer between a devise using USB interface and the
user interface. It provides a comfortable environment for smooth operation of
software elements and for active element control process provided by xComfort
wireless system (Fig. 4).

Accepts and registers system requests. Checks and sends requests for system
changes. Accepts change confirmations and forwards them to the system and to

Fig. 3 System visualization block diagram

smartphone 
browser

web camera

voice control

PC browser

HVAC

LIGHTING

ACCESS/
SECURITY

FIRE/LIFE
SAFETY

POWER
MONITORING

Interface PC/ 
wireless equipment

Actuator´s

Sensor´s

Controller

Energy management 

Internet/ 
Computer 
Network

Control PC

Fig. 4 Block diagram depicting a comfortable control of operational and technical functions
using visualization environment
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user interface. It also stores information used later for optimization of system
actuators installed in the apartment (Fig. 5).

USB interface sends requests to active elements in the apartment and receives
answer which is then forwarded to the control computer. Thanks to mutual
interconnections between these layers, we have a visualization system which
controls xComfort radiofrequency system. Software and computer requirements:

• .Net Framework 4.0 or equivalent environment,
• MS SQL or other DBMS,
• IIS 6 (Internet Information Services),
• Windows 7 or higher version.

3.1 Visualization Implementation Process: Client

Selection of technical elements necessary for the respective visualization is
directly dependent on our efforts to make actuator controlling accessible via web
browser and through a computer network or the Internet. This chapter contains

Fig. 5 A sample of visualization environment used to control lights and window blinds in a
living room inside smart house using xComfort wireless system
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descriptions and sample uses of technical elements, which were used to create
visualization environment for the client/at the client’s facility. Please note that
client represents a web browser used by the user to access the application. If voice
control system is used, it refers to an add-on programme, which controls the web
browser. Information provided to the user of the relevant web browser is
dynamically loaded from the database, in this situation from MS SQL. Transfer of
information between the control computer and client is done via HTTP protocol.
Document is structured using HTML and SCC. JavaScript is used as a higher form
of a comfortable control system. Technologies used for visualization:

• language HTML,
• language CSS,
• language JavaScript.

HTML language includes a large set of characters, tags and attributes. Char-
acters close documents sections into blocks which determine their meaning and
therefore semantics. Attributes for labels determine other properties in terms of
appearance, behaviour and possible connections [15]. CSS language also known as
cascade style was created to separate appearance from the contents, as contents are
addressed through HTML language and appearance through CSS. The cascade
style allows change HTML tag display through attribute definition. All changes
may be done at the same time (in bulk), if you want to affect the same tags
according to their classes, if you want only certain tags to contain these changes, or
if you wish to affect an individual tag directly, changes will be applied only to this
particular tag. JavaScript is an object-oriented scripting language on the client
side. It is most common use is to control user interface, where it controls the
appearance of tags, their interaction, or possibly picture animation. Attribute name
or id is used for connection, or some events, onClick [16] may also be used. Http
protocol works based on ‘‘request-reply’’ system. Usually, the user sends a request
for a document via a web browser, as plain text containing information about the
browser, label of the desired document, authorization, and other information.
Server then replies with a text describing the result of the request, document type
and other information. Data of the requested document follow.

3.2 Sample of Use: Room Division

Visualization is done as a clickable map. Floor layout of the apartment unit serves
as the base for the clickable map. Based on visualization requirements, the layout
is divided into logical blocks according to rules and type of their use (Fig. 6), each
room has its own light source and specific use. This division gives the user better
view of rooms and simpler excess to the desired active element. Html code sample
with JavaScript:
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\img
src=’’roomImage/Aw.jpg’’
id=’’flat’’
usemap=’’#testroom’’/[
\map name=’’testroom»
\area
shape=’’rect’’
coords=’’31,68,289,294’’
onMouseOver=’’document.getElementById (’flat’).src=
’roomImage/workroom.png’’’
onMouseOut=’’document.getElementById (’flat’).src=’room-
Image/Aw.jpg’’’
alt=’’Pracovna’’
href=’’pracovna.html»
\/map[

In real life scenario, values such as shape and coordinates are loaded from
database. Individual rooms are assigned to individual floors. You may render
multi-floor buildings. However, these are not in the sample apartment unit. When
you place mouse cursor over the selected room the system displays coloured
picture of the apartment unit for a particular room. Coloured pictures of rooms are
placed on a white floor layout (Fig. 6b). This increases data transfer speed and at
the same time it eliminates issues with layout size changes. It is necessary to point
out that in real life scenario, this step will be done by technicians or by operator in
real time. While performing these steps it is advisable to make your work easier
and minimize errors in your work.

Fig. 6 The design of a visualisation environment for comfortable control of a building service
system in smart home care with components of the wireless xComfort system. a floor projection;
b floor projection—change of colours in visualization environment by moving of the PC mouse
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3.3 Voice Control

The MyVoice software is used for voice control. MyVoice was created for
handicapped people to help them to use computer and information technologies.
This software allows the user to control computer using voice commands only.
Voice commands are set for particular keyboard commands, shortcuts or mouse
actions. Commands may be combined in many ways allowing the user to create
truly interactive environment with state-of-the-art voice control system. In order to
create truly useful web application using MyVoice software, it is necessary to set
keyboard shortcuts for all control elements and then assign relevant voice com-
mands. If control elements are generated dynamically from the database, keyboard
shortcuts for the final control elements must be stored in database as well. Sample
of HTML language button with a keyboard shortcut:

\input
type=’’submit’’
name=’’ctl00$MainContent$RepeaterActuatorList$8 Z’’
value=’’ZAPNOUT’’
id=’’MainContent RepeaterActuatorList 8 Z’’
accesskey=’’Z’’
[

Then you set keyboard shortcut in MyVoice to Alt + Z, which turns lights ON
and OFF when you say Czech word ‘‘zapnout’’ /’’TURN ON’’. When you say the
command MyVoice presses the relevant keys and the button is engaged.

3.4 Mobile Version of Web Interface

Thanks to rapid Internet growth and thanks to huge development of technologies
using HTML and CSS language we no longer need to create specialized versions
of web documents for mobile devices. Thanks to HTML 5 and CSS 3, separate
designs for mobile devices and for PC may be created. The division is done using
media screen attribute, by selecting display size and by defining proper attributes,
the web document will be rendered/displayed differently depending on the size of
the device [15]. Sample of display divisions based on display size:

/* Smartphon --------- */
@media only screen
and (max-width : 320px) {
/*CCS pro mobilnı́ zařı́zenı́*/
}
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/* PC a notebook --------- */
@media only screen
and (min-width : 1224px)) {
/*CCS pro PC*/
}

This allows creation of different appearances on different devices as it is not
desirable to display unnecessary contents on mobile devices. Displaying apartment
unit is one of such examples. Control may also be displayed through direct ref-
erences/links and therefore, it is not necessary to display the entire clickable map
on a mobile device. Undesirable elements for mobile versions are set using the
attribute display: none;. This configuration for mobile devices will not dis-
play unnecessary contents.

3.5 Visualization Implementation Process: Server

System elements in server are selected based on new trends, scalability and easy
system expandability. The server side refers to all logical software products
ensuring proper operation of applications used to control xComfort intelligent
electrical installations. To achieve this, two programmes are used: smartHomeApp
and USBinterfaceTransfer. The first programme is created in ASP.NET environ-
ment, and the second one in.NET environment and both use C# language.

4 Conclusion

The visualization application programme described above is designed as a web
application using DBMS MS SQL to save operational data. In terms of commu-
nication between the database and the visualization and active elements, a software
driver was designed, which makes this communication possible. Visualization was
designed with regard to web interface requirements, ability to control the software
via a mobile phone and also with regard to easy expandability, scalability and
modularity. Using modern technologies ASP.NET, MS SQL, NET C# allowed us
to meet all these requirements. Availability of optimized web visualization
application for various devices was achieved thanks to the use of HTML 5 and
CSS 3 technologies. In addition to independent saving process of requirements
affecting active system element behaviour, data may also be used for presentation
demonstrating the history of the system use. Data may also be presented in a
certain way as to allow later optimization of the entire intelligent electrical
installation. Further, an option to integrate web cameras and voice control into the
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system were also examined. The MyVoice software was used to control the
visualization by voice and visualization requirements for integration between those
two elements were also described.
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Using Analytical Programming and UCP
Method for Effort Estimation

Tomas Urbanek, Zdenka Prokopova, Radek Silhavy
and Stanislav Sehnalek

Abstract This article is aimed to using the analytical programming and the Use
Case Points method to estimate time effort in software engineering. The calcula-
tion of Use Case Points method is strictly algorithmically defined, and the cal-
culation of this method is simple and fast. Despite a lot of research on this field,
there are many attempts to calibrating the weights of Use Case Points method. In
this paper is described idea that equation used in Use Case Points method could be
less accurate in estimation than other equations. The aim of this research is to
create new method, that will be able to create new equations for Use Case Points
method. Analytical programming with self-organizing migration algorithm is used
for this task. The experimental results shows that this method improving accuracy
of effort estimation by 25–40 %.

Keywords Analytical programming � Self-organizing migration algorithm �
SOMA � Use case points � UCP � Effort estimation

1 Introduction

In software engineering, software effort estimation is the prediction of the work
effort required to complete a software development project [1]. Wrong estimates
may lead to one of two extreme results:

• Underestimate effort estimation
• Overestimate effort estimation.
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Underestimate effort estimation raises the requirements on the psyche of
development team, raises the stress therefore the plan of software project have to
be reconstructed, which may leads to raising the financial difficulties of devel-
opment company. On the other hand, overestimate effort estimation reduces
competiveness of company on the market, because the company permanently
offers a software projects that are more expensive than the same software project
developed by another company. Estimations in software engineering are very
complex and very important process. Precision of the estimation is affected by
many factors. These factors are for example experience of development team, used
programming language, the size of development team, experience of project
manager, the size of software project and other factors. Because of estimates are
predictions of future actions, it is impossible to guarantee absolute precision of the
estimation method. It could be spoken only about accuracy improvement of par-
ticular estimation method. The estimation methods are assumed that the software
project will be produce according to plan, which is created and maintained by
project manager. Unfortunately, random side-effects is entering into developed
projects, which can affect the results of estimation. At the same time the estima-
tions, which are precise and reliable are foundations of successful project man-
agement. Project managers have to do right decisions during the first stage of
software development [2].

There is a fact that the Use Case Points method can offer a possibility of
accuracy improvement through manipulation with equation presented by Gustav
Karner [3]. For using the Use Case Points method is required a Use case diagram.
This diagram is a foundation of software development and is created during the
software projecting. First, the certain values are extracted from the Use case
diagram. These values are written down to pre-prepared tables. Finally, the esti-
mation is calculated from this tables. These tables also contain some values that
known as weights. The weights are used for calibrating the Use Case Points
method. Extracted values and weights are combined by certain equation presented
by Gustav Karner. This equation is used to calculate the effort estimation.

1.1 Analytical Programming

Analytical programing (AP) is a tool for symbolic regression. The core of ana-
lytical programing is set of functions and operands. These mathematical objects
are used for synthesis a new function. Every function in the set of analytical
programming core has various number of parameters. Functions are sorted by
these parameter into general function sets (GFS). For example GFS1par contains
functions that have only one parameter like sin(), cos() and other functions. AP
must be used with any evolutionary algorithm that consists of a population of
individuals for its run [4]. In this paper is used self-organizing migration algorithm
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(SOMA) as evolutionary algorithm for analytical programming [5]. The function
of AP is following:

A new individual is generated by evolutionary algorithm. Then this individual
is remapped to new function by analytical programming. After that this new
function is evaluated by cost function. Evolutionary algorithm decide either this
new equation is suited or not for next evolution.

This implies the fact, that the analytical programming is a method, which
converts input set of numbers to the function.

1.2 Single Estimator

According to work of Shepperd and Cartwright [6] is possible that couple of
methods for effort estimation can not be compare in rank with each other, because
of the input conditions may be changed.

Because of that is not possible to definitely decide, which method is better than
other method [7]. In this paper, we agree with the work of Kocaguneli et al. [7],
that ensemble of methods can have a better results than single methods. Never-
theless the ensemble of methods needs to be built by single methods. According to
conclusions of work of Kocaguneli et al. [7], there are necessary to have a single
methods also known as single estimators. This was also signal to creation of this
work. Single estimator is a method for estimations that is classified as stand-alone
method.

Hypothesis: 1.
If we have a single estimator that returns us a more accurate estimate that is
possible that this method is better for building ensembles of methods for effort
estimation.

1.3 Taxonomy

The main goal of this work was to create a new single estimator. This estimator
will be taught on the historical datasets.

Hypothesis: 2.
There are dependencies between historical datasets and future predictions.

In taxonomical point of view can be this method classified into groups.
According to work of Menzies et al. [8] it is possible to classify the estimation
method to these groups:

• Model based
• Expert based.
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Model based methods use algorithms to process historical dataset to provide
estimations. Expert based methods use human experience to predict effort esti-
mation. On these facts, this method can be classified into a model based effort
estimation method. Compared to the work of Myrtveit et al. [9] that classifies effort
estimation methods into two groups :

• Sparse-data methods
• Many-data methods.

Sparse-data methods use relatively small amount of historical data to provide a
prediction. On the other hand many-data methods need a relatively large amount of
historical data. The method presented in this article works with relatively small
amount of historical data, however there is a possibility that this method can be
more accurate with larger historical datasets. The last but not least, work of
Shepperd and Schofield [10] classified the methods into three groups :

• Expert-based method
• Algorithmic model
• Analogy.

Expert-based methods use human experience with project management to
provide effort estimation. Some expert-based methods use communication ability
of project manager to arrange consensus, for example method of wide-band Delphi
[11]. Algorithmic-based models use algorithms, which are process the datasets to
provide effort estimations. Analogy-based methods search projects in databases
and try to find a similar project that was been estimated before. According to this
classification, presented method can be sorted into algorithmic-based models,
because presented method process a historical datasets.

1.4 Related Work

In 1984 Boehm wrote his work [12], the author presents a software engineering
economics challenges and COCOMO method [12], which is the widely accepted
and used. In his work was compared a couple of effort estimation models that was
existed in that years. Author mentions that despite of scatter and inaccurate datasets
was done a lot of work in this field. Nevertheless in last years, software becomes
important for mankind. This implies the fact, that we need more accurate effort
estimations. This work is strongly inspired by Kocaguneli et al. [7], in this work
author mentions, that ensemble of effort estimations are more effective and accurate
than single estimators. Today, software managers have a lot of methods for effort
estimations COCOMO [12], FPA [13], function points [14], UCP [3], wide-band
delphi [11], and many other methods. Nonetheless in last years, researchers in this
fields have powerful computational methods; these methods are generally called
artificial intelligence. Artificial intelligence is often tested on COCOMO method,
likewise in work of Attarzadeh and Ow [2] or Kaushik et al. [15]. Majority of work
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on this field relies on neural nets, which is highly suitable for calibrating effort
estimation methods, likewise the work of Park and Baek [16], which use a method
of function points with neural nets. This article proposed a new method of esti-
mation with use of analytical programming and Use Case Points method. Numerous
attempts were realized to improve accuracy of Use Case Points method via cali-
brating the weights using neural nets, likewise in work of Xia et al. [17] or Jiang
et al. [18].

2 Problem Definition

Dataset with Use Case Points method was obtained from Poznan University of
Technology [19]. The Table 1 shows Use Case Points method data from 14 pro-
jects. Data of Use Case Points method with transitions is used in this paper. There
are 10 values for each software project. In the following text, there are used some
abbreviations for Simple-T is now C1, Average-T is now C2, Complex-T is now
C3, Simple is now A1, Average is now A2 and Complex is now A3.

Gustav Karner in his work [3] derived nominal value for calculation of man-
hour from Use Case Points method. This value was set to 20. Thus, effort estimate
in man-hours is calculated as UCP � 20. Now the error can be calculated.

Table 1 shows also calculated differences. The equation for this error calcu-
lation is following:

E ¼ ActualEffort � ðUCP � 20Þj j; ð1Þ

Table 1 Data used for effort estimation

Project C1 C2 C3 A1 A2 A3 TCF ECF UCP Actual effort (h) UCP � 20 Error (h)

A 23 8 0 0 0 4 0,92 0,78 148 3,037 2,960 77
B 6 5 0 0 2 2 0,75 0,81 55 1,917 1,100 817
C 7 4 0 0 0 2 0,90 1,05 76 1,173 1,520 347
D 13 5 1 0 0 3 0,85 0,89 105 742 2,100 1,358
E 13 2 0 0 0 4 0,82 0,79 63 614 1,260 646
F 10 0 0 0 0 3 0,85 0,88 44 492 880 388
G 10 0 0 0 0 2 0,78 0,51 22 277 440 163
H 23 19 0 0 1 4 0,94 1,02 304 3,593 6,080 2,487
I 17 0 0 0 0 4 1,03 0,80 80 1,681 1,600 81
J 26 0 0 0 0 4 0,71 0,73 74 1,344 1,480 136
K 10 3 0 0 0 3 1,05 0,95 89 1,220 1,780 560
L 14 0 0 0 0 4 0,78 0,79 50 720 1,000 280
M 6 0 0 0 2 0 0,96 0,96 31 514 620 106
N 16 2 0 0 0 5 0,90 0,91 95 379 1,900 1,521
Total Error 8,967
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where E is calculated error for each project in Table 1. Table 1 and Eq. (2) were
used for calculation of total effort error.

Et ¼
X14

i¼1

Eij j; ð2Þ

where Et is total error through all project in Table 1.

Et ¼ 8967

The conclusion is that, during estimation of 14 software projects was generated
error by Use Case Points method and this error had value 8,967 man-hours. New
method, which is presented in this paper, tries to minimize this error. As shown in
Fig. 1, the Use Case Points method generate a significantly error in project D, H
and N.

3 Method

Data set was obtained from Table 1. Matrix A was constructed from this dataset
and has size M � N, where M ¼ 9 and N ¼ 14. Every row of this matrix A
contains calculation of Use Case Points method and actual effort.
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Fig. 1 Difference between
estimated and real effort
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A ¼

23 8 0 0 0 4 0; 92 0; 78 3; 037

6 5 0 0 2 2 0; 75 0; 81 1; 917

7 4 0 0 0 2 0; 90 1; 05 1; 173

13 5 1 0 0 3 0; 85 0; 89 742

13 2 0 0 0 4 0; 82 0; 79 614

10 0 0 0 0 3 0; 85 0; 88 492

10 0 0 0 0 2 0; 78 0; 51 277

23 19 0 0 1 4 0; 94 1; 02 3; 593

17 0 0 0 0 4 1; 03 0; 80 1; 681

26 0 0 0 0 4 0; 71 0; 73 1; 344

10 3 0 0 0 3 1; 05 0; 95 1; 220

14 0 0 0 0 4 0; 78 0; 79 720

6 0 0 0 2 0 0; 96 0; 96 514

16 2 0 0 0 0 0; 90 0; 91 379

2
66666666666666666666666666664

3
77777777777777777777777777775

ð3Þ

The columns from beginning to end are C1, C2, C3, A1, A2, A3, TCF, ECF and
actual effort. Whole dataset could not be optimized by evolutionary algorithm,
because no data was remained for testing purposes. Because of this problem, the
matrix A was divided into two matrices. Matrix B is training dataset and matrix C
is testing dataset.

Hypothesis: 3.
If the difference between training data and actual effort is minimized by analytic pro-
gramming, the difference between testing data and actual effort will be minimized too.

The Matrix B contains 9 rows for training purposes and the matrix C contains 5
rows for testing purposes. The matrix B was processed by analytical programming
with self-organizing migration algorithm. Result of this process was a new
equation. This equation contained variables and constants and these variables were
C1, C2, C3, A1, A2, A3, TCF and ECF. This new equation also describes rela-
tionships between variables in matrix B, moreover in matrix C.

B ¼

23 8 0 0 0 4 0; 92 0; 78 3; 037
6 5 0 0 2 2 0; 75 0; 81 1; 917
7 4 0 0 0 2 0; 90 1; 05 1; 173
13 5 1 0 0 3 0; 85 0; 89 742
13 2 0 0 0 4 0; 82 0; 79 614
10 0 0 0 0 3 0; 85 0; 88 492
10 0 0 0 0 2 0; 78 0; 51 277
23 19 0 0 1 4 0; 94 1; 02 3; 593
17 0 0 0 0 4 1; 03 0; 80 1; 681

2

6666666666664

3

7777777777775

ð4Þ
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C ¼

26 0 0 0 0 4 0; 71 0; 73 1; 344
10 3 0 0 0 3 1; 05 0; 95 1; 220
14 0 0 0 0 4 0; 78 0; 79 720
6 0 0 0 2 0 0; 96 0; 96 514
16 2 0 0 0 5 0; 90 0; 91 379

2

66664

3

77775
: ð5Þ

3.1 Cost Function

The new function that is generated by analytical programming contains these
parameters C1, C2, C3, A1, A2, A3, TCF and ECF. There is no force applied to
analytical programming that equations generated by analytical programming have
to contain all of these parameters. Cost function that is used for this task is
following:

CF ¼
Xn

i¼1

Bn;9 � f ceðBn;1;Bn;2; . . .;Bn;8Þ
�� ��: ð6Þ

4 Results

The n ¼ 1;000 calculations were generated by analytical programming. That
means, 1,000 equations were created and tested. Some of these equations were
removed for in appropriate pathological structure for example missing parameters
and other mistakes. The parameters of self-organizing migrating algorithm were
set according to Table 2.

Each calculation was generated in approximately 1 min and 10 s. That means,
the total calculation of 1,000 calculations were taken approximately 18 h. During
this 18 h the n ¼ 1;000 function were generated, and only 5 of them was found as
the best results (Fig. 2).

The Table 3 contains the results of cost function of the 5 best results. It is very
important that cost function for evolutionary algorithm was applied only for
training data. The cost function of testing data was calculated only for testing
purposes.

The total error between testing data and actual effort is Et ¼ 2603 man-hours
calculated from Table 1. The Table 4 shows the total error of each equation. This
table also shows the estimation improvement of each equation.

As can be seen in Table 4 that the best result is provided by Eq. (1). This
equation is shown as Eq. (7), and improves the accuracy of Use Case Points
method by 40 %.
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Table 2 Setup of self-
organizing migration
algorithm

Parameter Value

Path length 3
Step 0.3
PRT 0.7
Pop size 30
Migrations 30
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Fig. 2 Comparison between
classic use case points
method and improved use
case points method presented
in this paper

Table 3 Calculated cost
function for each equation

Equation CF training data CF testing data

1 232.443 1557.92
2 194.617 1867.29
3 155.124 1903.95
4 1.52932 1977.76
5 472.826 1946.91

Table 4 Errors on testing
data and improvement of
each equation

Equation CF testing data Improvement (%)

1 1557.92 40
2 1867.29 28
3 1903.95 27
4 1977.76 24
5 1946.91 25
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UCP ¼ ð�12:6909þ A1þ TCF þ C2

þ ð�10:0616þ C2Þ � ð�1:2091þ C3ÞÞ
� ð304:916þ 47:6424 � A33 � C1� C3Þ
þ ð�36:4125þ A1� ECF þ C2Þ
� ð�ECF þ TCF þ C1þ C2Þ
� ð�A2� C2þ C3� C1 � C3Þ

: ð7Þ

5 Conclusion

In this paper was presented new method for effort estimation improvement. This
method is combination of Use Case Points method and analytical programming
with self-organizing migration algorithm. Presented method is founded on gen-
erating new equations for Use Case Points method. From 1,000 calculated equa-
tion was chosen only 5 best equations that had results that improving estimation.
Nonetheless, the estimation in software engineering is not a real-time application
and these equations can be generated only once at time. Although, the self-orga-
nizing migration algorithm is very sensitive to input parameters, there will be
necessary to find a proper setup for this type of application. There is also a problem
in this method; the cost function minimization may not lead to minimization of
error in estimation on data that is not subject of minimization. That means, the
equations have to be checked by visual or some kind of algorithm. There is another
disadvantage, this method still depend on human experience with Use Case Points
method. The benefit of this solution is there are no weights in this method, because
these weights are generated by analytical programming as constants in equations.
Another benefit is that this method need relatively little amount of data. The
subject of further research will be that there is a possibility that this method can
generate more accurate equations with larger datasets. Table 3 is partially proved
the Hypothesis 3. Although equation four in Table 3 had cost function in training
data 1.53 and in testing data 1,977.7 man-hours, which is the worst result. Nev-
ertheless, the fourth equation is still estimation improving equation.
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Optimizing the Selection of the Die
Machining Technology

Florin Chichernea

Abstract The selection of a material for an application in engineering or its
replacement with another material, superior in terms of economics, engineering
and environmental impact is an important stage in the design process of a product.
The paper presents a modern and original method for optimizing the selection of a
manufacturing process for a part, for maximizing its performance and minimizing
its cost, to attain the sustainable development objectives. The work strategy
involves setting the functions of the product, the matrix and the related programs
to select the optimal technology, applying the value analysis approach in order to
obtain an optimal design—machining process. For the automation of calculations
and ease of design work, the author developed calculus programs.

Keywords Value � Modelling � Value analysis � Optimizing � Design �
Machining process � Selection strategies

1 Introduction

The Value Analysis Methodology was born in 1947 at General Electric. Faced
with a shortage of strategic materials, the company management asked L. D. Miles
to identify new materials that cost less. At that point he gradually set in practice a
rigorous plan followed by a 40 % reduction of costs [1]. Value Analysis was
quickly used in industries facing economic and strategic deficiencies.

The guideline of Value Analysis is the Function Analysis. Starting from the idea
that a product is purchased because it performs something that matches a buyer’s
need, this property was called main function. For the main function to be performed,
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to the product should be added a series of secondary functions, which are of interest
only when they contribute to the normal performance of the main function. It is
estimated that, overall, only 20 % of the manufacturing costs of the products are
caused by the core functions and 80 % by the secondary functions [2–4].

Only the product bears value and its subassemblies or components contribute to
the usefulness of the product [5–7].

Based on experience in the field, on the relevant examples of applying the
Value Analysis approach to products, the author propose a new method for opti-
mizing the selection of design—manufacturing technologies for various parts.

The optimization is achieved by setting the functions of the constituent ele-
ments, of the operations that lead to changing the structure of the design—
machining technological processes accompanied by a reduction in costs without
altering the performances.

Forging dies are devices employed in the fields where cold or hot plastic
deformation is used for processing in order to obtain large quantities of semi-
products.

2 Materials and Semi-products Employed

The dies used to manufacture forged semi-products are made of alloyed steels
highly resistant to shocks, such as 34MoCN15 or 41MoC11 (STAS 791-88; EN
10083), to which, after the roughing processing, an improvement heat treatment is
applied, which results in a hardness of 32–36 HRC.

The employed semi-products are freely forged from laminated semi-products,
for the small sized dies, or from cast semi-products for the large sized dies. The
free forging operation must be performed with extreme care in order to avoid
cracks [8].

3 Technological Processes

The first technology used to manufacture dies was based on the method of manual
engraving using chisels. Preliminarily there was performed a roughing processing
for the die slot using various technological procedures (milling, drilling, turning).
This procedure was replaced (for dies) with other technologies when the copying
milling and the electro erosion processing machines appeared.

The engraving method requires a lengthy period and highly qualified workers
and the dimensional and shape precision for the die slot is small.

Depending on the equipment existing in the workshop, there can be adopted one
of the technological processes presented below [8].

For forging dies there are used the variants of manufacturing technological
processes presented in Tables 1, 2, 3, and 4. Finishing the slot (obtained by
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copying milling), using electro erosion and then manually, allows for smaller
shape and dimension deviations, and a continuous surface is obtained.

Complete machining, roughing and finishing the slot, using electro erosion,
offers the highest dimensional accuracy but requires appropriate machines and
using at least two electrodes, for roughing and finishing.

The method is used to manufacture small and medium high precision dies [8].

4 Selecting the Machining Process

Selecting the machining process for the dies is done using the Value Analysis
method. There shall be selected the optimal machining technological process for a
forging die, made of different semi-products and there shall be shown the impli-
cations of selecting each semi-product from the point of view of mechanical

Table 1 Technological process of dies forging, variant 1

Name of operation

1-Steel ingot casting 34MoC15
…
16-Closing the two semi-dies and obtaining the final control part. Checking the control part.

Checking the other dimensions of the die

Table 2 Technological process of dies forging, variant 2

Name of operation

Same as first variant, including operation 13, then the operations below may follow
…
16-Closing the two semi-dies and obtaining the control part. Final check

Table 3 Technological process of dies forging, variant 3

Name of operation

Same as first variant, including operation 13, then the operations below may follow
…
16-Final check

Table 4 Technological process of dies forging, variant 4

Name of operation

Same as first variant, including operation 7, then the operations below may follow
…
12-Final check
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processing and costs. The functional shape of the part is represented by: size, shape
tolerances and the position of surfaces, size tolerances, surfaces quality, hardness
and operating conditions.

5 Modeling Technological Process Using Value Analysis

In this article the author highlight and present:

1. the particular role of applying the Value Analysis approach to the selection of
the die machining processes,

2. the working mode for optimizing the value/cost ratio,
3. a valid and useful guide for specialists to optimize the value/cost ratio of the die

machining technological processes.

In this article the Value Analysis product/set is considered to be a die
machining technological process. The components of this product/set are the
stages/operations of the die machining technological process.

There shall be presented the iterations and conclusions drawn from applying the
Value Analysis approach in the assumptions described above.

Table 5 shows the classification of the functions starting from the function
analysis of the product—respectively—die machining process.

5.1 Iteration 1

Throughout the two iterations of the Value Analysis there shall be kept the 10
functions outlined in Table 5. Table 6 shows the value weighting of the functions.

Table 5 The classification of the functions

Symbol Functions Type of
function*

F4 Provides machining FS
F2 Provides material composition FS
F1 Provides semi manufacturing production FS
F3 Provides structural changes FS
F6 Provides imposed parameters (hardness, wear resistance, shock

resistance,…),
FC

F7 Resist environmental actions FC
F9 Allows restoration FC
F8 Allows control FC
F10 Provides the user interface FE
F5 Allows easy assembly, disassembly FC

* FS service function; FC constraint functions; FE estimation function
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The author have developed a software that calculates all the values from the
shown tables and draws all the diagrams necessary for presenting the findings, in
all the iterations of the approach. The calculus is made using the least squares
method.

Value weighting of the functions are the values in the last row of Table 6.
The allocation of costs to functions is made in economic dimensioning of the

functions phase.
The allocation of costs to functions was performed in the matrix functions—

costs from Table 7. In Table 7 the cost is distributed on the function/functions it is
part of.

In the first iteration the machining process is as follows:

• alloying elements at minimum values,
• obtaining semi-product (cast + forged),
• primary heat treatment,
• roughing (milling, drilling, milling copying, electro erosion),

– secondary heat treatment (improvement, Thermochemical nitro–ferrox
treatment),

– manual semi finishing,
– manual finishing (grinding, …),
– manual check (with template, ultrasonic),
– obtaining test pieces,
– repairs.

Cost weighting of the functions are the values in the last row of Table 7.
The check of this identity is performed using regression analysis by deter-

mining the linear function (the regression line) that represents the average
proportionality.

Table 6 Value weighting of the functions (*coordinate X)

Functions F4 F2 F1 F3 F6 … F5 Total

No. of
points

10 9 8 7 6 1 55

Ratio 0.18 0.16 0.14 0.12 0.10 0.01 1
Percentage* 18.2 16.4 14.5 12.7 10.9 1.82 100

Table 7 Cost weighting of the functions (**coordinate Y, cost $)

Parts Cost of parts** Functions

F4 F2 F1 F3 F6 … F5

… …
Total cost 1,200 256 119 155 133.5 181.5 61.7
Ratio 0.21 0.09 0.12 0.11 0.151 0.05
Cost of functions of percentage 21.3 9.91 12.9 11.1 15.13 5.14
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The regression line passes through the origin, as it is considered that a function
with ‘‘0’’ value costs ‘‘0’’.

The line has the shape:

y ¼ a � x: ð1Þ

In the case of perfect proportionality all points are on the line (1). In order to
simplify, the calculation is tabulated.

The coordinates x i and y i are given in Tables 6 and 7 and based on the data
calculated in this tables the diagrams from Figs. 1, 2 and 3 are drawn:

• the value weighting of the functions (Fig. 1),
• the cost weighting of the functions (Fig. 2) and
• the cost and value weighting of the functions (Fig. 3).

The diagram in Fig. 1 shows the value ranking, prioritization and weighting of
the functions. The assessment of the functions which is shown in Fig. 2 highlights
the most expensive functions.

The diagrams allow comparisons between the total costs of the functions and,
within the total costs, there are highlighted:

• the very expensive functions, with the highest weighting in the total cost of the
product,

• the functions whose implementation requires disproportionate costs as com-
pared with other functions.

Fig. 1 Value weighting of
the functions
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Fig. 2 Cost weighting of the
functions

Fig. 3 Weighting of the
functions in value and cost
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The diagram shows a Pareto type distribution, i.e. 20–30 % of the total number
of functions comprises 60–75 % of the total cost of functions. These functions are
shown in the example from Fig. 2, functions F4, F1, F3 and F6.

Regression equation describing this distribution is y ¼ �1:3727 � xþ 17:55
with R, squared value on chart R2 = 0.6007. If there is such a distribution, the first
functions in the order of costs, representing 20–30 % from the total number of
functions, the functions are considered expensive.

In diagram from Fig. 3 can be seen the regression line drawn using the method
of the least squares and the comparison of functions in terms of value and costs:

• the equation line y = x (the first bisector) the line that averages the weighting of
functions in value and cost, expresses the ideal situation of the disparity between
the two weightings, the weighting of functions in value and costs,

• the regression line of equation y ¼ 0:8163 � xþ 1:6705, which approximates
the arrangement of the points, expresses the real situation of the disparity
between the two weightings, the weighting of functions in value and costs,

• functions F4, F6, F8, F10 and F5 are situated above the lines aforementioned.
The weighting of the cost is larger than the weighting of the value of these
functions.

These functions are deficient and attention should be focused on them.
The cost of these functions should be reduced.
In order to reduce the disparity between the two weightings, the weighting of

functions in value and costs the points should be aligned as perfectly as possible on
the equation line y = a * x, the first bisector from Fig. 3.

The criterion of this reduction often leads to carrying out the Value Analysis
studies in cascade, the optimization of the constructive solution being thus an
iterative process. There are analysed first of all the functions situated above the
ideal regression line (1) and these are made cheaper, the real regression line is
drawn again and afterwards is found that other functions are above it; these
functions are analysed looking for solutions to decrease their cost and the
regression lines are drawn again, etc., the constructive solution being improved
from one iteration to another.

In the second iteration of the Value Analysis approach there shall be considered
the functions situated above the ideal regression line (1): F4, F6, F8, F10 and F5.

5.2 Iteration 2

For the second iteration there shall be presented only the results in tabulated form.
The weighting of the functions in value is the same as for the first iteration as no

functions were added or removed from the system (Table 5).
As the functions that cost more are highlighted in Fig. 3, solutions shall be

suggested for reducing the cost of these functions.
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The cost of these functions can be reduced by answering the following
questions:

• can there be used less expensive semi-products?
• can the thermal regimes of the heat treatments be reduced?
• can there be eliminated a heat treatment operation?
• can there be used another thermal, thermo-chemical operation?
• can the die be milled at a lower cost?

These questions must be answered in such manner so that the properties,
characteristics and performance of the die’s alloy are not affected, but improved if
possible!

In the second iteration, actions were taken for the following cost elements,
manufacturing process are the follows:

• alloying elements to the maximum values,
• obtaining semi manufactured (cast + forged),
• primary heat treatment in steps,
• roughing (milling 3D),
• secondary heat treatment (improvement),
• manual finishing (grinding, …),
• 3D check (ultrasonic),
• obtaining test pieces,
• repairs.

The allocation of costs to functions was performed in the matrix functions—
costs from Table 8. In Table 8 the cost is distributed on the function/functions it is
part of.

Cost weighting of the functions are the values in the last row of Table 8.
Coordinates xi and yi are given in Tables 6, 7 and, 8 based on the data cal-

culated and presented in this tables, the diagrams from Figs. 4 and 5 are drawn:

• the value weighting of the functions (identical with Fig. 1—iteration 1),
• the cost weighting of the functions (Fig. 4),
• the cost and value weighting of the functions (Fig. 5).

The critical assessment of the functions presented in Fig. 4 highlights the most
expensive functions.

Regression equation describing this distribution is y = -1.481 * x + 18.146
with R, squared value on chart R2 = 0.7741.

The diagram in Fig. 5 represents the regression line drawn using the least
squares method and presents the comparison of functions in terms of value and
cost.

In the diagram from Fig. 5 there can be seen the following lines:

• the equation line y = x (the first bisector), the line that averages the weighting
of functions in value and cost, expresses the ideal situation of the disparity of the
two weightings,
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• the regression line, of equation y = 0.8609 * x + 1.2644, which approximates
the arrangement of the points, expresses the real situation of the disparity of the
two weightings,

• functions F1, F6, F8 and F5 are situated above the lines aforementioned. The
weighting of the cost is larger than the weighting of the value of these functions.

These functions are deficient and attention should be focused on them. The cost
of these functions should be reduced.

Following the second iteration there can be seen in Figs. 3 and 5 that the value
of some functions increased, of other functions decreased, but the cost of those that
increased eventually decreased due to the decrease of the cost of the ‘‘product’’.

The functions F1, F6, F8 and F5 are situated above the regression line.
There can be seen comparatively to Fig. 3 (iteration 1) in Fig. 5 (iteration 2)

that the functions are grouped closer to the ideal regression lines.

Table 8 Cost weighting of the functions (**coordinate Y, cost $)

Parts Cost of parts** Functions

F4 F2 F1 F3 F6 … F5

…
Total cost 985 172.8 134 156.5 113.5 125 41.75
Ratio 0.175 0.136 0.159 0.115 0.127 0.042
Cost of functions of percentage 17.54 13.6 15.89 11.52 12.69 4.239

Fig. 4 Cost weighting of the
functions
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Below are presented comparatively the equations of the regression lines (the
real situation) and the correlation coefficients R2 for the two iterations:

Iteration 1: y = 0.8163 * x + 1.6705, R2 = 0.6928,
Iteration 2: y = 0.8609 * x + 1.2644, R2 = 0.8301,

There can be seen an increase in the value of the correlation coefficient R2 in
the second iteration as compared to the first iteration, thus resulting that the
dispersion of the points decreased in relation with the regression line.

The iterations continue until the correlation coefficient R2 tends to value 1 and
the regression line (the real situation) tends to y = x (the ideal situation).

6 Results

In two iterations of the Value Analysis method, the die machining technology was
redesigned and optimized from the following points of view:

1. engineering:

• the die machining process was modified,
• the percentages of the alloying elements were modified from a minimum, in

the first iteration to a maximum, in the second iteration,

Fig. 5 Weighting of the
functions in value and cost
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• the nitro–ferrox heat treatment was eliminated without changing in any way
the properties required to such steel,

• the primary continuous heat treatment was replaced with a heat treatment in
stages,

• the classic milling process (less expensive) of the die print was replaced with
high velocity milling, using 3D processing machines (workmanship, more
expensive equipment but higher productivity and precision),

• the manual control process, using templates (less expensive) was replaced
with a 3D machines control process (workmanship, more expensive equip-
ment but higher productivity and precision),

• as the machining processes are more precise in the 2-nd iteration, the final
remedies are fewer than in the first iteration,

2. economics:

• the cost of the product decreased from 1,200$, in the first iteration to 985$ in
the second iteration, a 25,41 % decrease,

• the cost of functions F4, F6, F9 and F5 decreases in the second iteration
compared to the first iteration (Table 9).

In the third iteration of the Value Analysis method there shall be analyzed the
functions situated above the regression line y = x (F1—Provides semi manufac-
turing production, F6—Provides imposed parameters (hardness, wear resistance,
shock resistance, …), F8—Allows control and F5—Allows easy assembly, dis-
assembly), there shall be analyzed the components participating to achieving these
functions and solutions shall be proposed for reducing the costs.

For functions F4 and F3 there shall be searched alloying and thermal treatments
elements that decrease their cost, but maintain the qualities and the properties of
the die material.

7 Applications and Conclusions

This guide can be used for optimizing the value/cost ratio for different types of
machining technological processes for various parts:

Important is to achieve:

• functional modelling (with the help of functions) of the technological processes
used to machine parts (considered as a set) within the Value Analysis approach,

Table 9 Comparing costs in the two iterations of value analysis method

F4 (%) F6 (%) F9 (%) F5 (%)

First iteration 21.33 15.13 5.25 5.15
Second Iteration 17.54 12.69 3.91 4.24
The reduction of percentage 17.76 16.12 25.52 17.67
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• the valorisation of the functions,
• the allocation of the cost of technological stages/operations on the function/

functions they are part of,
• the manner of interpreting the results from the diagrams that represent the

weighting of the functions in value and cost,
• the proposal of variants with a lower cost for processing operations, heat

treatment operations, control operations,
• the working manner using the programs made available by the author.

Designing a mathematical—economic model for making decisions regarding
the optimization of the technological processes for machining parts in terms of the
Value Analysis approach is an absolute novelty in the field.

This modelling has an important role because it opens a wide range of engi-
neering applications.

The modelling of the Value Analysis products, with various applications that
range from engineering, medicine,…, to services, has lead in the last 65 years of
applications to undeniable progress. Along with this study the Value Analysis
method takes an important step, opens new horizons for applications and keeps up
with the directions of the science to penetrate in different fields of activity,
highlights the weaknesses (increased costs) of the technological processes of
machining different parts/elements and guides, knowingly, the engineer towards
the deficient points and helps to remedy them.
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Object-Oriented FSM-Based Approach
to Process Modelling

Jakub Tůma, Vojtěch Merunka and Robert Pergl

Abstract We presents with this paper approach based on combination of the FSM
and the Object-Oriented Approach, which is convergent. This convergent
approach to modelling of business requirements and software development is main
idea of this paper. The paper is divided into three parts, motivation and discussion
is about needs connect two areas business requirements and software engineering,
the idea of modelling of processes [3] and business situations as FSM and the third
part is mapping of the proposed approach to BPMN-based and UML-based
models. Mapping provides interesting new findings resulting from the proposed
approach. This approach is based on our experience with our recent practical
projects concerning business modelling and simulation in various application areas
(e.g. health care, gas supply industry, regional management, administration pro-
cess design of a new faculty of a university, administration process of building
permission) and subsequent software development in these application areas.
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1 Introduction

Software application development for business and similar domain-specific areas
shifts the attention at the requirement analysis and design activities, e.g. from the
programming level to the modeling level. Model-Driven Architecture (MDA) [11]
is the recent approach based on strategy of the application development based on
requirements, conceptual and design modeling. The typical tool used in this area is
the UML—Unified Modeling Language [20].

Our idea of continuous model-driven engineering aims to fill in the gap between
of two worlds of ‘‘Business’’, which is process-based and requires deep management
and economical knowledge, and ‘‘IT’’, which uses its own modern software
development tools and techniques. This is to minimize the failure rate of information
systems through the application of proper simulation and modeling techniques
before the system is built. We want to advance the discipline of conceptual modeling
in the area between the use of business domain knowledge and the use of modern
advanced programming techniques and tools such as object-oriented programming
environments (.NET, XCode, Visual-Works,…), prototyping environments (Self,
Squeak), non-traditional programming languages (Smalltalk, Objective-C) etc.

The goal of our paper is to converge the BPMN and UML modeling using
approach, which will enable to use only one modeling and simulation paradigm
trough the entire software system development life-cycle. Our paper contributes to
the area of system modeling methodologies, tools and techniques to enable sim-
ulation, verification and validation activities.

2 Motivation

2.1 Our Experience

In our experience, any modeling and simulation tool and diagramming technique
used at this kind of business projects should be comprehensible to the stake-holders,
many of whom are not software engineering literate. Moreover, these diagrams
must not deform or inadequately simplify requirement information. It is our
experience that the correct mapping of the problem into the model and subsequent
visualization and possible simulation is very hard task with standard diagramming
techniques. We believe that the business community needs a simple yet expressive
tool for process modeling; able to play an equivalent role to that played by Entity-
Relation Diagrams, Data-Flows Diagrams or Flow-Charts over the past decades.
One of the strengths of these diagrams was that they contained only a limited set of
concepts (about 5) and were comprehensible by problem domain experts after few
minutes of study. Unfortunately UML approach (as well as BPMN) lost this power.

That is why we developed and successfuly used our own BORM process dia-
graming technique [10] and our own way to start business system analysis.
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The initial work on Business-Object Relation Modeling (BORM) was carried out
in 1993 under the support of the Czech Academic Link Programme (CZALP) of
the British Council, as part of the Visual Application Programming Paradigms for
Intergated ENvironmentS (VAPPIENS) research project; further devel-opment
and recent practical projects in the last decade has been carried out with the
support of Craft.CASE Ltd.—the British software consulting company supporting
innovative technologies. (VAPPIENS was funded by the British Governments
CZALP, administered by the British Council. The authors acknowledge the sup-
port they received from this source, which enabled them to meet and carry out the
initial work, out of which BORM grew.) BORM has been used in last 15 years for
a number of business consulting and software engineering projects including

• The identification of business processes in metropolitan hospital,
• The modelling of properties necessary for the general agricultural commodities

wholesale sector requested by the Agrarian Chamber,
• As a tool for business process reengineering in the electricity supply and gas

supply industry,
• As a tool for business process reengineering for telecommunication network

management,
• In organizational modelling and simulation of regional management project

concerning the analysis of the legislation and local officials’ knowledge such as
living situations, law, urban planning etc.,

• Several business process simulation projects in area of simulation of marketing
chains for Makro, and

• Visualization of safety and fire regulations in the electric power engineering sector.

However during the last decade there was an significant upgrade of UML, and
also a new standard for business process modeling BPMN has been developed and
we recognized that our approach is close to both of them. We think that based on
our past experience, we can propose a new approach. This new approach is based
on the object-oriented concepts, is using the well proven technology of FSM for
modeling and simulation. It has almost the same expressive power as the UML and
the BPMN together, but it is expressed in a uniform and simpler manner.

2.2 Gap Between Business and Software Modeling

Nowadays, there is a great variety of tools and techniques for business modeling.
Unfortunately, there is no standard for business modeling like UML [6] for soft-
ware engineering yet. Nevertheless, we can presume that the approach to become a
standard will be the BPMN. [2, 7, 16] in Europe, Aris and its EPC diagram is still
very popular; however BPMN authors say this technique becomes obsolete and is
almost unknown outside the Europe.

When OOP started to be used in practice, it was assumed that object-oriented
technology will become mainstream in software development (which was correct)

Object-Oriented FSM-Based Approach to Process Modelling 599



but also that object-oriented approach will affect the approach to business process
modeling, organizational engineering and the whole area of activities preceding
the formulation of information system requirement. That, unfortunately, did not
happen. These pre-implementation activities are still car-ried out the old fashioned
way, which results in a semantic gap between the world of business modeling and
the world of software modeling.

Latest publications even express opinions such as ‘‘OOP has failed, OOP is a
dead end, etc.’’. These are written by people who have no experience with pure
object-oriented languages and environments, but only with hybrid ones (e.g.
Delphi, Java, etc.) and they generalize their negative practical experience with
failed projects to the whole paradigm.

Expected output of the business engineering activities is information or data in
a form that can be directly used as an input for implementation of the system in the
spirit of software engineering. However, this is not the easy case; there are fol-
lowing issues described by Illgen and Hulin in [9] and Van der Aalst in [1]:

1. Oversimplification—while trying to at least finish business and organizational
model we are forced simplify the problem being modeled and

2. Inability—some important details cannot be recorded because of the method
being used.

We believe together with Schach [17] that this is the reason why software system
modeling and subsequent design of business applications is a pretty hard deal:
Today’s world of software development still works with algorithmic and imperative
style of thinking, and therefore the produced models concentrates on functions,
function separation, continuity etc. But this ‘‘behavioral’’ and ‘‘straight timeline’’
approach goes against the business modeling paradigm which mainly focuses on
states, situations, rules—often even in a form of statutory regulations and directives
and concurrency. Behaviors are of less importance and make sense only if we know
what they are good for. That is why it is much more natural to start analyzing a
business process from the description of initial situation (e.g. we have goods, we want
to sell it, the customer wants our goods and has money,…) and the description of the
desired final situation (e.g., the paying customer makes us a good profit). In this
perspective, the sequence of behaviors is only a result of an effort to get from the initial
to the final situation, thus, being much more declarative then imperative style of
modeling. The significance of the declarative approach is expected to grow even in the
software programming itself, where the imperative (e.g. behavior-oriented) modeling
style is still prevalent, although unnatural for business and organizational modeling.

3 Proposed Solution—FSM and OOP Combination

One possible solution is based on the reuse of old thoughts from the beginning of
1990s regarding the description of object properties and behavior using finite state
machines (FSM). The first work expressing the possible merge of Object-Oriented
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Paradigm (OOP) and FSM was the Shaler’s and Mellor’s book [15]. One of the
best books speaking about the applicability of OOP to the business modeling was
written by Taylor [19]. These works together with our practical experience [13] is
why we believe that the business requirement modeling and simulation and soft-
ware modeling could be unified on the platform of OOP and FSM.

Definition 1
A graph G is an ordered pair (V(G), E(G)) consisting of a set V(G) of vertices and
a set E(G), disjoint from V(G), of edges [4].

Definition 2
(Mealy automata) Let A and B be arbitrary sets. A Mealy automaton (S, u) with
inputs in A and outputs in B consists of a set of states S and a transition function u
: S ? (B 9 S) A. This function maps a state s0 [ S to a function u(s0) :
A ? (B 9 S), which produces for every input a [ A a unique pair (b, s1), con-
sisting of the output b and the next state s1 [21].

Figure 1 shows and example of a model of a book in a library represented in a
form of a finite state machine with three states: a book on a shelf, a book on loan
and a returned book to be put back on a shelf. These states are easily recognizable
through an interview with domain experts.

4 Discussion

The presented modeling approach unifies UML-style object modeling and business
process modeling in the business and organizational engineering techniques and
tools style. Models like UML, BPMN and other can be easily derived from this
model.

From the viewpoint of this schema, we can consolidate the terms used in
modeling with BPMN and UML into a Table 1.

Fig. 1 Object-oriented FSM-based model of a library process
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The proposed unified approach generalizes object modeling. In this perspective,
modeling in UML and BPMN could be perceived as mutually following stages of
the new more universal approach according to the MDA principles [11]. Figure 3
shows mapping or our model to the standard BPMN and Fig. 2 shows simplified
model transformed to the ordinary class-diagram.

Figure 2 shows class model. Simplified situation shows class model with
methods and detailed situation shows classes with their states. For example class

Table 1 Modeling concepts coverage

Our approach BPMN-based approach UML-based
approach

Objects Swimlines only (process
participants)

Yes

Objects states Can be expressed by various
events

Yes

Associations between (data links) No Yes
Associations between object states

(data links)
Yes No

Object behaviors (activities) Yes Yes
Communications between behaviors

(messages)
Yes Yes

Generalization-specialization relationship
(inheritance)

No Objects only

Whole-part relationship (composition) No Objects only

Fig. 2 Simplified model transformed to the ordinary class-diagram

602 J. Tůma et al.



Borrower after borrowing book became Borrower reader. Simplified situation is
synthesis (generalization) of detailed situation on Fig. 2.

Possible advantages of our convergency approach follows:

1. BPMN and UML both cover only a subset of the entire exploitable space of
modeling concepts (see Table 1).

2. The most important concepts are states of objects. Behaviors represent only the
necessary glue between them. Both business processes and software com-
ponents should be therefore modeled by starting with their states—situations of
participating objects in the requested structure in some time. Modeling can be
easier, more precise and less behavioral-imperative then it is today.

Fig. 3 Our approach and BORM method
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5 Conclusion

In this paper we presented the idea of the convergent approach to modeling of
business requirements and software development. Our approach combining the
object-oriented approach and finite-state machines is based on our practical
experience with recent BORM project, which were aimed to help the teams made
by business consultants and software developers from various areas (e.g. health
care, gas supply industry, regional management). We feel that the highest value of
our approach is generated by the way of modeling, which smoothly connects two
different worlds: business engineering and software engineering. We believe that
this approach can help in future possible integration of BPMN and UML models
for complex projects requiring the strong collaboration between software system
architects and problem domain experts in area of organization structures modeling
and subsequent simulation as it is predicted by Scheldbauer in [16].

Fig. 4 Process of tickets checking
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Our future work will be focused on implementation of the proposed concepts in
selected CASE tools and on incorporation of this approach into the BORM
methodology [10]. The hot candidate for this project is the MetaEdit CASE tool by
the Finnish company Metacase Ltd. [12]. Recently, the project on object-oriented
CASE tool supporting this approach sponsored by a consortium of software
companies has been started concrete process diagram on Fig. 4 and CASE you see
on Fig. 5 [14]. Our future research will focus on describing the rules of our object-
oriented normal forms as a sequence of refactoring steps.
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Performance Analysis of Built-in Parallel
Reduction’s Implementation in OpenMP
C/C++ Language Extension

Michal Bližňák, Tomáš Dulík and Roman Jašek

Abstract Parallel reduction algorithms are frequent in high performance computing
areas, thus, modern parallel programming toolkits and languages often offer support
for these algorithms. This article discusses important implementation aspects of
built-in support for parallel reduction found in well-known OpenMP C/C++ lan-
guage extension. It shows that the implementation in widely used GCC compiler is
not efficient and suggests usage of custom reduction implementation improving the
computational performance.

Keywords C/C++ � GCC � OpenMP � Reduction � Performance � Analysis �
Improvement

1 Introduction

A parallel reduction can be implemented on SMP computers [1] by using OpenMP
[4, 5] in many ways. In addition to the built-in support for the reduction operations
a programmer can implement it himself by using standard work-sharing constructs
provided by the OpenMP or by using ‘‘manual’’ distribution of the work among the
available CPUs.
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The article shows that the built-in specialized reduction clause [5] is easy to use
but it is neither time- nor cost-optimal, especially for small sets of operands reduced
by an operator with high time complexity.1 It also shows how to implement time-
and cost-optimal parallel reduction algorithm suitable for any problem size.

It is supposed the reader has knowledge of ANSI C/C++ programming lan-
guage and at least basic notion of OpenMP library.

2 Parallel Reduction on PRAM

Consider EREW PRAM [6, 7] parallel reduction algorithm with p processors
P0;P1; . . .;Pn�1 and with n shared-memory cells M½0�;M½1�; . . .;M½n� 1�
described in Algorithm 2. It is obvious that p ¼ n. In contrast to the sequential
version of the reduction algorithm with time complexity HðnÞ, the optimal par-
allelized algorithm can compute the result with time complexity

Tðn;pÞ ¼ Oðlog2ðpÞÞ ð1Þ

Algorithm 1 Trivial parallel reduction
for j =1 ,..., �log2n∈ do sequentially

for all i =0 to n − 1 step 2j do in parallel
Pi : M [i]= M [i] M [i +2 j−1]

end for
end for
result ∪ M [0]

As can be seen from the Algorithm 1 the computation consist of log2n
sequential phases j ¼ 1; . . .; log2nd e where just n

2 j processors do useful work in
each phase as shown in Fig. 1.

Now let us evaluate the cost [7] of the parallel reduction algorithm. Generally,
the cost of a parallel algorithm solving a problem of size n on p processors denoted
by Cðn;pÞ is defined as

Cðn;pÞ ¼ p� Tðn;pÞ ð2Þ

Assume that a sequential upper bound [7] denoted by SUðnÞ on number of
sequential steps to solve a problem is known. A parallel algorithm solving the
same problem is said to be cost-optimal if

Cðn;pÞ ¼ OðSUðnÞÞ ð3Þ

1 For example various image processing algorithms which operate with number of image pixels
per single reduction operation.
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The upper bound of the sequential reduction algorithm is SUðnÞ ¼ HðnÞ ¼
OðnÞ so the cost of the parallel reduction algorithm defined in Algorithm 2 is
Cðn;pÞ ¼ p� Oðlog2pÞ. For non-scaled parallel reduction algorithm p ¼ n which
implies Cðn;pÞ ¼ p� Oðlog2pÞ ¼ XðnÞ, hence, the algorithm is not cost-optimal
since the condition defined in (3) is not met. The problem of the implementation is
a lack of useful work distributed across the parallel system.

One of the possible ways how to improve the cost of the parallel algorithm is to
set better granularity, i.e. to change a ratio between size of solved problem n and
the number of processors p used for the calculation by using so called scaling of
the algorithm [7].

Typically, decreasing number of used processors leads to better cost and effi-
ciency of a parallel algorithm as stated in [1]. Therefore, we should modify the
Algorithm 1 so the amount of the work for each processor increases. The possible
modification is shown in Algorithm 2.

Assume p0\p processors and the size of a problem n [ p0.

Algorithm 2 Scaled parallel reduction
for all i = 0 to p′ do in parallel

Pi : subresult ∪ M [i × n
p′ ]

for j = i × n
p′ + 1 to n

p′ (i + 1) do sequentially
subresult = subresult ⊕ M [j]

end for
Pi : M [i] ∪ subresult

end for
Calculate parallel reduction for p′ items of M by using Algorithm 1
result ∪ M [0]

Parallel reduction described in Algorithm 2 and illustrated in Fig. 2 is calcu-
lated as follows: Input sequence of reduced items is split into p0 sets of size n

p0

where each processor calculates the partial reduction sequentially. It is obvious
that this stage produces p0 partial results which are then combined into final result
by using Algorithm 1. Time complexity of Algorithm 2 is

Fig. 1 EREW PRAM
parallel reduction
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Tðn;pÞ ¼ Oðn
p0
þ log2ðp0ÞÞ ð4Þ

Cost of the scaled parallel reduction algorithm is then

Cðn;pÞ ¼ p0ðn
p0
þ log2ðp0ÞÞ ¼ nþ p0log2ðp0Þ ð5Þ

In case the n� p0 the Eq. (5) can be rewritten into

Cðn;pÞ ¼ OðnÞ ¼ OðSUðnÞÞ ð6Þ

so the algorithm can be regarded as both time- and cost-optimal.
Scaled parallel reduction of 32 items by using 4 processors is illustrated in

Fig. 2.

3 Built-in Parallel Reduction Support in OpenMP

The OpenMP Application Program Interface (API) offers cross-platform shared-
memory parallel programming framework for C/C++ and Fortran on all archi-
tectures, including Unix platforms and Windows NT platforms. Jointly defined by
a group of major computer hardware and software vendors, OpenMP is a portable,
scalable model that gives shared-memory parallel programmers a simple and
flexible interface for developing parallel applications for platforms ranging from
the desktop to the supercomputer [4].

The OpenMP defines set of compiler’s preprocessor directives for parallel
region definition, work-sharing constructs and per-thread synchronization.
Behavior of the directives can be further tunned by so called clauses. In addition to
the generic directives and their clauses the OpenMP contains also built-in support
for parallel reduction provided by reduction clause of for directive. Let us to
examine how the parallel reduction can be implemented by using these OpenMP
constructs.

Listing 1 shows native OpenMP parallel reduction implementation which uses
well-known reduction clause to calculate parallelized summation on shared vari-
able without need of explicit inter-thread synchronization. In addition, this clause
also avoids possible data race on the shared variable.

Fig. 2 Efficient scaled parallel reduction
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Listing 1: Built-in OpenMP parallel reduction

su 0;

#pragma omp parallel num_threads( p ) shared( sum, n, M )
{

// calculation is done in T(n,p) = O(n/p + p)

#pragma omp for schedule( stati

m =

c ) reduction( +:sum )
for(unsigned lon 0g i = ; i < n; ++i ) sum += M[i];

}

// implicit barrier at the end of the parallel region

The most of the OpenMP programmers will probably use this approach but is it
really the best possible solution? As stated in GNU OpenMP Implementation notes
[3], the reduction clause is implemented so it uses an array of the type of the
variable, indexed by the thread’s team id. The thread stores its final value into
the array, and after the barrier, the master thread iterates over the array to collect
the values. For better understanding what happens inside native OpenMP imple-
mentation the code presented in Listing ?? can be rewritten into the following
implementation by using atomic operations and private variables as shown in
Listing 2.

Listing 2: Built-in OpenMP parallel reduction deconvolution

sum = subsum = 0;

#pragma omp parallel num_threads( p ) shared( sum, n, M )
firstprivate( subsum )
{

// phase I, calculated in T(n,p) = O(n/p)

#pragma omp for schedule( static ) nowait
for( unsigned long i = 0; i < n; ++i ) subsum += M[i];

// phase II, calculated in T(n,p) = O(p)

#pragma omp atomic
sum += subsum;

}

// implicit barrier at the end of the parallel section

Now it is obvious, that the native implementation calculated in Tðn; pÞ ¼
Oðnpþ pÞ has got higher time complexity in contrast to the efficient implementation
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described in Algorithm 2 with time complexity defined in (4). The Fig. 3 illustrates
how reduced operands are handled in this implementation.

Moreover, the reduction clause allows users to use just limited set of available
reduction operators like +, -, *, / and % so if some custom reduction operator is
needed then the user must implement the algorithm himself.

The following chapters focus on various possible implementations of optimal
parallel reduction algorithm in OpenMP without usage of the reduction clause.

4 Custom Implementations

Various custom implementations of two main types of reduction algorithms are
discussed in the following chapters: trivial and scaled parallel reduction algo-
rithms. For simplicity, let us assume the number of reduced operands n is always
factor of two.

4.1 Trivial Parallel Reduction Algorithm

Let us denote n to be the number of reduced operands and p to be the number of
available CPUs performing the calculation where n ¼ p. Also assume M½� to be an
array of size n containing all reduced operands. Then the trivial parallel reduction
Algorithm 1 can be implemented as shown in Listing 3.

Fig. 3 Inefficient scaled parallel reduction
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Listing 3: Custom trivial parallel reduction

#pragma omp parallel num_threads( p ) shared( M, p )
{

int offset = 1;

// calculation is done in T(n,p) = O(log(p)) with
// BIG parallel overhead, assume n = p

while( ( offset *= 2 ) <= p ) {
#pragma omp for schedule(static)
for( int pid = 0; pid < p; pid += offset )

M[pid] += M[pid + (offset / 2)];

// implicit barrier provided by parallel ’for’ directive
}

}

// the result is stored in M[0]

sum = M[0];

The algorithm consists of log2ðnÞ sequential phases where each phase calcu-
lates summation of adjacent operands/partial sums as described in Fig. 1. Notice
that OpenMP parallel loop directive is used for distribution of the work among the
available CPUs there. The work-sharing is performed in each sequential step
which leads to significant parallel overhead in this implementation that cannot be
neglect. Thanks to this hidden time constant the overall performance of this
algorithm is comparable to the one which uses built-in reduction clause even when
the theoretical time complexity is better. The comparison can be seen from
benchmark results discussed in chapter ‘‘An Articial Bee Colony Algorithm for the
Set Covering Problem’’ of this document.

The parallel overhead revealed in previous paragraph can be reduced by
omitting the OpenMP parallel loop directive in favour of the work-sharing
implemented by using standard C/C++ constructs. Let us discuss modifications of
the previous algorithm shown in Listing 4.

Listing 4: Custom optimized trivial parallel reduction

#pragma omp parallel num_threads( p ) shared( M, p )
{

int offset = 1;
int pid = omp_get_thread_num();

// calculation is done in T(n,p) = O(log(p)) with
// SMALL parallel overhead, assume n = p
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while( ( offset *= 2 ) <= p ) {
if( pid % offset == 0 ) {

M[pid] += M[pid + (offset / 2)];
}
#pragma omp barrier

}
}

// the result is stored in M[0]

sum = M[0];

In this implementation, all available CPUs remain active in all sequential steps
but only subset of them do useful work. Indexes of enabled CPUs2 are calculated
in real-time by using modulo operator in contrast to the static work-sharing used in
the Listing 3. Notice that each thread in the parallel team evaluates the condition
and performs the summation independently to the other active threads so the
global barrier placed below the conditional statement is needed for synchroniza-
tion of subsequent parallel phases.

Benefits of this modification are clearly noticeable from benchmarks shown in
chapter ‘‘An Articial Bee Colony Algorithm for the Set Covering Problem’’.

4.2 Scaled Parallel Reduction Algorithm

Both algorithms listed in chapter ‘‘A New Approach to Solve the Software Project
Scheduling Problem Based on Max-Min Ant System’’ are implementations of
inefficient trivial parallel reduction discussed in chapter ‘‘PPSA: A Tool for
Suboptimal Control of Time Delay Systems—Revision and Open Tasks’’ assuming
that the size of solved problem is equal to the number of assigned CPUs. Now, let us
focus to time- and cost-efficient scaled parallel reduction implementation which
allow users to calculate summation of n�p operands with nearly linear speed-up.

Trivial scaled parallel reduction discussed in this chapters enhances the algo-
rithm listed in chapter ‘‘A New Approach to Solve the Software Project Scheduling
Problem Based on Max-Min Ant System’’ so it can be used for summation of huge
number of operands with limited resources, i.e. available CPUs.

The algorithm consists of two main phases:
The first phase divides set of reduced operands into p subsets consisting of n

p

items. Each subset is reduced on single CPU in Tðn; 1Þ ¼ OðnpÞ and all subsets are

processed on p CPUs in parallel so overall time complexity of this phase is
Tðn; pÞ ¼ OðnpÞ.

The second phase calculates final result by using optimized parallel algorithm
discussed in chapter ‘‘A New Approach to Solve the Software Project Scheduling

2 CPUs which do some useful work.
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Problem Based on Max-Min Ant System’’ in Tðn; pÞ ¼ OðlogðpÞÞ from partial
results provided by the first phase. Notice that private variables subsum are used by
all threads in the parallel team for calculation of partial results instead of direct
access to shared array S½� used in the second phase. This modification avoids
parallel overhead needed for inter-thread synchronization during concurrent write
access to the shared resources. Moreover, nowait clause of parallel for directive
omits unnecessary implicit barrier at the end of the parallel loop.

Global explicit barrier placed between the phases ensures that content of shared
array S½� used as an input in the second phase will be up-to-date after the finish of
the first phase.

Overall time complexity of this implementation shown in Listing 5 is
Tðn; pÞ ¼ Oðnpþ logðpÞÞ. As can be seen from the results published in chapter ‘‘An

Articial Bee Colony Algorithm for the Set Covering Problem’’, this implementa-
tion guarantee best possible performance of all presented algorithms.

Listing 5: Custom scaled and optimized trivial parallel reduction

subsum = 0;

#pragma omp parallel num_threads( p ) shared( n, M, S )
firstprivate( subsum )
{

int index = 1;
int pid = omp_get_thread_num();

// phase I, calculated in T(n,p) = O(n/p)

// use private variable for calculation of partial sumation to avoid
// shared memory contexts synchronization overhead

#pragma omp for schedule( static ) nowait
for( unsigned long i = 0; i < n; ++i ) subsum += M[i];

S[pid] = subsum;

#pragma omp barrier

// phase II, calculated in T(n,p) = O(log(p))

while( ( index *= 2 ) <= p ) {
if( pid % index == 0 ) {

S[pid] += S[pid + (index / 2)];
}
#pragma omp barrier

}
}

// the result calculated in T(n,p) = O(n/p + log(p)) stored in S[0]

sum = S[0];
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5 Performance Benchmarks

All benchmarks published in this chapter were measured on SuperMicro SMP
server A+ 1042G-TF with following hardware configuration (Table 1):

Testing machine was using Ubuntu Linux 12.04 LTS installed inside a virtual
machine managed by KVM hypervisor with 16 physical cores assigned and 16 GB
RAM allocated.

5.1 Parallel Reductions Benchmark

Set of performance benchmarks was performed to evaluate a qualitative metrics of
discussed scaled parallel reduction algorithms and their implementations. The
testing application ran on virtual machine specified in the chapter ‘‘An Articial Bee
Colony Algorithm for the Set Covering Problem’’. All available physical cores were
assigned to OpenMP parallel team. Note that all standard compiler optimizations
were disabled by using -O0 GCC compiler switch set during the building to omit
any unwanted underlying source code optimizations influencing the measurement.

Results obtained from the tests are shown in Table 2. Parallel (calculation) time
as well as the parallel speed-up and efficiency [1] of discusses parallel algorithms
can be found there. The column named ‘‘Built-in red.’’ shows performance of
scaled parallel reduction implemented by using built-in reduction clause described
in Listing 1. The column named ‘‘Custom red.’’ shows performance of scaled
algorithm described in Listing 3 while the last column named ‘‘Optimized custom
red.’’ shows performance of algorithm described in Listing 5.

As can be seen from the table the best results in meaning of the highest speed-
up and efficiency and the lowest parallel time provides optimized custom algo-
rithm listed in Listing 5. The speed-up and efficiency degradation visible from the
results implies from non-negligible OpenMP implementation overhead. For more
clearance the parallel times shown in the table are compared in Fig. 4.

Table 1 Hardware configuration for benchmarking

System SuperMicro A+ 1042G-TF Server

CPU 4 9 8-core AMD Opteron TM 6128, 2 GHz, 32 cores in total
Chipset AMD SR5690/SP5100
Memory 32 GB ECC, 1,333 MHz
OS Debian Linux 6.0.5, KVM hypervisor

Table 2 Performance metrics for discussed reduction algorithms

Sequential red. Built-in red. Custom red. Optimized cust. red.

Calculation time (s) 2.6424051 0.2233472 0.2138646 0.1764686
Speed-up – 11.8309300497 12.3555048381 14.9737976048
Efficiency – 0.7394331281 0.7722190524 0.935862350
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6 Conclusion

The paper shows that the built-in OpenMP support for parallel reduction provided
by reduction clause is not neither theoretically- nor practically-optimal at least for
some sorts of applications and calculations. It shows that the performance of
parallel reduction algorithms can be improved significantly by using custom
optimized implementations. However, it is important to note that the measured and
discussed results can differ from other specific implementations and usage sce-
narios, mainly if other compiler-level code optimizations and reduction operators
with different time complexity were used.

The paper also shows that the scalability of even trivial OpenMP algorithms is
sufficient for various parallel reduction implementations.
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User Testing and Trustworthy Electronic
Voting System Design

Petr Silhavy, Radek Silhavy and Zdenka Prokopova

Abstract In this contribution the user interface design for trustworthy system is
presented. The principle of the Electronic Voting is discussed. The research aim
was to discuss a users trust and its issues, which are connected to the design
process of the prototype electronic voting system.

Keywords Electronic voting � System design � User testing

1 Introduction

Discussing of the trustworthiness in the scope of the system engineering discipline
takes key role in systems designing. If trustworthiness is discussed reliability, safety
and security are discussed. The issue of trustworthiness is connected to the level of
the user acceptance [1]. The word ‘‘system’’ stands for on-line systems. It means
systems, which are realized on basics of Internet, or similar communication systems.

The organization of this contribution is as follows. Section 1.1 describes a basic
electronic voting theory and describes electronic voting conditions. Section 2
describes the problem formulation. Section 3 describes a Study Design. Section 4
describes the selected questions, which have to be solved to achieve trustworthi-
ness of the electronic voting. Finally Sect. 5 is the discussion.
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1.1 Electronic Voting in Brief

The electronic government, the actual point of the computer-social investigation,
uses several methods for improving governmental processes in Europe. These
electronic methods allow the improvement in direct democracy. Probably, the
most relevant solution is remote Internet voting. The remote voting solution allows
participation in election process with respect to personal conditions and to the
physical accessibility of polling stations, which may possibly prevent citizens from
casting their votes. Therefore, remote Internet voting should effectively support
voters, who are resident abroad. These voters use at present the embassy election
rooms only.

There are several conditions for electronic voting systems, which were dis-
cussed several times and now are accepted as facts. The appropriate system has to
follow the technical and process conditions listed below:

• Participation in the voting process is granted only for registered voters.
• Each voter has to vote only once.
• Each voter has to vote personally.
• Security and anonymity of voters and voting.
• Security for the electronic ballot box.

The first condition for electronic voting means, the voter should be registered
by voting committee in the list of voters. This list is used as the basis for distri-
bution of login information. If the voter is registered, they will be able to display
the relevant list of parties and candidates.

Voters could also vote more than once, but only the last attempt will be
included in the final results of the election. This possibility varies in different e-
voting systems. If it is not possible to vote more than once, there should be more
complicated protection for the election against manipulation and assisted voting.

The third condition—Right to vote personally—is closely connected to the
previous. On the other hand this is the basic responsibility of each voter to protect
his private zone for voting—in the case of the internet-based remote voting. In the
‘‘in-site’’ voting the system of privacy protection will be similar to the current
situation.

Security and anonymity of voters and voting is probably the most important
issue in the electronic voting process. The appropriate voting system should be
realized in two separate parts. The first part should be responsible for authorization
of the voter and the second for storing votes. Therefore the system will support
anonymity. The voter should check his vote by the list of collected votes. The
voter will know the unique identification of vote only. Using a cryptographic
principle will protect the voting process. One of the many applicable solutions is
Private Key Infrastructure. This approach deals with two pairs of keys in the first
part of voting system—for authorization. In the second part of voting system—
storing votes—it should deals with a public key for protection of the vote in the
transport canal.
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The electronic ballot box should form as a database. The public key of the
election committee will cipher votes in the database. Members of the committee
will hold the private key, which is necessary for decrypting votes. Each member
will hold only part of the key.

The sample system, which follows the defined requirements, is shown on
Fig. 1 [3].

Probably, the most significant results is remote Internet voting in appropriate
form, which understandable and clearly usable.

Internet voting solutions are usually divided the tree basic categories—poll site,
kiosk and remote voting.

In the poll site voting, election technology is located in the election rooms.
Comparing poll site voting to traditional paper-form voting, poll site brings more
flexibility and usability, because voters are allow to vote from elections room up to
their choice. There is no restriction to geographical locations. Poll site voting
represents concept of the electronic voting. Poll site voting is effective in votes
casting and tallying, because it allows certain and quicker processes.

Internet concepts allow expanding poll site voting to self-service kiosks. These
kiosks should be placed in various locations. Authorities—local election com-
mittee, usually monitor elections room; kiosk should be monitored by physical
attendance or by using security cameras.

Fig. 1 Generic voting schema design [3]
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Remote Internet voting is probably the most attracting methods of using
Internet voting process. Remote voting expands remote voting schemas, which are
used in some countries. These schemas compared to postal voting, offers improved
casting ballots from remote locations. Voters are allows voting from home, office
or other places, which are equipped by computers and Internet connections.

By investigation of these conditions and by the determination of the initial
technological principles, authorities will be able to establish law to support the
electronic voting system. The voting public’s consensus to the electronic voting is
quite important for the parliament process too.

The typical electronic voting architecture can be found in the Fig. 2. [3]. The
web-based approach is useful for electronic voting systems. This technology is
based on a client-server. The client-server technology has advantages in the field
of support and installation.

The voting system consists four main parts [3]:

• Voting Client Subsystem (VCS).
• Voting Application Subsystem (VAS) and Ballot Database Subsystem (BDS).
• Voting Backend Subsystem (VBS) and Tallying Database Subsystem (TDS).
• Voting Results Subsystem (VRS).

In the Fig. 2 can be seen Voting System Architecture. The three separate parts
are recognized [3]. Part A is used for casting votes and contains Voting Client
Subsystem, Voting Application Subsystem and Voting Database Subsystem.

Fig. 2 Electronic voting architecture design [3]
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Voting clients represent voting terminal in elections rooms, kiosk voting or voters
own computers.

Voting Application Subsystem is represented by web-based application, which
contains user interface for voters, voter validation services and communication
interface for Ballot Database Subsystem.

There are two most significant tasks for BDS. Votes are cast there and default
ballots are generated for individual voter. Votes are cast in encrypted form, which
depends on cryptographic methodology adopted for the election. For the protection
against manipulation with votes in BDS HASH algorithm is implemented. HASH
value is calculated irregularly based on votes, which are cast. Default ballots are
generated for individual voter with respect to the election district he belongs to.

Part B represents Backend Voting Subsystem and Tallying Database Subsys-
tem. The part B is securely connects to BDS from part A. The BVS is used my
electoral committee. The BDS is responsible for auditing elections by comparing
HASH based on votes and stored HASH value. The BVS deals with decryption of
votes, validating of them and storing in TDS. The TDS is used for storing votes in
open form. Part B is realized as web-based application and relational database
server. Final part—part C—is responsible for counting final Results of the elec-
tion. Part C is realized as web-based application.

Finally the last important aspect is the marketing. This classical business case is
mention because there is very close link between user trust and how the system is
presented and descripted to the public—future users. We have disused already, that
user trust in technological system is based on social or more precisely mental
aspects. It means users only believes or not, that system is reliable and then they
trust to the system. Therefore the role of marketing seems to be significantly
important. We do not deal with manipulation but with methods, how the system is
presented to the users. The users need to be able to use the system in advance. In
public election, is also important if the local authorities have appropriate level of
the credibility.

2 Problem Formulation

In the socio-technical systems a human or humans which act as a users are taking
important role. The system non-function requirements that are influencing the
trustworthiness are safety, security and reliability. Those three basic aspects cannot
be achieved by the technical design only [4]. The system architect has design the
system with emphasis on process or procedural part of the system.

In the system engineering we usually follows basic recommendation about the
system design which resulting in the reliable system. A reliable system does not
equal to trustworthy system. The reliability refers to the system characteristics. It
means, that users can use a system, which activity has no hazard state. The main
task of this paper is to present the important characteristics, which take the key
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role in user’s final system evaluation. Furthermore success of the on-line system is
dependent on users acceptance.

The electronic voting is an example of the socio-technical systems. Techno-
logically, there is chance to achieve an appropriate level of the reliability [5] and
trustworthiness. Users of such system—voters—have usually difficulties to trust e-
voting systems.

The reasons can be found in a fact of black-box design. In the following chapter
will evaluate such system by using experimental study by using set of users and we
will present a solution based on results of such study.

3 Study Design

The system described in Sect. 1.1, were used as input for our experiment. We have
evaluated the system design in controlled environment by using a group of stu-
dents. There were 100 person examined in our study. In the Table 1, there can be
seen, that second and third grades were interested in study as two most important
groups.

For the study we deals only with students, which are informatics or non-
informatics discipline. In the Table 2, you can find the summery involved
disciplines.

As can be seen students, which are studied informatics related discipline are
able to cooperate on such study more frequently.

3.1 Survey Design

There were nine basic questions, which were evaluated in our study. We have
study each question in interval of four replies. In the Table 3, you can see list of
question and scales, which were pre-prepared for each of examined user.

The structured questions were followed by open text filed, where each of
examined subjects can enter individual response to presented voting schema
design.

4 Results

As can be seen in Table 3 there were tree questions, which represents general
attitude to electronic voting. Firstly as can be seen in Fig. 3, more than 70 % of
participants believe, that electronic voting can be useful for improving general
attitude to autonomy.
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More than 97 % agree or strongly agree that electronic voting can improve
participation in closed election. In the Fig. 4, you can see that only 3 % disagree.

The majority of participants believe that electronic voting can simplify voting
participation and speed-up voting process. In the Fig. 5 you can see that only 2 %
disagree, that electronic voting can guarantee simplification of the voting process.

In the Table 4 can be found the summary of user survey, which is focused on
user experiences with proposed voting schema an its representation in prototype
system.

In Fig. 6, there can be seen graphical representation of results, presented in
Table 4.

Table 1 Percentage of
students in sample by study
grade

Study years Percentages

First grade 3
Second grade 26
Third grade 25
Fourth grade 17
Fifth grade 24
Doctoral grades 5

Table 2 Study discipline
overview

Study discipline Percentages

Informatics 70
Non-informatics 30

Table 3 List of questions
used for examination

Question Scale

System processing speed
System controls satisfaction
User interface design Strongly agree
Instruction for users Agree
Support for EV idea Disagree
Can EV simplify participation? Strongly disagree
Can EV improve participation?

Fig. 3 Support for electronic
voting
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Fig. 4 Improving
participation

Fig. 5 Simplification of
voting process

Table 4 Summary of user evaluation

Question Strongly agree Agree Disagree Strongly disagree

System processing speed 45 50 3 2
System controls satisfaction 30 65 2 1
User interface design 28 52 17 3
Instruction for users 30 60 8 2

Fig. 6 Results overview
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The following system was designed as results of our study. The system is based
comments and user requirements, which were gathered in our study. We proposed
a system for the closed election at the academic level.

5 Conclusion

The idea of the research was to discuss a users trust and its issues, which are
connected to the electronic voting. The electronic voting seems to be more
problematic in case of system trustworthiness.

The voting system, the electronic voting systems is the new approach. Users
have no personal experience with using such system. According [6, 7] there is a
difference between a trust and a confidence. If the users have no choice or not
consider alternatives solutions, they have confidence to the system. In this chapter
we deal with trust, because we expected, that users have choice vote by electronic
voting or by well-know legacy paper ballot based system.

Firstly, users usually trust the system if they are familiar with it. Voters trust
traditional voting concepts, because they are used to participate for many years.
Breaking the barrier is possible by making the electronic voting optional for
participation in the election. If the voters will have the opportunity to use—study
the system, they will build trustworthiness.

The system complexity is reduced if the users are familiar with the system or
with similar system.

People have to believe, that electronic voting is better than legacy version of the
voting process. The user familiarity is based on the user interface design.

User makes mistakes. The user interface has to follow simple schema of the
voting process and only limited number of the information have to be shown. The
proper design of the voting system user interface is based on showing the
appropriate amount of the information. The voting schema has to follow the tra-
ditional concepts of the elections.

The user satisfaction is rising if the system behavior is predictable. The users
build their model or presumptions. Therefore the predictability how the system
will behave is significantly important for building system trustworthiness. The
second fact, which is very closed to previous discussion, is a communication
between the user and system. User have to be sure, that system will be able to
inform users about its state or activity. Previous thoughts are resulting in inter-
action design and in the principle of consistency. Consistency is a prerequisite of
the predictability. Users expect, that same command or similar command will
cause similar behave of the system.

Users expect, that system will use an appropriate interaction styles. In this case
we will discuss ability of confirmation messages and error messages. The ballot
casting in the electronic voting is a serious task. Many of users will think about the
system in that way. Therefore is useful to create deep analysis of interactions. In
interaction design we deals not only with the steps of the voting schema, but also
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how the step should be achieved. The implantation of each step has to be
non-destructive. Moreover with ability to make a back-step without data lost. The
system should be communicative. It means, that each of steps will contain a
confirmation message.

Secondly we will discuss a technological aspects and its impact to trustwor-
thiness. As was shown in previous paragraphs, trust is more sociological than
technological issue. This obvious fact is based [5] on the situation in which users
make a certain type of the risk analysis. The mentioned analysis is subjective.
Subjective analysis is usually based on user interface. The technical point deals
with objective risk analysis. There is an issue, because users have to understand the
system internal processes. It is impossible to for common user to understand a
complex system internal processing.

In the scope of the voting system, they have been familiar with voting schema
and number of non-trivial technologies. In [3], there can be found an analysis of
reliable voting schema. The verification is based on mathematical approach and on
empirical approach.

The key factors why users trust to the systems can be found in similarity. Users
are used to trust to the similar systems. Many of the users are able to use an e-
commerce system, electronic banking or electronic payments systems.

The similarity of systems is based on their core components. E-voting system and
other e-processing system contains communication over the Internet, cryptography,
and authentication. This fact should have a positive impact to building user trust.

The system architecture has only limited influence on the system trustworthi-
ness. But has significant impact on user trust. Users = voters response, that trusts in
the electronic voting system is based on anonymity and auditability. Users need is
to check, that their ballots is counted in proper way. In means the each successful
electronic voting schema have to implement a mechanisms for such control system.

Trustworthiness can be defined as user relation to the system or software
solution. Firstly, users are building their option and thoughts on the experiences
with the system itself. Secondly, users attitude is based on experience with the
similar systems. The similarity of systems is based on their core components. E-
voting system and other e-processing system contains communication over the
Internet, cryptography, and authentication. This fact should have a positive impact
to building user trust.

The electronic voting system design has to reflect the situation in the concrete
society. There is no silver bullet solution, which is applicable everywhere. The
user interface of the system should reflect the tradition of the ballot design. The
basic principles of the design should reflect the core electronic voting issues—
privacy, security.

This research work is not limited to potential of the electronic voting. Therefore
the results and ideas should be valid for e-processing system in general.

Further research is focused on the improvement of the electronic voting, par-
ticularly in security and privacy, which seem to be important for user trust. In
addition, issues connected to the cohesion among voting technology, legal prin-
ciples and public attitude should be under the investigation.
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