
Modeling and Optimization in Science and Technologies

Resource Management 
in Mobile Computing 
Environments

Constandinos X. Mavromoustakis
Evangelos Pallis
George Mastorakis   Editors  



Modeling and Optimization in Science
and Technologies

Volume 3

Series editors

Srikanta Patnaik, SOA University, Orissa, India
e-mail: patnaik_srikanta@yahoo.co.in

Ishwar K. Sethi, Oakland University, Rochester, USA
e-mail: isethi@oakland.edu

Xiaolong Li, Indiana State University, Terre Haute, USA
e-mail: Xiaolong.Li@indstate.edu

Editorial Board

Li Cheng, The Hong Kong Polytechnic University, Hong Kong
Jeng-Haur Horng, National Formosa University, Yulin, Taiwan
Pedro U. Lima, Institute for Systems and Robotics, Lisbon, Portugal
Mun-Kew Leong, Institute of Systems Science, National University of Singapore
Muhammad Nur, Diponegoro University, Semarang, Indonesia
Luca Oneto, University of Genoa, Italy
Kay Chen Tan, National University of Singapore, Singapore
Sarma Yadavalli, University of Pretoria, South Africa
Yeon-Mo Yang, Kumoh National Institute of Technology, Gumi, South Korea
Liangchi Zhang, The University of New South Wales, Australia
Baojiang Zhong, Soochow University, Suzhou, China
Ahmed Zobaa, Brunel University, Uxbridge, Middlesex, UK

More information about this series at http://www.springer.com/series/10577



About this Series

The book series Modeling and Optimization in Science and Technologies (MOST) pub-
lishes basic principles as well as novel theories and methods in the fast-evolving field of
modeling and optimization. Topics of interest include, but are not limited to: methods
for analysis, design and control of complex systems, networks and machines; methods
for analysis, visualization and management of large data sets; use of supercomputers for
modeling complex systems; digital signal processing; molecular modeling; and tools
and software solutions for different scientific and technological purposes. Special em-
phasis is given to publications discussing novel theories and practical solutions that, by
overcoming the limitations of traditional methods, may successfully address modern
scientific challenges, thus promoting scientific and technological progress. The series
publishes monographs, contributed volumes and conference proceedings, as well as ad-
vanced textbooks. The main targets of the series are graduate students, researchers and
professionals working at the forefront of their fields.



Constandinos X. Mavromoustakis · Evangelos Pallis
George Mastorakis
Editors

Resource Management
in Mobile Computing
Environments

ABC



Editors
Constandinos X. Mavromoustakis
Department of Computer Science
University of Nicosia
Nicosia
Cyprus

Evangelos Pallis
Department of Informatics Engineering
Technological Educational Institute of Crete
Heraklion
Greece

George Mastorakis
Department of Commerce and Marketing
Technological Educational Institute of Crete
Crete
Greece

ISSN 2196-7326 ISSN 2196-7334 (electronic)
ISBN 978-3-319-06703-2 ISBN 978-3-319-06704-9 (eBook)
DOI 10.1007/978-3-319-06704-9
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2014938112

c© Springer International Publishing Switzerland 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broad-
casting, reproduction on microfilms or in any other physical way, and transmission or information storage
and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known
or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with reviews
or scholarly analysis or material supplied specifically for the purpose of being entered and executed on a
computer system, for exclusive use by the purchaser of the work. Duplication of this publication or parts
thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location, in its cur-
rent version, and permission for use must always be obtained from Springer. Permissions for use may be
obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under
the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the material
contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Dedication

To my wife Afrodyte, and our daughters Thelma, Aristi and Despina, for their
continuous love, patience and support (Constandinos X. Mavromoustakis)

To my wife Athina, for her constant support and love (George Mastorakis)

To my son Meletios and my wife Vasiliki, for their support and
understanding (Evangelos Pallis)



Preface

Resource manipulation in dynamically changing environments has emerged as a crit-
ical part of the information technology infrastructure. The need for efficient resource
manipulation stems from the increasing growth of wireless infrastructures and mobile
networks. The need for a reliable management of resources in mobile computing envi-
ronments, facilitating ubiquitous availability and efficient access to large quantities of
distributed resources, has become apparent, as the number of people that communicate
and collaborate computationally over the Internet, via different accessing systems and
mobile devices, has increased. Mobile computing paradigm is set to drive technology
over the next decade and integrate resources availability through the 3As (Anywhere,
Anything, Anytime). Notwithstanding, there are a lot of challenges to meet, in order to
have mobile computing paradigm applicable in all aspects and in an efficiently utilized
manner. In this context, this book aims at presenting state-of-the-art research and future
trends on resource management in mobile and heterogeneous networking systems and
applications. It combines mobile communications and resource management field, in a
common research ground to present various research concepts that contribute to enable
highly efficient management of networking resources. The major subjects of the book
cover resource management methodologies, modeling, analysis and efficient resource
management of mobile computing environments, newly introduced technologies, fac-
ing the scarceness of resources and model formulation for resources management in
wireless networking systems.

This book is an excellent source of new scheme developed in the field for students,
researchers and practitioners. It may be used in undergraduate and graduate courses
on design and development of mobile computing systems and their applications. Re-
searchers will find the book useful as it provides a state-of-the-art guide to resource
management in mobile computing environments and technology and offers an unfold-
ing perspective on current and future trends in these environments. Practitioners will
find the book useful as a means of updating their knowledge on particular topics such
as mobile and Ad-hoc wireless networks, peer-to-peer systems for mobile comput-
ing, novel resource management in cognitive radio networks and power management
in mobile computing systems. Mainly the book captures the current state-of-the-art in
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resource management in wireless environments and is a solid source of comprehensive
reference material on the related research field.

The book contains 26 refereed chapters from prominent researchers working in this
area around the world. It is organized along five themes (sections) in the field of resource
management issues for different mobile computing environments.

Section I—Mobile and Ad Hoc Wireless Networks: Chapter 1 by Petre, Chilipirea
and Dobre elaborates on delay tolerant networks for disaster scenarios. Chapter 2 by
Carmona-Murillo et al. provides an analytical study on Quality of Service (QoS) is-
sues in next generation mobile networks and chapter 3 by Vale Pinheiro and Boavida
discusses performance evaluation issues of network mobility paradigms. Chapter 4 by
Palma and Curado proposes scalable routing mechanisms for mobile ad-hoc networks
and chapter 5 by Stratakis et al. introduces novel methods for measurements on mod-
ern wireless communication technologies and estimation of human exposure. Chapter
6 by Pirmoradian, Adigun and Politis discusses issues related with radio spectrum and
cognitive mobile computing and chapter 7 by Basholli and Lagkas presents resource
request mapping techniques for OFDMA networks.

Section II—Peer-to-Peer systems for Mobile Computing: Chapter 8 by Mirtchev et
al. provides traffic management issues and chapter 9 by Bleda et al. introduces ambient
assisted living tools for a sustainable aging society. Chapter 10 by Andreou et al. fo-
cuses on adaptive heuristic-based peer-to-peer network connectivity issues and chapter
11 by Sousa et al. studies evaluation issues of ubiquity in mobile computing systems.
Chapter 12 by Markakis et al. reviews peer-to-peer constellations in interactive broad-
casting networks enhanced with advanced management mechanisms.

Section III—Resource management in mobile cognitive radio networks: Chapter 13
by Karyotis, Anifantis and Papavassiliou introduces novel cross-layer based resource
management frameworks for mobile cognitive radio networks and chapter 14 by Mas-
torakis et al. elaborates on energy-efficient routing protocols for cognitive radio net-
works. Chapter 15 by Kormentzas studies challenges and solutions on spectrum trading
in cognitive radio networks and chapter 16 by Mastorakis et al. focuses on energy and
resource consumption evaluation issues of mobile cognitive radio devices. Chapter 17
by Mastorakis et al. proposes a novel network architecture for efficient resource man-
agement, utilizing content-aware multipath routing.

Section IV—Resource and Power management in Mobile Computing Systems:
Chapter 18 by Kouskouli and Koutsakis presents novel approaches on scheduling for
efficient telemedicine traffic transmission over next generation cellular networks and
chapter 19 by Mesodiakaki, Adelantado, Alonso and Verikoukis presents an energy-
efficient contention-aware algorithm for channel selection in cognitive radio networks.
Chapter 20 by Saleem et al. elaborates on resource management issues in mobile sink
based wireless sensor networks through cloud computing and chapter 21 by Narayanan
presents research approaches on mobile video streaming resource management. Chap-
ter 22 by Mavromoustakis et al. elaborates on energy harvesting issues in wireless
networks devices and chapter 23 by Zotos et al. introduces a unified platform for
machine-to-machine virtual object interoperability.

Section V—Performance Evaluation of Mobile Computing Systems: Chapter 24 by
Correa et al. reviews computational resource management issues for video coding in
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mobile environments and chapter 25 by Khan and Martini studies resource allocation
and scheduling issues for video transmission over mobile computing systems. Finally,
chapter 26 by Wang and Haas provides a performance analysis of epidemic routing for
delay-tolerant networks by proposing a mathematical framework to model such sys-
tems.

Although the covered topics may not be an exhaustive representation of all the re-
source management issues in mobile computing environments, they do represent a rich
and useful sample of the related research approaches and contents.

This book has been made possible by the great efforts and contributions of many
people. First of all, we would like to thank all the contributors for putting together ex-
cellent chapters that are very comprehensive and informative. Second, we would like to
thank all the reviewers for their valuable suggestions and comments, which have greatly
enhanced the quality of this book. Third, we would like to thank the staff members from
Springer, for putting this book together and assisting us throughout the process. Finally,
we would like to dedicate this book to our families.
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Delay Tolerant Networks for Disaster Scenarios 

Andreea-Cristina Petre, Cristian Chilipirea, and Ciprian Dobre* 
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Abstract. Disaster and emergency management refers to a range of activities 
designed to maintain control over crisis situations, providing the rescue and 
assistance equipment with a framework for helping victims and reducing its 
impact. The range of activities include prevention, advance warning, early 
detection, analysis of the problem and assessment of scope, notification of the 
public and appropriate authorities, mobilization of a response, containment of 
damage, and relief and medical care for those affected. One of the challenges in 
emergency scenarios is the fact that communications can be interrupted, cutting 
the information flow. This lack of communication infrastructure makes an 
appropriate response to the disaster more challenging, and leads to reduced 
quality of services experienced by vulnerable civilians. As an example, 
emergency scenarios with big agglomerations of people or traffic jams following 
accidents demand a unified communication infrastructure to optimize the 
response and decision making. This can be overcome using self-configured 
wireless networks, because they do not require any pre-existing infrastructure to 
be established, and are easy to deploy and fast to operate.  The continuous use of 
modern smartphones facilitates the accessibility to wireless technologies. 
However, when incorporating mobile smartphones into disaster assisting 
networks, the biggest challenge is that such wireless networks need to be 
specifically designed and used for supporting victims, people and assistance 
equipment in crisis scenarios. Because of this, in future mobile networks 
designed for disaster management, there is a need for new architectures and 
protocols, capable to adapt existing and available wireless technologies for smart 
data capturing and decision making. This chapter analyses specific challenges 
and requirements related to supporting communication in such challenged 
situations. We present an extensive analysis of networking solutions designed to 
support situations such the ones described. 

Keywords: Disaster Scenario, Networking, Delay Tolerant Networks, Mobile 
Devices, Communication and mobility support. 

1 Introduction 

In the past few years our dependency on technologies, such as the personal computer 
or the Internet, has grown to a point where we cannot sustain our normal day to day 
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activities if we were to be denied access to such advancements. More and more 
businesses migrate part of their infrastructure to the Internet [1, 2], either to construct 
stronger business-to-client relations, or to simplify the process of acquiring new 
clients by having a more efficient infrastructure and communication process inside the 
company. Many e-commerce web sites, like Amazon, have managed to dominate the 
market by having their service available 24/7, with easy access to anyone interested in 
acquiring their products. The same can be said of many other e-commerce platforms 
that have managed to beat the competition, platforms which range from fast-food 
home delivery to electronics. 

Social Networks, such as Facebook [3, 4], on the other hand, have become 
ubiquitous in the lives of many people. The number of users and time spent on such 
social networks increased with the emergence of new similar services, such as 
Google+ [5] and others dedicated to a certain activity (such as finding a job or sharing 
experience in programming). Furthermore, technologies such as Twitter [6], a micro-
blogging platform, are used every day by millions of users, and have recently stood at 
the center of major political events, such as the ones in Libya [7]. 

The Internet is not only a tool represented by the various websites that are part of 
the web, but it is also an infrastructure that supports other services such as 
communication, like in the case of Skype [8], a Voice-over-IP service that only 
requires an Internet connection and is otherwise completely free that offers voice, text 
and video communication as well as file transfer. 

Emerging technologies such as Internet of Things [9] or Smart Cities [10, 11, 12] 
will further increase our (already high) need for continuous Internet access. These 
emerging trends will connect more and more devices to the Internet, and will require 
high-availability connections to function correctly. An air conditioner will probably 
need to access a weather service to predetermine its usage and increase or lower the 
temperature of a room autonomously, before the user arrives home. Such technologies 
will probably be able to function without a permanent connection to the Internet, but 
their functionality and efficiency would dramatically be reduced if the connection is 
not available for longer periods of time. 

This dependency continues with the centralization of user data, especially in the 
case of government centralized data. Considering the example of a hospital [13] that 
uses a government issued system to track patient confidential information; if an 
unconscious patient arrives at the hospital in a critical condition and the hospital does 
not have access to his data because of an Internet outage, mistakes can be made that 
can jeopardize his well-being. Such mistakes can be caused by the lack of patient 
history or the list of medication the patient is using. 

To top all of these methods that the Internet is used in a day to day basis, cloud 
computing [14] (or, in a larger sense, utility computing) makes individual and 
businesses heavily dependent on good Internet connections. Without an Internet 
connection available, companies will not have access to data that would otherwise be 
always available on site. Most technologies, already available, or emerging ones, all 
increase our need for a stable Internet connection. Because of this, it is important to 
develop new technologies that guarantee Internet access for most people even in 
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extreme scenarios. Furthermore we need to create technologies that give assurances 
that no one individual or organization can restrict access to a group of people. 

The problem of managing access to communication resources becomes even more 
critical in case of disasters. The Great East Japan Earthquake in 2011 showed that 
disaster management services supported by communication between rescuers and 
victims are mandatory to be fast put in place to support efficient evacuation guidance 
procedures. Such services could use opportunistic communication. In recent years, as 
a practical use of Delay Tolerant Network and Mobile Opportunistic Network, 
researches on disaster evacuation guidance effective against situations of large-scale 
urban disasters have been undertaken. In such disaster evacuation guidance 
procedures based on opportunistic communication, evacuees collect location 
information of impassable and congested roads due to disaster in their smartphones by 
themselves, and share it with each other opportunistically by short-range wireless 
communication between nearby smartphones in order to not only navigate evacuating 
crowds to refuges, but also rapidly aggregate the disaster information.  

In this paper we study existing and emerging technologies that provide an Internet 
connection or at least a communication method even in extreme circumstances such 
as natural disasters. In the following section we present why there is a need for such a 
technology and then we present the available networking technologies that try to 
solve this problem.  

The rest of this chapter is structured as follows. We first present an analysis of 
extreme networking scenarios. Section 3 presents the set of requirements for networks 
in the case of disaster scenarios, and in Section 4 we present an analysis of current 
networking alternatives for disaster scenarios. This is followed in Section 5 by ad-hoc 
networking alternatives, and experimental results. Section 6 concludes and presents 
future work. 

2 Extreme Networking Scenarios 

High Price/Low Availability – There are a number of regions in the world, such as 
sub-Saharan Africa [15], where the disparity between the price of an Internet 
connection and the income of most citizens is so high that most people cannot afford 
to own an Internet connection. This is not a problem that is confined to 3rd world 
countries like the ones in Africa, but are also common in rural area of more advanced 
countries. 

This problem is introduced by the fact that the cheapest way to spread the Internet 
network is currently given by wired technology. Wired technology has severe 
disadvantages: the infrastructure needs to be deployed, usually requiring digging 
holes or raising posts; because of technologies such as fiber optic, it is usually enough 
to get one cable to a densely populated area and offer high speed bandwidth to a large 
number of users, this translates in lower prices only for densely populated areas; there 
are range-related limits for both fiber optic and cooper based networking, there is a 
need for repeaters which can dramatically raise price; usually deployment is not 
enough, there is need for administration and redundancy. 
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For sparse populated areas, or populated areas that are extremely far apart, like the 
case of cities separated by a desert, or villages built on top of mountains, the costs of 
constructing a wired networking infrastructure can be so high that it is not even worth 
considering. Furthermore because only a small number of people live in each of this 
villages, the price of constructing the initial infrastructure is split only by a small 
number, thus keeping price per person extremely high. This is opposite to a dense 
populated city, with huge buildings shared by several families, where the price per 
person to build the infrastructure can be extremely low. 

The further we move from the large cities and the metropolises that many of us 
have grown accustomed to, the more we can feel the lack of stable Internet 
connections, or even their complete availability. 

Because of this any networking technology that wants to provide Internet 
infrastructure to such areas should not have its price dependent on the number of 
users in an area that need to adopt it. 

Unstable Electricity – The same areas we presented earlier, in which the people have 
low income and the costs of infrastructure are extremely high, suffer from problems 
with stable, always available electricity. This areas usually have no or a small number 
of redundancies to their main line that provides electricity. If this main line fails for 
whatever reason it needs to be repaired before the electric service can again be 
available. The problem is further complicated by the fact that cables and infrastructure 
in these areas is not changed often enough and they are more likely to fail because of 
this. 

To top all of this, repairs to any infrastructure, be it Internet, electrical or of any 
other type can take huge periods of time as access to such areas tends to be limited, or 
difficult. 

To build a network that can provide high stability and functionality even in such 
environments it needs to require very little administration or change of infrastructure 
equipment and it needs to have a way to work even if there is no electricity through 
the use of batteries or alternative energy sources, like the use of solar panels. 

Natural Disasters – these represent problems that not only affect the regions 
presented earlier, but also affect densely populated regions. There are a number of 
natural disasters that can affect infrastructure, starting from earthquakes, volcanoes 
and all the way to tsunamis. 

The problem with these is even greater if we consider the chaos they induce and 
the higher need for communication to save lives in such scenarios. People want to 
contact their loved ones and make sure they are safe and can overload even the 
remaining part of any infrastructure. Search and rescue teams need to communicate 
between themselves, to the central command and control and to the individuals they 
intend to rescue. 

Search and rescue teams can also have huge benefits from any data that they have 
about a location. This data can be of multiple types, from recent maps to pictures from 
the area they are investigating to sensor data such as gas leakage detectors. There is 
an extremely high amount of data that can help search and rescue personnel to asses 
risk and to decide what the best course of action is. 
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Because of the potentially high number of people affected, the necessity of 
information, the potential to use data and communication to save life, and the 
reduction in stress in individuals given by the opportunity to communicate with close 
ones, we believe that this scenario is one of the most important one to take into 
account when considering developing technologies for extreme networking. 

Building such technologies requires either a way to assure that the infrastructure 
will resist after the natural disaster event, which is really difficult, or the infrastructure 
can be replaced in a simple and fast manner. There is also the case where no 
infrastructure is required, this is the case of ad-hoc networks. 

Oppression – after the incident in Libya, also known as the “Twitter Revolution” 
governments that oppress their citizens have tried to prevent the start of a revolution 
by limiting or stopping the access to Internet to its citizens. This was seen in January 
2011 when Egyptian government [16] has shutdown Internet access in an attempt to 
stop civil unrest against President Mubarak. 

There are other cases where the Internet is not stopped entirely but censored.  
This is the case of the “Great firewall of China” [17] which limit the access of 
Chinese citizens to the information on the Internet, both for in country websites and 
other countries. 

Attempts of censorship have even crossed country borders in cases such as the one 
in which Pakistani government has tried to block access to YouTube [18], and in 
doing so has blocked access to the site for the entire world for several hours by adding 
a BGP route that sent all request to a server that dropped them. A mistake caused the 
route to spread in the entire Internet infrastructure with a claim that the shortest path 
to YouTube servers is through the Pakistani server. 

Governments are not the only ones that try to censor its citizens, but various 
criminal organizations can be behind such activities. An attempt was recorded in 
March, 2013 when a group of Egyptian military has stopped several individuals in 
their attempt to cut an underwater cable [19]. The event would have caused the loss of 
Internet in 50% of the Egyptian infrastructure. This shows that Internet availability 
can be threatened by a targeted attack to the existing infrastructure. There are 
countries which only have a small number of connections with other countries and if 
this connections are disabled it can take large amounts of time for them to be rebuilt, 
thus cutting entire countries Internet access. 

There are other forms of oppression present, like the modification of DNS entries 
by governments that have control of these servers. This types of oppression are 
common even in advanced and democratic countries such as the U.S.A.. 

Building the technology or the infrastructure in such a way that no one can block 
the access of a different individual to the Internet is extremely difficult. It requires a 
large number of redundancies and putting the control of the infrastructure in the hands 
of the citizens. This is usually not possible. However in the case of ad-hoc networks, 
this can be achieved on a smaller scale. Communication between devices can still be 
guaranteed, even if the infrastructure that provides access to the Internet is stopped. 

To make sure the Internet is available, and accessible, at high quality rates, we 
need to consider technologies that take into account all the scenarios presented above. 
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We need consider that probably no technology can bring 100% guarantees; even 
wireless connections can be jammed for instance, and all devices are currently 
dependent on electricity. To top all of this, we always need to consider the cost. A 
high cost directly translates in low adoption. 

One would ask if the cost is really such a big problem, and argue that a person that 
cannot afford an Internet connection can probably also not afford a computer with 
which to utilize such a connection. This is not necessarily true, the cost of computing 
hardware has dropped dramatically in the past few years. Projects like the Raspberry 
Pi [20], have brought the size and the price of a computer down significantly. A unit 
is now not bigger than a credit card and it costs only 30$. This is an extremely small 
one time investment compared to the cost of an Internet connection that requires 
monthly recurring payments. 

In the following Sections we will further present a discussion of the particular case 
of communication support for natural disasters. Such solutions could easily be 
adapted further to other cases (such as the ones presented here). 

3 Requirements for Networks in the Case of Disaster Scenarios 

In case of a disaster, a network needs to be able to operate effective even when parts 
or its entire infrastructure is no longer available. This requirement is the single most 
important one; the network could not be very fast, but it is this requirement which 
must hold in order to truly benefit the users. By users, we distinguish several 
categories. Also, we distinguish several periods after the disaster in which the 
network is used (which yields specific requirements on how the network needs to 
behave). The normal user wants to communicate with his close friends or family. This 
kind of usage is not as important as the communication between search and rescue 
teams. As such we can identify a few periods after a disaster in which we need to 
consider network needs separately. 

The Search and Rescue Phase – This is the main phase after any disaster. Search 
and rescue teams are deployed, and the wreckage is searched to find and identify 
survivors. This is a critical period. The communication between search and rescue 
teams is essential, as well as communication with a center responsible with the 
command and control of coordination between rescue teams. If we consider a network 
that is shared between search and rescue teams as well as individuals trying to 
communicate between themselves, there is a need for special protocols that would 
give priority to the traffic created by the search and rescue teams. We also need to 
consider the data that needs to pass over the network. For example, text takes a 
smaller amount of bandwidth. Building a network that can transfer small amounts of 
data is simpler and cheaper, but the majority of today’s communication protocols 
insert an additional header which might prove to be inadequate for tomorrow’s small 
data chunks needing to be transfer (and this is also true for machine-to-machine 
control communication, in a more generic sense). However, using voice and even 
video can help the search and rescue dramatically. But such data pose different 
requirements on the communication protocols. So, could both types of data co-exist 
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efficiently over the communication channels in place for disaster management? Do 
we need separate solutions to route control / text messages (a control plane) 
completely separated from a multimedia plane? This is a question many researchers 
are trying to answer today. 

Data availability is also important. Sending the teams in dangerous environments 
can be extremely risky, and everything needs to be considered when making such a 
decision. For instance: video feeds from individuals that require extraction, but are 
stuck, can help identify the priority targets; having sensors can help determine 
anything from stability of a building to gas or fire levels to other potential risks or 
hazards. There are two things to be considered here: first is how to acquire the data, 
usually networks of sensors need to be spread before the incident; second is how to 
sustain the flow and filtration of all available data. Filtering the data is important as 
multiple sensors can indicate the same thing and will only overload the network 
without providing any extra information. 

In this phase any infrastructure is most likely to be down. There are a number of 
reasons for this to happen. Wired connections can be broken. Repeaters or any 
devices that help extend the network can be down because of lack of electricity or 
even destroyed by electrical spikes. We can also consider a lack of available 
personnel to manage the infrastructure or to do any repairs. 

It is also important to consider the destruction of Internet Service Providers server 
centers. These are probably the most expensive and hardest parts to replace. This 
process might also take a high amount of time. 

The Reconstruction Phase – after the search and rescue phase, there is another 
period in which infrastructure is not yet available. The reconstruction of critical 
infrastructure is under way, but it can take a large period of time until everything 
becomes fully operational. The search and rescue teams have mostly finished their 
tasks and communication between them is not as big a priority as it was. 

In recent years, as a practical use of Delay Tolerant Network and Mobile 
Opportunistic Network, disaster evacuation guidance effective against situations of 
large-scale urban disasters have been studied. In disaster situations, this navigation 
becomes disaster evacuation guidance navigating crowds of evacuees to the nearest 
refuges. Also, disaster information sharing is also available by opportunistic 
communication. For example, authors of [52, 53] have previously proposed the use of 
opnets for autonomously navigating crowds of evacuees to refuges, but also rapidly 
aggregating real-time disaster information. They propose the opportunistic 
collaboration between individual mobile nodes, using wireless communication, to 
assist with the reconstruction phase through guidance: evacuees naturally collect 
location information of impassable and congested roads in their smartphones by 
themselves and share it with nearby smartphones by opportunistic communication. 
Using the collected information, the guidance proposes an effective shortest-path 
based evacuation route to the nearest refuge avoiding known impassable and 
congested roads beforehand. By simulating a simple mathematical model of urban 
disaster scenarios, authors have actually shown numerically that the guidance reduces 
the average and maximum evacuation times even when the effects of congestion by 
evacuees is applied. 
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However, in the reconstruction phase there are several issues remaining to be 
solved as well. Everyone needs to communicate and reach as many other individuals 
as they can, make assurances to families and friends that everything is alright and start 
rebuilding what they lost. In this phase, hospitals and other centers can be 
overcrowded (network in such locations can be overused).  

These are several places where, with a higher priority, the infrastructure needs to 
be restored fast. As infrastructure is restored, offering higher bandwidth, most people 
will try to use it to share whatever information they can, be it text, video or voice.  

Finally, after this phase is completed, the infrastructure should be completely 
restored and the entire area struck by the disaster should go back to its standard 
functionality. 

It is however important to minimize the time an area stays in reconstruction phase. 
The faster a network can be rebuilt the more content will the individuals using it be. 

In summary, there should be a way to classify traffic and to offer QoS assurances 
to a number of individuals, like the search and rescue teams; the network should work 
with 0 or very little infrastructure and be easily extendable; reconstructing the original 
network should be as simple and as time and cost effective as possible. 

To add to the above mentioned features we should also add that security can prove to 
be a huge concern. Individuals can try and disable the remaining network. Individuals 
can use information they gather on the network to do more harm. A network should be 
able to withstand any cyber-attack that can be used against it. This means the use of a 
number of security protocols and security considerations. The ability to remotely 
remove malicious individuals from the network could prove a huge benefit. 

It is important to add that some individuals can create a high load on the network 
without even realizing they are doing a great decrement to everyone else. Take for 
instance a network with very low band-width and an individual that streams video that 
he considers is relevant for a search and rescue. This individual needs to be stopped 
without permanently blocking his access to the network. 

4 Current Networking Alternatives for Disaster Scenarios 

Wired networking solutions are the most popular to support disaster management 
operations at the moment, because of the high bandwidth they provide. Also, the 
security is higher, because the medium provides low direct access (it is more difficult 
to connect to the network simply because the access requires a physical connection). 
Furthermore, wired networking gives certain assurances to the user. Once connected, 
it is difficult for instance to lose connection, like the case with a Wi-Fi network in 
which movement inside a house can affect the performance of the connection and 
there can even be a complete loss of signal. 

The price of a wired network is a complicated topic however. Deploying a 
temporary small area (inside a house or a room) network is extremely cheap because 
the devices and technology used have their price lowered by the popularity of the 
medium. However, deploying such a network on a large scale requires taking certain 
assurances that the cables used to form the connections are always secure and safe, 
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regardless of changes in the location in which they have been deployed. Cables need 
to be put up on posts or underground to assure no one has direct access to them. Some 
need even more extensive protection against rodents or other such animals that can 
damage the cable. 

We have to keep in mind that most wireless connection requires a wired backbone. 
If such a backbone is not available the price for a large scale wireless network rises 
because the technology to support large distance or to position directed antennas is 
nor as widely used. Wireless networks also have signals that overlap each other, for 
instance Wi-Fi 802.11b has only 4 non-overlapping frequencies available. This means 
that an entire Wi-Fi 802.11b network can only support 4 distinct connections before 
suffering a loss of performance. This means that building a large scale Wi-Fi Network 
requires either a strong wired backbone or special technology that can sustain high 
bandwidth connection between the center devices. 

If bandwidth is not a strict requirement the deployment of a wireless only network 
is possible, this is proved by projects such as Loon [36]. Project Loon plans to put a 
fleet of balloons in the sky with wireless equipment and solar panels to provide 
power. Each balloon has a theoretical area limit of 40 km’s. Deploying a large 
number of these devices can provide a cheap networking alternative even in places 
with sparse population. However these devices do not offer high bandwidth or low 
latency and require specialized equipment for every connecting node on the ground. 

Further on, we will not discuss wired networks as they do not provide a cost 
effective way of deployment in the scenarios we are interested in. Furthermore, 
deployment can take a lot of time. We do mention these networks as they stand as 
backbone for most of the wireless alternatives we present. 

The Public Safety/Security (PSS) sector currently relies on Professional Mobile 
Radio (PMR)/TETRA networks due to its benefits on high security and resilience. As 
a result, PSS organizations lack advanced communication functionality because 
TETRA is currently lagging behind the commercially available networks (3G, LTE, 
WIMAX etc.) in terms of data rate, speed, and coverage (see Table 1). According to 
Gartner, the trend towards a more data centric set of operational services in PSS 
services (e.g. image/video communication) will follow that of the wider commercial 
market, where data traffic has increased significantly. However, the current TETRA 
network is unsuitable to host most data centric applications and services [21] and 
would need to adopt wireless and mobile broadband networks. 

Moreover, with more industries becoming reliant on mobile communications (as 
part of their operations and/or service offerings), there will be an increased demand 
for more complex mobile device functionality and application (e.g. GPS and other 
remote sensing applications). Apart from increased pressure on the network providers 
(as mentioned above), this will also put more pressure on the processing/energy 
resource of the mobile device which has a memory capacity and processing power 
limitation. This increases the need to intelligently manage mobile device resources 
and ensure resources are available when needed.  

There is a need for a future communication network to cope with the projected 
industry growth of mobile and fixed connected devices and satisfy the needs and 
requirements across all industry sectors (including PSS). This need is in line with the 
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Digital Agenda Europe (DAE) [22], which aims to help Europe's citizens and 
businesses to get the most out of digital technologies. It particularly aligns with pillars 
II (Interoperability & Standards), IV (Fast and ultra-fast Internet access), and VII 
(ICT-enabled benefits for EU society); address the specific actions around telecoms 
and the Internet [23]. Hence, this future network will need to be: 

• High-speed and secure, with high quality-of-service (QoS) and quality-of-
experience (QoE) for users. 

• Resilient, robust, flexible across spectrum and always available. 
• Energy-efficient and capable of managing mobile device and network resource 

intelligently. 

Public Safety and Security (PSS) organizations, such as law enforcement, 
ambulance services, fire services, and other civil emergency/disaster management  
services, are tasked with providing public safety and security service. Due to the 
nature of the services, mobile communication is a main requirement and Professional 
Mobile Radio (PMR) communication systems are extensively relied on to conduct 
critical operations.  

Table 1. Characteristics of the various Communication Standards 

Specification Frequency Spectrum Coverage (Urban - 
Rural) 

Data rate Latency 

TETRA 400, 800 MHz 5 - 20 MHz 5 - 15 Km 13 Kbps 250 ms 

TEDS 400, 800 MHz 20 MHz 2 - 7 Km 20 - 80 Kbps 200 ms 

GSM 900 MHz 35 MHz 40 - 100 Km 11.4 - 22.8 Kbps 800- 3000 
ms 

WI-FI 2.4, 5 GHz 20 - 40 MHz 5-20m (indoor) to 2 
Km (Outdoor) 

50 Mbps - 1 
Gbps 

5 - 20 ms 

3G/UMTS 900, 1800, 2100 
MHz 

30 - 50 MHz 1.5 – 4  Km 64 - 384 Kbps 170 ms 

HSDPA 1800, 2100 
MHz 

10 - 15 MHz 500m - 1.5 Km 1.8 - 7.2 Mbps 60 ms 

WIMAX 700 MHz, (2.4, 
3.5, 5.8) GHz 

200 MHz 400m - 1Km 4 - 20 Mbps 30 ms 

LTE 700, 1800, 2100 
MHz 

18 - 60 MHz 300 - 800 m 10 - 100 Mbps 10 ms 

 
TETRA is the widely accepted communication network choice in Europe. PSS 

organizations cannot afford the risk of failures in their ‘mission critical' 
communications (voice, data or video), hence they require: resilient and highly 
available infrastructure; reliable and secure communication; point-to-multipoint 
communication; large geographical coverage; and (recently) interoperability between 
different PSS organizations locally and across borders. This can only be ensured by a 
robust, secure and resilient mobile and fixed communication network infrastructure. 
Also, for these organizations to be adequately prepared to tackle any future event like 
those previously witnessed (September 11th World Trade Centre attack, the Atocha 



 Delay Tolerant Networks for Disaster Scenarios 13 

(Madrid) bombing, the London underground attack, the major earthquake in Van, 
Turkey), they need to be properly equipped. 

There are needs for new advanced applications envisioned in the next generation 
PSS communication such as: 

• Remote sensor networks (personnel monitoring, forest fire tracking or 
water/flood level monitoring). 

• Multi-functional mobile terminals (real-time video, biometric data, ID 
verification, image transfer). 

• Remote database access, device control, etc. 

However, with the growing demand for resilient, reliable and secure high-speed data 
communication, the current capacity for PSS communication network (i.e. TETRA) will 
be exceeded. It is considered likely that an upgrade or replacement in current network 
will be required across Europe in the next 5-10 years. TETRA is constantly being 
evolved by ETSI (European Telecommunications Standards Institute) and new features 
are being introduced to fulfill the growing PSS requirements. Like GSM moving to 
GPRS, EDGE, 3G/UMTS, and now LTE, TETRA attempted to evolve to satisfy 
increasing user demand for new data services by upgrading the original TETRA 
standard (TETRA 1, which had less emphasis on data) to TETRA 2 (TETRA Enhanced 
Date Service - TEDS). However, demand growth for frequencies and more data 
intensive applications is likely to go beyond TEDS’s capacity and will not satisfy future 
needs for the essential services highlighted. 

After TETRA 2, an attempt has been made to continue working on TETRA 3 (also 
called TETRA Broadband, DAWS and MESA), but the development of this standard 
has officially been cancelled [24]. This is because PSS network manufacturers and 
operators cannot afford the several billion euro research and development budgets to 
develop next generation PMR mobile radio network in parallel to or even ahead of 
commercial networks. Even if they could, it may take as long as 10 years to plan and 
deploy such network [25]. Hence, there is the need to extend the capabilities of PSS 
communication by interfacing with commercial communication networks. 

A new ETSI working group has started working on the standardization of mission-
critical broadband communications, whereby LTE has been opted for as the basis for 
this standard. This is because of the increasingly rapid progress in the capability of 
communication technologies deployed in the commercial network, particularly with 
regard to over-the-air data rates and the spectrum efficiency that can be achieved. This 
has seen the rise of an increasing gulf between the capabilities of commercial networks 
and dedicated PSS networks. However, replacing TETRA with LTE is not a short term 
option, for many reasons. First of all, LTE does not yet support the voice 
communication features of TETRA and secondly, there is a huge TETRA infrastructure 
that cannot be replaced rapidly. This infrastructure needs to be used effectively. 

There has been strong research effort in the last decade on the development and 
integration of new wireless access technologies for mobile Internet access. This is 
considered by many experts to be the de-facto direction for future researches to 
support disaster management, as mobile phones and tabletPCs become more 
commonly encountered everywhere, and their communication capabilities could be 
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used to sustain mobile wireless networks in support for rescue procedures. But, still, 
such wireless network will need to work with wired backbones, so researchers 
investigate various means to create next-generation heterogeneous networks.  Among 
the main research concepts for taking advantage of the availability of various 
heterogeneous networking technologies in place, Always Best Connected (ABC) and 
Quality of Experience (QoE) Bandwidth Aggregation concepts have been at the 
center of attention. 

• Always Best Connected implies that end-users expect to be able to connect 
anytime, anywhere – also when on the move – by their terminal of choice. End-
users also expect to be able to specify in each situation whether “best” is defined 
by price or capability. However, the current state-of-the-art solutions, such as 
IETF Mobile IPv6 (MIP) or the emerging Host Identity Protocol (HIP), mainly 
focus on mobility management, instead of considering additional user-related 
issues, such as user preferences, associated cost, access-network operator 
reputation, and trust and mainly application-related issues like (Quality of 
Service) QoS and failure recovery in conjunction with mobility.  

• Quality of Experience (QoE) reflects the collective effect of service performances 
that determines the degree of satisfaction of the end-user, e.g. what the user really 
perceives in terms of usability, accessibility, retain-ability and integrity of the 
service. Seamless communications is mostly based on technical Network QoS 
parameters so far, but a true end-user view of QoS is needed to link between QoS 
and QoE. While existing 3GPP or IETF specifications describe procedures for 
QoS negotiation, signalling and resource reservation for multimedia applications 
(such as audio/video communication and multimedia messaging, support for 
more advanced services, involving interactive applications with diverse and 
interdependent media components) is not specifically addressed. Additionally,  
although the QoS parameters required by multimedia applications are well 
known, there is no standard QoS specification enabling to deploy the underlying 
mechanisms in accordance with the application QoS needs. 

One of the early attempts to provide all-IP architecture and integrate different access 
technologies for public safety communications was by the project MESA (Mobility for 
Emergency and Safety Applications), an international partnership project by ETSI and 
TIA dating back to 2000 [26]. A.K. Salkintzis proposed a solution for integrating 
WLAN and TETRA networks that fits to the all-IP architecture of MESA and allows 
TETRA terminals to interface the TETRA infrastructure over a broadband WLAN radio 
access network instead of the conventional narrowband TETRA radio network, while 
remaining fully interoperable with conventional TETRA terminals and services. Chiti et 
al. [27] proposed a wireless network that aims to interconnect several heterogeneous 
systems and provide multimedia access to groups of people for disaster management. 
The authors address the issues of heterogeneous network interconnection, full and fault 
tolerant coverage of the disaster area, localization to enable an efficient coordination of 
the rescue operations, and security. The focus of this work is on the use of WiMAX-
based wireless network as a backbone to provide reliable and secure multimedia 
communications to operators during the disaster management. Also, Durantini et al. [28] 
present a solution for interoperability and integration among Professional Mobile Radio 
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systems (TETRA and Simulcast), public systems (GSM/GPRS/UMTS), and broadband 
wireless technologies, such as WiMAX, with the aim of enabling distributed service 
provisioning while guaranteeing always best connection to bandwidth demanding 
applications provided by an IP-based core network. Furthermore, the authors address 
the issue of optimizing the quality of service management in a multi-network 
environment, and propose a QoS mapping between WiMAX QoS classes and TETRA 
service typologies.  

Alcatel-Lucent recently demonstrated at TETRA World Congress a very 
interesting use case for TETRA communications over an LTE network. A 
Standardized Digital Professional Mobile Radio systems user with a TETRA client 
application running on an LTE rugged terminal, can communicate with other TETRA 
users over an LTE network, while using all of the TETRA services. This option opens 
the way to TETRA/LTE hybrid solutions combining the best features of the two 
technologies to provide broadband overlay services to existing TETRA networks. 
There is a multitude of other similar work focusing on the integration of various 
network technologies in and out of the scope of public safety communications. 
However, solutions available to date are fragmented and each considers only a subset 
of the ideal QoE-aware and autonomous connectivity solution that can also 
simultaneously exploit all available network interfaces. During large scale 
emergencies and disasters, it is crucial to aggregate the scarce communication 
resources of multiple technologies and be able to use simultaneously, since the left-
over capacity of a single technology may suffer due to infrastructural damages. 

An alternative consists in the incorporation of Multipath TCP into the wireless 
communication world. The transmission control protocol (TCP), which serves as the 
data transport basis of many telecommunication services of today, was designed to 
work on single links and does not cope well with the simultaneous use of multiple 
links at the same time. A survey of TCP performance in heterogeneous networks [29] 
shows the existing solutions to date and their problems. Magalhaes et al. present a 
solution for channel aggregation at the transport layer, called R-MTP (Reliable 
Multiplexing Transport Protocol), which multiplexes data from a single application 
data stream across multiple network interfaces [30]. The recent EU-funded ‘Trilogy’ 
project introduced the Multipath TCP (MPTCP) solution, towards enabling the 
simultaneous use of several paths by a modification of TCP that presents a normal 
TCP interface to applications, while in fact spreading data across several subflows 
[31]. An IETF working group has been formed to develop the MPTCP protocol, 
which is an on-going effort. However, through extensive evaluation studies over 
MPTCP, some authors [32] report that heterogeneous network environment (Ethernet, 
Wi-Fi and 3G) has a great impact on MPTCP throughput and reveals the need of an 
intelligent algorithm for interface selection in MPTCP. 

In terms of security, the Terrestrial Trunked Radio (TETRA) supports two types of 
security: air-interface security and end-to-end security. Air-interface security [33] 
protects user’s identity, signaling, voice and data between mobile station (MS) and 
base station (BS). It specifies air-interface encryption, (mutual) authentication, key  
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management (OTAR: over-the-air-rekeying) and enable/disable functionality. End-to-
end security [34] encrypts the voice from MS to MS. Current candidates as encryption 
algorithms are IDEA (owned by MediaCrypt AG) and AES as the encryption 
schemes.  

One of the main challenge for multi-technology communication is the 
compatibility problem between the security mechanisms (encryption, authentication, 
integrity and key management) supported by these technologies. Wireless LAN 
supports various security mechanisms, uses of which are mostly optional. MAC 
address filtering and hidden service set identifier (SSID) are the simplest techniques. 
Today very few access points use Wired Equivalent Privacy (WEP) because many 
cracking tools are publicly available on Internet. Wi-Fi Protected Access (WPA and 
WPA2 based on 802.11i) are introduced to overcome this problem but weak 
passwords are still a problem. 802.1x defines the encapsulation of the Extensible 
Authentication Protocol (EAP), and enables authentication through third party 
authentication servers such as Radius and Diameter. End-to-end security can be 
provided by use of Internet Protocol Security (IPSEC), Transport Layer Security 
(TLS), Secure Sockets Layer (SSL), Secure Shell (SSH), pretty Good Privacy (PGP), 
etc. Security of GSM and 3G suffers from similar compatibility problems with 
TETRA. GSM security defines Subscriber Identity Module (SIM), the MS, and the 
GSM network. SIM hosts subscribe authentication key (K), Personal Identification 
Number (PIN), key generation algorithm (A8) and authentication algorithm (A3). MS 
contains the encryption algorithm (A5) for air interface. Encryption is only provided 
for the air-interface. 3G security builds upon the security of GSM. It addresses the 
weaknesses in 2G systems with integrity and enhanced authentication as well as with 
enhanced encryption using longer keys and stronger algorithms.  

Another challenge in multi-technology communication is that most of the security 
mechanisms are optional, and they are maintained based on the policies of different 
administrative domains. An end-to-end connection between two MS may go through 
an unsecure public network which may permit in variety of attacks including denial-
of-service and man-in-the-middle. Cost of mitigating these attacks on MS side may be 
higher than the benefit of the connection in terms of Quality of Service (QoS)  
and Quality of Experience (QoE) metrics. Therefore, QoS and QoE mechanisms must 
involve related metrics to provide predictable security service levels to the end  
users [35]. 

5 Ad-Hoc Networking Alternatives 

Worldwide communication networks are growing exponentially, with close to 80 per 
cent of the world’s population now enjoying access to a mobile phone [37]. And with 
more mobile devices than people in 97 countries around the world, the mobile 
communication industry in particular is constantly evolving and growing at a rapid 
pace. This is due to the impact made by exciting new devices including iPhone, 
Android, Windows phone and tablets [38]. Besides the volume of devices in the 
market, the data consumption is also surging, with a recent Ericsson Mobility Report 
[39] estimating that mobile data traffic doubled in just one year between 2011 and 
2012. It also estimated that by 2018, demand for mobile data will increase by a factor 
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of 12.While this exceptional pace of growth is exciting, it also presents a whole new 
set of challenges as network service providers need to invest in improving network 
speed, flexibility, availability, utilization and efficiency.  

From mobile phones, tablets, laptops and devices such as smart appliances/meters, 
it is predicted that more than 50 billion devices will be connected to the web by 2020 
[40] as the ‘Internet of Things’ concept develops further. It is estimated that there are 
currently approximately 14 billion devices connected to the Internet. Hence, the 
forecast is predicting this number to almost quadruple by 2020 with social network, 
commerce, transport, public safety/security, entertainment and utilities industries 
being dependent on wireless and mobile broadband services and having increased 
data usage [41]. 

 

Fig. 1. The Development Waves of Connected Devices 

Mobile Ad Hoc Networks are multi hop networks where nodes can be stationary or 
mobile and they are formed on a dynamic basis. They allow people to perform tasks 
efficiently by offering unprecedented levels of access to information. In mobile ad-
hoc networks, topology is highly dynamic and random and in addition, the 
distribution of nodes and their capability of self-organizing play an important role. 
Their main characteristics can be summarized as follows: 

• Topology is highly dynamic and frequent changes in the topology may be hard 
to predict. 

• Based on wireless links, this may have a lower capacity than their wired 
counterparts. 

• Physical security is limited due to the wireless transmission. 
• Affected by higher loss rates and can present higher delays/jitter than fixed 

networks due to wireless links. 
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• Nodes rely on batteries or other exhaustible means for their energy. As a result, 
energy savings are an important system design criterion.  

• Furthermore, nodes have to be power-aware: the set of functions offered by a 
node depends on its available power (CPU, memory, etc.). 

 

 

 
 

 

 

Fig. 2. Mobile Ad-Hoc Network 

A well-designed architecture for mobile ad-hoc networks involves all networking 
layers, ranging from the physical to the application layer. Power management is of 
paramount importance and general strategies for saving power need to be addressed, 
as well as adaptation to the specifics of nodes of general channel and source coding 
methods of radio resource management and multiple accesses. In mobile ad-hoc 
networks, with the unique characteristic of being totally independent from any 
authority and infrastructure, there is a great potential for a user-centric network (users 
in control). Two or more users can become a mobile ad-hoc network simply by being 
close enough to meet the radio constraints, without any external intervention. 

 
 

 

 

 

 

 

 

 

Fig. 3. Infrastructure Based Wireless Network 
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Delay Tolerant Networks also known as DTNs are an important branch of Ad-Hoc 
Networks. These networks work on the assumption that nodes in the network are 
sparse and very mobile. Here we use nodes based on a probability that the other node 
will be able to transmit the package, without any assurances. As such a store-and-
forward policy is needed. 

A node stores messages that do not have itself as a destination and collects 
messages for the destinations it has a high probability to encounter in the near future. 
When a destination or a node with a bigger probability of success is reached the 
packages are forwarded to this other node. 

 

Fig. 4. Delay Tolerant Network 

It is important to not see DTN networks as a standalone network. At any point in 
the process a node can choose to forward the packets to an existing backbone. This is 
usually done on a node by node basis, as the cost of forwarding to a backbone can 
vary greatly. Because of this property a DTN network can even be used to join two or 
more distinct pieces of Network that have lost connection between them because of a 
natural disaster or a similar incident. 

A DTN has also an extremely important property of being very low cost. Being 
based on devices that are already ubiquitous in most areas and having the possibility 
to be deployed using inexpensive computers like the Raspberry Pi the network can 
function without any other infrastructure. There are papers like the case of TRIAGE 
[49] that try to offer a delay tolerant solution specifically for disaster scenarios. 
Furthermore DTN networks can be used to deliver important sensor data in case of a 
disaster scenario [51] even if the infrastructure normally used to gather this data is 
down.  

There are already a large number of proposals for algorithms that work in this 
manner and studying the complex requirements of each of them is beyond the scope 
of this paper. Epidemic [42] tries to get the biggest number of packets to their 
destination, to achieve this it sends each packet to all the nodes that it encounters if 
the node has not yet received that packet. This assures that Epidemic has the highest 
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cost and delivery rate from all the DTN algorithms. Wait [43] does the complete 
opposite of Epidemic, it sends packets only to the destination. As such the cost of 
delivering all packets is equal to the delivery ratio and they are both low. Both 
Epidemic and Wait are algorithms that are not meant to be used in real life scenarios: 
Epidemic has a very high cost and assumes that devices have unlimited memory 
resources while Wait has a delivery ratio that is unacceptably low in most scenarios. 

Multiple-Copy-multiple-hoP [44] is a version of Epidemic in which the packets 
are sent only for a number of hops and only a limited number of copies are created 
every time. This algorithm can provide a well enough comparison for any others as its 
performance is acceptable for real-life scenarios. 

dLife [45] assumes a pattern in the way nodes encounter each other. Using this 
assumption daily statistics are calculated and nodes receive a social weight. Rank 
[44] makes the assumption that some nodes are more popular than others and packets 
are forwarded to these nodes in hope that it has a higher chance of meeting the 
destination. In our experience Rank has extremely good results in both delivery ratio 
and cost. 

Label [46] assumes that nodes are grouped in communities and to forward a packet 
it is first important to have it reach the community of the destination. Label does 
require a way to determine the community, before the packets are forwarded, this can 
be done in a static manner or calculated while the network is being used. BUBBLE 
Rap [44] makes a merger between rank and label and tries to forward packets so that 
they both reach the community they are intended for and the most popular nodes in 
each community. There are 2 versions the initial one, A, and the modified version, B, 
that removes a packet after it was forwarded. 

PRoPHET [47] uses contact history to compute the probability of encountering 
another node. This metric is called delivery predictability and one such value should 
exist for any 2 node combination in the network, although not all values need to be 
stored. This value is then used to send a packet on an increasing probability path to 
the destination. 

PROPICMAN and CiPRO [48] use context information to determine the path, 
any data is useful like information of where an individual carrying a node lives or 
where he works. This information is not always available and people might be 
reluctant to share it. 

To evaluate the feasibility of such opportunistic routing algorithms, for disaster 
management, we developed the CCPAC simulator (http://ccpac.hpc.pub.ro/). 
Furthermore, we used the simulator in a series of realistic experiments, where we 
compared all previously mentioned algorithms.  

The experimental scenario used for this case was a Random waypoint simulation, 
in which nodes where moving randomly. We have conducted similar tests on real life 
traces and the results are very similar, with only small variations in algorithms 
performance. 

These figures should offer a comparison view of the presented algorithms, they all 
have their individual stats and performance issues and choosing one of them should 
take into account the scenario in which they should be used.  
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Fig. 5. Random Waypoint Delivery Ratio 

 

Fig. 6. Random Waypoint Cost 

6 Conclusion 

In this paper we have presented a number of scenarios in which building and 
sustaining networking infrastructure can be a complex matter. We have presented the 
existing types of networking solutions available at the moment and we have discussed 
their advantages/disadvantages in these scenarios. 

We strongly believe that the best way to insure functionality in extreme scenarios 
and especially after natural disasters technologies that assure operability between 
different networking systems [51] are needed. This is probably the best way to assure 
simple, fast and efficient deployment of an infrastructure. 
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DTNs have proven to be an emerging trend that is stimulated by the mass usage of 
mobile devices such as smart phones. These networks are extremely resilient because 
they do not require any infrastructure. Furthermore one can use a DTN network to 
insure connection between different networks that, during a disaster, or from some 
other cause have lost connectivity. 

One can envision many scenarios in which these networks and interoperability 
between them can lead to a safer world. 
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Abstract. Two of the major challenges for next-generation mobile systems are 
to achieve seamless mobility management in next generation wireless networks 
and to manage resources efficiently given the exponential growth that mobile 
data traffic has experienced over the last few years. To track host mobility, the 
IETF has made important efforts to develop mobility management protocols 
such as Mobile IPv6 and Proxy Mobile IPv6. These protocols establish a tunnel 
to connect the mobile node with its correspondent node. The tunneling method 
provided by MPLS can be profitably used to take advantage of MPLS traffic 
engineering capabilities in order to achieve faster re-routing when a mobile 
node changes its point of attachment to the network. Moreover, in order to deal 
with increasing mobile traffic demand, mobility management network 
architectures are being redesigned towards a more distributed operation. Given 
these scenarios, service disruption during handoffs continues to cause excessive 
packet loss that needs minimizing in order to support quality of service 
requirements for emerging applications. In this paper, a qualitative and 
quantitative analyses of the most representative host-based and network-based 
mobility management approaches is presented, including recent distributed 
mobility management approaches. 

1 Introduction 

The design of Next Generation Wireless Networks (NGWN) has two main goals. First 
of all, the possibility of maintaining connectivity while a user moves among 
heterogeneous networks. Secondly, the ability to provide a similar level of QoS 
(Quality of Service) while the node moves between these networks [1]. In order to 
achieve the first goal, the Internet Engineering Task Force (IETF) designed Mobile 
IPv6 [2] and Proxy Mobile IPv6 [3] to overcome the problems caused by handover in 
heterogeneous networks. Mobile IP (MIP) and Proxy Mobile IPv6 (PMIP) are widely 
accepted as the most appropriate protocols for addressing IP mobility management in 
future wireless mobile networks.  

The second problem, related to the provisioning of enough network resources, has 
largely been studied in both wired and wireless environments. There are three general 
models used to provide network resources for quality of service (QoS) guarantees in 
the Internet: integrated services (IntServ), differentiated services (DiffServ) and 
MPLS (Multi-Protocol Label Switching) [4]. IntServ can provide quantitative QoS 
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guarantees to individual flows and DiffServ can provide qualitative QoS guarantees to 
multiple flows in an aggregate way. For its part, MPLS is a QoS technology with 
traffic engineering (TE) introduced to enhance the performance of the Internet’s 
datagram model in terms of both management and delivery [5]. 

The integration of Mobile IP and Multiprotocol Label Switching has worked 
successfully due to the ability of MPLS to engineer efficient traffic tunnels, including 
constraint-based routing, survivability and recovery, thus avoiding congestion and 
enabling an efficient use of the available bandwidth. These features highlight the 
potential of MPLS for solving MIP’s operational and architectural shortcomings such 
as: high handoff latency [5] and packet loss or high global signaling load and 
scalability issues. MPLS could also be viewed as a tunneling technology that 
overcomes the tunneling techniques proposed in Mobile IP standard. For this reason, 
it has been proposed to use both technologies together [7-10].  

Moreover, these mobility management schemes developed for IP and cellular 
networks rely on a centralized mobility anchor entity, responsible for both the 
mobility signaling and user data forwarding. This traditional centralized approach is 
likely to have several issues or limitations which require costly network dimensioning 
and engineering to resolve. The IETF (Internet Engineering Task Force) has recently 
chartered the distributed mobility management (DMM) working group [11] with 
identifying limitations in the existing IP mobility support protocols and developing 
distributed mobility management protocols based on the existing IP mobility support 
protocols such as MIPv6 and PMIPv6. 

This chapter presents qualitative and quantitative analyses on mobility 
management protocols and MPLS integration. In addition, the objective of this 
chapter is to provide a comprehensive comparison of the main alternatives and 
addresses the most important strong and weak points of each of these well-known 
mobility support protocols through numerical results. The rest of the chapter is 
organized as follows. In section 2, we present background knowledge about mobility 
management protocols. We have developed an analytical model used to derive the 
signaling cost function of registration update, link usage and packet loss. This is 
presented in section 3. In section 4 the numerical results are shown. Finally, 
concluding remarks are given in section 5. 

2 Mobility Management in the Internet 

Mobility management in the Internet is a key aspect of mobile communications and is 
the next step in the Internet evolution. It is practical now for a mobile node to roam 
between different access technologies and, in addition, it is reasonable to expect address 
continuity and session persistence across these handoffs. Anticipating these 
requirements, Mobile IPv6 protocol has been developed by the IETF. It is a host-based 
mobility management protocol requiring the participation of the host in all aspects of 
mobility management. An alternative approach is network-based mobility management 
protocols, where the host does not participate in any mobility related signaling. The 
main network-based protocol, recently developed by the IETF, is Proxy Mobile IPv6. 
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2.1 Host-Based Schemes 

Until now, Mobile IP is the most representative mobile management scheme 
developed by the IETF on the way towards next generation mobile networks.  

Mobile IPv6 allows nodes to remain reachable while moving around in IPv6 
networks. Without specific support for mobility, packets destined to a mobile node 
would not be able to reach it while the mobile node is away from its home link. In 
order to continue communication in spite of its movement, a mobile node could 
change its IP address each time it moves to a new link, but the mobile node would 
then not be able to maintain transport and higher-layer connections when it changes 
location. Fig. 1 illustrates an overview of Mobile IPv6 and its basic terminology. 
Next, a brief description of the protocol is given. 

 

Fig. 1. Overview of Mobile IPv6 

Mobile IPv6 basic operation is as follows. The Mobile Node (MN) establishes a 
connection with the Correspondent Node (CN). A Home Agent (HA) serves as the 
anchor node in the Home Network that tracks the network connection point (location) 
of a user as the user moves. Periodically, or whenever the user changes their point of 
attachment to the network, the user registers with the HA through Binding Update 
(BU) messages, informing of the user’s current location and establishing a tunnel  
(IP-in-IP or GRE) between the HA and the MN located in a visited network. With this 
registration, the MN obtains a new address, called Care of Address (CoA), that 
belongs to the foreign network. The Home Agent is the critical part of the system 
since it is on the critical path of both signaling and data for mobile users. 

The other alternatives based on Mobile IP, which integrate mobility and MPLS, are 
Mobile MPLS [7], FH Micro Mobile MPLS [8] and LinkWork Mobile MPLS [12]. 
All these schemes are briefly explained next. 

Mobile MPLS was one of the first proposals to integrate Mobile IP and MPLS 
protocols. It aims to improve the scalability of the Mobile IP data forwarding process 
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by removing the need for IP-in-IP tunneling from Home Agent (HA) to Foreign 
Agent (FA) using Label Switched Paths (LSPs). 

FH Micro Mobile MPLS overcomes some limitations of Mobile MPLS. In this 
scheme the fast handoff mechanism anticipates the LSP procedure setup with an 
adjacent neighbor subnet that an MN is likely to visit. The main idea behind FH 
Micro Mobile MPLS is to set up an LSP before the MN moves into a new subnet to 
reduce service disruption. In this context, the authors consider active and passive 
LSPs. The active LSP is the one from the LERG (the root of the MPLS domain) to the 
current serving LER in the visited network. This LSP is used to transfer data. Passive 
LSPs are those from the LERG to the neighboring LER of the current foreign agent.  
These LSPs will not be used except when the MN moves to its own network. In this 
moment, the MN establishes its new active LSP and passive LSPs with neighboring 
subnets. 

The last host-based proposal is LW Mobile MPLS, a proposal aimed to solve some 
problems detected in the previous alternatives. From our point of view, the need to 
setup a complete LSP after each movement increases the signaling over-head and 
reduces the overall performance of the network. In our proposal, we handle mobility 
efficiently by reducing the signaling overhead in an MPLS domain. This solution is 
based on the forwarding chain concept (set of forwarding paths). We introduce some 
special nodes in the MPLS, called Linkage Nodes (LN), which are responsible for the 
redirection of the LSP. This way, the LSP is composed of a set of forwarding paths 
that allow the signal to be localized and adapt in order to track host mobility. Fig. 2 
shows the basic operation of this scheme. 

Initially, when a mobile node moves to an adjacent network it disconnects from its 
previous LER/Access Router (AR) called PELER (Previous Egress LER) and it 
attaches to a new LER/AR called NELER, (New Egress LER) establishing a new LSP 
towards this router. 

 

Fig. 2. LinkWork Mobile MPLS operation 
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When the MN moves to an adjacent network, it proceeds as follows. The MN 
enters an overlapped area of an adjacent subnet, it receives an L2 (layer 2) signal from 
the potential new base station (BS) (step 1). Next, the MN notifies the PELER of the 
possibility of a handoff by sending a HI (Handover Initiate) message which contains 
the new Base Station identifier. This information is going to be used to obtain the 
NELER IP address, thanks to a data structure that maintains a match between this 
identifier and each adjacent LER IP address (step 2). These 2 steps of the LW Mobile 
MPLS architecture are similar to those proposed in the FH-Micro Mobile MPLS 
scheme. 

Once the PELER knows the subnet which the MN is going to move to, it sends a 
message upstream to the selected LN, notifying of a possible L3 handover, and 
beginning the setup of a new section of the LSP from LN to NELER (step 3) with the 
required QoS, using RSVP-TE. In this step, the PELER also informs the MN of the 
NELER IP address through a Neighbor Discovery message. At this moment, a new 
section of the LSP tunnel could be set up so data traffic can be forwarded towards the 
new location of the MN (step 4). When the signal strength received from the current 
base station falls below a certain threshold level, the MN notifies of the handoff to the 
PELER. Now, the PELER starts the mechanism responsible for minimizing packet 
loss (step 5). 

Once the L2 handover is performed, the L3 (layer 3) handover is initiated by the 
MN with the NELER through MIPv6 registration process (step 6). The new LSP 
section from the LN to the new egress router will be used when the LN is aware of the 
movement. This happens when the PELER starts to return data packets back to the 
LN, which will be forwarded to the NELER through the new LSP section together 
with buffered packets according to the recovery mechanism. Finally, the NELER 
sends the Mobile IPv6 Binding Update message to ILER (step 7). The ILER will 
reply to the MN which is located in the new subnet. 

2.2 Network-Based Schemes 

As we have detailed in the previous section, host-based mobility management 
requires client functionality in the IPv6 stack of a mobile node. Exchange of signaling 
messages between the mobile node and the home agent enables the creation and 
maintenance of a binding between the mobile node’s home address and its care-of 
address. Mobility in Mobile IPv6-based solutions requires the IP host to send IP 
mobility management signaling messages to the home agent, which is located in the 
network. This means that the protocol requires stack modification of the mobile node 
in order to support the mobility improvements. In addition, the requirement for the 
modification of mobile nodes may cause them to become increasingly complex. On 
the other hand, in a network-based mobility management approach, the serving 
network handles the mobility management on behalf of the mobile node; thus, the 
mobile node is not required to participate in any mobility-related signaling. 

With these design goals, the IETF developed a network-based mobility 
management protocol which aims to cover: 
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• Support for unmodified Mobile Nodes: Unlike host-based mobility management 
protocols, the network-based protocol should not require any software 
modification for IP mobility support on the mobile nodes. 

• Efficient use of wireless resources: The network-based protocol should avoid 
tunneling overhead over the wireless link, so it should minimize overhead with-in 
the radio access network. 

• Reduction in handover-related signaling volume: Considering MIPv6, whenever an 
MN changes the subnets, various signaling messages are required. Therefore, in 
the network-based protocol the handover-related signaling should be performed as 
infrequently as possible. 

• Support for IPv4 and IPv6: Although the initial design of the network-based 
protocol uses an IPv6 host, it is intended to work with IPv4 or a dual-stack host as 
well. 

Compared to host-based mobility management approaches such as MIPv6 and its 
enhancements, a network-based mobility management approach such as Proxy 
Mobile IPv6 has several advantages. 

From a deployment perspective, network-based mobility management does not re 
quire any modification of mobile nodes. This requirement can be considered one of 
the primary reasons Mobile IPv6 has not been widely deployed in practice. 
From a performance perspective, due to the fact that wireless resources are very 
scarce, the efficient use of wireless resources can result in enhancement of network 
scalability. In host-based approaches such as MIPv6, the mobile node is required to 
participate in mobility related signaling. Thus, a lot of tunneled messages as well as 
mobility-related signaling messages are exchanged via the wireless links. Considering 
the explosively increase in the number of mobile subscribers, such a problem would 
cause serious performance degradation. On the contrary, in a network-based approach 
the serving network controls mobility management on behalf of the MN, so tunneling 
overhead as well as a significant number of mobility-related signaling message 
exchanges via wireless links can be reduced. 

Another advantage is from a network service provider perspective. Network-based 
mobility management can enhance manageability and flexibility by enabling network 
service providers to control network traffic and provide differentiated services, among 
other things. In fact, some cellular systems such as IS-41 and Global System for 
Mobile Communications (GSM) can be considered network-controlled systems. 
Moreover, General Packet Radio Service (GPRS) has some resemblance to Proxy 
Mobile IPv6 in that they are both network-based mobility management protocols and 
have similar functionalities. Recently, the Third Generation Partnership Project’s 
(3GPP) Evolved Packet System (EPS), commonly referred to as the 4G (Fourth 
Generation) Long Term Evolution (LTE) has adopted the Proxy Mobile IPv6. 

PMIPv6, the main network-based protocol, shown in Fig. 3, is based on MIPv6 in 
the sense that it extends MIPv6 signaling and reuses many concepts such as HA 
functionality. The new principal functional entities of PMIPv6 are the mobile access 
gateway (MAG) and local mobility anchor (LMA). The MAG typically runs on the 
AR. Its main role is to detect the MN’s movements and initiate mobility-related 
signaling with the MN’LMA on behalf of the MN. In addition, the MAG establishes a  
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tunnel with the LMA to enable the MN to use an address from its home network 
prefix and emulates the MN’s home network on the access network for each MN. On 
the other hand, the LMA is similar to the HA in MIPv6. 

 

Fig. 3. Overview of Proxy Mobile IPv6 

Its main role is to maintain access to the MN’s address while it moves and to store 
information necessary to associate an MN with its serving MAG, enabling the 
relationship between the MAG and LMA to be maintained. 

Other network-based proposals used in this analysis are FHPMIPv6 [13] and 
MPLS-PMIPv6 [14]. FHPMIPv6 is a fast handover extension for PMIPv6. The main 
idea behind this option is to establish a bi-directional tunnel between the PMAG and 
the NMAG so packets destined for the MN are forwarded from the PMAG to the 
NMAG through this tunnel.  

MPLS-PMIPv6 is the first scheme which proposes MPLS as an alternative tunnel 
technology between a MAG and a LMA. Two kinds of labels are employed: a 
classical tunnel label and a Virtual Pipe label. The latter is introduced as a means to 
differentiate traffic with the same MAG-LMA end-points according to the operators 
of the various MNs served by the same MAG. 

Fig. 4 shows the message flow of the operation in MIPv6 and PMIPv6, the most 
representative host-based and network-based mobility management protocols. 

2.3 Distributed Mobility Management Approach 

The mobility management proposals described in the previous section are based on a 
centralized mobility agent (Home Agent in Mobile IPv6 or LMA in Proxy Mobile 
IPv6) that allows a mobile node to remain reachable during its movement. Among 
other tasks, this anchor point ensures connectivity by forwarding packets destined to, 
or sent from, the mobile node. 
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Fig. 4. Message flow in MIPv6 and PMIPv6 

Nowadays, most of the deployed architectures have a small number of centralized 
anchors managing the traffic of millions of mobile users. This centralized approach 
brings several limitations such as non-optimal routing, scalability problems and  
reliability: 

• Suboptimal routing: Since the (home) address used by an MN is anchored at the 
home link, traffic always traverses the central anchor, leading to paths that are, in 
general, longer than the direct one between the MN and its communication peer. 
This is exacerbated by the current trend in which content providers push their data 
to the edge of the network, as close as possible to the users, as for example by 
deploying content delivery networks (CDNs). With centralized mobility 
management approaches, user traffic will always need to go first to the home 
network and then to the actual content source, sometimes adding unnecessary 
delay and wasting operator resources. 

• Scalability problems: Existing mobile networks have to be dimensioned to support 
all the traffic traversing the central anchors. This poses several scalability and 
network design problems, as central mobility anchors need to have enough 
processing and routing capabilities to be able to deal with all the user traffic 
simultaneously. Additionally, the entire operator’s network needs to be 
dimensioned to be able to cope with all the user traffic. 

• Reliability: Centralized solutions share the problem of being more prone to  
reliability problems, as the central entity is potentially a single point of failure. 

Recent IP network usages such as multimedia content access and video streaming 
contribute to an exponential growth in bandwidth usage. The architectural limitation 
of centralized topologies require that data must first be routed to the HA or the LMA 
(centralized agents) which may be geographically far away from the mobile node, and 
then tunneled to the mobile node. Therefore, these limitations become clearer when 
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the centralized mobility management needs to support mobile videos, which demand 
a large volume of data and often require quality of service (QoS) such as session 
continuity and low delay.  

This motivates distributed mobility management solutions to efficiently handle 
ever increasing mobile traffic, the major portion of which carries video traffic [15]. 
Moreover, the IETF has recently created a working group called DMM (Distributed 
Mobility Management) that is identifying the limitation and defining the problem 
statements for achieving DMM with the existing IP mobility support protocols. A 
further description of the main DMM proposals can be found in [16] and [17]. 

3 Qualitative Analysis 

In this section we investigate the qualitative model used to compare various existing 
well-known mobility support protocols, both host-based and network-based. This 
analysis is based on various evaluation criteria such as the cost functions of 
registration updates, total packet loss during a session, buffer size metrics and 
tunneling overhead. In order to evaluate the performance of these mobility protocols 
when an MPLS access network is introduced, some MPLS-based proposals are 
compared with non MPLS-based ones. 

As we can see in the Table 1, we compare seven mobility protocols. However, not 
all of them are integrated with MPLS. Despite this, we consider them in our analysis 
due to their importance, given that Mobile IP and PMIPv6 were developed by IETF as 
the main Internet mobility solutions and 3GPP has used them to achieve mobility in 
the LTE (Long Term Evolution) evolved packet core [18]. 

Table 1. Protocols features 

 Mobile IP-based protocols Proxy Mobile IP-based protocols 

Protocol criteriaMIPv6 Mobile 
MPLS 

FH Micro 
Mobile 
MPLS 

LW Mobile 
MPLS 

PMIPv6 FH 
PMIPv6 

PMIPv6-
MPLS 

Required 
infrastructure 

HA HA-FA LERG-
FA 

ILER-PELER 
/ NELER 

LMA MAG LMA 
MAG 

LMA 
MAG 

Mobility Scope Global Global Local Local Local Local Local 

Tunneling 
protocols 

IP-IP, GRE MPLS MPLS MPLS IP-IP, GRE IP-IP, 
GRE 

MPLS 

MPLS 
integration 

No Yes Yes Yes No No No 

 
In order to simplify the analytical study, we suppose that every subnet is 

equidistant from the ingress LER in the MPLS domain, with a distance of δ (in terms 
of number of hops). In the same way, we do not consider the cost of the process that 
periodically updates the link (binding update) between the MN and the HA in order to 
update the cache, as is shown in [19]. We analyze the mobility behavior of the MN, 
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keeping in mind a topology where a terminal could move to every neighbor network 
with the same probability. The parameters to be used are the following: 

Parameters: 
ts  Average connection time for a session; 
tr Average stay time at a visited network; 
Tad  Time interval between Agent Advertisements messages; 
Nh  Average number of level 3 handover in a session (Nh= ts/tr); 
Ng  No. of remaining neighbors of the new LER not notified in a handover; 
su  Average size of a signaling message for record update; 
sl  Average size of a message for LSP establishment; 
hx-y  Average number of hops between x and y in the wired network; 
Bw Bandwidth of the wired link; 
Bwl  Bandwidth of the wireless link; 
Lw Latency of the wired link (propagation delay); 
Lwl  Latency of the wireless link (propagation delay); 
Pt  Routing or label table lookup and processing delay; 
λd  Transmission ratio for a downlink packet; 
Tinter Time between arrivals of consecutive data packets. 

On the other hand, t (s,hx-y) is the time spent for a packet with size s to be sent from 
x towards y across wired and wireless links. t(s,hx-y) can be expressed in the form: 
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3.1 Signaling Cost 

The total signaling cost of registration update for a session can be defined as Cu.  
This value depends on the traffic load when signaling messages are sent, i.e., this cost 
depends on the size of signaling messages and the number of hops in every level 3 
handoff process during the time interval that communication of MN remains  
active. Therefore, the cost is defined by the messages size multiplied by the number 
of needed hops. 

Each movement between neighboring subnets implies sending several signaling 
messages. In Mobile IP and Mobile MPLS cases, the registration update with the HA 
is needed, whereas in FH, LW and PMIP cases, the update is local with the root of the 
domain. Apart from signaling of the mobility management protocol, some proposals 
also add the cost of the LSP procedure set-up. This is the case of Mobile MPLS,  
FH-Micro Mobile MPLS, LW Mobile MPLS or PMIP-MPLS. 
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This way, we obtain the following values for the signaling cost when the 
registration update process occurs: 

hHAMNuu NhsIPMobileC ⋅⋅⋅= −2)(  

hHAFAlhHAMNuu NhsNhsMPLSMobileC ⋅⋅⋅+⋅⋅⋅= −− 22)(  

hgLERGFAlhFAFAuhLERGMNuu NNhsNhsNhsFHMMMC ⋅⋅⋅⋅+⋅⋅⋅+⋅⋅⋅= −−− 222)(  

hNELERLNlhILERMNuu NhsNhsMPLSMobileLWC ⋅⋅⋅+⋅⋅⋅= −− 22)(  

hLMAnMAGuhLMAMAGuu NhsNhsPMIPC ⋅⋅⋅+⋅⋅⋅= −− 22)(  

hLMAnMAGuhpMAGnMAGuu NhsNhsFHPMIPC ⋅⋅⋅+⋅⋅⋅= −− 22)(  

hLMAnMAGlhLMApMAGuu NhsNhsMPLSPMIPC ⋅⋅⋅+⋅⋅⋅=− −− 22)(  

3.2 Packet Loss during a Session 

Packet loss during a session (Ploss) is defined as the sum of lost packets per MN during all 
handoffs. Apart from FH, LW and FHPMIP, in the other schemes all in-flight packets 
will be lost during the handoff disruption time due to the lack of a buffering mechanism. 

Our LW Mobile MPLS proposal also has a recovery mechanism that minimizes the 
packet loss. Its operation is explained briefly. When the MN informs PELER of an L2 
handoff, this edge router does not send any more packets to the MN; instead it sends 
the packets back to the LN. When the first packet arrives back to the LN, it tags the 
next packet received and sends it and buffers all incoming packets from the PELER. 
Once the LN receives the tagged packet from the reverse path, it removes the tag, 
sends it through the new section of the LSP through the NELER. Once all incoming 
packets from PELER have been sent, buffered packets are forwarded to the NELER. 
This is how we avoid packet disorder and minimize packet loss. The main advantage 
of this alternative is that the packets are sent towards the new location of the MN in 
order so the MN task of reordering the information is significantly reduced. 

Fig. 5 shows an example in which the path that a packet involved in the recovery 
mechanism follows ca be observed. d and d’ are the distance between LN and the 
PELER and the distance between the LN and the NELER respectively. 

FHPMIPv6 buffers data packets until the tunnel is established between the pMAG 
and the nMAG. Therefore, the value Ploss for each proposal is: 

 
Fig. 5. Path followed by a packet involved in the recovery mechanism 



36 J. Carmona-Murillo et al. 

 

hdcadloss NMobileIPTTIPMobileP ⋅⋅






 +





= λ)(

2
1

)(  

hdcadloss NMobileMPLSTTMPLSMobileP ⋅⋅






 +





= λ)(

2
1

)(  

hdFAMNuloss NhstMPLSMobileMicroFHP ⋅⋅= − λ),()(  

hdNELERMNuloss NhstMPLSMobileLWP ⋅⋅= − λ),()(  

hdcadloss NPMIPTTPMIPP ⋅⋅






 +





= λ)(

2
1

)(  

hdpMAGMNuloss NhstFHPMIPP ⋅⋅= − λ),()(  

hdcadloss NMPLSPMIPTTMPLSPMIPP ⋅⋅






 −+





=− λ)(

2
1

)(  

where Tc is the average time of the handover completion, which is defined as the sum 
of three terms: interruption time, establishment time and Tinter/2. 

3.3 Buffer Size 

The buffer for storing in-flight packets is located at the Linkage Node (LN) in the LW 
Mobile MPLS whereas in the FH-Micro Mobile MPLS the buffer is located in the 
LER/FA nodes. As for FHPMIP, the buffer can be found in the pMAG node. 
Therefore, the buffer size requirement (Bsize) is listed as follows: 

dFAFAFAMNuadsize hhstTMPLSMobileMicroFHB λ⋅++
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3.4 Tunneling Overhead 

As we have seen in the previous sections, host-based and network-based mobility 
management protocols establish a tunnel to forward data packets. The IETF advises the 
use of IP-in-IP or GRE (Generic Routing Encapsulation) as tunneling methods. In this 
section we take a look at these technologies and compare them with MPLS tunnels. 

IP-IP (IP in IP) is a protocol by which an IP datagram may be encapsulated (carried 
as payload) within an IP datagram, by adding a second IP header to each encapsulated 
datagram. However, IP-in-IP tunneling increases the overhead, because it needs an extra 
set of IP headers. Typically, a pure IP-over-IP tunnel configured with tunnel mode IP-IP 
has a 20-byte overhead, so if the normal packet size (MTU) on a network is 1500 bytes, 
a packet that is sent through a tunnel can only be 1480 bytes big. 

GRE (Generic Routing Encapsulation) is another tunneling method that 
encapsulates any network layer packet. GRE requires the IP-in-IP encapsulation with 
the extra IP-IP header (20 bytes), but it also adds another 4 bytes of the GRE header to 
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a packet, resulting in 24-byte overhead. After this increase the packet may need to be 
fragmented because it is larger than the outbound Maximum Transmission Unit (MTU). 

On the other hand, an MPLS LSP tunnel has one label (4 bytes) or a stack of 
overhead labels (for example, when using Link Protection Fast reroute). MPLS adds 
four bytes to every datagram but, unlike GRE tunnel, MPLS does not change the IP 
header. Instead, the label stack is imposed on to the packet that takes the tunnel path.  

The three approaches can also be compared in terms of the overhead they generate 
during data packet forwarding operations, i.e. when the MN communicates with the 
CN while remaining attached to the same foreign network access router. Table 2 
shows this operational overhead. 

From our analysis it emerged that MPLS can be profitably used to complement 
PMIPv6, as it enhances the tunneling paradigm with fast forwarding techniques and 
the potentially allows Traffic Engineering support. We showed that MPLS adds no 
extra overhead to MIPv6/PMIPv6; conversely it may even contribute to reductions in 
both handover delay and the operational overhead. 

4 Numerical Results 

In this section we focus on a quantitative analysis among the technologies presented 
in section 2. The parameter settings in our experiments are listed in Table 3. The 
settings of the distances dx-y values are represented by Fig. 5. 

Fig. 6 presents the comparison of registration cost vs. resident time when 
parameters have their default settings.  

Table 2. Operational overhead 

Tunneling mechanism Overhead 

IP-IP 20 Bytes 

GRE 24 Bytes 

MPLS 4 Bytes 

Table 3. Parameter settings 

Parameter Value 

ts 1000 sec. 

tr 5~50 sec (default 20) 

tad 1 sec. 

su 48 Bytes 

sl 28 Bytes 

Bw 100 Mbps 

Bwl 11 Mbps 

Lw 1 msec. 

Lwl 2 msec. 

Pt 10 -6 sec. 

Ng 1 

λd 64 Kbps 
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In this case, the Mobile MPLS scheme is the costliest alternative due to the need to 
establish a complete LSP tunnel from mobile node to HA separate from the specific 
Mobile IPv6 signaling. On the contrary, LW Mobile MPLS uses the resources in the 
MPLS access network efficiently as it reduces signaling to an area, and therefore doesn’t 
overload links and nodes near ILER. This way, LW Mobile MPLS can significantly 
reduce the registration cost particularly when the MN hands off frequently (i.e. the 
resident time in each subnet is short). The introduction of LN nodes in the MPLS domain 
allows the signaling exchange to be reduced by the creation of a linkworked LSP that 
allows local registration. 

 
Fig. 6. Registration update cost 

Fig. 7 shows the amount of lost packets during the whole connection session for 
different approaches. These results show the high difference between the proposals 
which have buffering mechanisms and those which do not. Both PMIP MPLS and 
Mobile MPLS have the largest amount of lost packets due to the higher establishment 
time (Tc) needed to setup an LSP between the HA / LMA and the new serving agent 
in the visited network.  

In contrast, FH Micro Mobile MPLS, FH-PMIP and our proposal, LW Mobile 
MPLS, provide the best results thanks to the buffering and recovery mechanisms. Note 
the similar level of packet loss as all three proposals initiate the buffering mechanism at 
the same time. However, there are significant differences between them that explain the 
difference in the registration update cost performance. First of all, the LW Mobile 
MPLS approach performs the forwarding LSP chain in LN nodes, which are internal 
routers of the domain. In our opinion, the flexibility of the architecture can be improved 
by using a few nodes inside the domain as LNs which could also be easily adapted to 
the needs of the service provider. Secondly, the recovery mechanism proposed in our 
LW Mobile MPLS architecture is designed to deliver recovered packets in the correct 
order; this means that our proposal saves the upper transport layer from doing this task. 
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With respect to buffer size requirements, a buffer is needed to store in-flight 
packets during each handoff operation. As stated before, only LW Mobile MPLS, 
FHPMIP and FH Mobile MPLS do this. In this case, the LW proposal needs a smaller 
buffer than the others. This difference is based on the fact that the time in which the 
in-flight packets are stored is less than in the other proposals. Fig. 8 shows the buffer 
size vs. the bandwidth of the MPLS access network. In this graph we can observe that 
from 200 Mbps the size of the buffer remains rather stable, around 1,25~1,50 Kb. 

 

Fig. 7. Total packet loss during a session 

 

Fig. 8. Buffer size vs. bandwidth in MPLS access network 



40 J. Carmona-Murillo et al. 

 

5 Conclusion 

In this chapter, various well-known IP mobility support protocols have been evaluated 
and their performance has been measured when an MPLS domain is introduced into 
the access network. One of these schemes is called LinkWork Mobile MPLS, an 
architecture that offers efficient management through the use of special LSR that we 
call Linkage Nodes (LN). These nodes are responsible for rerouting the LSP tunnel to 
the LER that serves the mobile node in each handover. Also these nodes retrieve the 
packets in flight when a service interruption is provoked by a handover. 

Through the analytical study and the simulations carried out we obtained the 
numerical results of seven protocols related to the links, the signaling costs, the 
packets lost during the movements in each session and the ideal buffer size needed to 
accomplish the objectives. 

We highlight the small signaling cost of LW Mobile MPLS and also the great 
capacity to minimize the loss of packets compared to the alternatives. The analysis 
proves the need to use a buffer mechanism to store in-flight packets in order to 
achieve packet loss improvement.  

Finally, from our study it emerged that MPLS can be profitably used to 
complement mobility protocols, as it enhances the tunneling paradigm with fast  
forwarding techniques and the possible support of Traffic Engineering. One of the 
main conclusions of this work is that MPLS adds no extra overhead and it may even 
contribute to reducing both handover delay and the overhead during data exchange. 
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Abstract. Despite the fact that Internet Protocol (IP) mobility – either for 
individual hosts or for entire networks – has been the subject of intense research 
for more than a decade, and that mobility solutions have been in existence for 
some time, the truth is that the behavior of these solutions under realistic 
conditions is largely unknown. In this respect, and specifically for the more 
demanding case of network mobility, several questions come to mind. Are the 
existing mobility paradigms adequate for generalized IP mobility? How will 
they behave in realistic scenarios and under considerable load? Are they 
scalable? This chapter addresses these questions by studying and comparing 
three existing network mobility paradigms: legacy, network-based and client-
based. The study, performed through emulation in a scenario with real wireless 
links, actual mobility, and varying load, identifies the limitations of each 
paradigm, pointing to the very good potential of client-based network mobility 
solutions. 

Keywords: network mobility, mobility models, route optimization. 

1 Introduction  

Moving entire networks is something that is envisioned as both interesting and 
necessary in the near future, opening up possibilities for enhanced connectivity, new 
services and exciting applications. Nevertheless, although several solutions for 
network mobility have been around for some time, there is lack of consensus on 
which one to adopt. Thus, technology is not mature enough in order to lead to stable, 
commercial deployment. 

Up to now, the Internet Engineering Task Force (IETF) has considered three 
different network mobility paradigms, which, in the context of this text, we will name 
legacy, network-based and client-based. In the case of solutions developed according 
to the legacy paradigm (LG) there is little or no impact on end-nodes, in order to 
maximize compatibility with legacy networks and nodes. In the case of network-
based solutions (NB), infrastructure systems such as mobile routers and/or mobility 
agents take up the management of most of the mobility-related tasks on behalf of the 
end-nodes. In client-based (CB) mobility solutions, end-nodes are aware of their 
mobility condition and perform most of the mobility functions, making mobility as 
transparent as possible to the network. This latter paradigm has hardly been explored 
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up to now, although some researchers claim that the system design would become 
much simpler, as no modifications to the network are needed. 

Regardless the underlying paradigm, all network mobility solutions have one thing 
in common: they were tested – more often than not, using simulation – in relatively 
small-scale scenarios and with modest traffic loads. If this is enough to prove they can 
perform satisfactorily when the number of mobile nodes is small, it is not enough to 
allow us to determine their behavior in generalized mobility scenarios and under 
substantial load, as is expected in the (near) future Internet. Naturally, the authors of 
these solutions argue that it is unrealistic – and, thus, needless – to test their solutions 
in such scenarios because they do not yet exist. However, it is clear that if a solution 
is to be adopted in the future, it must scale.  

The fact that explains the very limited testing of existing network mobility 
solutions is, nevertheless, very simple: lack of tools. Implementation and prototyping 
are not feasible but for small-scale scenarios.  Existing simulators do not allow for 
true and effective large-scale scenarios. On the other hand, emulators require 
implementation-like development.  

The central objective of this chapter is to provide data on the performance of the 
mentioned network mobility paradigms in realistic scenarios of medium-to-large 
scale, with true wireless links, actual mobility and varying load ranging from 
moderate to high values.  

It should be noted that we do not aim at surveying mobility solutions in the 
Internet. An excellent survey of such solutions is available in [1]. Nevertheless, 
although reference [1] includes an informal and intuitive discussion of the pros and 
cons of various mobility approaches, it does not provide any data on the performance 
of existing mobility paradigms or solutions. The performance data provided in the 
current chapter is, thus, an important contribution, and will allow us to draw some 
conclusions on the potential of each paradigm for use in future Internet environments 
with generalized mobility.  

Naturally, comparing paradigms can only be done through the comparison of 
representative implementations of each of them. Nevertheless, at the small scale used 
in most of the existing test-beds or simulations, the performance differences between 
solutions belonging to the same paradigm are minor and can only have very limited 
impact on the results.  

The presented study results from a long-term research effort and would not have 
been possible without extensive, previous work. First of all, a proposal for a client-
based network mobility solution and the associated specification had to be developed. 
The proposal was initially presented in [2], and was further detailed in [3]. Secondly, 
an emulation tool fit for large-scale scenarios was built [4]. This tool, named mobSim, 
was constructed and optimized for cluster operation so that it takes advantage of 
parallel processing capabilities and is horizontally scalable. mobSim allows for fine-
grain emulation of mobility protocols, is highly flexible in terms of scenarios 
definition, and supports an implementation of one mobility solution belonging to each 
network mobility paradigm. Finally, the tool was used and stress-tested in two studies 
that compared the network mobility paradigms under somehow exaggerated and 
unrealistic situations: an extremely large-scale scenario with tens of thousands of 
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mobile networks and up to sixteen levels of nested mobility [5], and a scenario with 
extremely high load [3]. The work presented in the current chapter clearly 
distinguishes itself from previous work, complementing and completing it by (as 
already mentioned) addressing realistic medium-to-large scale scenarios with 
moderate-to-high traffic loads. It thus provides an insight on how each of the network 
mobility paradigms will behave if and when implemented and deployed on the 
Internet. 

Before proceeding to the presentation of the emulation study and respective results, 
a brief identification of related work is provided in section 2. This is followed by 
background information in section 3, which provides an overview of previous work 
on the client-based mobility solution and on the used emulation tool. The work in this 
section is mainly taken from references [3-5], and is provided for contextualization 
purposes only. In section 4 the emulated scenarios are detailed, followed by a 
presentation and discussion of the obtained results in section 5. The objective of this 
discussion is to highlight the advantages and drawbacks of each paradigm under 
study. Section 6 summarizes the key findings and identifies guidelines for further 
work. 

2 Related Work 

This section briefly describes the three mobility paradigms under consideration, and 
identifies the main network mobility solutions for each of the paradigms. More details 
on mobility paradigms can be found in [5]. As the purpose of the chapter is to assess 
and compare paradigms, we will not go into the detail of each particular proposal, as 
this can easily be found in the referenced literature. This section also includes some 
information on the potential and limitations of well-known simulator tools for 
simulation of network mobility, in order to clarify the rationale behind the 
development of the special purpose emulator used in the current study. 

2.1 Legacy Paradigm 

The main idea behind the legacy network mobility paradigm (LG) is to enable 
network mobility support without the need for changes in mobile network nodes 
(MNN) and correspondent nodes (CN). The Network Mobility (NEMO) Basic 
Support Protocol [6] is the reference solution for this paradigm.  

In this case, when a packet whose the destination address corresponds to the 
mobile network prefix (MNP) reaches the home network, it is encapsulated by a home 
agent (HA) and sent to the care-of-address (CoA) of the mobile router (MR) through a 
tunnel (known as the MRHA tunnel). On reception of this encapsulated packet, the 
MR will decapsulate and deliver it to the mobile network node. In the reverse 
direction, packets from an MNN to a CN are encapsulated by the MR, sent over the 
MRHA tunnel to the HA, decapsulated at the HA and then normally routed to their 
final destination, i.e., the CN. 
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Despite the fact that the NEMO basic support solution is quite simple and totally 
compatible with legacy equipment, it has various limitations. These lead to several 
problems, of which the main ones are triangular routing, bottleneck in the home 
network and sub-optimality in nested mobile networks. These problems, addressed 
and analyzed in [7], [8] and [9], clearly derive from the lack of mechanisms for route 
optimization. This is also what distinguishes NEMO from network mobility solutions 
developed according to the network-based paradigm, described in the following sub-
section. 

2.2 Network-Based Paradigm 

In the case of the network-based (NB) network mobility paradigm, most of the tasks 
inherent to network mobility – with emphasis on route optimization – are carried out 
by infrastructure elements, such as mobile routers, home agents and correspondent 
entities. The main idea behind this paradigm is that end nodes are as unaffected as 
possible by mobility, at the cost of higher infrastructure complexity. 

Most of the existing proposals for network mobility are based on the NB paradigm 
class. As examples, one can refer the Optimized Route Cache (ORC) [10] [11] 
proposal, the Path Control Header (PCH) [12] [13] proposal, the Global HA to HA 
[14] proposal, and last but not least the Mobile IPv6 Router Optimization for Network 
Mobility (MIRON) [15] [16] [17].  

Although differing in some of their details, the mentioned solutions are essentially 
similar in their main points. In general, a network element performs route 
optimization of all traffic to/from for local fixed nodes (LFN) and local mobile nodes 
(LMN). This network element can be a mobile router, a transit router, or even some 
sort of mobility agent, which, in this paper, we will simply call an MR. One important 
aspect to note is that, in this paradigm, MRs are responsible for optimizing the route 
of all packet flows that cross them and for maintaining the associated information. 
They also have to perform the return routability (RR) procedure every time the mobile 
network changes its position. This may require considerable resources from the MR, 
as the number of nodes and flows may be high. 

For visiting mobile nodes (VMN), the MR must somehow provide a temporary 
address to the node and enable that address to be routable inside the moving network. 
Also, typically, MRs treat nested networks as VMNs. 

2.3 Client-Based Paradigm 

In the case of the client-based paradigm, end-nodes are involved in mobility 
management tasks, and this opens up a whole range of possibilities. This means, for 
instance, that end nodes can play an active part in route optimization, deciding when 
to optimize routes. In this case, mobile routers largely limit their role to plain routing. 

The authors of the current chapter have proposed and developed a client-based 
network mobility solution named Optimized Mobility for Enhanced Networking 
(OMEN) [2]. In addition to detailed description of OMEN, reference [2] provides 
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preliminary validation and assessment of the proposal, in a limited way and for small-
scale scenarios.  

It is interesting to note that although it explores an innovative paradigm, OMEN 
exclusively relies on existing protocols. For instance, as it will be seen in detail in 
section 1, OMEN mobile routers inform mobile nodes of their care-of-addresses. 
Instead of creating a new protocol for this purpose, OMEN uses the Neighbor 
Discovery (ND) protocol [29]. Thus, either as response to a router solicitation 
message or by its own initiative, an MR can send router advertisement messages that 
will be used by MNNs to learn their CoA. The CoA will be carried in a new option. 
As the definition of new options is already accounted for in RFC 4861, there is no 
need to change the protocol. On the other hand, route optimisation uses standard 
MIPv6 mechanisms. 

An overview of OMEN will be provided in section 3, below, for contextualization 
purposes. 

2.4 Simulation Tools 

Most studies on host and network mobility were done by simulation. Nevertheless, 
none of the currently available simulation tools allow for reasonably large scenarios, 
and this clearly limits the applicability of the obtained simulation results. In this sub-
section, a brief overview of the limitations of well-known simulation tools is provided. 

The Network Simulator version 2 (NS-2) [18] is a simulation tool widely used by 
the networking research community. NS-2 has some native support for node mobility 
[19] and it also supports network mobility to a limited extent. For instance, MobiWan 
is an NS-2 extension for the study of mobility in wide-area IPv6 networks. This 
extension module was also used by some researchers as a basis to the development of 
NEMO Basic Support Protocol functionality [20]. Furthermore, although NS-2 has 
some capability for the simulation of large-scale scenarios [21], the system’s 
hardware (namely its memory) limits the size of the scenarios. In addition, it should 
be mentioned that the NS-2 documentation states that erroneous simulation results 
may appear in scenarios involving high number of nodes and heavy traffic load. 

The NS-3 simulator [22][23] is an evolution of NS-2, written in C++ and with 
optional support for a Python interface. The simulator aims at highly precise and 
reliable simulations for research environments. In addition it intends to solve some of 
the known limitations of NS-2, namely in what concerns debugging and memory 
management. By allowing the integration of the simulator with real system elements, 
such as kernel modules, interfaces, and programs, NS-3 seeks high fidelity and 
improved performance. Moreover, it is possible to connect several NS-3 instances 
running in different machines. Unfortunately, NS-3 has modest support for host and 
network mobility, mostly limited to the data link layer. There exists, nevertheless, 
some work on IP mobility simulation with NS-3 [24], although it does not pertain to 
network mobility.  

OMNet++ [25] is another widely used simulator, developed in C++, comprising a 
framework and a set of libraries. In this case, extensibility is achieved through a 
modular architecture. OMNet++ has good documentation and there exist a 
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considerable number of external contributions, resulting from the intense activity 
related to this tool. The simulator natively provides basic support for mobile IP. In 
addition, there is an externally developed mobility module, known as extensible 
MIPv6 (xMIPv6) [26][27], which, unfortunately, does not provide network mobility 
support. In 2003 there was a project whose objective was to explore parallel 
processing in order to increase the scalability of OMNet++ [28]. Unfortunately, little 
documentation concerning this project is available and, thus, it is unclear the extent to 
which it is officially supported. 

The OPNET Modeler [31] is an object-oriented discrete event simulator with 
support for Mobile IPv6. Although support for RFC 3963 is not native, it was 
developed by some extension projects [32] [33]. OPNET’s scalability is determined 
by the used hardware, having the ability to explore multi-core processors or multi-
processor machines in order to speed up the simulations run-time. On the other hand, 
OPNET does not have horizontal scalability, that is, the possibility to simultaneously 
run on different machines, being limited by the hardware of the single platform on 
which it runs. 

Summing up, all of the mentioned simulators pay significant attention to fidelity. 
Nevertheless, although most of them have some support for host mobility, network 
mobility support is not common and, when existing, is very limited. Moreover, 
scalability of these simulators is their weakest point, as none of them allow the 
simulation of large-scale network mobility scenarios. 

3 Background 

This section provides some background information for contextualization purposes. 
Namely, it provides an OMEN proposal overview and a mobSim emulation tool 
overview. Although detailed information pertaining to OMEN can be found in 
references [2] and [3], and detailed information concerning mobSim can be found in 
[4], it was decided to summarize it here, as it is essential to fully understand and 
assess the presented study. 

3.1 OMEN Overview 

Being a CB network mobility solution, OMEN mobile nodes are aware of their 
mobility and they take up an active role in the execution of route optimization 
procedures. In this way, MRs are freed from these tasks. To make this possible, after 
acquiring a care-of-address (CoA), an MR announces it to its network (more 
precisely, its inner network). This is done not by using a specially developed protocol 
but simply by using the standard Neighbor Discovery (ND) protocol (RFC 4861) [29], 
namely an optional field of the ND packet. When receiving this information, the 
mobile nodes in the inner network can use the announced CoA as if it were their own. 
The complete process is depicted in Fig. 1. Note that in this figure a simple notation is 
used just showing the main packet fields, such as source address (F, from), the 
destination address (T, to), the type of packet and relevant data.  
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Fig. 1. OMEN route optimization process, phase 1: MR announces its CoA 

In Fig. 1 one can see that after receiving the ‘IP assignment’ packet sent by a router 
of the foreign network (foreign router, FR), the MR sends a Binding Update message 
(BU) to its home agent and waits for the corresponding Binding Acknowledgement 
message (BA). When the BA packet is received, the MR announces its CoA to the 
MNNs on its inner network, using a Neighbor Discovery packet.  After this, mobile 
nodes can perform route optimization without the intervention of their mobile router, 
as they have all the necessary information. Moreover, route optimization is simply 
performed by using the standard MIPv6 protocol.  

In the case of the return routability procedure (RR), illustrated in Fig. 2, two 
essential fields of the MIPv6 protocol header enable the communication between 
MNNs and CNs. These are the Home Address Option and the Type 2 Routing Header 
(T2RH), defined in RFC 6275 [30].  

As it can be seen in Fig. 2, when executing the RR procedure the MNN sends two 
packets to its CN: a Host Test Init packet (HoTI) is sent through the MRHA tunnel 
(this is identified by the double line arrow in the figure), i.e., using RFC 3963; and a 
Care-of Test Init packet (CoTI) is sent directly to the corresponding node. Both 
packets contain a token identifying the MNN. On reception of these packets, the CN 
answers each of them by sending back a Home Test message (HoT) through the 
MRHA tunnel, and a Care-of Test message (CoT) directly to the MNN. The HoT and 
CoT packets contain the reply to the token send in the HoTI and CoTI packets, 
respectively. When the return routability procedure is complete, the mobile network 
node initiates the binding update / binding acknowledgement procedure, as depicted 
in the last part of Fig. 2. This completes the route optimization process. 

 

Fig. 2. OMEN route optimization process, phase 2: Return Routability procedure 
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After the completion of route optimization, communication between the MNN and 
the CN can be done directly. For this, the MNN uses the CoA address as source 
address. This is complemented by the T2RH or home address (HoA) fields so as to 
identify the next hop or the source address, respectively. Fig. 3 illustrates the direct 
communication between these two nodes. 

 

 

Fig. 3. OMEN route optimization process, phase 3: MNN and CN communication 

Due to security issues, the process is slightly more complex in the case of VMNs, 
because it is necessary to confirm the visiting mobile node’s identity. The VMN 
registration process is depicted in Fig. 4. 

 
Fig. 4. OMEN: Registration of a visiting mobile node 
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When the VMN is assigned an IP address in the visited mobile network (the MV 
address, identified in the first part of Fig. 4, the Neighbor Discovery protocol is used 
to notify the VMN that it is inside a network with OMEN support and, thus, it should 
use the indicated care-of address. It is then necessary that the VMN registers its home 
address with the MR, so that the MR can correctly forward any packets destined to 
the VMN. To allow this, the VMN has to perform the BU/BA procedure with its HA, 
as depicted in the second part of Fig. 4.  

Subsequently, the VMN executes the route optimisation procedure to the care-of 
address of the root-MR, using the MR’s CoA, as can be seen the third section in Fig. 
4. It should be noted that this route optimisation procedure to the root-MR is a 
necessary step, as it enables the root-MR to propagate the route of the registered 
addresses to sub-MRs. The RR procedure guarantees the identity of the VMN to the 
root-MR. When the return routability procedure is finished, the root-MR is sure that it 
is dealing with a legitimate VMN. The VMN must now perform a BU/BA procedure 
to the MR, which completes the route optimisation, as depicted in the final part of the 
third section of Fig. 4. 

As last step, illustrated in the fourth section of Fig. 4, the visiting mobile node 
executes the binding update procedure to its home agent, using the CoA of its root-
MR. After this, the VMN can safely communicate using the MR’s CoA.  

As can be seen from the previous explanation of procedures, OMEN solves several 
problems that exist in NEMO and in network-based mobility solutions. These are 
summarized in the following. 

First, in NB solutions route optimisation is performed for all flows, whereas in 
OMEN this operation can be individually performed, on a per-flow and per-mobile-
node basis. Additionally, in OMEN the end nodes decide which flows to optimize, 
which is clearly an advantage. In fact, end nodes are always in good position to know 
if a given flow is short-, medium-, or long-lived, as thus can decide on route 
optimization based on the nature of the flow.  

Another distinguishing characteristic has to do with the issue of the load put on 
mobile routers by NB solutions. Although for small-scale networks this load may be 
reasonable, in medium-to-large scale scenarios with generalised mobility, such as the 
ones anticipated for the future Internet, the additional load may significantly affect the 
performance of mobile routers and the overall scalability of the solution.  

By moving the decision and the tasks associated with route optimisation to end-
systems, it is possible to keep mobile routers as light as possible, as they are only 
required to perform standard switching and routing.  

As a final remark, it should be highlighted that the price to pay in the CB solutions 
in general (and the OMEN solution in particular) is very little. In the OMEN case, 
mobile nodes must be updated in order to support it, but this is a simple software 
update operation that only affects end systems. Conversely, there is high potential 
benefit, especially in scenarios with heavy traffic load and/or large dimension, as 
OMEN leads to lighter routers, requires no changes to the infrastructure, avoids 
unnecessary route optimisations and, last but not least, does not impose protocol 
changes. 
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3.2 mobSim Overview 

As mentioned in section 2.4, existing simulators are not fit for large-scale network 
mobility scenarios. As this is clearly an obstacle to the study of network mobility 
proposals in such scenarios, the authors took the decision of developing a tool that 
would overcome this obstacle. Nevertheless, instead of developing another simulator, 
it was decided to construct an emulator tool as this would lead to better fidelity. The 
developed tool was named mobSim. Naturally, due to the necessarily large processing 
requirements of large-scale scenarios and the need for fidelity of the results, the 
following features were contemplated: 

• horizontal scalability, taking advantage of parallel processing capabilities; for this 
reason, mobSim was constructed and optimised for cluster operation; 

• allow for ‘fine grain’ simulation – mobSim level of detail is very close to an 
implementation, ranging from protocol header fields to the implementation of 
mobility mechanisms; the user can specify individual nodes, routers, networks and 
global scenarios;  

• high flexibility in what concerns scenarios definition; this includes fixed and 
mobile networks, fixed and mobile nodes, no topology restrictions, and totally 
dynamic behaviour; 

• allow the use of the exact same scenarios, parameters and conditions for the 
various solutions under consideration. 

mobSim implements three mobility solutions, each one according to one of the 
network mobility paradigms under consideration in this chapter, namely the LG, NB 
and CB paradigms. 

The LG paradigm implementation complies with the NEMO basic support 
specification (RFC 3963) [6]. In the case of the NB paradigm implementation, the 
actual approach is a mix of the most important features of the ORC and MIRON 
network mobility proposals. At first we had separate implementations for each of 
these, but the emulation results were very similar, confirming that the performance 
differences between solutions belonging to the same paradigm are very small. In the 
case of the CB paradigm implementation, the implemented solution is OMEN. 

The mobSim tool implementation goes down to the level of protocol header fields, 
making it a very effective emulator. Table 1 presents the list of standard functionality 
implemented by mobSim. 

mobSim was designed for running in clusters comprised of any number of nodes, 
thus achieving horizontal scalability. Its architecture, presented in Fig. 5, comprises 
one master node and a varying number of slave nodes.  

The master node is organized into three modules, namely the controller module, 
the data analyzer module and the results database module.  

The controller is the central module of the emulator. Its main tasks are the 
following: set up the emulation scenarios as per the user commands; build the code 
that will run in each slave node; send the code to each slave; initialize the simulations; 
get the results from the slaves and store them in the database; and shut down the 
slaves at the end of the emulation. Given the considerable number and the importance 



 Performance Evaluation of Network Mobility Paradigms 53 

of tasks performed by this module, the controller does not perform any emulation 
itself, being dedicated to the overall management of the emulations. 

Table 1. mobSim standard functionality 

IPv6 Basic Support (RFC 2460) 

Hop limit 

Next header implementations 

 ICMPv6 (RFC4443) 

  ICMP echo, reply, unreachable, time exceeded  

 IPv6 encapsulation (RFC2473) 

 Mobility Header (RFC3775) 

Type 2 routing header (routing type 2 for MIPv6 final hop HoA) 

 Home address option (specific for T2RH) 

MIPv6 (RFC 4775) 

Binding update 

Binding acknowledgement (binding accept, reject) 

Return routablity procedure 

 Home test init 

 Care-of test init 

 Home test 

 Care-of test 

 Nonce utilisation (RFC3775 section 5.2.2) 

Binding refresh 

Neighbour Discovery (RFC 4861) 

Router advertisement 

Router solicitation 

Network Mobility (NEMO) Basic Support (RFC 3963) 

Bidirectional tunnel (MRHA tunnel) 

Binding update 

Binding acknowledgement 

Home agent implementation 

Mobile router implementation 

Slave nodes perform the actual emulations. Each slave can execute de code of up 
to a few hundred virtual devices, and runs IP-level code that could run in real routers 
and real end-nodes. In fact, although the devices are virtual, everything happens as if 
communication is taking place between real devices: real packets are actually 
assembled and sent between virtual devices. Routing tables are used and mobility 
mechanisms are implemented according to the respective RFCs. 
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Fig. 5. mobSim architecture 

Moreover, communication between the emulated devices is always performed via a 
real network, either wired or wireless, according to the specified emulation scenario. 
Which devices run in which slaves is determined by the controller during emulation 
set-up. When emulation finishes, the slaves send all the gathered data to the 
controller, which stores it in the database for subsequent, offline processing. 

The data analyzer module is used for processing the emulation results, with the 
objective of extracting relevant information. Typical information includes packet 
round-trip times, handoff times, tunnel set-up times, return routability times, among 
other. This module also gives access to various logs, which can be used for more 
detailed analysis, including, for instance, routes taken by packets or tunneling actions. 
Logs can also be used for debugging purposes. Last but not least, it is also possible to 
access the raw emulation data. 

As mentioned before, mobSim is extremely flexible, as it allows for any network 
topology, and imposes no restrictions on the number of networks, number of routers 
and nodes, or number of levels of nested mobility. In addition, parameters are 
independently configurable at node and/or network level, which makes it possible to 
define different values for different nodes and/or networks. Other configurable 
parameters include the time for data link layer handoff, the time needed for DHCP 
assignment of a new IP address, the BU and BA procedure times, line speed, the 
times for HoTI, CoTI, HoT, and CoT procedures and, last but not least, the time for 
encapsulation and decapsulation. 

The controller automatically creates routing tables for each virtual device, according 
to the network topology defined by the user. The user can additionally define traffic 
characteristics, specify which nodes generate which traffic, and define the dynamic  
behaviour of the scenarios, more specifically the movement of nodes and networks. 
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All parameters, topologies and dynamic behaviour are kept unchanged for the various 
mobility solutions under study. 

Two categories of devices are supported in mobSim: routing equipment and 
terminal equipment. Routing equipment includes top routers, routers, mobile routers 
and home agents. Terminal equipment may consist of local fixed nodes, local mobile 
nodes, visiting mobile nodes, and correspondent nodes. Correspondent nodes can be 
fixed or mobile (LFN, LMN or VMM). Although MIPv4 can also be configured, all 
devices use MIPv6 by default. 

The mobSim emulator was specifically developed for use in large clusters. 
Consequently, special care was taken in order to optimize resources and minimize the 
CPU time, as these are normally expensive in these kinds of systems. This is the 
reason why emulations set-up is always done off-line, and the initialisation of  
the various slave nodes is done automatically by the master node (more specifically 
the controller module). The master node also controls the emulations execution, 
during which there is no user intervention, and subsequent shut down.  

All configuration of virtual equipment is done by scripts that contain the 
appropriate commands. There are commands for the definition of IP addresses, 
gateway addresses, log server, debugging level, and location of code files, among 
other. Based on the scenario definition scripts, the controller module automatically 
generates the virtual equipment scripts. 

4 Emulated Scenarios 

Using mobSim, the base topology depicted in Fig. 6 was created, with the objective of 
comparing the performance of the three network mobility paradigms under a variety 
of conditions. 

In this scenario, all routers were configured with the routes to every other router, so 
that communication between all networks was possible. 

Several types of networks exist in this scenario. The mobile test network is 
composed of a home agent (the RA router), a mobile router (MRA), and a set of 
mobile nodes that, in total, can generate up to five hundred simultaneous packet flows 
(fl1 to fl500). Communication between RA and MRA is done through a wireless link.  

There are four other mobile networks (the pairs RB/MRB through RE/MRE) that 
do not contain any nodes and are only used for creating nested networks (i.e., mobile 
networks within other mobile networks). 

Network mobility scenarios without nesting are constructed by moving the MRA 
network to the FR1 network. Nested mobility scenarios are constructed by moving 
routers RB, RC, RD and/or RE to the FR2 network (e.g., RB moves to FR2, then RC 
moves to RB and then MRA moves to RC), in order to create up to 4 levels of 
nesting. Communication between any mobile router and its hosting network is always 
performed using a wireless link. 
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Fig. 6. Emulation scenario base topology 

The corresponding networks are made up of a corresponding router (CR1 through 
CR500) and a corresponding node (CN1 through CR500). In order to avoid 
bottlenecks in the fixed part of the network, a corresponding node can only be the 
endpoint of a single flow. It should be noted that we intentionally isolated the test 
scenarios from mobility-extraneous factors, such as background traffic, use of 
different traffic models, or the imposition of bottlenecks in the fixed part of the 
network. In this way, the presented results exclusively derive from the architectural 
options of each of the network mobility paradigms under study. 

The tests that were carried out cover all the combinations of the following 
parameter values, for each of the three network mobility paradigms under study: 

• average packet inter-arrival times – 50 milliseconds (ms), 100 ms, 250 ms, and 500 
ms; naturally, the smaller the average packet inter-arrival time the higher the 
network load; 

• number of packet flows – 100, 200, 300, 400, and 500 flows; 
• ratio of packet flows for which route optimization (RO) was performed – 2:10 

(meaning 2 flows in 10 were optimized), 5:10 and 8:10; 
• nesting level – no nesting and the mobile network was in a foreign network, 1 level 

of nesting (i.e., the mobile network was inside a non-nested mobile network), 2 
levels of nesting, 3 levels of nesting, and 4 levels of nesting. 
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Thus, 300 different tests were made, for each network mobility paradigm. As each 
test was performed 3 times for each of the 3 mobility paradigms, a total of 2700 tests 
were performed. 

In addition to the above, several delay parameters were used for all emulations. 
The chosen values are an approximation of actual values measured in a lab 
implementation, and were the following: DHCP delay – 300 ms; return routability 
delay – 200 ms; HoTi, CoTi, HoT or CoT messages processing delay – 100 ms; 
MAC-layer handoff delay – 500 ms; MR-HA tunnel setup delay – 10 ms; BU or BA 
messages processing delay – 10 ms. 

5 Emulation Results 

The objectives of the various tests were the determination of the response of each of the 
three paradigms to varying conditions. Specifically, we studied the responsiveness to 
traffic load variation, route optimization, and level of nesting. As previously mentioned, 
each test was run three times. The choice of the better result set was done using the 
Statgraphics tool (http://www.statgraphics.com/), which provides Tukey’s Honestly 
Significant Difference (Tukey HSD) test, scatter diagrams, and analysis of variance 
(ANOVA). The following sub-sections present and discuss the results in detail. 

5.1 Traffic Load Analysis 

Load variation was achieved in two different ways: by changing the packets’ mean 
inter-arrival time, and by changing the number of flows. 

Fig. 7 shows the average round-trip time (RTT) of each of the mobility paradigms 
as a function of the packets’ mean inter-arrival time.  
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Fig. 7. Average RTT as a function of the packets’ mean inter-arrival time 

Note that the average RTT for a given mean packet inter-arrival time is calculated 
using all emulations that were performed with this particular inter-arrival time, 
irrespectively of the values of the other parameters (number of packet flows, route 
optimization ratio, and level of nesting). The same is applicable to the remaining cases, 
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for which, when we analyze a particular parameter value, we average the results of all 
emulations performed with that parameter value. 

It should also be noted that for graphical intelligibility reasons, the columns 
pertaining to the legacy paradigm (LG) were cut at 1 second in all figures. The actual 
average RTT values can be found in the numerical part of the figure. 

The first thing to note is that the worst performing paradigm is the LG paradigm, 
followed by the NB paradigm. The CB paradigm clearly outperforms the other two.  

In the case of the LG paradigm, there is no route optimization and, thus, this leads to 
very poor RTT performance. Note that the extremely high RTT values result from the 
fact that several scenarios comprise various levels of nesting. This will be further 
addressed in sub-section 5.3. 

By introducing route optimization, the NB paradigm significantly reduces the 
average RTT. As the load increases (i.e., as packet inter-arrival times decrease) NB’s 
performance is slightly affected at first, but it quickly stabilizes due to the route 
optimization factor.  

Nevertheless, it should be noted that the CB’s average RTT is substantially better 
than the one for NB in all situations. The reason for this is that in the NB case all 
flows are optimized and almost all of the signaling load is put on mobile routers, 
which thus become critical bottleneck points. On the other hand, in the case of the CB 
paradigm, mobile routers simply perform routing and, thus, are quite unaffected by 
these load levels. 

A direct view of the influence of the load level expressed as a function of the 
number of existing packet flows can be seen in Fig. 8. 
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Fig. 8. Average RTT as a function of the number of packet flows 

The differences between the various paradigms are, again, quite obvious. 
Significantly, in this figure the performance degradation of the NB paradigm is 
clearly visible as the load increases, confirming the thesis that there is a bottleneck.  

As there is no bottleneck in the fixed part of the network (all flows go to different 
corresponding networks and use separate paths), it is apparent that it lies in the mobile 
router. Moreover, using exactly the same topology, the CB paradigm performs much 
better and does not show significant performance degradation, thus confirming that 
relieving mobile routers from mobility management and putting it in client systems pays 
off. 
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As a final check of the influence of load on the performance of each of the three 
paradigms, Fig. 9 shows the total packet losses for the 100-flow, 300-flow and 500-
flow cases. 
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Fig. 9. Total packet losses as a function of the number of packet flows 

A clear increase of the number of lost packets with the load increase is visible for 
the LG and NB paradigms. Interestingly, at these load levels the CB paradigm does 
not yet exhibit any packet losses.  

We did perform a specific CB emulation test in order to determine the number of 
flows at which losses would occur and we arrived at the conclusion that they start at 
900 flows. 

5.2 Route Optimization Analysis 

For the route optimization analysis, three different ratios of route optimization were 
used, in the case of the CB paradigm: 2:10 (i.e., route optimization was performed for 
2 out of 10 flows), 5:10 and 8:10. Note that for the LG and NB paradigms, the route 
optimization ratio should have no influence, as there is no route optimization in LG, 
and all flows are optimized in NB. 

The obtained emulation results concerning the average RTT as a function of the 
route optimization ratio are presented in Fig. 10.  

2:10 5:10 8:10 

LG 12.461 12.467 12.468 

NB 0.563 0.578 0.575 

CB 0.135 0.133 0.125 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

1 

R
TT

 (s
ec

on
ds

) 

 

Fig. 10. Average RTT as a function of the route optimization ratio 
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The results confirm that for the LG and NB cases there is no significant variation. 
Moreover, they also confirm that performing route optimization pays off, as the NB’s 
RTT average values are significantly lower than the ones for LG.  

In turn, the average RTT values for the client-based network mobility paradigm are 
significantly lower than the NB ones. In fact, as the route optimization ratio increases, 
CB’s average RTT decreases, as more flows see the respective routes optimized. It 
should be noted, however, that the decrease is not very sharp because, in fact, RTT 
values are already at minimal levels in the case of the CB paradigm. 

5.3 Level of Nesting Analysis 

A final analysis addressed the behavior of the various network mobility paradigms 
under different levels of nesting. 

In the emulated scenario, the reference mobile network, i.e., the one with the MRA 
mobile router (see Fig. 6), could move to a fixed network or to mobile networks 
inside other mobile networks, as explained in section 4, above. When MRA moves to 
a fixed network, it is said that there is 0 nesting. If it moves to a mobile network that 
is itself attached to a fixed network, then the level of nesting is 1. The maximum level 
of nesting considered in the study was 4. 

The average RTT values as a function of the level of nesting are presented in Fig. 11. 
The first thing to notice is that there is a sharp increase in the average round trip 

time with the level of nesting for the case of the LG paradigm. This, in fact, was 
expected and is a confirmation of the consistency of the emulation study, as in this 
paradigm there is no route optimization. 

As the level of nesting increases, so increases the number of tunnels inside tunnels 
and, consequently, the number of networks that have to be traversed by the packets in 
order to reach the destination. The result is a dramatic increase in the round trip time 
with the level of nesting. 

Another thing to notice is that in the case of the NB and CB paradigms, the level of 
nesting has a small, although quite perceptible, impact on the average round trip time. 
Both paradigms use route optimization and, thus, after route optimization is done, the 
RTT remains at low values. There is, nevertheless, a slight increase, which is higher 
in the case of the NB paradigm. 

 

Fig. 11. Average RTT as a function of the level of nesting 
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The explanation for this higher increase in NB’s average RTT lies in the amount of 
route optimization signaling and in the number of traversed wireless networks. In the 
NB case, all flows are route-optimized, which requires considerable signaling traffic. 
Naturally, for higher levels of nesting this traffic has to traverse a higher number of 
wireless networks, thus taking longer. In the case of the CB paradigm this increase is 
smaller, as not all routes need to be optimized.  

As a final remark, it is again clear that the CB network mobility paradigm leads to 
much better results than the NB paradigm, thus confirming that, regardless the 
perspective, the client-based network mobility paradigm has significant advantages 
over the network-based network mobility paradigm and, consequently, over the 
legacy paradigm. 

6 Conclusion 

In this paper, an assessment of three network mobility paradigms has been presented: 
the legacy paradigm, used in the NEMO basic support protocol, for which it is 
assumed that network mobility must be possible even when legacy, mobility-unaware 
end-nodes are present; the network-based paradigm, according to which network 
mobility functions are mostly performed by mobile routers and other network 
elements, in the attempt of keeping end-nodes as unchanged as possible; and the 
client-based paradigm, in which end-nodes take up several mobility functions, 
relieving mobile routers and network elements from these tasks.  

The main motivation for the presented study was to assess the potential and 
implications of each paradigm in realistic generalized mobility scenarios, such as the 
ones that are expected in the future Internet. A side motivation was to understand why 
the traditional network mobility paradigms – namely the legacy and the network-
based paradigms – are failing to fulfill their promise of providing effective mobility.  

In order to compare the mentioned paradigms, a realistic scenario with a varying 
number of traffic flows was built. This scenario was studied with the help of a 
specially built emulator, optimized for parallel operation. The emulator is extremely 
flexible, allowing the construction of any scenario, taking advantage of real or virtual 
machines, real networks (wired and/or wireless), and standardized mobility protocols. 
The emulator works at the IP level, sending and receiving real packets. Moreover, it 
implements three network mobility solutions, each one according to one of the 
network mobility paradigms. 

It is important to notice that the objective of the paper was not to compare specific 
implementations, nor was it to obtain specific numeric values for specific output 
variables. The comparison should only provide information on the potential of each 
paradigm to support mobility in realistic scenarios and, ultimately, in an increasingly 
mobile Internet. 

The analysis of the obtained results clearly confirms the known limitations of the 
legacy paradigm, which do not allow it to scale. Clearly, this paradigm was developed 
as an interim solution, in order to allow legacy nodes not to be left out of network 
mobility scenarios. 
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The network-based paradigm adopted the same base requirement as the legacy 
paradigm: avoid all changes to end-nodes. As a consequence, almost all mobility 
functions are performed by network elements, mostly by mobile routers, including 
route optimization functions. The emulation results concerning the network-based 
paradigm clearly prove that the overall performance of network elements is affected 
by this concentration of functionality, with consequences in terms of the resulting 
round trip time and overall packet losses.  

In short, the results show that the legacy and network-based paradigms do not 
scale, thus confirming the intuitive analysis presented in [1].  

The results also show that the client-based network mobility paradigm outperforms 
the other two paradigms and has very good potential. This was apparent even under 
relatively high traffic load. Relieving mobile routers from mobility tasks significantly 
improves the overall performance, as the burden is distributed by client systems 
instead of being concentrated in network systems. Making end-nodes mobility-aware 
thus results in considerable potential for improvement. 

The study presented in this chapter opens up a large field for further research. 
Naturally, client-based network mobility solutions should be developed. In this 
chapter, a solution proposed by the authors was used, but many other client-based 
mobility solutions can and should be developed and studied. The study of their 
behavior under different network and mobility conditions should be carried out in the 
near future. Last but not least, implementations, more than simulations or even 
emulations, should be developed, analyzed and deployed. 
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Abstract. Nowadays an increasing number of portable devices with wireless
communication capabilities start to play an important role in our daily lives.
People rely on being connected to computer networks where they can access
services that empower both their professional and personal life experience, inter-
connecting computers, cell-phones, sensors and other common objects that start
to offer these type of services. However, existing network infrastructures have
not been designed for supporting such a large number of heterogeneous devices
and seamless mobility is considered a great challenge. An existing alternative that
departs from traditional network infrastructures focuses on the devices’ ability to
inter-connect themselves, creating wireless multi-hop networks. In fact, the Inter-
net Engineering Task Force (IETF) Mobile Ad-hoc NETwork (MANET) working
group, has defined two different routing protocols that explore the capabilities of
wireless multi-hop networks by creating an ad-hoc network. In particular, the
working group has defined a proactive routing protocol for dense and less dy-
namic networks with high load of traffic, as well as a reactive routing protocol
aiming at tackling sparser networks with higher mobility. However, many other
routing protocols and approaches have been proposed in the literature and, bear-
ing in mind the main guidelines from the IETF working group and the challenges
posed by mobility and the increasing number of devices, a thorough analysis of
important routing protocols for Mobile Ad Hoc Networks will be presented. This
analysis will consider the study of works relevant to the development of scalable
routing approaches, capable of providing a solution for the current dissemination
of wireless-capable devices and need to interconnect them. A complexity compar-
ison of these protocols will also be presented, as well as performance evaluation
of the main existing solutions for large-scale MANETs.

1 Introduction

Computer networking has long evolved since the first packet switching that existed
in the early 60’s. Not only has the number of connections between users and devices
increased, but these connections have also diversified from copper cables, through op-
tical fibre into the wireless medium. In particular, wireless technologies have registered
a remarkable evolution in order to cope with the increasing portability of computers
and other gadgets such as personal-digital-assistants, media players, cell-phones among
others.
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Recent technological advances have promoted a massive dissemination of wireless
capable devices with greater processing power, higher memory and autonomy, increas-
ing the connectivity between users and different services and applications. As a result, in
a near future, users are expected to own several hundreds of gadgets requiring wireless
connections [1] amongst themselves and other users, motivating the development of net-
works capable of connecting them whilst supporting several applications’ requirements,
demanding a considerable amount of physical resources from the available infrastruc-
tures. Such demand of intra and inter networking capabilities will compel researchers
and network providers to create alternative communication paradigms to the existing
ones and deploy suitable infrastructures.

Despite the flexibility provided by new long-range wireless technologies, such as
Worldwide Interoperability for Microwave Access (WiMAX) [2] and Long Term Evo-
lution (LTE) [3], these networks are still expensive and do not scale with ease. For
instance, in events where thousands of people are gathered, such as a football game
or a concert, these networks are known to fail in delivering a good quality of ex-
perience when users try to share their emotions by sending emails, photos and other
content. Moreover, in rural areas or disaster scenarios, the coverage provided by these
approaches is usually limited or unavailable either by option from the operators or as
result of existing damage on the infrastructures.

Another typical characteristic of the spreading wireless gadgets is their portability,
creating new challenges related with mobility. This aspect is crucial for users who ex-
pect seamless connectivity regardless of their movement and action. However, different
trajectories may reduce connectivity coverage or, on the other hand, increase the num-
ber of connections and consequently the number of packet collisions, resulting in the
disruption of paths established by routing protocols.

Bearing in mind the necessity to handle the restrains of existing infrastructures, and
the urge to provide alternatives where they are not available, the concept of Ad-hoc
networks has been suggested. This has enabled the impromptu creation of wireless
multi-hop networks, where each wireless node behaves as router. By using this ap-
proach, users are capable of maintaining their own network, being able to locally share
their contents without requiring additional infrastructures. User mobility is of course an
important requirement and thus Mobile Ad-hoc Networks (MANETs) must be able to
handle the creation and destruction of new links between different users, a task usually
delivered to a routing protocol.

While MANETs give users the freedom to create networks in the spur of the mo-
ment, without any particular restrictions, these networks may also suffer from scalabil-
ity problems. In fact, the role of routing protocols may become extremely challenging
when the number of connected nodes increases. This difficulty results from the non-
existence of a well defined organisation and from interference phenomena intrinsic to
wireless technologies.

Conventional routing used in wired and in infrastructure-based wireless networks
could not be applied to these spontaneously created wireless networks, due to their dy-
namics. Distance-vector and link-state routing approaches have been used to establish
routes in these networks, using techniques such as Multipoint Relay nodes, in order to
optimize the forwarding of topology-related routing packets. However, these proactive
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routing schemes were not always suitable for networks where high mobility patterns were
registered, motivating the creation of reactive on-demand routing alternatives. These pro-
tocols strive for typically having a reduced amount of control traffic, finding paths solely
when required. Since on-demand routing suffered from an initial delay when retrieving
paths and is prone to increased overhead in networks with high number of traffic flows,
hybrid routing approaches were developed, trying to join the best of both proactive and
reactive routing approaches. Other routing schemes take advantage of knowledge about
nodes’ positions. This class of routing protocols, geographical routing protocols [4], are
characterized for having low overhead and memory requirements, however positioning
information may not be available or it may be inaccurate in several scenarios, such as
indoor scenarios or large and dense urban areas [5].

Wireless multi-hop networks have increasingly stood out for being available any-
where, without requiring any existing infra-structures, and for being self-organised,
self-administrated and self-maintained. For this purpose, as previously mentioned, sev-
eral works already exist on this topic. However, maintaining routing performance for
large-scale networks is a critical issue [6]. Taking this problem into account, different
works propose schemes involving techniques such as dynamic addressing, keeping net-
work nodes organised in a well defined topology; geographic partitioning, in order to
easily create stable clusters; and also typical clustering solutions, to simply reduce the
total amount of routing traffic.

While some approaches aim at scalable routing using different approaches, they lack
a thorough evaluation of the impact of different mobility models. In fact, regarding
this aspect, most routing solutions disregard the dynamics of different mobility models,
focusing only on one mobility pattern. Nevertheless, in order to appropriately evaluate
the efficiency of an Ad-hoc network and the performance of routing protocols, these
aspects have to be taken into account. Moreover, other works that study the impact of
mobility fail to provide an extensive evaluation with existing mobility models [7].

A different perspective on wireless multi-hop routing has been provided with the def-
inition of Delay-Tolerant Networks (DTNs). In these networks, routing protocols are
designed to deliver traffic that is not delay sensitive, despite the sparse intermittently
connected properties of such network. Conventional routing in wireless multi-hop net-
works is not suitable for highly dynamic scenarios, as it needs to establish an end-to-end
path before starting the routing of data packets, which may not be possible at a given
moment.

Even though most wireless networks are in fact intermittently connected due to inter-
ferences in the wireless medium, the mobility of nodes has also an important role in this
aspect. Typical DTN solutions such as PRoPHET [8] are capable of operating with de-
lay tolerant traffic when wireless connections are not reliable, but fails to perform well
with completely unknown node mobility. Other approaches focus on more stable pa-
rameters, such as social interactions between nodes. For instance, the Friendship-based
Routing (FBR) protocol [9] or the Social Aware Networking (SANE) scheme [10] take
into account social interactions, both physical and virtual, in order to make a packet
forward decision.
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In this work, routing in multi-hop wireless networks is presented in Section 2, be-
ing also analysed existing proactive, reactive and hybrid routing approaches in Sec-
tions 3, 4 and 5 respectively. In these sections scalability issues of the protocols are
considered and their complexity will be addressed in Section 6. A performance anal-
ysis methodology, which considers several routing parameters and compares them in
two different scenarios, is presented in Section 7, followed by a through evaluation of
three main routing protocols in Section 8. Finally, the conclusions and final thoughts
on the current state of scalable routing in Mobile Ad-hoc Networks are presented in
Section 9.

2 Presentation of Wireless Multi-hop Routing

In multi-hop wireless ad-hoc networks each wireless-capable device will behave as net-
work router, creating the opportunity for other devices to use its resources in order to
reach a distant node by issuing another hop. These networks, commonly referred as
self-X networks, are expected to be spontaneously created, administrated and organ-
ised, relying on a routing protocol to maintain and acquire the paths between each node
in the network.

Regarding the analysis of existing routing protocols for wireless multi-hop ad-hoc
networks to be presented in this work, it will not consist on an exhaustive listing of
existing routing protocols, but instead on a thorough analysis of works relevant to the
development of insights towards scalable routing in MANETs. Other works provide a
more generalized and broad list of routing protocols including position-based, multi-
cast, multipath or even power-aware approaches [11,12,13]. However, these works do
not focus specifically on the scalability of the routing concept and present protocols
which provide only minor changes to other existing approaches with little added value.
Some of these works are solely concerned with network awareness and dynamic rout-
ing, presenting extensions and new metrics to known routing protocols [14].

Currently there are several routing protocols that had a paramount importance in the
development of ad-hoc networks which will be described and analysed. Nonetheless,
this work focuses mainly in analysis of the protocols’ ability to scale in large networks.
A taxonomy of these routing protocols is depicted in Figure 1, showing the relationships
between the different approaches to routing.

Despite all the provided mechanisms by each routing protocol, which will be pre-
sented, they are all subject to certain limitations and may fail in their purpose of scaling
in large networks. Regarding the scalability of existing routing protocols their com-
munication and storage complexity play an important role. Even though hierarchical
solutions aim at being more scalable, this is not always true, since the complexity of
these protocols is not necessarily better than flat solutions. Therefore, this work will
also consider, for each class of routing protocols, a unique comparison table that high-
lights the techniques used by each routing scheme as well as their communication and
storage complexities, in order to better understand their characteristics.
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Fig. 1. Taxonomy of Wireless Multi-hop Routing Protocols

3 Proactive Routing Protocols

Following the inspiration provided by typical routing protocols used in wired networks,
proactive routing protocols are based on the periodic exchange of routing messages in
order to maintain updated routing tables. This paradigm allows a prompt retrieval of
the next-hop to where data should be forwarded. However, this periodic update always
occurs, even when there is no data to be transmitted, wasting resources without need.

3.1 Flat Proactive Routing Protocols

Flat Routing Protocols are characterized for not having any particular hierarchy to help
in the organisation of the network. These are most the commonly found protocols and
represent the foundation of MANET routing.
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3.1.1 Highly Dynamic Destination-Sequenced Distance-Vector Routing Protocol
A routing protocol that results from a modification to the well known Distributed Bell-
man Ford algorithm [15], the Destination-Sequenced Distance-Vector (DSDV) proto-
col [16] is a routing solution where looping related issues are efficiently solved. It is a
multi-hop pro-active protocol where each node stores a routing table with one entry to
all possible destinations and the number of hops to each node [17]. In addition to this,
not being dependent of any intermodal coordination mechanism allows the DSDV pro-
tocol to be robust solution for routing in MANETs. The protocol is also designed taking
into account Medium Access Control (MAC) Layer details and sleeping nodes which
should not be disturbed unless necessary, thus improving the total network lifetime.

The DSDV protocol periodically broadcasts update packets or whenever relevant in-
formation is available. These packets contain a new sequence number and information
about the destination’s address, the number of hops required to reach the destination
and the sequence number of the previously received information regarding that desti-
nation. Routes containing the most recent sequence numbers are preferred when a path
calculation is to be made.

A drawback from the standard DSDV implementation is observed when an existing
path becomes invalid due to one or more broken links. When this occurs, the DSDV
protocol assigns infinity to the path’s metric and an odd sequence number (greater than
the older one), which will be propagated through the network. However, while the link
failure information is being propagated, some nodes will still drop several packets due
to inaccurate information. This phenomenon is referred in literature as a stale route, re-
quiring additional mechanisms to improve the response to a link failure. The Improved
DSDV protocol [18] tackles this problem by maintaining a secondary routing table,
which contains alternative routes to all the available destinations.

3.1.2 Optimized Link-State Routing Protocol
The Optimized Link-State Routing Protocol [19] is a variant of the typical link-state
routing protocols which inherits the advantage of having routes immediately available
while, at the same time, providing adequate optimisations for Ad-hoc Networks. The
main mechanisms used by Optimized Link State Routing (OLSR) to improve its perfor-
mance are the exchange of a reduced and non-synchronized amount of control packets
used for link sensing and neighbourhood detection. This improvement consists of an
efficient flooding technique based on the selection of Multipoint Relays (MPRs), min-
imizing the required bandwidth for protocol operations and avoiding the reception of
redundant control messages [20]. An additional mechanism ensures that the required
topology information is efficiently selected and diffused throughout the network.

Link Sensing

By periodically sending HELLO messages through the available wireless interfaces in
which connectivity is confirmed (1-hop exchange between neighbour nodes), the OLSR
protocol performs a link sensing operation. From this operation results a link set which
contains the available information on “local” (1-hop) interfaces and on “remote” (2-
hop) interfaces. This procedure may be replaced by link-layer information, if such
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feature is both available and sufficient to populate the link set, thus avoiding the ex-
change of HELLO messages.

Each link contained in the link set is described by a pair of interfaces, the local and
the remote interfaces, and it has associated to itself the status of being either symmetric
or asymmetric, depending on whether it can respectively send and receive data packets.

Neighbourhood Detection

The neighbourhood detection process consists in maintaining a set of neighbourhood
tuples directly connected with the nodes’ main address. The relationship between the
OLSR main address and additional addresses is defined through the exchange of Mul-
tiple Interface Declaration (MID) messages.

There is a clear relationship between the neighbourhood set and the link set earlier
described. In fact a node may only be considered “neighbour” of another ii f there is a
link between each other.

In addition to the neighbour set, there is a 2-hop neighbour set consisting of a set of
nodes which have a symmetric link to a symmetric neighbour, being all this information
gathered from the exchanged HELLO messages.

Still contained within the neighbourhood detection process, the population of both
Multipoint Relay and Multipoint Relay Selector Sets is performed. MPRs are respon-
sible for the existing flooding optimisation in OLSR as only them forward routing
messages, avoiding a pure flooding approach where all nodes forward the protocol
messages. Additionally they also avoid the transmission of duplicate messages by main-
taining a Duplicate Set which records recently received messages as a “duplicate tuple”
containing information about the originator address, message sequence number and a
boolean indicating whether the message has been transmitted or not.

The selection of the MPR set is performed individually by each node which is re-
sponsible for selecting the most suitable nodes in its symmetric 1-hop set. This selection
is performed in such a way that the node populating the set is able to reach all its strict
2-hop symmetric neighbours through the neighbours contained in the MPR set. When-
ever changes occur in the 1-hop or strict 2-hop symmetric neighbours set, a complete
recalculation of the MPR set is performed. Even though the MPR set does not have to be
minimal, all strict 2-hop neighbours have to be reached through the selected MPR nodes
and, in the worst case scenario, the MPR set may consist of the entire neighbourhood
set, resulting in a typical link-state routing full flooding strategy.

The calculated MPR set may vary depending on the existing neighbourhood and
on the nodes’ willingness to act as MPR. This parameter is defined by the node de-
pending on the available resources and other characteristics, being the values between
WILL NEVER and WILL ALWAYS.

Finally, the MPR Selector set of a node n consists of all the addresses of nodes which
have selected n as MPR.

Topology Discovery

By performing the already mentioned link sensing and neighbour detection procedures,
each node is able to communicate with the directly connected neighbour nodes and it
can participate in an optimised flooding mechanism. However, this information has to
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be disseminated through the entire network in order to allow the construction of routes
to every node. This is done by MPR nodes which periodically send a Topology Control
(TC) message with a set of links, known as Advertised Link Set, which contains the
links to all the nodes in the MPR Selector set.

MPRs broadcast TC messages, flooding them to all the nodes in the network using
other MPRs to efficiently improve the distribution of topology information, enabling
greater scalability.

The generation of Topology Control messages is periodically performed by all MPR
nodes in a time interval defined by the constant TC INTERVAL, which can have several
values such that, for a lower interval, a higher capacity of reaction to link failures is
achieved. Related with failures, whenever a change to the MPR Selector set is detected,
possibly due to a link failure, a new TC message should be sent earlier than the next
interval generated message.

A common problem inherent to proactive protocols is the synchronization of control
messages such as HELLO and TC messages. This increases the network overhead and
may lead to losses due to collisions. In order to avoid this phenomenon, which typically
arises with periodically sent messages, the OLSR protocol randomly defines a value
named jitter which should be between 0 and MAXJITTER. This value is used in the
actual message interval by subtracting the jitter value to it, thus varying the period in
which messages are sent, and avoiding equal message transmission times which may
synchronize.

OLSR v2

Currently still under development by the Internet Engineering Task Force (IETF)
MANET working group, a new version of the OLSR protocol, the Optimized Link
State Routing version 2 (OLSRv2) [21], proposes an update to the mechanisms of its
predecessor. Even though the main algorithms are maintained, this new version offers a
more modular and therefore flexible architecture, allowing, for instance, the addition of
security extensions without compromising backwards and forwards compatibility [22].
Moreover, it also uses the Neighborhood Discovery Protocol (NHDP) [23] for the dis-
covery of 1-hop and 2-hop neighbours, as well as discovering whether links are bi-
directional, by sending HELLO messages similarly to the standard version of OLSR.
The OLSRv2 protocol also implements the MPR Flooding process so that the link state
information advertised by the protocol is efficiently propagated.

3.1.3 Fisheye State Routing Protocol
The proactive Fisheye State Routing (FSR) protocol [24] is inspired and takes its name
from a well known technique proposed by Kleinrock et al. named Fisheye [25], origi-
nally used to reduce the size of samples required to represent graphical data. Similarly
to a fish’s eye, where the images are more detailed closer to the eye’s focal point, a node
using the FSR protocol has a better perception of its closer neighbourhood, updating in-
formation about more distant nodes with a lower periodicity.

As a link-state routing protocol, the FSR protocol maintains a topology map of the
network at each node. However, instead of flooding a network change when it is de-
tected, it proposes a different scheme for information dissemination [26].
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In order to reduce routing control overhead, instead of sending routing updates at
a fixed period, the FSR protocol uses different time intervals to exchange its routing
information with nodes at different distances. Each node receives routing updates from
further away nodes less frequently, maintaining a less accurate view of distant routes.
However, whenever data is forwarded through the network, the precision of the used
routes gradually improves as it gets closer to the desired destination.

3.2 Hierarchical Proactive Routing Protocols

The definition of specific hierarchies by different routing protocols has commonly been
used, aiming at keeping the protocols more scalable. In contrast with typical flat routing
protocols, hierarchical protocols usually exchange their routing information in different
ways, according to a cluster or node hierarchy level.

The usage of hierarchies in conjunction with proactive routing approaches can be
observed as a hierarchy of clusters, as an organised tree of addresses, or even as trees
of paths forming a topology. Several schemes exist and all attempt to efficiently handle
routing with the least overhead possible, as presented next.

3.2.1 Source-Tree Adaptive Routing Protocol
The Source-Tree Adaptive Routing (STAR) protocol [27,28] is a link-state protocol
which has on average less overhead than on-demand routing protocols. Its bandwidth ef-
ficiency is accomplished by restraining the dissemination of link-state information only
to the routers in the data path towards the desired destinations. STAR also creates paths
that may not be optimal while avoiding loops, such that the total available bandwidth is
increased. Moreover, STAR has specific mechanisms to know when update messages
must be transmitted to detect new destinations, unreachable destinations, and loops.

Despite being able to scale, as each node only maintains a partial topology graph
of the network, the STAR may suffer from large memory and processing overheads in
scenarios where constant mobility may report different source trees, and routing paths
are too big due to the network size.

3.2.2 Multimedia Support in Mobile Wireless Networks
The work entitled Multimedia support in Mobile Wireless Networks (MMWN) [29],
the authors propose an architecture consisting of two main elements, corresponding
to different node types, which can either be switches or endpoints. Both of these can
be mobile, however only switch nodes can route packets and only endpoints can be
sources or destinations for packets. This protocol also keeps a cluster hierarchy as a
location management scheme, capable of obtaining the address of an endpoint. This
information is kept as a dynamic distributed database, such that in each node there is a
location manager node.

The proposed hierarchy allows the necessary amount of routing messages to be re-
duced, as only location managers are required to update their information and only then
perform the location finding process [30]. However, this aspect is also negative on the
overall performance of the protocol, as routing is strongly related with the hierarchy of
the network, making the routing process complex and more vulnerable to disruptions
when location managers change.
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3.2.3 Cluster-Head Gateway Switch Routing
Using the mechanisms introduced by DSDV, another proactive hierarchical routing pro-
tocol is the Cluster-head Gateway Switch Routing (CGSR) protocol [31], which uses
a routing approach where clusters are formed by electing a cluster head node, aiming
to reduce the communication overhead, and thus making routing scalable and efficient.
After the election of a cluster head, all nodes within its range will be considered as be-
longing to that cluster and all route updates should be done within its scope. All route
discovery packets are forwarded through the cluster-head node.

One important task of this protocol is, essentially, the clusterhead election process.
Authors argue that, when using distributed clustering algorithms, two possible choices
are the lowest-Identifier (ID) algorithm and the highest-connectivity (degree) algorithm.
The most important aspect to be taken into consideration when picking a clustering al-
gorithm is stability. In order to avoid constant cluster head changes, which can harm-
fully impact the performance of other underlying protocols being used (such as DSDV),
the algorithm chosen by the CGSR protocol is the Least Cluster Change (LCC) cluster-
ing algorithm [32]. This clustering algorithm is proposed as an improvement to existing
algorithms, achieving enhanced stability.

Even though the proposed two-level cluster hierarchy may reduce the amount of
flooding for dissemination of routing information, as only the cluster-heads are re-
sponsible for this task, the process of maintaining these clusters involves additional
overheads, in particular the election of an appropriate cluster-head node. Moreover,
this special node will always represent a bottleneck on each cluster, overloading it and
possibly leading to a faster energy depletion and consequent cluster-head re-election.

3.2.4 Cluster-Based OLSR Extensions to Reduce Control Overhead
in Mobile Ad Hoc Networks

The work entitled “Cluster-based OLSR (C-OLSR) extensions to reduce control over-
head in mobile ad hoc networks” [33], proposes an extension to the OLSR protocol by
introducing a cluster organised network. The authors propose a scheme where the ex-
isting clusters are considered as nodes themselves, using the MPR concept created by
OLSR applied to clusters. This structure, in conjunction with the definition of Cluster
HELLO (C-HELLO) and Cluster Topology Control (C-TC) messages, allows the main-
tenance of paths among the existing clusters while reducing the required amount of
routing information, as only MPR Clusters generate C-TC messages.

Even though this paper uses the OLSR protocol for intra-cluster routing, propos-
ing the mentioned C-HELLO and C-TC extensions to support a clustered network, the
propagation of these new messages across clusters may have a negative impact. More-
over, the proposed mechanisms may suffer from mobility phenomena which, as in other
approaches, require an additional overhead of updating the entire network structure.

3.2.5 Dynamic Address Routing for Scalable Ad-Hoc and Mesh Networks
Inspired on a previously work on a Dynamic Addressing paradigm, the authors propose
Dynamic Address Routing (DART) for Scalable Ad-hoc and Mesh Networks [34], a
proactive hierarchical approach that efficiently manages the organisation of nodes into
zones for large scale networks. Address allocation and lookup are the main drawbacks
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of this proposal. However, the published work presents schemes to tackle these prob-
lems, showing how addresses can be allocated taking into account node positioning,
by building a tree with l levels where l is the number of bits used in the routing ad-
dress. A clear distinction is made between routing address and the identity of a node (a
unique identification tag) since the routing address is dynamic and changes with node
movement, contrasting with the node identifier which is always the same.

The three most important functionalities in DART are, first, the address allocation
responsible for maintaining one routing address per network interface according to the
movement and current position of a node; second, the routing which determines how to
deliver packets from source to destination and, finally, the node lookup which consists
in a distributed lookup table in charge of mapping identifiers to network addresses.

The DART proposal reveals to be an efficient solution for routing in large scale Ad-
hoc networks. However, for small networks the Dynamic Address Heuristic has a strong
overhead impact and in general it is difficult to implement, as the distributed lookup
table is hard to manage.

Tree-Like Distance Vector

Inspired by the work presented in DART, the Tree-like Distance Vector (TLDV) rout-
ing protocol [35] uses a 2b − ary tree locator and Distributed Hash Table (DHT), as
opposed to DART’s binary tree. The protocol also maintains at each node a routing
and a neighbourhood table, being the routing table organised into �log2b N� rows with
(2b −1) entries each, in a network with N nodes. A major contribution from the TLDV
protocol is not being restricted to the binary tree used by DART, exploiting a different
space structure. However, the choice of parameter b needs careful consideration and
strongly depends on the network’s intrinsic properties. A trade-off between lower and
higher values of b must be achieved between the size of the routing table, the amount
of available locators and also route efficiency.

3.2.6 Deferred Routing Protocol
The Deferred Routing (DefeR) [36] approach consists on efficiently handling routing
in clustered networks by defining a multiple view network hierarchy, achieved by ag-
gregating clusters into different levels and by postponing routing decisions throughout
traversed clusters until the final destination is reached [37]. Moreover, this routing pro-
tocol considers an enhanced mechanism that selects the most appropriate gateways by
resorting to a link quality estimator [38].

This network organisation resembles the cartographic division of the world into
continents, countries and cities, assigning identifiers with different granularities to each
region. Another work with a similar approach, inspired by computational geometry
techniques, is the Greedy Distributed Spanning Tree Routing protocol [39], which de-
fines convex hull trees using nodes’ absolute position information, which may not al-
ways be available, in order to optimize the routing process by sending packets to hulls
which contain the desired destination’s position.

In DefeR, a tree organisation of clusters is considered and, instead of traversing the
entire tree looking for the desired cluster destination, the search can be optimized to a
complexity of O(�log2(n+1)�), for n clusters, without using any geographical position
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information [40]. Therefore, routes are established according to the cluster hierarchy,
exploiting the different granularity levels of clusters within clusters. Moreover, the re-
liability of the links between clusters is taken into account, rather than minimizing the
total hop count from source to destination.

One key advantage of using Deferred Routing is that, by keeping its optimised net-
work hierarchy, it is able to limit not only the effects of micro but also macro-mobility,
as clusters not involved in the mobility process of nodes are oblivious to changes in
other clusters. Moreover, DefeR does not require additional routing messages for inter-
cluster routing, being adaptable to any available link-state routing protocol with small
changes to their own routing messages. The hierarchy employed by DefeR is based on
a binary tree structure, motivated by the bisection that occurs in growing clusters and
also by the base-2 logarithmic complexity of balanced binary-search-trees.

4 Reactive Routing Protocols

Proposed as an alternative to the expensive periodic update of proactive routing
schemes, reactive protocols were introduced, performing route discoveries on-demand
to avoid the waste of resources experienced with proactive solutions. This approach
seems more suitable for mobile Ad-hoc networks where topology changes occur con-
stantly. However, on-demand solutions suffer from an initial delay on retrieving a rout-
ing path which may not be acceptable, while at the same time the flooding of Route
Request (RREQ) for route retrieval also adds an increased network overhead. In fact,
several works aim solely at reducing the Broadcast Storm Problem (BSP), which was
named after the broadcasting process typically involved in the dissemination of routing
information of on-demand routing protocols [41].

4.1 Flat Reactive Routing Protocols

Similarly to proactive routing protocols, reactive approaches for wireless multi-hop
routing can also be divided in two different categories where either flat or hierarchi-
cal network organisations are considered.

4.1.1 Ad Hoc On-Demand Distance Vector Routing Protocol
Designed for mobile wireless Ad-hoc networks, the Ad hoc On-demand Distance Vec-
tor (AODV) [42] routing protocol requires low memory and processing, while providing
quick adaptation to dynamic link conditions. In addition to this, AODV has a low com-
munication overhead and provides loop-free unicast routes in a reactive way, without
having to maintain routes to destinations that are not currently in use.

Upon a request of a route to a destination, RREQ Packets are broadcasted through-
out the network nodes until they reach their final destination or, alternatively, until an
intermediate forwarding node, already containing an active/updated path to the destina-
tion, responds with a Route Reply (RREP) packet. Since each forwarding node keeps a
reference of the source node triggering a RREQ, as well as the neighbour node likely
to be used as next hop towards that destination, when processing a response message
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(a RREP), a node will route it back along the expected hops until it reaches the source
node, making the new path available [43].

For efficiently managing the above described process, AODV uses sequence numbers
to avoid loops and keep awareness of updated routes. Additionally, an assumption of
bidirectional links is also present when a RREP is sent to its originating node. However,
if unidirectional links exist, an alternative procedure needs to be used, in order to allow
these packets to be correctly replied.

One important practice to be considered in AODV is the usage of an expanding ring
search technique. This measure aims at preventing unnecessary network-wide dissem-
ination of RREQ messages by controlling the extent to which these packets are broad-
casted. This optimisation can be achieved by effectively setting some AODV specific
parameters to the most appropriate level.

In order to keep accurate information about the active routes and avoid disruptive
failures, each node monitors the link status of their next hops in these paths. The moni-
toring process is typically achieved by exchanging HELLO messages through the links,
even though other mechanisms may be used. Upon the detection of a link break, a
Route Error (RERR) message is used to notify the other nodes present in the path that
a link loss occurred. Then, after receiving this message, the source node may decide
to re-trigger a new RREQ, setting up a new route. Some extensions to AODV have al-
ready been proposed to address this specific point, for instance the Ad hoc On-demand
Distance Vector Backup Routing (AODV-BR) Protocol [44].

The authors propose a modified version of the AODV protocol which not only uses
the Expanded Ring Search (ERS) mechanism, but also a new approach named Hop
Prediction, which improves the route search used by AODV. History records are main-
tained to each discovered route in order to optimise the ERS and reduce the overall
routing overhead.

4.1.2 Dynamic Source Routing Protocol
An example of a completely reactive protocol with support of unidirectional links is the
Dynamic Source Routing (DSR) [45] protocol proposed in the IETF MANET working
group [46]. Aiming at scalability, in a network of at most two hundred nodes, the DSR
protocol provides a soft-state approach where the two basic operations are Route Dis-
covery and Route Maintenance, supporting asymmetric routes and assuming a typically
small network diameter.

Designed for Internet Protocol version 4 (IPv4) addresses, provided by any mecha-
nism such as Dynamic Host Configuration Protocol (DHCP) for dynamic assignment
or static configurations, the DSR protocol is a loop-free protocol capable of quickly
adapting to network topology changes. These adjustments of the topology only have
an impact on the protocol when they affect paths currently active, being ignored by
any other nodes. However, in order to avoid routing based only on flooding, topology
changes related with mobility or other circumstances are not expected to happen so fast
that the DSR protocol cannot adapt.

DSR uses explicit source routing, where an ordered list of nodes through which the
discovery packet will pass, from source to destination, is used to allow multiple paths
that enable the usage of load balancing mechanisms [47]. It also enhances the protocol
robustness by tolerating path failures, choosing alternative ones immediately. Route
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caching is also an interesting feature that results from the forwarding and overhearing
nodes’ action of gathering information that can be used in the future, avoiding the Route
Discovery process. When queried about a path, by performing a search in its local cache,
a node can immediately retrieve the desired route and avoid further overheads of a Route
Discovery process.

In the worst case scenario, when a complete Route Discovery has to be performed,
the first node, the initiator, transmits a RREQ that will be broadcasted to all of the
nodes until it reaches the destination node, the target. When this node is finally reached,
it checks for a previous path cached to the initiator and sends a RREP. Otherwise it
will start a new RREQ for the initiator, piggybacking the list retrieved by the first Route
Discovery. Optionally, the target could simply reverse the path contained in the list
given by the received RREQ, avoiding additional overhead but losing the asymmetric
path support property.

Route maintenance in DSR states that each node is responsible for managing the flow
over the link from that node to the next hop. This can be done either by using software
or hardware acknowledgements, and a limited number of retransmissions. After the
maximum number of retransmissions, a link is said broken and so the link is removed
from Route Cache and a RERR is returned. If an alternative path exists in the initiator
it shall be used, otherwise a new Route Discovery should be triggered.

4.1.3 Temporally-Ordered Routing Algorithm
Being a member of the link-reversal algorithms class, the multi-path and loop-free
Temporally-Ordered Routing Algorithm (TORA) [48], is an on-demand source initi-
ated routing protocol designed for multihop networks, which can also have destination
initiated proactive routing for path optimisation and maintenance purposes.

Concerning routing, TORA routers only keep information about their one-hop neigh-
bours and perform on-demand routing when retrieving a path to a destination. This oper-
ation performs best in networks with relatively sparse traffic patterns. At the same time,
destination oriented mechanisms can also be triggered to maintain and monitor the path.

Summarizing TORA, it can be defined as four separate basic functions, namely cre-
ating routes, maintaining routes, erasing routes and optimising routes. For this, four
different packet types are used: Query, Update, Clear and Optimisation [49]. TORA is
an interesting protocol from the point of view that it does not use shortest paths to sup-
port its decisions and neither does it follow a link-state nor distance-vector algorithm.

4.1.4 Dynamic MANET On-Demand Routing Protocol
Much resembling with DSR and AODV, Dynamic MANET On-demand (DYMO) rout-
ing protocol [50] is a reactive loop-free routing protocol. Designed for networks with
bidirectional links and capable of handling a wide range of mobility patterns, by dy-
namically determining routes in large scale networks, DYMO is best suited for sparse
traffic scenarios. Having only to maintain minimal routing state information, it is a
light-weight protocol applicable to devices with memory constraints.

The most relevant operations of the DYMO routing protocol are similar with DSR’s
Route Discovery and Route Maintenance. The former starts with the initiator node by
sending a RREQ Packet to be broadcasted by all nodes until it reaches the desired target
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destination, which then replies with a RREP Packet through the best path, defined by a
list that contains all the RREQ forwarding nodes. In order to reduce RREQ overhead, a
forwarding node containing an active path to the destination may automatically respond
with a RREP packet on behalf of the target node, avoiding further propagation of mes-
sages. An additional consideration is the usage of an adequate value for the HopLimit
parameter which, to delimit the expanding ring of a RREQ, may be defined as described
for the AODV protocol.

Complementing the above presented process, the Route Maintenance procedure is
responsible for safeguarding the existing routes in use [51]. Route lifetime is extended
by routers whenever a packet is correctly forwarded or a RERR packet is sent towards
the packet source to indicate that the path contains an invalid or missing node. Addi-
tionally, by monitoring links over which traffic is flowing, any broken link detection
should also immediately issue a RERR packet in order to swiftly notify DYMO nodes
that certain routes are no longer available.

4.1.5 Associativity Based Routing
The Associativity Based Routing (ABR) [52] principle consists on the fact that after
some migration process, where associativity ticks can be analysed, a certain stability
time will exist, where a node will stay dormant within a cell before it moves again. The
associativity tickets are analysed on the link layer level allowing to understand the degree
of mobility of a node, where low associativity tickets are a synonym of a higher state of
mobility and, on the other hand, high associativity ticks represent a stable state [53].

Route Discovery and Route Re-Construction are the two phases that compose the
ABR protocol. During the Route Discovery phase a Query packet is broadcasted from
source to destination, which then replies with a Reply message. The Query message
is forwarded by every intermediate node that will keep the information of its upstream
peer, removing it from the original packet and adding its own. If a duplicate Query is
received by a node, it will be discarded. When a Reply message is sent back by the
destination, nodes receiving this packet will set the path from source to destination as
valid and active. Other nodes containing alternative paths will have them marked as
invalid and will not relay packets to the destination, even if they hear the transmission.

Complementing the Route Discovery process, the Route Re-Construction phase han-
dles possible failures caused by mobility or other situations by performing a partial
route discovery, invalid route erasure, valid route update and, in the worst case scenario,
new route discovery, which consists in the repetition of the entire processes described
for the Route Discovery Phase.

4.2 Hierarchical Reactive Routing Protocols

The usage of Hierarchical Reactive Protocols is modest when compared with proactive
or hybrid routing approaches. This is likely due to the fact that most well defined hierar-
chies require constant updates in order to be efficiently kept, going against the concept
behind Reactive Routing, which only exchanges routing information when required.
Nevertheless, some Hierarchical Reactive protocols do exist and are described in the
following paragraphs.
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4.2.1 Hierarchical AODV Routing Protocol
As the name indicates, the Hierarchical AODV (Hi-AODV) Routing Protocol [54,55] is
a hierarchical version of the well known AODV routing protocol, using a tree based on
cluster-heads for the creation of the concept of virtual nodes, which correspond to a typ-
ical cluster. The cluster-head is the only node responsible for handling control packets
and managing the routing table of its own internal cluster. Having a tree composed of
clusters seen as a virtual node allows Hi-AODV to reduce the number of control packets
and avoid additional overhead.

In addition to the already mentioned challenges and overheads related to the mainte-
nance of clusters and their cluster-heads (e.g. the cluster-head election process), again,
it is clear that even though routing overheads can be reduced, the cluster-head will al-
ways have to be part of any routing path, leading to non-optimal paths, and additional
interferences in the vicinities of cluster-heads.

4.2.2 Layered Cluster-Based Routing
TheLayered Cluster-based Routing(LCR)protocol [56] isahierarchical reactiveprotocol
which exploits the main features of the Tiered Based Clustering Algorithm (TBCA) [57]
also proposed by the same authors. This clustering scheme is organised into layered stages
so that the number of nodes participating in the clustering process, at a given instant, is
reduced. By the end of the clustering process a connected dominating set consisting of
the elected Cluster-heads and Gateway nodes is formed.

Using an on-demand approach, the LCR protocol restricts its search space to the
dominating set retrieved from TBCA. Whenever a new route is required to reach a
destination, the initiating or source node broadcasts a RREQ and waits for a specific
time interval before issuing a new request. This request is only propagated by domi-
nating nodes, which maintain a table of previous requests (Table request) in order to
refrain a duplicate request, thus avoiding additional overhead. When the destination
node receives a RREQ, similarly to the AODV protocol, it sends a RREP and initiates
a route maintenance process which periodically exchanges HELLO messages between
the nodes involved in the route, sending a RERR message if a route failure is detected.

Additional mechanisms used by LCR concern the sensing period of the source and
dominating nodes. In fact, the source node’s sensing wait time is set to a sensing period
equal to Short InterFrame Space (SIFS), where the cluster-head’s waiting time is equal
to Point coordination InterFrame Space (PIFS) and the Gateway (GW)’s waiting time
is equal to Distributed InterFrame Space (DIFS). These specific times are set in order
to reduce the probability of collisions during the discovery phase.

Optimized Layered Cluster-Based Routing

An update to the LCR protocol was provided by its original authors [58], optimising the
MAC-layer mechanisms to avoid collisions and defining a direction mechanism that re-
duces the number of dominating nodes involved in the routing process. This direction-
based mechanism is free from any positioning techniques, such as Global Positioning
System (GPS), using information included in the resulting layers from the clustering
process and allowing dominating nodes to discard any RREQ when, for instance, it
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reaches higher layers than the layer where the destination is expected to be. In cer-
tain scenarios where this mechanism may not be available, the LCR protocol performs
normally without any disadvantages.

5 Hybrid Routing Protocols

Recognising both the advantages and disadvantages of proactive and reactive routing
protocols, hybrid routing protocols were proposed. The concept behind this new alter-
native is that the best of each approach (proactive and reactive) can be exploited together
in the different tasks performed by a routing protocol.

5.1 Flat Hybrid Routing Protocols

Even though flat and hierarchical routing schemes can also be found in proactive
and, even though less frequently, in reactive routing protocols, hierarchical routing ap-
proaches are usually more common in hybrid routing protocols which also consider flat
network perspectives.

5.1.1 Zone Routing Protocol
Combining the advantages of the pro-active and reactive paradigms, the Zone Routing
Protocol (ZRP) [59], proposes a zone based architecture where three embedded proto-
cols, the Intra-zone Routing Protocol (IARP), the Inter-zone Routing Protocol (IERP)
and the Bordercast Resolution Protocol (BRP), are responsible for maintaining the rout-
ing operation.

Assuming that a majority of the processed traffic occurs directly between neighbour
nodes, the strategy of ZRP is to reduce the scope of proactive traffic into a zone centred
on each node. The zones are defined as having a r radius expressed in hops, such that
a zone includes nodes whose distance from a given node is at most r hops. Since zones
overlap, ZRP is said to have a flat view of the network. This perspective results from the
authors’ statement that this approach can be used to detect optimal routes and to reduce
network congestion.

The IARP is the protocol used within ZRP zones to proactively maintain routing
tables up-to-date. In contrast, route discovery outside of a specific zone is made by the
reactive IERP protocol. Using the information of IARP, an additional routing procedure
is made by BRP, which consists in managing the packet delivery to the peripheral nodes
in the border of a zone (bordercasting). The usage of this approach in conjunction with
IERP allows a reactive route discovery to efficiently travel between zones [60].

The size of the zones used by ZRP can be managed by regulating the transmission
power of devices (if such option is available). Additionally, mechanisms to efficiently
and possibly dynamically choose r should be used, ensuring that a zone is big enough
to provide a good connectivity between nodes, but not too big so that update traffic does
not become excessive. However, such a dynamic process is complex and not easy to
achieve [61]. Further works provide analytical models that determine the routing over-
head incurred by the ZRP protocol and its variants. Some examples are the Indepen-
dent Zone Routing Protocol (IZRP) [62], which proposes mechanisms for calculating
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the optimal zone radius of the node, being more efficient than the standard ZRP [63].
These mechanisms are known as min-searching and adaptive traffic estimation, and al-
low each node to have its own independent zone size. The Two-Zone Routing Protocol
(TZRP) [64], that presents a zone-based architecture that decouples the (basic hybrid)
protocol’s ability to adapt to changing traffic patterns from the ability to adapt to different
mobility models. And also the Fisheye Zone Routing Protocol (FZRP) [65], where the
architecture defined by the ZRP uses Fisheye State Routing in its proactive operations.

5.1.2 Tooska Scheme and Mobility Aware Hybrid Routing
The Tooska Routing scheme [66] is a hybrid node-centric protocol which relies on AODV
as its default routing protocol, switching to the Wireless Routing Protocol (WRP) [67]
when appropriate. By selecting the nodes with more stable fixed neighbours, the core
nodes, the protocol defines these intermediate nodes when data needs to be sent, through
the analysis of the HELLO Message Counter (HMC) field stored by each node. Core
nodes periodically update their routing tables by changing to the WRP protocol, inform-
ing all the remaining nodes of this change. In order to reduce the overhead introduced
by the Tooska scheme, the number of core nodes is minimized by defining a minimum
number of required stable neighbours.

Due to node mobility, the selection of core nodes can become inefficient in the
Tooska scheme as it is proposed. Bearing this in mind, the Mobility Aware Hybrid
Routing (MAHR) [68] defines an alternative selection method for core nodes, where
the ratio of changing neighbour nodes is used. The routing process is similar to Tooska
relying on the AODV protocol for route discovery, where the core nodes are responsible
for the maintenance of routing tables by using the OLSR protocol.

5.1.3 Heat Routing for Ad-Hoc Networks
Parallel to the behaviour of heat trails in the physical world, wireless nodes using the
Heat Routing for Ad-hoc Network (HRAN) protocol [69,70] emit a heat signal to be
perceived by neighbour nodes. The amount of heat detected by each node depends on
a gradient function such that nodes further away from the heat source register a lower
level of heat when compared with 1-hop distant nodes.

The protocol’s main mechanisms consist on the creation of a heat overlay, where each
node proactively disseminates its topology information, with an amount of heat defined
by a Time Aware Bloom Filter (TAB) which is a new type of Bloom Filter defined by
the authors. The heat information is included in periodically sent HELLO messages,
as the size of the used TAB never changes regardless of network size, creating a heat
overlay or heat trails.

By using an on-demand approach, the second stage of the HRAN protocol consists
on discovering a valid route from source to destination. This is achieved by issuing a
predetermined number of Random Walk Request (RwREQ) queries, to be sent through-
out the network. Upon receiving a RwREQ, a node checks if the received destination
identifier is present in any of its registered heat trails. If a match is obtained, the random
walk is terminated and a direct walk takes its place. This walk is started by sending a
Follow Heat (FoHEAT) message which is only forwarded by nodes in the same heat
trail, allowing the query to quickly reach the destination.
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When a RwREQ reaches its intended destination node, it sends a Route Reply (RoREP)
message to the source, using the discovered route, inverted. If after sending a RwREQ, a
predefined time-out is reached and no RoREP is received by the source node, the protocol
falls back to a typical reactive source routing protocol such as AODV. This mechanism is
important as it allows the creation of heat tunnels which otherwise are only created after
a route establishment, during the route maintenance process.

The final contribution of the HRAN protocol is the maintenance of routes which in-
clude the creation of heat tunnels, achieved by adding the destination’s identifier in the
proactively sent routing messages. This creates a “highway” for future route requests
to this destination. Moreover, this process also ensures that failed routes are repaired
by sending Route Repair (RoREPAIR) messages and it further aims at improving the
found routing path. Since the first retrieved path may not be the shortest path due to
the randomness of route discovery process, an additional message named as Route Im-
provement (RoIMP) is sent by the source within the heat tunnel, until it reaches the
destination. In its turn, the destination sends back to the source a new RoREP, using an
inverted more efficient path.

5.2 Hierarchical Hybrid Routing Protocols

Quite a few Hybrid Routing protocols for Ad-hoc networks can be found in the litera-
ture, however, despite the fact that many rely on clusters or well defined zones, not many
implement a hierarchical routing scheme. The following protocols propose a hybrid
routing scheme capable of retrieving inter-cluster information in a reactive approach,
avoiding the necessity of restraining routing information in cluster-heads to reduce the
overall overhead. However, on a downside, inter-cluster communication may be subject
to route retrieval delay if no previous path has been maintained in cache.

5.2.1 Zone-Based Hierarchical Link-State Routing Protocol
The Zone-based Hierarchical Link-State (ZHLS) Routing Protocol [71], is character-
ized by dividing the network into non-overlapping zones where two different routing
paradigms are used: proactive routing within the zones and reactive between different
zones. This proposal alleviates single points of failure and bottlenecks by not being
dependent on cluster-head nodes and, at the same time, by maintaining a scalable hier-
archy based topology.

One important assumption, and a possible limitation from this protocol is that each
node knows its own position (for instance, by using GPS) and consequently its zone
ID which is directly mapped to the node position. With this approach, packets are for-
warded by specifying in their header the zone ID and node ID of their destination.

The division of the network into a number of zones depends on factors such as node
mobility, network density, transmission power and propagation characteristics. The ge-
ographic awareness is much more important in this partitioning process as it facilitates
it when compared to radio propagation partitioning [72].

In addition to the limitation of requiring some positioning system, the ZHLS protocol
requires that all nodes exchange inter-zone flooding information when only gateway
nodes need this routing information for calculating the shortest path between different
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zones. Moreover, the ZHLS is susceptible to a route retrieval delay when establishing
inter-zone paths, as reactive routing is used for this purpose.

In ZHLS, each node contains an intrazone and interzone routing table to manage
routing between nodes from a same zone and from different zones respectively. The
update of these tables is performed, by sending two types of Link State Packets (LSPs),
node LSP and zone LSP for intrazone and interzone, in that order.

A proposal to enhance the routing, by ZHLS is given in [73], where the ZHLS Gate-
way Flooding (ZHLSGF) scheme is defined to reduce routing overheads and reduce
routing tables’ size. This modification is closely related with the nodes that act as a bor-
der between different zones, since they are responsible for calculating the shortest path
between other gateway nodes, only sending interzone discovery packets between each
other, thus avoiding unnecessary packet forwarding to other nodes within the zone.

5.2.2 Distributed Dynamic Routing
Another hierarchical hybrid routing protocol, the Distributed Dynamic Routing (DDR)
algorithm [74], for mobile Ad-hoc networks, is a tree based routing protocol which
consists of six different stages where an election of the preferred neighbour is made,
followed by the forest construction which creates a suitable structure for the wireless
network, allowing an improved resource utilisation. Afterwards intra and inter tree clus-
tering is performed, followed by zone naming and partitioning. Zones are responsible
for maintaining the protocol scalable and reducing the delay.

While DDR creates and maintains a dynamic logical structure of the wireless net-
work, the Hybrid Ad Hoc Routing Protocol (HARP) [75] finds and maintains routing
paths. The HARP protocol aims at discovering the most suitable end-to-end path from
a source to a destination by using a proactive intra-zone routing approach and a reactive
inter-zone scheme, by performing an on demand path discovery and by maintaining it
while necessary.

Even though the DDR algorithm does not require any sort of cluster-head for cluster
maintenance, the possibility of some nodes being chosen as preferred neighbours by
other nodes may lead to the creation of bottlenecks, as they would be required to trans-
mit an increased amount of both routing and data packets. It is important that the choice
of preferred neighbours is balanced so that the overall performance of the protocol does
not get compromised. Moreover maintaining the entire logical structure of the network
may be somewhat heavy, depending on how dynamic nodes may be [76].

5.2.3 Cluster Based Routing Protocol
Aiming at a scalable, loop free routing protocol with support for asymmetric links,
the Cluster Based Routing Protocol (CBRP) [77] proposes a variation of the “Min-
Id” [78,79] for cluster formation, in which the purpose is to create a hierarchy con-
sisting of overlapping 2-hop-diameter clusters where a node is elected as cluster head,
responsible for maintaining cluster membership information. By exploiting the cluster
architecture, flooding traffic used in the routing process is minimized.

As a 2-level hierarchy, this protocol can be scalable to a certain extent, however, the
typical cluster formation and cluster-head election overhead still exists. Even though
node mobility does not necessarily lead to inaccurate routing table calculations, as it
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would happen with a purely proactive approach, the inherent route retrieval propagation
delay may lead to temporary loops.

In the Routing Process, RREQ packets are flooded from source to destination, but
only cluster head nodes are used in this process. When these packets reach the target,
a RREP is sent back to the initiator node [80]. Even though this process is triggered
by an on-demand request, additionally, every node within a cluster zone periodically
exchanges with its neighbours routing table information by using HELLO packets. This
pro-active behaviour in conjunction with the reactive on-demand requests positions the
CBRP within the hybrid family of routing protocols.

In addition to the Routing process, the CBRP also defines two other major compo-
nents which are Cluster Formation and Adjacent Cluster Discovery. The Cluster Forma-
tion process consists on the usage of a variation of the “lowest ID” clustering algorithm
where a set of rules for electing the cluster head are defined. Wrapping the whole pro-
tocol, the Adjacent Cluster Discovery process aims at discovering all bi-directionally
linked adjacent nodes. The process is executed by broadcasting the summarised Clus-
ter Adjacent Table of each cluster head as Cluster Adjacency Extension to the HELLO
messages.

6 Routing Protocols’ Complexity Analysis

Despite all the presented mechanisms, proposed by each routing protocol, they are all
subject to certain limitations and may fail in their purpose of scaling in large networks.
Regarding the scalability of existing routing protocols their communication and stor-
age complexity play an important role. Even though hierarchical solutions aim at being
more scalable, this is not always true, since the complexity of these protocols is not
necessarily better than flat solutions. Therefore, for each class of routing protocols,
considering the defined taxonomy, a comparison table highlighting the techniques used
by each routing scheme as well as their complexity communication and storage com-
plexity will be provided.

6.1 Flat Proactive Routing Protocols – Comparison

Proactive routing protocols stand out for always maintaining routes to all the available
destinations. In flat organisations clustering is not typically used however other scal-
ability mechanisms can be found. Table 1 shows these mechanisms for the presented
routing protocols and analyses their complexity regarding storage and communication.

6.2 Hierarchical Proactive Routing Protocols – Comparison

Even though hierarchical proactive routing protocols present more scalability oriented
features than flat ones, the communication and storage complexities are not necessarily
better. Moreover, the mechanisms used for this purpose, presented in Table 2 can be
quite complex and introduce additional overheads that are not accounted as routing
overheads. Nevertheless, the analysed routing protocols require that all the presented
aspects are available and therefore may not be as flexible as desired.
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Table 1. Comparison of Flat Proactive Routing Protocols

Protocol Cluster-based Scalability Techniques Communication Storage

DSDV no n/a O(N2) O(N)

FSR no fisheye updates O(N2) O(N)

OLSR no MPR nodes O(M2) O(N)

N : Total number of nodes
M : Total number MPR nodes

Table 2. Comparison of Hierarchical Proactive Routing Protocols

Protocol Cluster-based Scalability Techniques Communication Storage

CGSR yes Cluster-head O(C2) O(N)

C-OLSR yes Cluster-MPRs O(C2) O(N)

DART yes (zones) Dynamic Addresses O(log2 N) O(N)

DefeR yes Deferred Routing and Aggregated Networks Views O(C) O(N)

MMWN yes Location Managers O(N2) O(N)

STAR no Partial Topology O(N) O(D)

N : Total number of nodes
D : Total number of destinations
C : Average number of nodes per cluster

6.3 Flat Reactive Routing Protocols – Comparison

Reactive routing protocols aim at being more lightweight than proactive ones by send-
ing routing information only when necessary. However, this approach may result in
expensive flooding of RREQ whenever a route is required. In addition to this limitation,
which is more critical in scenarios with several traffic flows, these protocols also suf-
fer from a route retrieval delay. The communication and storage complexity of reactive
protocols is expected to be lower than a proactive routing protocol, as they only con-
sider the necessary destinations. However, in a worst case scenario for reactive routing
protocols, each node may be a source and destination node, resulting in a complexity
similar to proactive protocols, as shown in Table 3.
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Table 3. Comparison of Flat Reactive Routing Protocols

Protocol Cluster-based Scalability Techniques Communication Storage

ABR no Associativity Tickets O(N2) O(N)

AODV no modified ERS O(N2) O(N)

DSR no n/a O(N2) O(N)

DYMO no HopLimit O(N2) O(N)

TORA no Directed Acyclic Graph O(N2) O(N)

N : Total number of nodes

6.4 Hierarchical Reactive Routing Protocols – Comparison

In the existing literature there are few Hierarchical Reactive Routing protocols since
maintaining a hierarchy typically requires constant updates. Table 4 compares the per-
formance of the two protocols which depend entirely on the robustness of the used
clustering processes.

Table 4. Comparison of Hierarchical Reactive Routing Protocols

Protocol Cluster-based Scalability Techniques Communication Storage

Hi-AODV yes Cluster-heads as Virtual Nodes O(C2) O(N)

LCR yes TBCA O(C2) O(N)

N : Total number of nodes
C : Total number of dominating nodes or cluster-heads

6.5 Flat Hybrid Routing Protocols – Comparison

Table 5 presents a comparison of the main characteristics of the analysed hybrid routing
protocols with a flat network organisation. As a direct consequence of employing both
proactive and reactive routing protocols their complexity is similar to these protocols.
However, these protocols also provide optimisations that may enhance the protocols
performance in many situations. Moreover, the usage of zones by ZRP reveals an
alternative to achieve a more scalable routing process.
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Table 5. Comparison of Flat Hybrid Routing Protocols

Protocol Cluster-based Scalability Techniques Communication Storage

HRAN no Heat overlay O(N2) O(N)

Tooska no HMC O(N2) O(N)

ZRP yes (zones) Variable zone radius O(Z2) O(N
Z )

N : Total number of nodes
Z : Total number of zones or cluster-heads

6.6 Hierarchical Hybrid Routing Protocols – Comparison

Hierarchical Hybrid routing protocols provide most of the existing advantages in the
previously analysed protocols. Their mechanisms and complexity are presented in Ta-
ble 6, revealing that in a worst case scenario these protocols have similar complexities.
The tree-based DSR protocol has a higher communication complexity as it constructs
its own forest of connected zones, therefore being more complete than other protocols.

Table 6. Comparison of Hierarchical Hybrid Routing Protocols

Protocol Cluster-based Scalability Techniques Communication Storage

CBRP yes 2-level Hierarchy O(N
Z

2
) O(N)

DSR yes (zones) Preferred Neighbours O(N2) O(N)

ZHLS yes (zones) No Cluster-heads O(N
Z

2
) O(N)

N : Total number of nodes
Z : Total number of zones or cluster-heads

6.7 Summary and Considerations

In the existing literature several routing protocols have been created for Mobile Ad-
hoc Networks. However not all of these protocols provide a significant new approach
for routing, being many times small extensions of the most relevant routing schemes.
Moreover, many works rely on complex or even unrealistic assumptions which are not
suitable for dynamic networks such as MANETs.
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The presented analysis of current routing protocols for MANETs highlighted the
contributions provided by routing protocols separated into different routing classes,
taking also into account improvements made to and provided by these protocols. Nev-
ertheless, several issues still exist, motivating the creation of new routing mechanisms
for increasingly larger autonomous networks.

The comparison of the analysed protocols showed that reactive routing protocols are
not necessarily more scalable in worst case scenarios where many flows exist. More-
over, it also demonstrated that cluster-based alternatives are able to maintain a smaller
communication complexity. Even though the most scalable approach is provided by
the DART protocol, regarding the communication complexity, the mechanisms neces-
sary for this scalability to be achieved involve themselves additional overhead which is
neither accounted as communication nor storage complexity.

Moreover, in the presented taxonomy it becomes clear there are more proactive
and reactive routing protocols, reflecting the IETF MANET working group decision
to maintain only two main routing protocol approaches. In particular, there are several
more proactive protocols rather than reactive ones, showing a trend in what is expected
from Mobile Ad-hoc Networks. This shows that generally, the purpose of ad-hoc net-
works will be related with large-scale dense scenarios, where mobility is expected to be
moderate.

7 Performance Analysis Methodology

The presented literature analysis shows that, despite the initial trend on Ad-hoc net-
works to follow reactive approaches due to mobility, a large number of works have
moved towards proactive routing protocols, guaranteeing increased support for large-
scale networks where mobility may still be present. Bearing this in mind, and for com-
parison purposes, the presented evaluation considers the popular OLSR protocol and
two other alternatives C-OLSR and DefeR. These comprise, respectively, three different
proactive routing approaches, employing flat un-clustered routing, flat clustered routing
and hierarchical clustered routing. By analysing the three approaches it is easier to un-
derstand which technique is more suitable for large-scale networks. The OLSR protocol
was chosen as a control subject, providing a basis for comparison due to its stability and
popularity in MANETs, being a standard protocol – currently under improvement by
the MANETs IETF working group in its second version [21] – and the other two for
being evolutions of this protocol.

7.1 Objectives

In order to understand to what extent the existing Ad-hoc networks can scale, the pre-
sented performance evaluation will simultaneously assess, in different conditions, sev-
eral routing aspects and metrics. The relevant parameters will be explained and varied,
triggering different changes in performance of the already mentioned routing protocols.
These changes are then analysed and conclusions about the impact of each change will
be provided.



90 D. Palma and M. Curado

Such an analysis was not possible using a real testbed due to the involved network
dimension and therefore a simulation environment was considered, allowing a signifi-
cant amount of different repetitions and a proper validation of the presented analysis,
as well as an accurate generalization of the scalability performance of the protocols.

7.2 Simulation Conditions

The provided results were obtained using the OPNET Modeler Wireless Simulator [81],
where the considered wireless nodes follow the Institute of Electrical and Electronics
Engineers (IEEE) 802.11g standard [82] at 2.4Ghz, and have a maximum range of 100
meters (Transmit Power of 3.7e−4W ), which corresponds to the maximum obtainable
range of common wireless cards [83,84], unless stated otherwise. Nonetheless, due to
the accurate radio model implemented by default in the OPNET Simulator, asymmetric
links or even unidirectional links may occur, as well as channel errors and multi-path
interferences respectively. Moreover, the Consultative Committee on International Ra-
dio (CCIR) propagation model was used, configured to represent a small to medium
city with a building coverage of 15.8 percent, as it is considered as an appropriate prop-
agation model for MANETs [85]. The usage of this simulation environment strives for
being more realistic when compared with other works, which use the outdated 802.11b
with non-standard MAC layers and unlikely ranges (for instance, 250m). Each eval-
uated scenario has specific variations of several simulation parameters since they in-
dependently assess different characteristics. Simulation parameters not mentioned here
or in the definition of the scenarios are defined with the values used by default in the
OPNET Modeler Wireless Suite Simulator, version 16.0.A PL1.

All the different parameters varied in each of the defined scenarios were ob-
tained after 30 runs per parameter, always using different seed values and the Linear-
Congruential Random Number Generator Algorithm, for a total simulated time of 15
minutes (900 seconds per run), which allows routing protocols to be appropriately eval-
uated by guaranteeing enough mobility [86].

Taking into account the defined objectives of this evaluation and their statistical va-
lidity, all the presented results have a 95% confidence interval obtained from the central
limit theorem, which states that regardless of a random variable’s actual distribution, as
the number of samples (i.e. runs) grows larger, the random variable has a distribution
that approaches that of a Normal random variable of mean m, corresponding to the same
mean as the random variable itself.

7.3 Evaluation Metrics

As previously mentioned, in order to provide a thorough evaluation of the chosen
MANET routing protocols and their behaviour in large-scale networks, it is impor-
tant to simultaneously assess the performance of different routing aspects, choosing
appropriate comparison metrics. For this purpose the following items were considered
in provided evaluation:

• Traffic Delivery Performance
– Losses
– End-to-end Delay.



Scalable Routing Mechanisms for Mobile Ad Hoc Networks 91

• Routing Performance
– Path Length
– Routing Stability
– Control Traffic Overhead.

Taking these different aspects into consideration, this performance assessment must
involve the evaluation of a large scale network, measuring the stability and overhead
of this concept, as well as its overall traffic delivery performance. Moreover, in order
to allow a more exhaustive evaluation it is important to determine the protocol’s ability
to handle mobility phenomena, introducing dynamic scenarios with different mobility
models.

The average percentage of losses and end-to-end delay reflect a protocol’s compe-
tency to choose suitable paths and are taken into account in this evaluation in all the
presented scenarios. The percentage of losses strongly influences the applicability of
a routing protocol in different scenarios. However, in Mobile Ad-hoc Networks a high
number of losses is expected due to its inherent nature, where nodes are intermittently
connected and where interferences and collisions are frequent [87]. Moreover, the delay
metric is also subject to these interferences, limiting the usage of real-time applications
in some scenarios. Nonetheless, in an extreme outlook, where only MANETs may be
available, the registered losses may not be significant and retransmission mechanisms
can be used to successfully deliver the required data.

A different routing metric considers the path length (hop count), from source to
destination, which typically is minimized by routing protocols in order to reduce the
number of nodes that intervene in the data delivery process. By reducing the number of
hops, protocols are expected to be more energy efficient. However, this is not always
the best option, as bottlenecks may arise and collisions will not only originate more
losses but also a faster energy depletion on nodes in “popular” paths. Regarding this
aspect, the DefeR protocol follows a different approach from the other two, choosing
paths that minimize the total number of cluster-hops, selecting the most suitable GW
nodes according to their quality.

In addition to these metrics, it is also important to measure the required resources
and, therefore, routing traffic overhead, as well as the stability of the existing routes.
Regarding the latter aspect, mobility of nodes is responsible for most of the topology
changes and it is the protocol’s task to efficiently handle these changes.

The topology awareness of a routing protocol is a metric representative of a routing
protocol’s stability and knowledge about the network’s structure, registering topology
changes during the simulation. A topology change occurs whenever a new TC or a TC
with a higher sequence number is received and also when a TC entry is deleted after
expiry. Each topology change triggers a routing table recalculation, however, in order
to reduce computational overhead, the routing table is only recalculated by default at
most every 1 second, processing all the received topology changes between each recal-
culation. Such technique is compliant with the OLSR specification and used in existing
implementations [88,89]. Moreover, all the analysed protocols use this improvement in
order ensure a fair comparison between them.
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The amount of processed topology changes in routing table calculation
reflects a protocol’s stability and will also be analysed, referred as Average Topology
Changes per Routing Table calculation (AToCRT) and defined by equation 1.

AToCRT =
Number of Topology Changes

Number of Routing Table Calculations
(1)

The number of routing table calculations possible in a T seconds simulation is de-
fined in equation 2, with i being the simulation instant where n Topology Changes occur.
Since the number of topology changes is influenced by the mobility of nodes, the dif-
ferent speeds used in an evaluation will be reflected in the AToCRT metric and also on
the total number of routing table calculations. In particular, with higher speeds, an in-
creased number of Topology Changes throughout the time will trigger a higher number
of routing table calculations, with a maximum of 1 per second, as defined by f (n) .

Routing Table Calcs =
T

∑
i=1

f (TopologyChangesi), f (n) =

{
0 if n = 0
1 if n > 0

(2)

Topology Changes are propagated by TC messages sent by MPR nodes. These mes-
sages are forwarded to all the elected MPR nodes and represent most of the routing
overhead, as they are the only forwarded messages sent throughout the network. The
number of forwards per TC messages must then be analysed, in order to correctly assess
the scalability of a protocol.

The overall routing overhead must also be considered taking into account the peri-
odically sent and received routing traffic from both HELLO and TC messages. This will
also reflect the protocols’ ability to handle a large number of nodes.

Regarding the creation of clusters used by both the DefeR and C-OLSR protocols,
a static definition of the areas comprised by each cluster was used and a mechanism
for the nodes to automatically update their Cluster Identifier (CID) was implemented.
However, this approach does not guarantee a constant density of nodes within each
cluster. Such limitation impacts the performance of both protocols, since, in a worst case
scenario, all the nodes might move into one single cluster. Nonetheless, in a realistic
scenario clustering algorithms may not be able to guarantee constant density unless
they introduce limitations of their own (such a single-hop cluster coverage) [90].

8 Simulation Results

The performance of a routing protocol can be assessed through several parameters.
Typically, a protocol’s competency to deliver data packets successfully, paired with the
end-to-end delay of the chosen path, determines whether a protocol has a good per-
formance or not. However, in Mobile Ad-hoc Networks there are several other metrics
and characteristics that must be analysed. The presented simulation results consider the
already introduced evaluation metrics that are indicative of the protocols’ behaviour
taking into account scalability and resilience to mobility.
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8.1 Scalability Assessment

In order to assess how scalable the mechanisms of a protocol are, a set of results where
the total number of nodes increases should be obtained. By increasing the number of
traffic flows, it is also possible to understand how the protocol handles not only the size
of the network, but also how it copes with a demanding network where several routes
must be established.

Following an approach where a growing size network is used, the total number of
node clusters is incremented presenting a scalability evaluation of the routing protocols.
This evaluation depicts the behaviour of these protocols with both small and large-scale
networks. It is a straightforward assessment which somewhat disregards the nature of
MANETs, as it does not take into account the natural behaviour of moving people,
being entirely random regarding both mobility and traffic flows.

Fig. 2. Increasing Number of Clusters

A set of results from 1 cluster up to 10 clusters is provided, where each cluster has
49 nodes (which is the best number of nodes handled by OLSR [91]). The dimension
of each cluster is of 500× 500m, ensuring an initial constant density of the network.
Figure 2 depicts the configuration of the network used in this scenario.

Regarding the smaller simulated networks with one cluster, both C-OLSR and DefeR
behave exactly like OLSR, as both use it for intra-clustering and no inter-cluster oper-
ations are required. The provided results for smaller networks are important as other
protocols designed for large-scale networks, such as Dynamic Address Routing, are
known not to perform well in smaller networks [34].

In order to assess how the three protocols handle networks with a different number
of traffic flows, the different size networks were also evaluated with 1, 4, 8 and 16 traffic
flows. Each flow begins randomly after an interval between 50 and 250 seconds of sim-
ulation time, uniformly distributed, being concluded by the end of the simulation. The
destination of each flow was randomly chosen, using a User Datagram Protocol (UDP)
traffic type, with a constant bit rate of 8 packets of 4kbit per second, representative of
typical interactive gaming, simple file transfers or information exchange [92].

In this scenario the DefeR protocol’s ability to maintain a reduced overhead in sce-
narios where nodes are likely to move within nearby contexts is disregarded. All nodes
randomly start their movement after an initial warm-up time, between 100 and 250
seconds (following an uniform distribution). The used mobility model is the Random
Waypoint with a pause time of 60 seconds, without any distance or cluster restrictions,
such that nodes are able to move freely across the entire network. The nodes’ speed is
uniform between 2 and 6km/h, corresponding to pedestrians’ walking speed [93].
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Fig. 3. Average Percentage of Losses

8.2 Obtained Results

Taking into account the discussed evaluation metrics, the obtained results in the defined
scenario are presented next. Each metric is presented with the four different number of
flows, side-by-side, in order to allow a better comparison.

8.2.1 Percentage of Losses
In any routing evaluation, the percentage of registered losses can be considered as an
indicator of how a routing protocol performs. This is presented in Figure 3, where the
obtained percentage of losses is clearly influenced by the number of clusters in the
network. In a 1-cluster network, the three protocols have a similar performance, as all
of them simply use the OLSR protocol for maintaining routing paths. While the growing
number of flows varies only slightly the data traffic delivery performance, the increasing
number of clusters has a higher impact, such that the C-OLSR protocol registers more
than 80% of losses in networks with 4 or more clusters.

Regarding the overall percentage of losses, the DefeR protocol registers the best
performance being able to constantly deliver more data packets than its competitors.
However, the DefeR protocol still has a significant amount of losses in larger networks,
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Fig. 4. Average End-to-end Delay

which is consistent with the performance of other protocols such as the DSDV or the
DYMO routing protocols [94]. Though many losses are not desirable, this results from
the intrinsic nature of MANETs. It is important to take into account that the proposed
scenario is extremely demanding, where a path from source to destination may often not
exist. Despite this fact, the proposed routing approach managed to perform two times
better than the C-OLSR protocol in some network configurations.

8.2.2 End-to-End Delay
In realistic multi-hop wireless networks, as previously discussed, the constraint of an
existing path between any two nodes cannot be guaranteed. As a result Delay-Tolerant
Networks have been proposed [94], focusing on the delivery of data packets, regardless
of the time interval it might take between source and destination. While the OLSR and
C-OLSR protocols simply discard packets when a route is not found, the DefeR gate-
ways are able to re-route packets if alternative paths exist. As a result of an improved
traffic delivery, the DefeR protocol has a higher end-to-end delay, as seen in Figure 4. A
similar delay is found in the C-OLSR protocol for an eight cluster scenario with solely
1 traffic flow, where this protocol has an abnormal improvement in traffic delivery (see
Figure 3a).
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Fig. 5. Average Number of Hops

Considering the class of reactive routing protocols, the path discovery process is
responsible for initial delays even higher than the ones registered by any of the three
analysed protocols [70].

Even though the DefeR scheme is outperformed by the other two protocols, when
delay is considered, its increased traffic delivery must not be disregarded as it helps to
understand its origin. In fact, after a closer analysis of the obtained results, the high
standard deviation reveals that the registered delay is only introduced by some flows,
which are likely to be failed by the other protocols. This is the only reason for such
a standard deviation, as the three protocols were equally simulated 30 times and only
DefeR was this dynamic.

8.2.3 Path Length
The number of hops from source to destination is presented in Figure 5, where the
OLSR protocol stands out for being able to achieve shorter routes. Regarding the
cluster-based routing protocols, the DefeR protocol is able to keep up or even surpass
the C-OLSR protocol’s performance, while always delivering more data packets.

Once again, the increasing network size proportionally affects the metric results.
However, while the average path length increases with the number of nodes, it decreases
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Fig. 6. Topology Changes per Routing Table Calculation (AToCRT)

with a higher number of traffic flows. A similar behaviour was found with the delay
metric, as it is also influenced by the number of intervening nodes in the deliver of data
packets.

8.2.4 Topology Changes Per Routing Table Calculation
In MANETs, topology changes are likely to occur very often, not only due to interfer-
ences but mainly due to the mobility of nodes. It is the routing protocol’s responsibility
to detect existing topology changes and reflect them when updating its routing table.
However, too many topology changes have a strong impact on the overhead introduced
by a routing protocol and may reveal that the protocol suffers from instability.

In Figure 6 the lack of scalability of the OLSR protocol becomes clear, resulting in
a growing number of registered topology changes in networks with a higher number of
nodes. On the other hand, the use of clusters by the DefeR and C-OLSR protocols allows
them to achieve a more stable routing performance, keeping a fairly constant number of
topology changes per routing table calculation. However, important topology changes
cannot be disregarded by routing protocols. Regarding the overall routing performance
of the C-OLSR protocol when compared with its unclustered version, even though it is
more stable, it fails to achieve a similar traffic delivery, suggesting that its handling of
topology changes does not have the same efficacy.
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Fig. 7. Number of Forwards per TC message

8.2.5 Number of Forwards Per TC Message
Closely related with the detected number of topology changes, the ratio between sent
and forwarded Topology Control messages is also a token of a protocol’s ability to scale.
The forwarding of TC messages deals with a large amount of overhead in the network
and should be kept to a minimum. Due to containment of routing information within
clusters, the DefeR and C-OLSR protocols require a rather small number of forwards in
order to disseminate their routing information – though the C-OLSR protocol requires
the smallest amount of forwards. However, once more, an excessively low number of
updates may indicate that existing routes are not entirely valid.

Regarding the number of traffic flows, there is no obvious impact on this metric, as it
only depends on the existing number of nodes and topology changes. The latter aspect
is clearer in the OLSR protocol, as seen in Figure 7 which shows that it requires its TC
messages to be forwarded to most of the nodes in the network.

8.2.6 Control Traffic Overhead
Since only purely proactive routing protocols are being considered in this evaluation,
the number of traffic flows does not influence significantly the number of required rout-
ing messages. Figure 8 shows the total overhead of routing control traffic issued by each
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protocol in the scenario with 16 Flows. As the number of nodes increases, the amount
of existing routing information also increases for any proactive protocol. However, the
DefeR protocol increases its overhead slower than its competitors, since it requires less
routing messages. Moreover, the performance of the proposed protocol can be further
improved by using a clustering algorithm that provides a table with the mappings of
each node to its CID, as they usually use such a table for cluster maintenance purposes.

The overhead felt by the sent routing messages is more clearly noticed by the re-
ceived routing information in the entire network. While HELLO messages are only sent
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locally, the previously analysed ratio between sent and forwarded TC messages deter-
mines how much more overhead is propagated through the network. Even though the
C-OLSR protocol has a slightly lower ratio of forwarded TCs, when compared with
DefeR, it has a higher received routing traffic overhead, as it sends more routing data
per message. The received control traffic overhead for each protocol is presented in
Figure 9.

8.3 Resilience to Mobility

The considered performance assessment must involve not only the evaluation of a large
scale network, measuring the stability, overhead and overall traffic delivery perfor-
mance, but also its ability to handle mobility phenomena, introducing dynamic sce-
narios with different mobility models.

Regarding this last aspect, even though many mobility models have been proposed
in previous works, each one of them has unique characteristics, therefore not replacing
one other.

In this evaluation, several mobility patterns will be taken into consideration. In order
to do so, the BonnMotion tool [95] has been used to generate different node trajectories,
later employed in conjunction with the OPNET Modeler Wireless Simulator. These tra-
jectories were created assuming a plausible speed for a person walking [93], between
0.5 and 1.5 m/s and a pause time of 60 seconds, when applicable. The mobility gener-
ation disregarded the first 3600 seconds, solely using the follows 900 seconds of path
randomization, avoiding the initial warm-up from the random number generations, thus
achieving a more stable scenario. Moreover, the area of motion was of 1500 by 1500
meters, for a total number of 541 nodes. Higher speeds were not considered, as the sense
of clusters would be faded away and the realm of vehicular Ad-hoc networks would be
entered. Even though new mobility models already present similarities with human mo-
bility, the used mobility patterns were chosen for the sake of comparison with existing
works on this subject.

For illustration purposes, after being imported to the simulator, the resulting trajec-
tories were then converted to image files and are depicted in figure 10, representing the
Gauss-Markov (figure 10a), Manhattan (figure 10b), Nomadic Community (figure 10c),
Random Direction (figure 10d), Random Waypoint (figure 10e) and Random Street
(figure 10f) Mobility Models. These different mobility models are entirely random, but
each one has its own specificities. By using them the intent is to demonstrate that the
DefeR paradigm is suitable in the most diverse scenarios.

In order to evaluate the performance of the chosen proactive protocols, six scenarios
incorporating different mobility models and an additional one with static nodes have
been used. All these scenarios have the same area and number of nodes, using the
trajectories defined by the BonnMotion tool, as previously detailed.

Another important aspect that motivates and influences wireless multi-hop networks
is the establishment of data flows between nodes. In the defined scenarios, 24 traffic
flows with different destinations were generated in each run. From these flows, 50%
were randomly chosen throughout the network, while the remaining traffic destinations
were set to nodes within the cluster of the source node. By using this approach, both
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Fig. 10. Mobile Models’ Trajectories

interactions within and outside clusters were assessed, providing a complete evaluation
of the protocol’s performance.

Each flow was defined with a constant bit rate of 8 packets of 4kbit per second (using
UDP), representative of typical interactive gaming, simple file transfers or information
exchange [92], which are all well suited applications for mobile Ad-hoc networks. The
start time of each flow is randomly determined following a uniform distribution between
50 and 250 seconds of simulation time, being concluded by the end of the simulation.

8.3.1 Obtained Results
The purpose of this scenario is to clearly understand the impact of different mobility
models on proactive routing. The following results show their efficiency and difficulty
in dealing with several distinct patterns of mobility.

8.3.2 Percentage of Losses
Figure 11 illustrates the percentage of losses registered by the routing protocols in all the
defined mobility variations. In these, the DefeR protocol stands out by dint of having
almost less than half of the losses than the remaining protocols. Conversely, the C-
OLSR protocol registers the worst performance, having always more lost packets than
the remaining protocols.
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Regarding the Static scenario, the OLSR and C-OLSR protocols unexpectedly show
worse delivery performance than in some mobile scenarios. This is a consequence of
their inability to scale, as in the Static scenario more paths exist, whereas in the Man-
hattan scenario, for example, nodes are separated by the arrangement of the streets.
However, the DefeR scheme is oblivious to the nodes’ placement and has a similar
performance in all the scenarios.
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8.3.3 End-to-End Delay
The average end-to-end delay is presented in figure 12 for all the proposed mobility
models. Being the static scenario the only exception, in the remaining scenarios the
DefeR protocol presents a higher delay. This aspect may not be desirable for certain
types of traffic, such as voice, which are not well suited for Ad-hoc networks. The
explanation for the higher delay registered by the DefeR protocol repeats itself – as a
consequence of the additional traffic delivery achieved, an increased load of traffic is
forwarded instead of being dropped.

In fact, while the end-to-end delay is typically a result of a higher path length, the
used metrics will show that this is not the case. Specifically, when analysing the Man-
hattan scenario, where the highest hop count of the all mobile scenarios is registered for
DefeR (see Figure 13), it has at the same time the lowest delay of all the mobile sce-
narios. This confirms that the approach taken by DefeR, which sometimes uses longer
but more stable paths, registers less losses and is efficient, not introducing any delay
by itself. The higher delay times are not registered in the Manhattan model, as the
nodes follow well defined trajectories, where the additional delay overhead in the other
mobile scenarios is due only to the repairing of broken paths, allowing the increased
performance in traffic delivery registered by DefeR.

The self-restoring property of the DefeR protocol may occur in demanding situations
where, due to the mobility phenomena, instead of dropping packets while routing tables
change, packets are held and re-forwarded to the appropriate route. Thus, as previously
concluded, a higher total delay average is expectable. Moreover, when bottlenecks are
avoided due to load-balancing, the re-routing process may also introduce a slight delay.
However, as the DefeR scheme is able to reach more challenging destinations than
its competitors, the additional delay overhead is justifiable and still suitable for many
different applications.
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8.3.4 Path Length
Minimizing the path length is a typical target of routing protocols, with the purpose
of reducing the network load and optimising packet delivery. However, due to network
dynamics strongly influenced by node mobility, such a routing approach may reduce
the protocols’ traffic delivery as it disregards the stability of the chosen routes.

In most scenarios, the DefeR scheme is able to achieve a better path length than the re-
maining protocols while maintaining lower losses, as depicted in figure 13. Nevertheless,
for the Manhattan, Random Waypoint and Static mobility models, the Deferred Routing
Protocol has a slightly higher path length. This is a consequence of the scenarios’ speci-
ficities and increased traffic performance of the DefeR, as it reaches more demanding des-
tination nodes. The trade-off between path length and traffic efficiency, in order to achieve
an increased traffic performance, should be therefore regarded as an important feature.

As a result of the randomly chosen destinations and of the wireless medium inter-
actions, the confidence interval registered for the path length is higher than for other
parameters. However, this interval is still similar to all the analysed routing protocols,
validating the outcome of the parameter. The only observed exception worth of taking
note occurs with the OLSR protocol in the Random Street Mobility Model. This mo-
bility pattern is highly complex and it is clear that the OLSR protocol is not capable
of dealing with the constant and close interactions between the moving nodes. In par-
ticular, the obtained standard deviation suggests that in certain occasions routing loops
occur, drastically increasing the total number of hops.

8.3.5 Topology Changes Per Routing Table Calculation
When considering the scalability of a routing protocol, the stability of its routing tables
is a key aspect on how it performs. The update of a routing table may be a costly
procedure in terms of processing power and required energy, possibly leading to the
creation and dissemination of additional routing messages, depleting the batteries of
mobile devices faster than desirable.

Regarding this aspect, the OLSR protocol is clearly less scalable than the C-OLSR
and DefeR protocols, which register a significantly smaller number of topology changes
per routing table calculation, as shown in figure 14. In particular, the OLSR protocol
has its worse performance in the static scenario. Such behaviour is a direct consequence
of the wireless medium interactions of the nodes which are strongly connected in this
scenario. In fact, in the mobile scenarios, where connectivity is often scarce, there is
a clear reduction of the number of topology changes, suggesting once more that the
OLSR protocol does not scale appropriately.

Considering the C-OLSR protocol, which benefits from the usage of clusters such
as DefeR, it achieves a greater stability when compared with the standard OLSR. The
number of topology changes per routing table calculation registered by this protocol
is only slightly higher than the ones obtained from Deferred Routing. However, the
overall performance of the C-OLSR protocol regarding traffic delivery suggests that
its ability to timely register important topology changes is not appropriate, resulting in
wrong or outdated routing paths. On the other hand, the DefeR awareness of the net-
work is entirely different, detecting only the required amount of topology changes thus
being more stable, leading to an increased traffic delivery performance, lower routing
overhead and better energy efficiency.
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Fig. 14. Topology Changes per Routing Table Calculation (AToCRT)

8.3.6 Number of Forwards Per TC Message
The three considered routing protocols rely on Topology Control routing messages
to propagate the required information. These messages are issued periodically and
whenever a topology change is detected. Similarly to the previously analysed metric,
the OLSR protocol is the worst performer, being at its lowest in the static scenario
(Figure 15). The way that the OLSR routing protocol handles its routing information
leads to an expensive propagation of its TC messages throughout the network.
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On the other hand, the C-OLSR protocol requires less forwards per TC message than
any of the other two protocols. Even though both C-OLSR and DefeR routing use the
same clusters, it is clear that the usage of C-HELLO and C-TC messages by the C-OLSR
protocol is able to reduce the ratio between forwarded and sent TC messages. However,
the amount of information and validity contained in these messages, also needs to be
considered, as the previously analysed metrics reveal.

8.3.7 Control Traffic Overhead
Figure 16 shows the total amount of routing traffic sent by each routing protocol using
the different mobility models. The OLSR protocol once again stands out for having the
worst performance. The lack of a well defined network structure, which can be more
easily obtained by using clusters, originates an increased overhead. While in the Static
scenario this protocol has a bad performance, it is in the Random Street model that more
routing traffic is sent.

While the clustered version of the OLSR protocol is able to provide an improve-
ment regarding sent routing traffic, as seen before, it is not capable of maintaining this
improvement in terms of data traffic delivery. On the other hand, the proposed DefeR
protocol not only outperforms the C-OLSR by having less overhead, but it also outper-
forms the OLSR protocol in traffic delivery, registering less losses.

Since the sent routing messages may be forwarded through several nodes, Figure 17
presents the control traffic overhead received throughout the network. These results con-
firm the superiority of Deferred Routing in the handling of different mobility models,
being in accordance with the verified ratio between sent and forwarded TC messages.
Moreover, these results are obtained without guaranteeing a uniform density of nodes
within clusters, which would benefit the performance of the DefeR protocol even fur-
ther, as presented in the following scenarios.
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8.4 Summary

The versatility of Mobile Ad-hoc Networks makes them suitable for a wide range of
scenarios. Moreover, the dynamic nature of the wireless medium involves a large set
of variables which influence the behaviour of these networks. Several parameters were
considered for the assessment of three routing protocols, as well as two different sce-
narios with different characteristics. The protocols’ scalability was tested by using a
scenario with different size networks, while the effects of different mobile patterns
were assessed in a scenario using seven different mobility models. The chosen routing
protocols represent the proactive class of routing protocols as defined by the MANET
working group, which aim at handling largely dense networks.

In the presented performance evaluation the DefeR scheme revealed that it is able
to deliver more traffic than its competitors, even though it introduces some delay as
a result of the path-repairing mechanism. Despite having a slightly higher delay, this
protocol is still useful for many possible applications, being more stable regarding the
number of required routing operations and having an overall smaller overhead, while
the plain OLSR protocol showed difficulty in scaling.

The thorough evaluation obtained from all the defined scenarios and complete sim-
ulation environment, provided a good understanding of existing protocols’ scalability.
In particular, it revealed that existing routing protocols are already capable to handle
large-scale networks, even though improvements are still desirable and questions about
clustering techniques must still be addressed.

9 Conclusion

The usage of wireless multi-hop networks is undeniably important for a future world
where thousands of wireless capable devices are expected to be connected. Despite
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the existing work on this topic, open issues such as routing scalability still exist. In
this work, improved routing mechanisms as well as different scalability techniques for
Mobile Ad-hoc Networks, have been described.

The IETF MANET working group presents two main routing classes of routing
(proactive and reactive) however, only OLSR is aimed at dense networks and, despite
using MPR nodes, there are still scalability issues. These and other approaches were
analysed where the most relevant features and open issues were identified.

In order to thoroughly analyse the performance of the OLSR protocol and two other
protocols aimed at scalability which consider this protocol, an extensive set of different
scenarios is defined, where the protocols’ performance is assessed regarding their scala-
bility, stability and traffic delivery capabilities. The provided results were obtained from
several simulations, taking into account the dynamic characteristics of the wireless link
and different mobility patterns, which significantly influence MANETs.

The presented performance analysis provides a comprehensive and thorough evalu-
ation that can be used to assess other routing protocols for MANETs. Several scenarios
with different purposes are defined, scrutinising different aspects of the performance of
a routing protocol, such as its scalability, regarding both the number of nodes and an
increasing of flows, as well as its resilience to several distinct mobility patterns.

The importance of Mobile Ad-hoc Networks in a near future has been discussed
throughout this work. From the obtained results, the performance of the routing pro-
tocols, in particular of the DefeR approach, motivate their usage in large-scale scenar-
ios. However, the performance increase in scalability often results from the usage of
clustered wireless networks, which allows routing information to be contained within
limited contexts. Even though several routing protocols rely on this aspect, and con-
sidering that many clustering algorithms have already been proposed, there are still
drawbacks from this approach. The modification of an existing clustering approach or
even the definition of a new one should be addressed in a future work, taking advantage
of the increasing availability of contextual information provided by sensors, databases,
mobility and traffic patterns or even by the users themselves.
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Abstract. The evolution of wireless networking technologies in recent years 
leads to a faster, safer and more efficient knowledge transfer with the demand 
of growing up the volume of information handled. The ultimate aim of 
improving the living standards of citizens, requires a new foundation to 
evaluate and improve the existing to the present relevant measurement 
techniques and possibly the introduction of new ones. Also, new wireless 
information propagation models have to be proposed in the future and the old 
models have to be evaluated and modified for their improvement. This will be 
achieved by conducting reliable measurements and experimental tests. A key 
element of such measurements is the estimation of the present uncertainty. In 
this context, the purpose of this chapter is to study how the electromagnetic 
fields generated by modern wireless communication base stations can be 
measured and evaluated in terms of exposure. 

Keywords: Channel power method, electromagnetic field measurements, 
electromagnetic field exposure, reference levels, spectrum analyser. 

1 Introduction 

Human exposure to non-ionizing electromagnetic fields (EMF) is of great concern in 
the last decade and a lot of work has been done in this area [1]-[3] leading to the 
adoption of exposure limits from International Organizations or individual countries 
[4]-[9]. The rapid growth of technology in mobile communication services has to 
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compromise between the transmitted power levels and the benefits of quality, speed 
and volume of data of the received signals. To fully implement the recent technology, 
various propagation models have been proposed [10]. Probably in the future more 
effective propagation models will be the state of the art, since 4G [11] and other 
technologies will be further applied [12]. 

These technologies are more consistent with the human exposure effects to non-
ionizing electromagnetic fields, since very low power levels are transmitted. 
Unfortunately, as a result of lower transmitted power and since noise is more 
important, the noise reduction is the first step for accurate measurements. On the other 
hand, uncertainty is always present, even if highly expensive devises are used for the 
verification of propagation models or for exposure assessments. Thus, a thorough 
examination of measurement techniques and uncertainty effects on measurements 
concerning low level signals is of great importance. 

Worldwide exposure guidelines and standards, regarding protection of people to 
non-ionizing electromagnetic fields, exist to control electromagnetic radiation levels, 
by introducing Basic Restrictions (BR) to EMF exposure. Such BR suggest maximum 
permissible levels for the current density, power density and Specific Absorption Rate 
(SAR) by human tissues (localized or whole body averaged). Evaluation of 
compliance to BR is a very difficult task requiring very special equipment that can be 
found only in specific laboratories. To assess in-situ EMF exposure compliance, 
Reference Levels (RL) regarding electric field strength (E), magnetic field strength 
(H), magnetic flux density (B) and equivalent plane wave power density (S) are used 
instead.  

Most of the measurements for the evaluation of the EMF fields produced by 
modern base stations are being done using traditional Spectrum Analyzers (SA), 
while the measurement method and the particular settings of those instruments are of 
great importance to optimize accuracy and avoid common measurement errors. So far, 
several researchers have studied the characteristics of different types of signals in 
different frequency ranges, combined with the capabilities of the used instrumentation 
and proposed configuration instructions depending on the type of measured signals. 
For example, for DVB-T and DAB signals, related information can be found in [13] 
and [14] respectively, for GSM signals in [15], for UMTS signals in [16]-[18], for 
Wi-Fi signals in [19], for Bluetooth signals in [20], and for UWB signals in [21] and 
[22]. For various other signals employing OFDM (Orthogonal Frequency Division 
Multiplexing) or based on various versions of IEEE 802.11 protocol, information can 
be found in [23] and [24]. For some specific types of modern and rapidly growing 
communication systems, such as WiMAX signals, some information on measurement 
methods and SA settings can be found in [25]-[29]. 

In this chapter, we are dealing with two of the above mentioned wireless 
technologies, i.e.: Universal Mobile Telecommunications System (UMTS) and 
Worldwide Interoperability for Microwave Access (WiMAX). The first one is a third 
generation mobile cellular system widely spread nowadays, which uses wideband 
code division multiple access (W-CDMA). On the other hand, WiMAX technology 
supports point to multi-point broadband wireless access. WiMAXTM has been 
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standardized by the IEEE 802.16 standard [12] and is promising to offer a data rate of 
75Mbps at a distance of up to 50Km for Line of Sight (LoS) conditions and up to 
15Km for mobile stations. The IEEE 802.16 standard is designed to operate in several 
frequency bands, covering the range from 2GHz to 66GHz and supports 
communication in non LoS conditions targeting to serve multimedia application to 
mobile users. WiMAX possible usages include the replacement of the low 
performance twisted pair based local loop for home Internet access and backbone 
connection for WiFi hot spots. 

Since such signals usually have high peak-to-average ratios, the Channel Power or 
the Zero Span methods are considered to ensure accurate power measurements 
regardless of the characteristics of the individual signals [30]-[32].  

In our work, for the generation of test UMTS and WiMAX signals, specialized 
software packages run in a laptop computer and a Vector Signal Generator (VSG) was 
used. Also, a horn type antenna was used to transmit these test bench signals and the 
received electric field was captured using a SA connected to a dipole type antenna in 
a certain distance (4 meters) from the transmitting antenna. Furthermore, a real 
UMTS signal produced by an operating UMTS base station at a distance of about 
1600m from the measurements location, was measured for comparing purposes. In all 
the cases EMF exposure compliance evaluation is addressed. 

The remaining of this chapter is organized as follows: measurement setup is 
presented in section 5.2. The measuring methodology and the procedure for 
measurement results evaluation are given in section 5.3. Finally, in section 5.4 
conclusions from this work are presented. 

2 Measurement Setup 

2.1 Used Instrumentation 

As mentioned in the introduction, test bench UMTS and WiMAX transmitters were 
created to provide reference UMTS and WiMAX signals. The measurement setup was 
implemented using the instrumentation of the Non-Ionizing Radiation Laboratory 
(NIRL) of the Department of Informatics Engineering at the Technological 
Educational Institute of Crete. More particularly, the experiment setup is described as  
follows. 

a) For the test transmitters were used: 
• A vector signal generator (VSG) developed by Agilent Technologies 

(Agilent E4438C ESG), 
• A horn type Antenna developed by ETS-Lindgren (Model 3115: 1GHz-

6GHz), 
• A suitable RF cable for the connection of the transmitting antenna with 

the VSG,  
• Specialized software packages developed by Agilent Technologies. 

Agilent N7600B Signal Studio for 3GPP WCDMA was used for the 
generation of the test UMTS signal [33] and Agilent N7613Α Signal 
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Studio for 802.16-2004 WiMAX was used for the generation of the test 
WiMAX signal [34], 

• A laptop computer connected via Ethernet to the VSG (Dell Inspiron 15R 
7520 SE, running Microsoft Windows 8.1), 

b) For the measurement instrumentation (for the real or the test signals) were 
used: 

• A Spectrum analyzer (either the model ESA-E E4407B developed by 
Agilent Technologies, or the model FSH8 developed by Rohde & 
Schwarz can be used) for the capturing of the receiving signal, 

• A precision conical dipole type antenna (PCD8250: 80MHz-3GHz) 
developed by Austrian Research Centers GmbH - ARC, 

• An antenna rotator connected via USB cable to the controlling laptop 
computer (developed by Austrian Research Centers GmbH - ARC) was 
used for mounting and rotating the receiving antenna, 

• Dedicated software developed by NIRL with the ability to control the 
Spectrum Analyzers to take measurements, capture and process the 
measurement data. Also, NIRL software is capable to control the ARC 
rotator, 

• The same laptop computer as in case a), with a GPIB to USB interface 
(Agilent 82357A) for the connection to the Agilent E4407 SA, or for the 
connection via Ethernet to the R&S FSH8 SA, 

• Suitable RF cable for the connection of the receiving antenna with the 
used spectrum analyzer, 

Also for all the Ethernet connections a Switch was used (Linksys SD2008). A picture 
of the experiment setup is shown in Figure 1, whereas in Figure 2 the used 
measurement setup is depicted. The distance between transmitting and receiving 
antenna was 4 meters and the height of the antennas was 1.5 meters above the floor at 
a rooftop, where the measurements were taken. 

 

Fig. 1. Picture of the instrumentation setup 
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Fig. 2. Experimental setup 

2.2 Generation of the Test UMTS and WiMAX Signals 

For the generation of the bench UMTS signal, the Agilent N7600A Signal Studio for 
3GPP W-CDMA was used and for the generation of the bench WiMAX signal, the 
Agilent N7613Α Signal Studio for 802.16-2004 WIMAX were installed in the laptop 
computer. Both of these software packages use Standard Commands for 
Programmable Instruments (SCPI) over the General Purpose Interface Bus (GPIB) or 
Ethernet (TCP/IP) to communicate with the VSG generator.  

In Figure 3, a screenshot of the N7600A Signal Studio is shown as used to produce 
the test UMTS signal carriers (two carriers were used with centralized at frequencies 
2.13 and 2.14 GHz respectively). In Figure 4 the generation of the test UMTS signal 
via the VSG generator is shown and in Figure 5 the capturing of a real UMTS  
signal from E4407B SA is shown. Also in Figure 6 a screenshot of the N7613Α 
Signal Studio is depicted as used to produce the test WiMAX signal carrier (one 
carrier was used in this case). 



120 D. Stratakis et al. 

 

Fig. 3. Parameters and spectrum of the test UMTS signal 

 

Fig. 4. Generation of the test UMTS signal 

 

Fig. 5. Capturing of a real UMTS signal from 
Agilent E4407B Spectrum Analyzer 
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Fig. 6. Parameters, frame structure and spectrum of the test WiMAX signal 

2.3 Transmission of the Test Signals 

Towards transmitting the test signals, the VSG was connected via a suitable RF cable 
to a work type antenna (ETS-Lindgren Model 3115 with bandwidth 1GHz to 6GHz). 
The power output of the VSG was set the value of 0dBm allowing for a 10dB power 
amplifier back off (The maximum power setting of the used VSG is +10dBm). This 
was combined with the transmit antenna gain of about 8-9dBi and the connection 
cable losses of about 10-11dB at the measurement frequencies described in this 
chapter, resulting to an Equivalent Isotropic Radiation Power of 0-1dBm. The 
transmitted EIRP is lower than a real UMTS or WiMAX transmitter. However, as 
measurements were taken at short distances from the horn antenna, received signal 
strength was adequate for the experiments. In addition, the measurement distances 
were selected to lie in the far field region of the antenna radiation diagram. Far field 
conditions is a must for such type of measurements. 
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2.4 Reception of the Test Signals 

At the received side, a precision conical dipole type antenna (PCD8250: 80MHz-
3GHz) developed by Austrian Research Centers GmbH was incorporated. To achieve 
isotropic reception, an antenna rotator was used capable to place the antenna in three 
perpendicular to each other polarizations (named X, Y and Z polarizations). This way 
one measurement was performed for each polarization. Combining the three X, Y and 
Z measurement data using the Add3D [35] method isotropic behaviour of the 
receiving antenna is ensured.  

Table 1. Basic settings of the Spectrum Analyser for the signal measurements 

Spectrum Analyzer setting 
Test 

UMTS 
signal 

Test 
WiMAX 

signal 

Real 
UMTS 
signal 

Input Attenuation (dB) 0 0 0 

Reference Level (dBm) -50 -50 -60 

Sweep Time (sec) 0.2 1.0056 0.2 

Start Frequency (MHz) 2123,75 2595 2110 

Stop Frequency (MHz) 2146,25 2605 2170 

Resolution Bandwidth (kHz) 100 100 100 

Video Bandwidth (MHz) 1 3 1 

Average State On On On 

Number of Averages 10 100 100 

Detector Type RMS RMS RMS 

Sweep points 401 401 401 

 
The used antenna system (antenna with the rotator and the used cabling) was 

calibrated and the antenna factor data for the all the measurement bandwidths were 
available. The antenna receiving system could be connected to any SA (Agilent 
E4407B or R&S FSH8) to capture the received field. 

To perform proper measurements, optimal setup values to the SA have to be 
selected. The basic settings that were used in the experiments described in this 
chapter, are presented in Table 1. 

2.5 Measurement Procedure 

During the measurements, the SA was controlled by the special purpose software 
developed by NIRL. The development platform of NIRL software was the Matlab® 
due to its easy connectivity and capabilities for remote programming measurement 
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instruments using GPIB, USB or Ethernet connections and also due to its processing 
power. This software is an extension of the earlier used NIRL software [36]. This way 
measurement procedure repeatability is guaranteed eliminating possible personnel 
errors. The optimal setting for various types of measurements are stored in the 
software database and recalled to perform each measurement. Then NIRL 
measurement automation software passes these settings to the used SA using SCPI 
over GBIP or Ethernet. 

 

Fig. 7. Instance of NIRL software interface for controlling SA settings and saving measurement 
data during the capturing of a real UMTS signal data at the frequency range 2110-2170MHz 

After the setting of the used SA, it performs the dedicated measurement and the 
NIRL automation software captures the measurement data. It then saves them to an 
Excel file along with the used SA settings, cable type, antenna type and the used 
antenna polarization. These settings are used along with measurement data for the 
evaluation of the electric field and the respective uncertainty. In Figure 7, a screenshot 
of NIRL specialized software during X polarization measurement for the real UMTS 
signal is shown. To perform electric field evaluation more other parameters have to be 
taken into account such as used Antenna Factor (AF), cable and connector losses, 
environmental parameters (temperature, humidity etc.) during the measurement 
period, SA calibration data and SA performance specifications. This is also done by 
NIRL software.  

3 Processing of the Measurement Data  

As mentioned before, to achieve isotropic behaviour of the receiver setup, 
measurements are being performed using three perpendicular to each other receiving 
antenna polarizations named X, Y and Z for every signal and frequency band of 
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interest. The channel power method was used for the evaluation of the measurement 
results. This method as described in [32] and [37], computes the field strength out of 
measurement taking into account the resolution bandwidth of the receiver as well as 
the equivalent noise bandwidth. In Figure 8, the equivalent free space plane wave 
power densities Sx ,Sy and Sz for the real UMTS measurement as calculated from the 
measurement data, are plotted versus frequency (the respective Greek legislated limit 
is 6W/m2). Of course and for the other type of measurements (test UMTS and 
WiMAX signals) described in this chapter, similar figures can be created from the 
NIRL software. 

 

Fig. 8. Equivalent plane wave power densities for X, Y and Z polarization measurements (Sx, 
Sy and Sz), and the resulting total power density (Sxyz)  

A metric for the EMF human exposure compliance assessment is the summation of 
exposure quotients (SEQ). The SEQ is taking into account that RLs are frequency 
depended, as SEQ is calculated by adding the square of the electric field strength 
value in every frequency of interest divided by the squared electric field strength limit 
at the same frequency. The SEQ value has to be below the unit to ensure EMF human 
exposure compliance. 

For uncertainty estimation the approach proposed in [38] was used where several 
uncertainty contributors were taken into account (instrumentation performance data 
from either calibration data sheet or manufacturer specifications, environmental data 
etc). In case of spatial average measurements the approach proposed in [39] can be 
used. These approaches are compliant with the ISO Guide to uncertainty [40] and  
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Table 2. WiMAX signal measurement results 

Parameter Test UMTS 
signal 

Test 
WiMAX 

signal 

Real UMTS 
signal 

Measurement bandwidth (MHz) 22.5 10 60 

Frequency zone (MHz) 
2123,75 - 
2146,25 

2995 - 2605 2110 - 2170 

Total electric field at the place of the 
receiving antenna (V/m) 

2,06x10-3 0,12 5,07x10-4 

Expanded uncertainty of the total 
electric field (%) 

24,11 23.53  19,74 

Lowest electric field reference level 
for the frequency zone of the 

measurement (V/m) 
47,25 47,25 47,25 

Total plane wave equivalent power 
density at the place of the receiving 

antenna (W/m2) 
1,13•10-8 3,91x10-5 6,83•10-10 

Expanded uncertainty of the total 
plane wave equivalent power density 
at the place of the receiving antenna 

with confidence level 95.45% 

48,22 47,06 % 39,47 

Lowest reference level of the plane 
wave equivalent power density for 

the frequency zone of the 
measurement (W/m2) 

6,00 6,00 6,00 

Summation of exposure quotients 1,90x10-9 6,60x10-6 1,15x10-10 

Expanded uncertainty of the 
Summation of exposure quotients 

with confidence level 95.45% 
±5,11x10-11 ±2,73x10-7 ±3,34x10-12 

Summation of exposure quotients 
with its expanded uncertainty 

(maximum value) 
1,95x10-9 6,87x10-6 1,19x10-10 

Limits of exposure according to 
Greek legislation divided to the 

summation of exposure quotients 
with its expanded uncertainty 

5,12x108 145.493,41 8,43x109 

 
related documentation [41]-[43]. Table 2 presents the results of the EMF human 
exposure compliance estimation for the test bench UMTS and WiMAX signals and 
for the real UMTS signal as estimated by the described procedure. It must be 
mentioned that the presented results especially for the real UMTS base station, are 
time depended results since the total emitting power for such stations is depended on 
the number of subscribers served. For maximum exposure estimation in such cases 
the proposed methodologies in [44] and [45] have to be used. 
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4 Conclusions 

The rapid growth of wireless technologies raised a worldwide concern about the 
effects of human exposure to the electromagnetic fields of such installations 
especially in rural areas where most of the new wireless infrastructures are installed. 
Worldwide and national authorities have adopted reference levels to the radiated EMF 
fields for the human protection. Among modern wireless technologies, the WiMAX 
standard offers to be a replacement to the twisted paired based home user last mile 
connection as well as to provide high data rate for mobile network access. Since 
WiMAX involve complex modulation schemes to produce a noise like wideband 
transmitted signal the evaluation of EMF human exposure compliance in such a case 
is also complex.  

In this chapter the application of a methodology for EMF field human exposure 
compliance measurements is presented. For this purpose, test bench signals were 
generated using a vector signal generator with computer software. These signals were 
transmitted and measured using a spectrum analyser (narrowband measurement 
setup). Such software packages can be used for further study of the propagation 
characteristics of modern wireless communication signals in different environments. 
Issues related to measurement performance and measurement data processing were 
also addressed. The results of the measurements were presented accompanied to the 
measurement associated uncertainties. The measurements showed that for the test 
bench, the summation of exposure quotients (a metric for EMF human exposure 
compliance which should be below 1) is quite low. That was expected for the 
transmitting powers used, and also for the real UMTS station due to its distance from 
the location the measurements were taken. In real installations where equivalent 
isotropic radiation power can be very higher related to the presented setups, exposure 
limit violation may be found, depending on the distance from the transmitter, the 
surrounding topography, etc. The co-existing of other EMF radiation sources has to 
be taken into account as dictated by National and International exposure compliance 
standards. Furthermore the application of capable control software packages either for 
signal generation, or for signal evaluation showed that the simulations or the 
measurements could not be depended any more from the operators of the 
measurement system, avoiding this way any possible operator mistakes. Finally, 
several novel network architectures will be measured in the future based on the 
research work published by the authors in [46]-[50] in the field of Digital Video 
Broadcasting, as well as in [51]-[61] in the field of cognitive radio networks.  
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Abstract. The rapid proliferation of mobile wireless devices, astronomical data 
traffic transmission and development of multifarious technologies has resulted 
in huge demand for usable radio spectrum bands. Allocation of new spectrum 
bands and maximizing the usage of currently allocated radio spectrum bands 
have become of vital importance in emerging mobile computing networks. This 
chapter highlights the importance and issues of radio spectrum in mobile 
computing networks and also presents cognitive functionalities as an 
appropriate solution to cope with the scarcity of usable radio spectrum in 
emerging cognitive mobile computing networks.  

1 Introduction 

Today, large portions of the radio spectrum are assigned to the authorized users, and 
this static spectrum allocation mechanism causes radio spectrum bands to be 
underutilized at various times and locations. Beside the tremendous growth of 
wireless devices and increased volumes of multimedia data transmission, there is a 
need for more spectrum bandwidth to be made available for emerging wireless 
technologies. Exploiting the usage of underutilized spectrum bands is one of the ways 
in tackling the problem of spectrum band shortage. This process takes time and needs 
close cooperation between governmental and technical bodies to efficiently 
implement and enforce new spectrum allocation policies.  

Experimental measurements have shown that current radio spectrum bands are 
utilized both spatially and temporally at different times and locations. Recent 
initiatives have also led to the refarming of parts of the Ultra High Frequency (UHF) 
and Very High Frequency (VHF) bands following the switch-over from analogue TV 
broadcast to digital technology. This refarmed spectrum bands are expected to be 
opened to new radio technologies. Future mobile computing data traffic will be 
expected to achieve the required high data rates and desired quality of service by 
using a combination of advanced technologies such as; advanced antennas, improved 
modulation techniques, dynamic network topologies and the use of additional 
spectrum band.  

Cognitive Radio (CR) is a key technology to overcome the shortage of useful 
spectrum bands available for wireless communications by exploring the Dynamic 
Spectrum Access (DSA) technique. The DSA techniques have the potentials to 
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dramatically increase spectrum utilization in cognitive networking environments. The 
DSA approach can be implemented on both the licensed and license-exempt 
platforms. The use of licensed spectrum bands for cognitive networking has been the 
main challenge in this area; however, there are different ongoing researches on radio 
spectrum regulation approaches such as Licensed Spectrum for Exclusive Usage, 
Licensed Spectrum for Shared usage, Licensed Exempt Spectrum and Open Spectrum 
[1]. Next generation mobile computing networks should be designed to incorporate 
cognitive functionalities such ad self-spectrum management, self-organization and 
self-optimization. The rest of the chapter is organized as follows: section two presents 
spectrum requirements and polices, section three discusses spectrum handoff and 
mobility techniques, section four highlights cognitive functionalities in mobile 
computing networks, section five presents the critical challenges and issues in 
cognitive mobile computing and the chapter is summarized in section six.  

2 Spectrum Requirements and Polices 

2.1 Spectrum Requirement and Solution 

As the number of wireless connections and expected data-rates for wireless networks 
increase, spectrum demand and spectrum congestion will become critical challenges 
in the forthcoming all-encompassing wireless world. Increased throughput, higher 
quality of service requirement, seamless mobility, diversity of wireless devices based 
on multiple wireless standards are in more demand than ever before. To cope with 
these critical problems, sufficient spectrum management mechanisms and flexible 
spectrum usage techniques are being considered by scientists and engineers to exploit 
currently underutilized spectrum bands while protecting the licensed transmission 
against harmful interference. The concept of Cognitive Radio (CR) technology, which 
was coined by Mitola in 1999 [2], is a promising technology to deal with the spectrum 
scarcity problems envisaged in the future. The cognitive radio device is an intelligent 
radio, which can perceive its radio environment and adapts its radio transceiver’s 
parameters based on internal states and radio environment knowledge. This multi-
standard equipment is a prime tool that allows interoperability between 
communication systems of different standards, which normally will not operate 
together (see figure 1). 

The predominant feature of CR is improving spectrum efficiency using the 
dynamic spectrum access mechanism without harming licensed transmission with 
interference. The main functionalities of DSA are radio spectrum awareness, 
spectrum analysis, spectrum decision and radio parameter adaptation. The DSA 
concept allows CR devices (secondary users) to  access the unused portion of licensed 
and license-exempt radio frequency bands (spectrum holes) at any time and any 
location either vertically (spectrum sharing between heterogeneous networks) or 
horizontally (spectrum sharing between licensed-exempt users).  
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a)  
 

b)  
 

Fig. 1. a) Connection of cognitive radio to technologies b) the architecture of a cognitive radio 

2.2 Spectrum Demand Forecasting 

With the exponentially increasing numbers of wireless equipment and increased 
consumers demand for high data-rates and multimedia applications, mobile data 
traffic will continue to grow at an alarming rate. Wireless network operators such as 
Nokia Siemens Networks and Cisco have forecasted that the volume of data 
transmitted over mobile networks will increase by 13-fold between 2012 and 2015 
[3]. Operators use several methods to augment capacity, such as increasing the 
number of cell sites and deploying more efficient technologies. However, these 
techniques only cannot meet and satisfy the consumers’ demands. An effective way to 
cope with the high data-rates traffic demands with strict QoS requirement is to 
allocate more spectrum bandwidth for wireless communication services. How much 
spectrum and the dates of the spectrum allocation are prominent decisive factors in 
emerging mobile communications technology. Forecasting the use of spectrum bands 
is a crucial challenge, which can be estimated by different techniques such as 
historical growth of the number of land/mobile systems or monitoring new 
technologies and noting their spectrum requirements. Figure 2 shows the spectrum 
demand forecasting from 2010 to 2020 [5]. It can be seen that “Partially Increased 
Spectrum” produces a 50% increase of spectrum relative to the present by 2020, 
whereas “Fully Increased Spectrum” produces an approximate 100% increase of 
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Fig. 2. Normalized spectrum demand from 2010 to 2020 (Y axis: demanded capacity, from [5]) 

spectrum by 2020. In [6], authors studied the estimation of radio spectrum 
requirement for wireless broadband services from 2010 to 2030.  The forecasting 
algorithm defined is based on ITU-R M.1768-1. 

2.3 Spectrum Sharing Approaches 

Spectrum sharing could be implemented either in a cooperative or a coexistence manner. 
In the former, devices with different technologies cooperate to share spectrum while 
avoiding harmful interference to each other. To do this, a common protocol needs to be 
defined and distributed among users. In coexistence mode, devices are allowed access to 
spectrum bands without producing harmful interference. The devices must be able to 
sense targeted bands to avoid interference (e.g. CR). With regards to the regulatory 
policies, sharing techniques are categorized into four methods namely [7]: (I) sharing 
among equal primary users, (II) sharing among primary and secondary users, (III) 
sharing among equal secondary users and (IV) sharing among equal regional 
infrastructure. 
 
Sharing among equal primary users; spectrum is shared among users without 
priority. In this case, users are allowed access to the shared bands either in a 
cooperative or a coexistence manner. 
 
Sharing among primary and secondary users; this can be implemented as either 
cooperative sharing or coexistence sharing. In the cooperative scenario, a secondary 
user (SU) communicates with the primary users (PU) to know the availability of 
licensed channels at the demand time. Basically, this cooperation guarantees QoS for 
both the primary and secondary transmission. In coexistence sharing, two sharing 
mechanisms namely; Opportunistic Spectrum Access (OSA) and Underlay Spectrum 
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Access (USA) are proposed. In OSA, secondary users are allowed access to either 
temporary spectrum holes1 or spatial spectrum holes.2 

In the USA approach, the secondary users are allowed access to licensed channels 
simultaneously under low transmission power and interference level constraints. 

Sharing among equal secondary users; secondary users can be in licensed or license-
exempt spectrum. In both cases, users are prevented from causing harmful 
interference to each other. 

Sharing among equal regional infrastructure; in this form a regional service 
provider coordinates and shares spectrum bands among users, thereby seeking a cost 
effective way to exploit spectrum resources.  

2.4 Policies on Spectrum Utilization 

There are several ongoing techniques in improving the utilization of current spectrum 
bands and these are explained below.  

• Light Licensing 
In this utilization technique, all stations must be registered in a defined database 
spectrum map. Light Licensing is a novel concept in the US in the 3,650 to 3,700 
MHz range [4], it allows systems to share spectrum on a co-primary basis, whereby 
geographical location and signal sensing mechanisms are employed to ensure that no 
interference is caused among the involved systems. The IEEE 802.11y Working 
Group is one standard body that has focused on such concepts.  

• Spectrum fragmentation 
Spectrum fragmentation is another reason why new techniques are needed to exploit 
spectrum gaps and white spaces among the different spectrum assignments. This 
approach is based on the joint simultaneous use of different frequency bands in the 
frequency range of about 400 MHz up to about 6 GHz including the license-exempt 
frequency bands for WLAN applications. 

• Spectrum Harmonisation  
Harmonisation means defining technical conditions including spectrum, band plan 
and technology at a global and regional level. This helps to ensure efficient spectrum 
usage, seamless services over wide areas including roaming, system co-existence and 
global circulation of user equipment across borders. 
 

                                                           
1  Temporary spectrum holes; where primary and secondary users are located in the same 

coverage area. SUs are allowed to exploit temporary unoccupied licensed frequency bands 
during specific time instances. A strong dynamic spectrum access mechanism is needed to 
avoid disruption to licensed transmission. 

2  Spatial spectrum holes; also called regional spectrum access, the secondary 
transmitter is located far from the licensed coverage area. The secondary transmitter 
is equipped with a geographical positioning system (GPS) system and is supported 
by an updated regional radio spectrum database. 
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• Spectrum Liberalisation 
Essentially, liberalisation of spectrum means the removal of technology and 
regulatory restrictions on policies to enable new access technologies to be deployed 
within the same band or bands as existing and legacy technologies, for example, 
UMTS or HSPA could be deployed in spectrum bands where traditionally GSM, 
CDMA or TDMA have been used. 

2.5 Spectrum Release Plans 

As explained earlier, spectrum bands are predominantly authorized and largely lightly 
used by the assigned owners. However, there is still a significant increase in spectrum 
demand from stakeholders including broadcasters, business radio and mobile 
telecommunications companies, who use wireless communications to deliver their 
services (e.g. voice calls, video streaming, social networking, TV broadcast).  Several 
investigations have been focused on releasing various spectrum bands for 
communications. The Ministry of Defence (MoD) in the UK identified two spectrum 
bands with priority to be released by March 2015 (2310-2390 MHz and 3400-
3600MHz) [8]. These bands together comprise of 160MHz of spectrum (around one 
third of 500MHz spectrum required by 20203). Moreover, Ofcom (the British 
regulator and competition authority) informed that some portions of UHF/VHF 
frequency bands (especially channels 61 and 62) would be released after the digital 
switchover.  

3 Spectrum Handoff and Mobility 

3.1 Spectrum Handoff Techniques  

Spectrum handoff is an initiated process in mobile terminals. Handoff can be 
categorized as hard handoff and soft handoff in wireless communications. In the former, 
a mobile user can connect to only one base station at any time instant, so the target base 
station is selected considering the measured link quality. In hard handoff, an interruption 
will be caused to the transmission process, which might degrade the quality of data 
transmission. In a soft handoff mechanism, a mobile user can connect to a number of 
base stations during the handoff process. The best base station needs to be targeted 
among available base stations using accurate link quality measurement techniques. Soft 
handoff is complex and expensive to implement but has better energy efficiency and is a 
reliable technique compared with hard handoff [9]. Table 1 shows a brief description of 
applications and comparison of the aforementioned spectrum handoff approaches.  

                                                           
3  The Spending Review announces that at least 500MHz of public sector spectrum below 

5GHz will be released over the next ten years for new mobile communication technologies, 
including mobile broadband. 
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Table 1. Comparison of different spectrum handoff techniques 

Specificat
ions 
 

   Mode  

Application Connection Power 
Consumption 

Delay Complexity Effective 
Interference 

Hard 
Handoff 

TDMA,   
IS-54, 
PDC,  
GSM 

Single High High High Low 

Soft 
Handoff 

CDMA Multi Low Low High High 

3.2 Spectrum Handoff and Mobility in Cognitive Networks 

In cognitive radio environment, spectrum handoff occurs when a primary user 
appears/reappears in its own frequency band, which is being used by a secondary 
user. In this case, the secondary user must change its operating frequency to another 
unoccupied frequency band through a fast, efficient and reliable algorithm. Soft 
handoff mode is seen to be a strong candidate according to the architecture (software 
based) of the radio nodes and cognitive capability of the nodes. In cognitive radio 
networks, handoff schemes can be implemented in two different strategies; reactive 
handoff and proactive handoff. In the former, a secondary user changes its current 
operating frequency after detecting a link failure in the operating channel, while in the 
proactive technique, a cognitive user observes radio channels and predicts future 
activities in the current and available frequency bands, hence, an appropriate channel 
will be selected and channel switching is performed before link failure occurs. It 
should be noted that degradation in the quality of transmission and fast channel 
switching are prominent features of the reactive approach. 

As a result of this, a robust and flexible multi-layer spectrum mobility management 
scheme is required to accomplish spectrum handoff in an efficient and reliable 
manner. It is necessary to learn and adapt new parameters and ensure that the 
transition stage from the old parameters to new parameters is carried out rapidly and 
successfully during mobility task. The nature of spectrum mobility in cognitive radio 
networks can be divided into the following categories: 

Spectrum mobility in time domain; where a CR device adapts its operating frequency 
bands to newly available unoccupied spectrum band over various time slots.  

Spectrum mobility in space domain; where a CR device changes its operating 
frequency bands based on its operational geographical region, i.e., when it moves 
from one place to another, the operating frequency changes accordingly. Thus, the 
prominent challenge is the continuous allocation of spectrum in order to avoid 
degradation in the QoS of the PUs and SUs transmission [10], [11]. Various spectrum 
handoff and mobility issues in different cognitive network architecture and spectrum 
mobility techniques are studied in [12]. 
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4 Cognitive Functionalities in Mobile Computing Networks 

The volume of data transmitted over mobile networks will be significantly increased 
by about 800% over the next four years [4], also 7 trillion wireless devices will be 
serving 7 billion people by 2017, implying 1000 wireless devices per person [13]. 
This tremendous growth of wireless devices and its associated massive data 
processing requirement resulting from applications like multimedia services and video 
transmission will require advanced and intelligent devices as well as more spectrum 
bandwidth. Cognitive Radio technology is a well known solution to enhance better 
spectrum utilization and improved energy efficiency, the prominent specifications of 
cognitive mobile computing devices are multiprocessing, multitasking and 
reconfigurability. These advanced and intelligent devices require more power, radio 
spectrum, advanced signal processing and diverse modulation schemes in order to 
meet the desired QoS in networks. Cognitive devices can perform complex 
computational tasks in order to satisfy future users’ demands. These context aware 
users place cognitive functionalities (i.e. observation, analysis, decision making and 
adaptability) on top the software defined radio firmware to make mobile networks 
highly smart with features like self-organization, self-management, self-optimization 
and self-healing.   

Figure 3 shows a typical infrastructure free (Ad Hoc) cognitive mobile computing 
network. The cognitive users within the coverage area are allowed to sense, learn 
from their radio environment and adapt their transceiver parameters using the 
cooperative central decision strategy. This multi standard network collaborates with 
the spectrum coordinator and spectrum database centre in order to have access to 
appropriate spectrum band for data transmission within the cognitive mobile network. 

 

Fig. 3. A typical cognitive mobile computing network and its characteristics 



 Radio Spectrum Issues and Cognitive Mobile Computing 139 

5 Critical Challenges and Issues in Cognitive Mobile 
Computing 

Many challenges and research areas have been identified in the field of cognitive 
mobile computing. The key challenges are: Quality of connectivity, low bandwidth, 
hierarchical mobility and location awareness (i.e. handoff, network selection, mobile 
and station migration), power consumption, security and privacy (i.e. data encryption, 
authentication and authorization), mobile routing and efficient route selection, and 
resource reservation (appropriate channel reservation and power allocation). Some 
open challenges are categorized and discussed in the following: 

5.1 Cooperative Decision 

The cooperative strategy is defined to be a network of multiple dynamic users  
that share information to accomplish a common objective. In order to implement the 
computation of complex tasks, cooperative computing is an efficient strategy in 
mobile computing networks. In cooperative computing, information from multiple 
unlicensed users is exchanged among each other to make appropriate spectrum 
decisions. The decision-making process in a cooperative computing network can be 
either centralized or distributed. By using cooperative exchange of information, the 
accuracy of radio resources allocation is significantly improved in a heterogeneous 
network. However, the main problem is the additional computational overhead when 
compared with non-cooperative computing networks.  

5.2 Seamless Connectivity 

Mobility is a critical problem in cognitive mobile networks. As mobile users migrate 
to new locations, there should be good considerations on seamless high quality 
connectivity, efficient routing adaptation, location awareness and real-time 
optimization. These are top challenges that need to be addressed.  Changing channel 
frequency and migrating to newly unoccupied channel (licensed or license-exempt) 
without causing disruption to the data transmission is a paramount need in cognitive 
mobile computing. 

5.3 Interoperability 

Interoperability is an indispensable characteristic of cognitive devices in the next 
generation multi-vendor, multi-technology and multi-service environment in order to 
achieve seamless connectivity and guaranteed quality of service. Interoperability is 
necessary at various levels namely; device to device, device to network, network to 
network and even service to service. There are several standardization bodies working 
on interoperability within telecommunication technology such as; International 
Telecommunication Union-Telecommunication sector (ITU-T), European 
Telecommunication Standard Institute (ETSI), Committee T1 Telecommunications 
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(Committee T1), Institute of Electrical and Electronic Engineering (IEEE), Internet 
Engineering Task Force (IETF), Network Management Forum (NMF) and the 3rd 
Generation Partnership Project (3GPP).  

5.4 Security and Privacy 

Security and privacy is an intrinsic requirement of a cognitive mobile computing 
network. As the number of mobile computing devices such as smart-phones, tablets 
and other mobile devices grow, the need for security is vital in sending and retrieving 
information among users. A cognitive mobile device can intelligently connect to a 
diverse range of available wireless technologies in its radio environment, therefore 
secure data transmission with embodied authentication should be considered. In 
essence, intelligent collaborative security algorithms based on internal radio 
parameters and radio environment knowledge are required to achieve a secured multi 
technology environment. 

5.5 Energy Optimization  

Many efforts have been focused on energy optimization in mobile networks while 
meeting the Quality of Service (QoS) requirement of various applications at minimal 
cost [14], [15], [16]. Advanced low energy consumption integrated circuits have been 
a key consideration to meet the power consumption criteria in mobile computing 
networks. Several techniques have been proposed in the field of energy efficient 
networks such as; the exploitation and the control of power management capabilities 
(i.e., sleeping and rate adaptation) inside components of network equipment [17], 
[18], [19]. In this respect, at the physical layer level, advanced programmable 
hardware is the main goal in academic and industrial efforts. Also, at the link layer, 
efficient transmission and error detection techniques will effectively decreases 
retransmission of data packets and eliminate the energy consumption associated with 
retransmission. Transmit power control schemes are the most targeted mechanism to 
optimize energy consumption subject to the interference constraint and desired QoS in 
the network.  

5.6 Self-organization 

Self-organized networks are seen as one of the promising network types for an 
operator to augment the quality of data transmission as well as reduce operator’s 
expenditure. Cognitive mobile computing devices and the network have capabilities 
of self-configuration, self-optimization and self-healing. The self-configuration starts 
either in pre-operational stage or joining and moving users. Self-optimization task 
works in operational state, which starts when all radio parameters are measured and 
collected from the environment. In the self-optimization techniques, the configuration 
parameters are auto-tuned to make the most appropriate use of the network resources. 
Self-healing is the feature of automatic failure detection and automatic adjustment of 
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parameters in order to solve various failures’ classes in the cognitive mobile 
computing network. 

5.7 Radio Resource Management (RRM) 

Efficient and powerful radio resource management strategies based on accurately 
perceived and estimated radio parameters, achieved using spectrum sensing, 
interference avoidance schemes, efficient power allocation techniques and appropriate 
channel selection schemes should be used in cognitive mobile computing networks. 
Dynamic and real-time RRM algorithms should be executed to optimize the use of 
radio resources and meet the desired QoS in the network. The increased flexibility of 
algorithms enables cognitive computing networks to operate with diverse 
technologies. Dynamic RRM strategies can be implemented in centralized or 
distributed architectures. A dynamic radio resource management for multiple access 
points in WLAN is proposed in [20]. IEEE has also suggested a distributed RRM 
architecture under the 802.16h standardization activities. 802.16h proposes a 
coexistence protocol to enable all related functions such as detection of the 
neighborhood topology, registration to the defined database and negotiation for 
sharing radio spectrum. A common dynamic radio resource management algorithm 
can be performed over available networks (licensed and licensed exempt) and 
cognitive mobile computing network. This strategy significantly improves network 
performance and the QoS of the end-to-end users.  

5.8 Potential Health Hazard 

Cognitive computing devices have complex computing and application capabilities 
without a predefined connection to a network. These multi-standard mobile devices 
are allowed access to licensed and licensed-exempt spectrum bands, which may 
interfere with sensitive medical equipment. Therefore, comprehensive 
health/spectrum regulatory policies need to be implemented for cognitive mobile 
users, medical equipment and information technology.  

6 Summary 

With the development of mobile computing technologies, there still exist a vacuum of 
technologies and applications that are needed to overcome the challenges of emerging 
mobile networks.  Cognitive devices and networks are good candidates to tackle the 
challenges of present day mobile computing networks and provide intelligent 
solutions that will enhance the next generation of mobile networks. The capabilities of 
cognitive devices (i.e. observation, learning and adaptation) have the capability to 
turn current mobile networks to a dynamic, reconfigurable, interoperable and multi-
standard network.  
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Abstract. Wireless broadband networks are designed to provide high quality 
services to multiple mobile users simultaneously. The IEEE 802.16e Mobile 
WiMAX standard uses Orthogonally Frequency Division Multiple Access 
(OFDMA) schema for frame structure. OFDMA defines rectangular resource 
allocation of time slots and frequency carriers, separating in this way the 
channel into multiple subcarriers. This structure is used for arranging the 
incoming user requests. Aimed to increase the bandwidth utilization, while 
arranging the incoming user requests into an effective way, we have considered 
and evaluated Bin-Packing algorithms. Subsequently in the following sections 
are presented analysis and design of various Bin packing algorithms developed 
in our simulator. Moreover, a combined algorithm is proposed, named 
Guillotine First Fit Algorithm and a new version of the Shelf First Fit 
Algorithm. Simulation’s results concerning performance of implemented 
algorithms in different input values are gathered, analyzed and compared. The 
results are encouraging and provide indications regarding usage of the proposed 
algorithms in practice. 

1 Introduction to Wireless Communication and Bin Packing 

Algorithms 

The development of mobile communication technologies is influenced by furious rate 
improvements in information technology and industry. These transformations enabled 
greater usage of mobile communication facilities [1]. Another indication of mobile 
technologies expansion includes the improvements of mobile communication services 
from generation to generation [2-4]. Developed services comprise of: data transfer, 
international communication - roaming, multimedia services and voice over IP 
services, e-commerce, global positioning system services, and many other related 
services [5-8]. These facts lead to perceptions that mobile communication 
technologies are integral part of human’s everyday life. Considering new services 
provided by different generations of mobile communication technologies [9], it is 
worth to mention that changes are required in both radio access part of the networks 
and in the core part, too [10]. Concerning the radio access part, various multiplexing 
techniques have been developed, such as: Time Division Multiple Access (TDMA), 
Frequency Division Multiple Access (FDMA), Code Division Multiple Access 
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(CDMA), Wide Code Division Multiple Access (WCDMA), or Orthogonally 
Frequency Division Multiple Access (OFDMA).  

Regardless of the generation of mobile communication technologies, the prior aim 
is the user satisfaction with the quality of offered services and the ability to be always 
ready to support different user requirements. For these reasons, large capacity of 
bandwidth is required. This implies higher data rates, support of more services and 
fulfillment of more user requirements in an efficient way. In order to accomplish 
these needs, various multiplexing techniques may help. One of them is OFDMA that 
is used in fourth generation (4G) technologies [11]. OFDMA is known as a technique 
used in 4th generation standard- WiMAX [12], and it defines a rectangular resource 
space (time by frequency) in which multiplexed user requests are arranged. This 
technique is widely used in new wireless networks of IEEE standard, digital 
television, audio broadcasting and 4G mobile communications [13]. 

Bin packing algorithms present a method which may be used to increase utilization 
of bandwidth and to organize incoming OFDMA multiplexed user requests in an 
efficient way. Two dimensions are needed, corresponding to time and frequency.  
These dimensions are used in algorithms as input values for width and height of one 
rectangle which needs to be arranged into a specific shelf/bin. Different bin-packing 
algorithms exist with different scaling factors, which imply the usage of different 
properties for arrangement. We can mention: Shelf algorithms, Guillotine-able 
algorithms, Skyline algorithms, Maximal Rectangle algorithms, etc. Besides the 
algorithm to use, the objective is to arrange user requirements in a most possible 
efficient way, in order to provide high bandwidth utilization. 

The focus here is to arrange different requests, which are multiplexed using 
OFDMA schema. User requests are arranged in different time slots and frequency 
sub-carriers. These parameters are used as input dimensions for Bin Packing 
algorithms. Therefore, our first aim is to present a new version of Shelf First Fit 
Algorithm and a combined-new algorithm which we have named it Guillotine First 
Fit Algorithm. These algorithms are part of Bin Packing algorithms. Our second aim 
is to simulate and compare gathered results based on performance of these algorithms 
and their applicability on industrial world. 

The structure of the chapter is as follows: Section 2 presents related research and 
proposed solution for bandwidth utilization; Section 3 discusses concatenation of user 
request dimensions in OFDMA and Bin packing algorithms, while section 4 presents 
a thorough view of the developed simulator. Next, the implemented algorithms are 
analyzed, especially Guillotine First Fit and Shelf First Fit. Section 6 presents the 
simulation results and critically discusses usage of each algorithm in industry. Finally, 
the last section provides the overall conclusions. 

2 Related Research and Proposed Solutions for Bandwidth 
Utilization 

A frequent problem that telecommunication industry confronts is the usage of a 
method which will increase bandwidth utilization while organizing incoming frames 
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in an efficient way. Towards this problem, different schemas have been suggested. All 
these schemas propose usage of a specific algorithm, in some cases proposed an 
algorithm and in others developed one. However, compared to them, our application 
comprise of five developed and implemented algorithms each with a different 
working scenario, simulated with the aim to address the bandwidth optimization 
problem.  

In [14] a simple heuristic algorithm is proposed for the two-dimensional 
rectangular mapping. This schema may be used for downlink bursts in IEEE 802.16e 
Mobile WiMAX, ensuring strict QoS requirements. The algorithm is called eOCSA 
(enhanced-One Column Striping with non-increasing Area first mapping) and it 
presents an approach for handling the rectangle mapping problem. It first maps the 
resources for each subscriber into a downlink burst in a rectangular type.  There is 
also a prior version (OCSA) which maps the resource allocation blocks from bottom 
to top and right to left [15]. The eOCSA aim is to maximize the throughput through 
sorting the resource requests in a descending order (largest first). Then, they are 
mapped from bottom to top and right to left to allow the space for the variable.  

Aimed to minimize the waste of utilized bandwidth, a group of researches in [16] 
proposed a method that dynamically adjusts the downlink-to-uplink ratio. Dynamic 
Ratio Determination (DRD) monitors the mapping operation of both downlink and 
uplink sub-frames, and while considering load balance it receives feedback from both 
processes and proceeds to the appropriate selection of the forthcoming downlink-to-
uplink ratio.  

The idea how to arrange two-dimensional blocks which consists of time and 
frequency of multiple-users in OFDMA networks is analyzed in [17]. The authors in 
this paper prove that the problem of resource allocation in IEEE 802.16 in NP-
complete. They propose a low complexity heuristic algorithm to solve the 
length/width variable of the two-dimensional packing problem.  The Weighted Less 
Flexibility First (WLFF) algorithm provides a set of guidelines to choose one 
allocation schema for each iteration. Gathered simulation results showed that the 
performance of WLFF is comparable to the recursive searching methods, while the 
complexity is much lower.  

Similarly, aimed to maximize the available radio resources in WiMAX, the Greedy 
Scheduling Algorithm (GSA) is proposed [18]. This algorithm is capable of 
transforming 2D WiMAX OFDMA link packing problem into 1D searching problem. 

3 Affiliation of User Request Dimensions in OFDMA and Bin 
Packing Algorithms 

Bin Packing algorithms present methods which are used while observing packing 
problems. In these cases, a resource (one or more dimensional) is given and an 
amount of items which need to be packed there is defined.  Two-dimensional Bin 
packing problems deal with allocation of a set of n rectangles, each having width and 
height dimensions, into a predefined number of bins without overlapping [19-22]. 
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base logic are included. Some of those algorithms are: Shelf Next Fit (SHELF-
NF), Shelf First Fit (SHELF-FF), Shelf Best Width Fit (SHELF-BWF), Shelf Best 
Height Fit (SHELF-BHF), Shelf Best Area Fit (SHELF-BAF), etc. However, these 
algorithms seem to waste a lot of space. 
 

• Guillotine-able algorithms  
 
Present a procedure of placing a rectangle to a corner of a free rectangle of the bin, 
after which the remaining L-shaped free space is split again into two disjoint 
rectangles. As in the first case, here different subcategories of this method are also 
defined, such as: Guillotine Best Area Fit (GUILLOTINE-BAF), Guillotine Best 
Short Side Fit (GUILLOTINE-BSSF), Guillotine Worst Fit Rules, The Rectangle 
Merge Improvement (-RM), etc. These algorithms provide improvement compared 
to Shelf Algorithms, but the split line boundaries still cause problems with the 
practical performance. 
 

• Skyline algorithms 
 
These algorithms propose a similar solution with Shelf Algorithms. However, the 
specific approach completes packing a lot faster than the ones using the Maximal 
Rectangles data structure.  
 

• Maximal Rectangles algorithms 
 
These algorithms store a list of free rectangles that represent the free area of the 
bin and they perform an operation that essentially corresponds to picking both split 
axes at the same time. 

Regardless the used algorithm, the primary aim is to map user requirements, which 
from algorithms’ point of view are rectangles. 

Before presenting more thorough analysis corresponding to the implementation of 
the chosen Bin Packing algorithms, a brief overview of the simulator features is 
presented in the next section. 

4 Proposed Simulator of Network Request Mapping 
Techniques 

The generic aim of our simulator is evaluation and optimization of resource sharing in 
OFDMA networks (like WiMAX or LTE). In this way we developed a program that 
has implemented different Bin Packing algorithms. The focus here is to arrange 
different requests that come from subscribers into a compact schema that will allow 
effective use of bandwidth. These requests are arranged in different time slots and 
frequency sub-carriers. Targeted groups for this application are internet or telephony 
provider companies that operate in 4G platform. 



150 A. Basholli and T. Lag

The user request mapp
language and practicing 
implements five Bin Pac
algorithms, one should prov
considered to be the input v

• Dimensions of the bin 
• Number of bins 
• Dimensions of user requ

Provision of user request di
presented in Fig. 2. 

Specifically, they are set ac

– Fixed value distribu
– Uniform distribution
– Poisson distribution

Considering the first metho
request dimensions of wid
number of arranged user r
idle slots, and their comb
distribution, shown in Fig
testing reasons. The reason
there are rare or no cases w

In this application, the r
dimensions and a maximum
range value for generating
provides number 9, user re
However, while simulating
dimensions. The correspond
shown in Fig.3 b).  

The third method of inp
value generator (Fig.3 c).). 
of the user request and th
requests have dimensions w

 

gkas 

ping simulator, is developed using Java programm
Software Engineering methodologies. This applicat

cking algorithms. In order to simulate the conside
vide the input values to the application. The following 

values: 

uests 

imensions is implemented using three different methods

Fig. 2. Distribution of values- GUI 

cording to: 

ution 
n 

n 

od, two dimensions should be provided. These are:  the u
dth and height. Final results, for all methods, include 
equests into predefined frame dimensions, the number
bination of values saved in a spreadsheet. Fixed va

g.3 a), is used while simulating our application only 
n consists of: facts that in telecommunication applicati
here user requests have same sizes.  
random number generator is used to set the user requ

m number is pre-defined. This value is used as a maxim
g user request dimensions. Hence, if the simulator u
equest dimensions will have values ranging from 0 to

g, we always add 1 in order to avoid user requests of n
ding user interface while choosing Uniform Distributio

putting user request dimensions is based on the Pois
 This method requires two mean values; one for the wi

he other for the height. In this way, the generated u
which range close to the provided mean value. 

ming 
tion 
ered 

are 

s, as 

user 
the 

r of 
alue 

for 
ions 

uest 
mum 
user 
o 8. 
null 
n is 

sson 
idth 
user 



 Resource Request Mapping Techniques for OFDMA Networks 151 

a).                            b).             c). 

Fig. 3. Distribution value types- GUI: a). Fixed values; b). Uniform Distribution; and c). 
Poisson distribution 

Regardless of the used input method for user request dimensions, in the end of the 
simulation, the gathered results will be presented as a total number of arranged user 
requests and total number of idle slots. In order to view the combination of idle slots, we 
have also created the output part in a spreadsheet. This is part of the application, too. 

The next section presents the detailed analysis and design steps of the implemented 
algorithms, starting with Shelf Algorithms and continuing with Guillotine-able 
Algorithms. 

5 Implemented Bin Packing Algorithms 

Developed simulator consists of Bin packing algorithms that are applicable to our 
practical aim. Considering our objective- to provide an effective bandwidth utilization 
solution to a dynamic system (telecommunication system which has unpredictable 
user requests), we chose Shelf and Guillotine algorithms. In order to develop the 
application, which consists of five Bin Packing algorithms, we have used Software 
Engineering methodologies. While working with the simulator, terms like: 

– Rectangle, present the user request. Implying that the user request time and 
frequency dimensions are equivalent with rectangle’s width and height 
dimensions. 

– Shelf and bin, present the frames that are going to be used in order to arrange 
user requests. Similarly shelf’s dimensions correspond to frame dimensions. 



152 A. Basholli and T. Lag

These terms (rectangles
Bin-packing algorithms. 

Shelf algorithms, as the s
dimensions. Specifically, a
(Wb) and height (Hs). The 
shelves from bottom-up, an
h) onto the shelf (Wb, Hs) w

The orientation procedur
This procedure considers th
the allocated area and arra
orientation procedure cons
follows: 

– Upright: R= (min (w
– Sideways: R= (max 

However, first of all we sho
have initialized the Width 
which at the beginning of 
dimensions, we need to dete

– If so, then we store
shelf.  

 

Fig. 4

gkas 

s, bin, or shelf) are used just for adoption with terms

simplest methods of packing rectangles, are defined by t
a shelf is considered a subrectangle of the bin with wi
packing area is arranged with placement of rectangles i

nd from left to right. Hence, when packing a rectangle 
we have to choose whether to rotate it or not. 
re, presented in Fig. 4, is applied to all Shelf Algorith
he suitable orientation in which the rectangle will fit i
ange rectangles so as to save the predefined space. T
sists of decision making, such as placing rectangles

w, h), max (w, h)); or  
(w, h), min (w, h)). 

ould have shelf dimensions. As it is presented in Fig. 4,
to zero (Wt=0). It corresponds to the total used Wid

arrangement is zero. After we have the rectangle with
ermine whether this is the first rectangle on a new shelf:

e it sideways in order to minimize the height of the n

. Orientation process in Shelf Algorithms 

s of  

two 
idth 
into 
(w, 

hms. 
into 
The 
s as 

 we 
dth, 

h its 
: 

new 



 Resour

– If not, then we need
we have the conditi
maximum of rectan
condition is fulfilled

The Shelf Next Fit algorit
packing problem. It first de
tries to fit it in the current o
opens a new shelf, if there
closed shelf will not be ope

Shelf Best Width Fit Alg
of the shelf space. This alg
we will present in more det

5.1 Shelf First Fit Algo

Shelf First Fit Algorithm 
based on the Shelf Next Fit
wasteful to leave behind fr
30, 31]. Shelf First Fit tries
point of view are idle slots
differentiates our approach 
Algorithm proposed in [30]
current open shelf and if i
from the lowest indexes. A
new version of Shelf First F
execution time compared to
 

Fig. 5. 

rce Request Mapping Techniques for OFDMA Networks 

d to see if the rectangle fits upright. For this reason in Fig
ion: max (w, h) <= HeightS. This condition checks if 

ngles’ dimensions is lower than the shelf’s height. If 
d, then the rectangle is stored upright, if not sideways. 

thm is one of the Shelf Algorithms that helps solve 
etermines the proper orientation of the rectangle, and the
open shelf. If the rectangle does not fit there, the algorit
e is room for that; and if not it terminates execution

ened again. 
gorithm tries to minimize the remaining capacity or wi
gorithm is very similar to Shelf First Fit Algorithm wh
ail in the next subsection. 

orithm 

is an extension of Shelf Next Fit Algorithm. Therefo
t Algorithm work methodology, we can conclude that i

ree spaces in old shelves while opening new ones [20, 
s to look into those left areas, which in telecommunicat
s, and fit the incoming rectangle/user request there. W
from the proposed working methodology of Shelf First

], is that we first try to fit the incoming user request into 
it does not fit there, we search into the left areas start
As shown in Fig. 5, this working methodology promote
Fit algorithm. By all means of algorithm’s performance, 
o Shelf Next Fit algorithm is longer. 

Shelf First Fit Algorithm’s operating logic 

153 

g. 4 
the 
this 

the 
en it 
thm 

n. A 

idth 
hich 

ore, 
it is 
22, 

tion 
What 

t Fit 
the 

ting 
es a 
the 



154 A. Basholli and T. Lag

5.2 Guillotine First Fit 

Guillotine Algorithms pres
bandwidth utilization. Thes
placement. The objective h
free-picked rectangle of the
L-shaped free space is com
sub-divided. In this way we
can be used to arrange other

Split choices used in G
Fig.6. The bin dimensions a
while w and h present rec
procedure are presented a
remaining dimensions of th

 

Fig. 6. S

Split procedure of Guillo
two possible directions. O
Shorter/Longer Axis Split 
procedure. This method in
split (w<h) and for the ve
dimensions we choose whic
an arranged rectangle, 
corresponding dimensions a

Guillotine Algorithm’s o
new combined algorithm w
7.). Guillotine First Fit Algo
rectangles and places the i
based on the numbering (as

gkas 

Algorithm 

sent our second proposed pack of algorithms for be
se algorithms are based on the operation of guillotine s
here is to place an incoming rectangle in the corner o
e bin. Then the guillotine split procedure is applied and 
mposed of two disjoint free rectangles which can furt
e need to maintain a list of the composed rectangles wh
r incoming rectangles. 

Guillotine algorithms and operating logic are presented
are represented by W and H (indicating Width and Heig
ctangle dimensions. Two composed rectangles from s
as F and F’. The composed rectangles will have 

he respective bin, as shown in Fig.6. 

Split choices used in Guillotine Algorithms 

otine algorithms implies the possibility to choose betw
On behalf of this, we have combined two methods. T

Rule [30] is used to choose the direction of the s
ncludes two possible prerequisites, that for the horizon
ertical one (w>h). Therefore, while observing rectang
ch one of the split directions to apply. Finally, we will h
and another two free and disjoint rectangles w
as presented in Fig.6. 
operating logic combined with First Fit method provid
which is used to arrange the incoming user requests (F
orithm takes into consideration all free spaces through s
incoming rectangle into one of them, making the cho

s the name implies-first fit).  

etter 
split 
of a 
the 

ther 
hich 

d in 
ght), 
split 

the 

 

ween 
The 
split 
ntal 
le’s 

have 
with 

de a 
Fig. 
split 
oice 



 Resour

Fig. 7. Gu

Detailed design mileston
Workflow diagrams are pr
worth to mention that the 
diagrams. 

6 Analysis of Simu

In this section we presen
application. The correspond
of user requests. Whereas s
of distribution of the values

Consecutive simulations
Shelf Algorithms perform s
is reminded that the Fixed 
and frequency carriers. In th
for all algorithms we have g

Table 1 presents the inp
values of time slots and freq
at the beginning of the ex
mapped slots (arranged user
presented. Total values of 
request dimensions. 

 

rce Request Mapping Techniques for OFDMA Networks 

uillotine First Fit Algorithm’s operating logic 

nes of proposed algorithms can be found in Appendix
resented based on these algorithms’ operating logic. I

implementation procedure is completely based on th

ulation Results 

nt and discuss the results gathered via our simulat
ding results are summarized based on the distribution m
simulation user should at the beginning choose the meth
s for the corresponding user requests. 
s showed that while using Fixed Value Distribution, 
similarly. This due to the same user request dimensions
Value Distribution uses once entered values for time s
his way, while simulating using the same input dimensi
gathered results shown in Table 1. 
ut dimensions of the shelf, the number of shelves, and 
quency carriers. These parameters are provided by the u

xecution. In the subsequent columns the total number
r requests) and the total number of idle slots (left areas) 
the slots are calculated by summing the multiplied u

155 

 

x A. 
It is 
hose 

tion 
mode 

hod 

 all 
s. It 
lots 
ions 

the 
user 
r of 
 are 
user 



156 A. Basholli and T. Lag

She

Fixed Value 

Distribution 

  Tota

Shelf Next Fit 

Shelf First Fit 

Shelf Best Width Fit 

Guillotine First Fit 

Guillotine Best Fit 

 
The gathered results a

performance of the Guillot
This, due to low number of
user requests. While increa
algorithms is enhanced, a
previously, Fixed Value Di

Focused to highlight resu
new version and combine
comparison of their perfor
frames we got following gr
for both scenarios, but the n
in the second case is 150
number generator, with b
(automatically generated us

Fig. 8. Un

gkas 

Table 1. Fixed Value Distribution 

elf dimensions 
Number of 

Shelves 
Time slots 

Frequency 
carriers 

(27, 31) 30 12 15 
 

al Mapped Slots Total Idle Slots 
  

  

  

   

  

  

21600 3510 

21600 3510 

21600 3510 

13500 11610 

5400 19710 

are promising for Shelf Algorithms. By observing 
tine Algorithms, we can notice high number of idle sl
f used frames (30 in this case scenario) for arrangemen
asing the number of frames, the performance of Guillot
as presented in next scenarios. However, as mentio
stribution is used in our application for testing reasons.  
ults of our proposed algorithms, in this case Shelf First

ed Guillotine First Fit algorithm, we tried to provid
rmance. Therefore, while changing the number of u
raphs, Fig.8 and Fig.9. We provided the same dimensi
number of used frames in the first case is 70 frames, wh

0. Hence, we used the Uniform Distribution or Rand
bin dimensions (34, 36) and a maximum value of 
sed request dimensions will range from 1 to 22). 

iform Distribution – Shelf First Fit Algorithm 

the 
lots. 
nt of 
tine 
ned 

t Fit 
de a 
used 
ions 
hile 

dom 
22 



 Resour

Simulation results of 
Distribution are presented i
frames for user request ar
doubled. From industrial 
performance. Taking into 
number of user requests mo
that the application should u

Same results are gathere
can summarize performance

• The performance of She
scenarios 

• Guillotine First Fit alg
implying the possibility 

Nevertheless considering o
the memory consumption 
resourceful and useful for in

Fig. 9. Unifo

The third method of dist
Poisson distribution. This
manually entered mean val
are based on the Poisson
dimensions having mean va

Overall results as total n
while using Poisson distrib
scenarios, the Shelf First Fi
requests while generating th

rce Request Mapping Techniques for OFDMA Networks 

Shelf First Fit Algorithm while using the Unifo
n Fig.8. As one can notice by doubling the number of u
rangement, also the number of mapped and idle slot
application’s point of view this is seen as posit

consideration telecommunication applications where 
ost of the time is unforeseen, so does the number of fram
use.  
ed for Guillotine First Fit algorithm (Fig.9). However, 
e of proposed Bin packing algorithms as follows: 

elf First Fit algorithm is highlighted in most of the c

gorithm performs better for higher number of fram
to arrange more user requests  

others conclusions presented in [30], and our experien
and execution time make Guillotine algorithms m

ndustrial applications. 

orm Distribution – Guillotine First Fit Algorithm 

tribution of values implemented in our application imp
s method generates user request dimensions based 
lues for the width and the height. For the simulations t
n distribution we used 200 frames, with user requ
alues of the width 24 and the height 27. 
number of mapped slots and idle slots for each algorith
bution are presented in Fig.10. Similarly to the previ
it algorithm managed to arrange the highest number of u
he lowest number of idle slots. On the other hand, the Sh

157 

orm 
used 
s is 
tive 
the 

mes 

we 

case 

mes, 

nce, 
more 

 

plies 
on 

that 
uest 

hm, 
ious 
user 
helf 



158 A. Basholli and T. Lag

Best Width Fit algorithm is
the Shelf Best Width Fit us
into the left position where 
notice from the correspond
the Shelf Next Fit algorithm

Guillotine First Fit algor
considered proximate in th
number of mapped and idle
case of Shelf First Fit algo
memory usage and efficienc

Fig. 10. Gat

7 Conclusions  

Towards lowering the reso
propose different Bin-Pack
networks.  

The corresponding resou
wireless broadband system
parameters are provided as
user request, which should 
the available bandwidth. H
are mapped to specific tim
space left within the frame
which vary depending on th

gkas 

 very close to the best performance, too. It is reminded t
es the methodology of arranging the incoming user requ
the remaining capacity is the lowest. Therefore, as we 

ding graphs, the number of idle slots is lower compared
m.  
rithm performance compared to Shelf First Fit algorithm
he context of mapped user requests. Even though the to
e slots differs, the memory usage and simulation time in 
orithm are higher. This implies a tradeoff between del
cy.  

thered results while using Poisson Distribution 

ource allocation problem in telecommunication areas, 
king algorithms which are designed for use in OFDM

urce allocation techniques can be incorporated into sm
ms which use OFDMA as multiplexing scheme. Incom
s multiplexed values (time slots and frequency carriers)
be arranged into the system’s resource space depending

Hence, as a result at the end of execution the user reque
me-frequency slots, in a manner exploiting most of the f

. The corresponding left areas are considered as idle sl
he specific case. 

that 
uest 
can 
d to 

m is 
otal 
the 

lay, 

we 
MA 

mall 
ming 

) of 
g on 
ests 
free 
lots, 



 Resource Request Mapping Techniques for OFDMA Networks 159 

The implemented Bin-Packing algorithms exhibit different features and 
functionalities, which enable to compare and distinguish them for specific case 
scenarios where they can provide better bandwidth utilization. 

The analysis of the results reveals that our new version of the Shelf First Fit 
algorithm was the most resourceful algorithm. However, the high memory 
requirements and execution time can be compensated by using the proposed 
Guillotine First Fit algorithm which also exhibits high performance. In the future, we 
plan to enhance the algorithms for considering QoS requirements as well.  
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Fig. 13. Workflow diagram of Shelf First Fit Algorithm 
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Abstract. The aim of this chapter is to present different approaches to network 
traffic management applicable to the IP, transport and application layers in IP, 
3G, WiMAX and 4G technologies. The proposed technology for analysis is 
flexible enough to different types of traffic in opportunistic networks. We start 
with traffic measurements and obtain accurate data for detail network 
simulations and precise analysis. Then, we highlight the self-similar nature of 
the incoming traffic at network nodes. In our next analysis, we look at mapping 
the measured data with the Polya arrival process by Pareto and gamma 
distributed inter-arrival times. Polya, Pareto and gamma distributions have the 
capability to change shape and scale in a way to simulate different types of 
observed traffic. A proper analytical description of the end-recipient traffic 
flows and point process of self-similarity inputs are applied for a better user 
behavior specification. During an end-to-end simulation, more complex 
queuing models with priorities are proposed. The behavior of the system at its 
bounds is shown. We map the data from measurements and simulations with the 
application layer requirements, cross-layer Quality of Service (QoS) and 
Quality of Experience (QoE) parameters. This is done by traffic fractality 
analyses, codec-dependent resource reallocation and Fibonacci backward 
difference traffic moments analyses. All of them demonstrate special moments 
in the breakdown of the shaping effect. Finally, we express views on open-
research issues for offering optimization in the Internet traffic analyses. 

Highlights 

• Polya Arrival Process, gamma and Pareto distributions. 
• Description and evaluation of Polya/D/1 model. 
• Numerical results of different peakedness of the traffic input flows. 
• Priority queuing and waiting time limits. 
• Distributed QoS and QoE management. 
• Applicability in Internet of Things and opportunistic networks. 
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Keywords: Self-similar traffic, traffic measurements, traffic simulations, Polya 
arrivals, Pareto and gamma distribution, point process, end-to-end queuing, 
scheduling, packet level QoS, application level QoE.  

1 Introduction 

Network design and management in the Internet of Things and especially in 
distributed mobile computing environments is a challenging subject. The availability 
of free resources for files, music, movies, and pictures through virtual storages is 
considered natural by the audience. This resource seems to be unlimited but the truth 
is that it is finite by nature. A smart way of resource allocation is crucial for the 
service perception and overall Quality of Experience [1-4]. These features require a 
new approach to network design and configuration as well as special attention to the 
Quality of Service.  

Traffic engineering based on the works of Kleinrock has to be carefully adapted 
due to the mobility of the objects, additional traffic shaping points, possible resource 
sharing, priorities, and disruptions in the network structure [5-10]. The simplest way 
to start adaption is to study carefully the traffic in the network. Furthermore, it is 
important to look for a traffic model that is flexible to traffic diversity. Taking into 
account new network features, we demonstrate that the classical traffic engineering 
formulae are carefully revised. Pareto, Polya and gamma distributions are proposed 
after behavior analyses of queuing systems. The conclusion comes from detailed 
study of the end-user behavior, traffic measurements, and end-device features. We 
also highlight new approaches to network design and analysis based on mapping 
between traffic and configuration parameters and end-to-end traffic shaping. The 
proposed steps for traffic engineering and resource management take into account the 
dynamics of the distributed mobile computing environment. We show that it can be 
flexible enough to support resource reallocation almost in real-time [11-12].  

2 Traffic Measurements 

Network traffic analysis used to be always a continuous process. Nowadays cloud 
computing and the Internet of Things as well as technologies like Disruptive Tolerant 
Networks and smart grids make this task much more challenging. Traffic analysis that 
is based on traffic measurements is becoming a crucial task for network configuration, 
management and design. This is essential in all cases when ad hoc network design is 
not applicable. The nature of the traffic in different domains [13-14] changes 
depending on the service profile and it can be represented in the system analyses by 
different traffic distributions. Multimedia services generate packet streams with 
different inter-arrival times and packet lengths within a single interface. By precise 
distribution function, mean value, variance, skewness and kurtosis we are capable to 
simulate exactly the behavior of the system and investigate its performance in unusual 
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working conditions. In addition, the approach allows forecasting of domain behavior 
when the service profile is changed. Further mapping to the configuration parameters 
is evident.  

In order to obtain data for traffic analyses we perform measurement in a 3G 
network [15]. The services observed are Voice over IP (VoIP), video over IP, and ftp. 
The measurement is not related to the specific resource allocation procedures at Radio 
Network Controller (RNC) (Fig. 1) [13, 16]. Every measurement session continues 
one minute. Data is collected on the connection between Node B and Session Border 
Gateway Controller (SBC) via RNC, Serving GPRS Support Node (SGSN), Gateway 
GPRS Support Node (GGSN) and the backbone IP network. The data is captured at 
the Gi interface in the forward and backward direction.  

 

 

Fig. 1. The observed network architecture 

The data presented is influenced by resource allocation, metering, marking, 
aggregating, shaping, and policing procedures in the network. The calling-party and 
called-party are UMTS users. GSM 6.10, G.711 A-law, and G.729 codecs are applied 
for VoIP. Video calls use H.263, H.263+ (1998), H.264 (low and high end) codecs. 
The packet-level traffic characteristics [17-18] of the observed data are presented in 
Table 1. The statistical analyses are performed by Wireshark, Excel, and Crystal Ball 
tools [14]. The results show deterministic, multimodal, log-normal, exponential, 
gamma nature of the inter-arrival times (Table 1) as well as a difference between the 
mean value, the variance and the skewness. The long-range dependence between the 
burst duration and number of packets in the burst leads to a non-trivial distribution of 
the number of packets versus the inter-arrival time (Fig. 2). The packets from the 
burst are observed in the time interval of approximately one millisecond and have the 
same size and deterministic distribution (first peak on the figure). The second peak 
corresponds to inter-arrival times between short bursts in variable rate voice and 
video streams. The third and fourth peaks correspond to multiple bursts and different 
session lengths. 

The outbound and inbound traffic as well as uplink and downlink traffic 
characteristics are different. The packets at the receiving end are policed and shaped 
by QoS procedures. The shaping effect depends on the priority of the packets. Real-
time applications also depend on packet fragmentation. More details are presented in 
[13].  
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Table 1. Traffic source specification in 3G network at Gi interface in forward direction 

Experiment Packet 
size 
(bytes) 

Transport 
protocol 

Inter-arrival time distribution Packet size 
distribution 

VoIP (GSM 06.01) 100 UDP Exponential (mean 12 ms) Deterministic

VoIP (A-law) 230 UDP Gamma (mean 20 ms) Deterministic

VoIP (G.729) 80 UDP Log-normal (mean 12 ms) Deterministic

Video over IP (H263) 230 UDP Exponential (mean 8 ms) Deterministic

Video over IP (H264) 230 UDP Gamma closed to exponential 
(mean 8 ms) 

Deterministic

FTP 40 or 
1500 

TCP Gamma (mean 17 ms) Multi-modal 

TV 208 UDP Almost deterministic Deterministic

 

Fig. 2. Number of packets versus packet inter-arrival times at Gi interface for all services 

In a fixed IP network, we performed measurements on four traffic types, namely, 
HTTP transfer, point-to-point (P2P), TV, and VoIP flows. The derived traffic type 
characteristics are summarized in Table 2. We collected HTTP measurements in a 
period of 24 hours for a worldwide set of queried locations on a personal computer. 
Queries are performed during peak network hours. The data provided below is the 
most typical set. The browser applied is Google Chrome. Point-to-Point (P2P) traffic 
is observed for over 500000 packets in Skype and µtorrent sessions of variable 
duration. For the TV traffic type, we observed a random channel at iptv.bg for 10 
minutes, while for VoIP the traffic generated by Cisco IP Communicator between 
mobile and IP network is monitored.  
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We notice from the results in Table 2 that the packet intensity, i.e. the mean 
number of packets per second, and the session duration vary considerably depending 
on the type of application. Applications with typically large content transfer such as 
P2P and TV generate much more packets and have considerably longer sessions than 
lightweight applications such as HTTP or VoIP. Although this is a somewhat 
expected result, its identification is of extremely important for QoS provisioning. The 
network should be able to provide a fair treatment of traffic classes with distinct 
characteristics. Moreover, applications with longer sessions are more vulnerable to 
fluctuations in the QoS over the different domains of a heterogeneous network. 

Table 2. Traffic source observed data in fixed IP network  

Parameter HTTP P2P TV VoIP 

Packets intensity, num/sec 50 600 400 60 

Mean packet size, bytes 500 800 1000 100 

Session duration and mean inter-
arrival time  

10 sec 1 hour 1 hour 360 sec 

Distribution of session duration and 
inter-arrival time  

Exponential Exponential Exponential Exponential 

Distribution of packets within single 
burst 

Deterministic Deterministic DeterministicDepends on 
application 

Priority of packets Low Low Medium High 

 
The measurement data presented are specific at a given reference point in the 

network. The distributed nature of today’s cooperative communications requires 
coordination of different nodes. Therefore, an appropriate mechanism that takes into 
account the nature of the traffic and traverses each node in a region is necessary. 
Dynamic regulation of the data flows is the only solution that compromises between 
the growing needs in communication network resources and the limitations of the user 
demands. The data and control message volume grows exponentially [19], whereas 
the associated traffic dynamics in the channels become complicated and chaotic  
[20-21]. There is a great need to explore these traffic dynamics through models that 
primarily investigate the behavior of the traffic through time. This has also made the 
need for a multi-scale modeling apparent, where different scales carry essential 
information.  

By simple observation of the IP interface in different scales, we explore the self-
similar nature of the traffic (Fig. 3). The aggregated traffic of packets within 1, 10 and 
100 seconds points to similar behavior. Therefore, the probabilistic mapping of the 
object characteristics in different time scales is similar [22].  

These self-similar features lead to accurate definitions of a traffic statistical 
behavior. In most cases, we may use a probabilistic way to model these features as 
stochastic processes. Traffic self-similarity is a phenomenon where through a 
repetition time-window the stochastic properties re-occur and therefore, can be 
approximately forecasted [23]. The first foundations of the self-similar processes are 
identified in [24-25] by modeling the statistical behavior of the system. A self-similar 
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phenomenon looks the same or behaves in the same way when viewed at different 
degrees of magnification or when the scales change on a given dimension [25]. It is 
considered bursty over all time scales [1, 26]. The measured traffic traces correspond 
to the stochastic self-similarity (fractality) features of different window frames 
through time. The fractal self-similarity makes it possible to take into consideration 
the stochastic nature of many network devices and events that together influence the 
network traffic and measure the aggregated traffic at the destination within a specified 
time interval.  

 

  
a)      b) 

 
c) 

Fig. 3. Self-similarity phenomenon observed with regard to the throughput with different 
scaling 

For years, networks have been planned according to the mathematical foundation 
given by Erlang’s and Engset’s loss formulae. This is one of the reasons why mobile 
operators face traffic congestions after introducing packet switched services. Most of 
the operators double the capacity of data channels. There is a theoretical foundation 
for packet switched networks planning given by Kleinrock in [5] that is not 
customized for technologies like 3G, 4G, WiMAX, ad-hoc and sensor networks. The 
COST 290 group [6] has done serious traffic and QoS analyses of 3G networks based 
on the multimodal and exponential traffic distributions. Krendel proposes Pareto 
distribution for traffic behavior intensity in multimedia environment [7]. Details 
regarding the behaviour of the queue can also be seen in [27]. Ricciato proposes a 
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new approach to QoS and traffic analyses based on the traffic measurements in 3G 
networks [15]. He investigated the nature and behavior of TCP flows. The monitoring 
framework is shown at large and fine scale measurements as well as on the user plane 
and control plane. Our recent observations show that the amount of UDP traffic in the 
network is growing and its impact on the behavior of the interfaces is significant [16].  

Further studies shown in [18], and [27-28] explore analytical solutions having 
features similar to the ones of  the data observed. The self-similarity of the traffic at 
the user interface, edge or core parts of the network allows us to apply similar 
analytical solutions at any segment or scale of the connection as well as end-to-end 
[29-32]. A special study of the Long Range Dependence (LRD) using Markov 
Modulated Poisson Process (MMPP) that allows flexible tuning and evaluates the 
Internet traffic source performance is shown in [33]. In [34] a complicated packet 
flow analysis by Hidden Markov Model is demonstrated. Interesting and complex 
statistical analyses of Skype and P2PTV traffic are done in [35-38]. Peer-to-peer 
traffic statistical analyses are shown in [39], worm traffic in [40], email traffic in [41], 
traffic of popular games in [42], as well as a traffic classification in [43].  

3 Polya Arrival Process 

On the basis on the results from the measurements we looked for discrete and 
continuous time distributions that can be mapped to the inter-arrival times and 
number of packets in the systems during a given time interval. We propose gamma 
and Pareto distributions for the inter-arrival times simulation. This makes the arrival 
process (number of packets in the system) Polya distributed or negative binomial  
(a special case is called Pascal distribution). All three distributions can change the 
shape and the scale of random sequences [27-28], [44].  

The complex traffic functions measured above can be described by Polya 
distribution as a negative binomial distributed number of arrivals in a fixed time 
interval and gamma distribution as inter-arrival times. This is exactly the behavior of 
the IP interface. The Polya arrival process is a peaked process defined by two 
parameters – the mean value and the variance [45]. The Polya distribution changes 
depending on its parameters from pure Poisson through geometric to distribution with 
very big peakedness. It is actually capable of covering all cases of observed 
distributions in a discrete time scale. We present a study of the influence of the 
offered traffic peakedness on the blocking probability, the mean number of the 
packets in the system and the mean waiting time. Similar but more complex 
approaches can be found in [5], [33], [35], [11-12, 46-53].  

The simulation model of Polya/D/1 queue is configured as a long-tailed queuing 
system. We calculate the state probabilities, the probability that the queue exceeds a 
definite number of packets, the average delay and the waiting time distribution. We 
show that the variance of the input stream changes significantly the characteristics of 
the waiting system. The aim is to find appropriate parameterized systems for Internet 
access, central processing units, ad hoc IP networks, delay tolerant networks, core 
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networks, and cellular systems. We consider that the network analysis requires a 
technique that can represent any kind of traffic, peaked or smooth, within the same 
model [54]. The Polya arrival process is a pure birth process with an average arrival 
rate λ [8]. The probability P (t) of i arrivals in an interval with a duration of t seconds 
is given by 

 ( ) = (1 + )    

 ( ) = ( )…[ ( ) ]! ( ) .    (1) 

The mean value (the average number of arrivals in an interval of length t) is 

 ( ) = ∑∞ ( ) =   .  (2) 

The variance of the number of arrivals in an interval of length t is 
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The peakedness of the Polya input flow is 
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When β = 0, M(t) = V(t) = λt i.e. it is a regular Poisson process. When β=1 the 
Polya distribution is a geometric distribution. The system has unlimited waiting 
places and τ is the constant service time. This queuing system is a non-Markovian 
model or renewal process (Fig. 4). We analyze it using the theory of the embedded 
Markov chain. The finite state-transition probability diagram of the embedded 
Markov chain is shown on Fig. 5. We show only transitions in state n (0 < n < ∞). 

We present an algorithm for calculating the state probability from which the 
performance measures such as the time congestion probability, the average number of 
packets and the average delay are calculated. The offered and carried traffic is equal 
to the probability of a busy server  A = A = 1 − P  .  

Let τ be the length of an observed interval that falls at random in time. The packet 
in service at time t should have left the system at time t + τ because of the constant 
service time. Then, we have the relation 

 ,,...,2,1,0)()(
1

1
1 ∞=+= 

+

=
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i
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where Pn is the steady state probability that n packets exist in the system, Qn(τ) is the 
probability that n packets arrive during the service time, and τ is the service time. 
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a) 

 
b) 

Fig. 6. a) Polya/D/1 time congestion probability with different peakedness; b) Polya/D/1 
normalized mean system time with different peakedness 

The influence of the peakedness on the mean system time is significant. The 
similarity of Polya distribution in all cases observed is obvious and can be obtained 
directly from the graphs in Fig. 6. VoIP traffic queues are short (up to 10 packets, 
with low variance and therefore low z). Data traffic queues are long (can be more than 
50 packets, with high variance and high peakedness z). The estimated data packet 
delay can be many times higher than the delay of a VoIP packet. Video traffic queues 
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will suffer from lack of queue resources. IPTV non-real-time queues are long (can be 
more than 50 packets, with low variance in case of an additional jitter buffer).  

By applying different mean values and variances (with indirect influence on the 
peakedness using different β) we can model all types of traffic as a composition of 
Polya arrivals. The inter-arrival times can be modeled in a similar way by gamma and 
Pareto distributions. It is possible to map Polya/D/1/k queuing system to different 
type of traffic in the opportunistic environment and predict the behavior of the system 
in lack of resources. The peaked input flow contributes to the raising the congestion 
and waiting time. This is of great importance to the real-time traffic and end-to-end 
performance measures.  

4 Point Process of the Self-similar Inputs 

In the previous section, we showed a simplified approach to traffic source modeling 
by Polya/gamma/Pareto distributions. In this section, we prove the applicability of the 
Fractal Renewal Process (FRP) in complex ON/OFF traffic source superposition. We 
also demonstrate how the destination end node can be characterized.  

The self-similar structure of the network traffic on the magnified level (i.e. the 
aggregated traffic generated by all active hosts) provides a basis for a new 
understanding of the traffic dynamics and the traffic structure generated by different 
hosts. Self-similarity of LAN traffic leads to structural models that can be reduced to 
ON/OFF sources. The ON and/or OFF periods follow Heavy Tails Distribution 
(HTD) with infinite variance [55]. According to the superposition theorem, ON/OFF 
processes define the direct connection between the self-similarity characteristics on 
the magnified level and the heavy tails phenomenon observed in the aggregated traffic 
flow and the traffic structure that is typical of the separate pairs of source-destination 
[24] (Fig. 7). We explore the Fractal Renewal Process concept (FRP) [55-58] by 
applying the fractality principles in deterministic wireless LANs [30].  

In 3G networks, we observe less than 1% packets in the flows that are beyond 3σ 
interval where σ is the standard deviation of the inter-arrival times (Fig. 2). They form 
the long-tail of the distribution function. We suppose that the Fractal Renewal Process 
is also applicable to the case of 3G traffic when the variance of the inter-arrival times 
is significant. This is also directly related to the kurtosis and skewness of the 
measured flows.  

The fractality principles have independent time intervals between stochastic points, 
by definition. The network traffic model is often based on the idea of the theory of 
random point processes (streams). The process models possessing this property have 
infinite power [24], [30] when the self-similarity property for the whole time interval 
or for frequency range is demonstrated. Fig. 7 (b) shows ON and OFF durations of 
this point process for which the PDF tail of time moments between arrivals decays 
through the power law:  

 ( ) = ( )∀ < <0 ℎ  . (7) 
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a) 

 

b) 

Fig. 7. a) Different sources super positioning the traffic onto destination, and b). M sources 
with ( ), ( ) and ( ) and their sum ( ) = ( ) + ( ) + ( ) for M=3. 

Here A and B are threshold parameters [16], [21], [56-57], γ is a fractal parameter 
(0 <γ< 2) and k is a normalizing constant defined by the normalization requirement w(t)dt = 1 .∞

 For 0 <γ< 1 the FRP process is fully fractal. Therefore, the power 

spectrum density, the coincidence rate, the index of dispersion for counts and even the 
PDF of time moments between arrivals demonstrate the traffic ranges with regard to 
the time set for these values in the range between A and B. The related exponents are 
fully defined as the correlation of the second-order moment function of random traffic 
intensity.  

The second-order moment function of the point process random intensity by 
definition equals to: 
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 ( ) = lim∆ → (∆ ∆ )∆  . (8) 

Here ∆N  characterizes the appearance of at least one point inside the infinitesimal 
interval (t − ∆τ, t) . In addition, t is the time interval between the events of point’s 
appearance. The process N  describes the number of events between the initial and the 
current time comprising t moments in the analysis. The point process dN  describes 
the covariance, i.e. Reoccurring Rate (RR) [59]. When having a multisource to 
destination transmissions, the end-recipient node can be characterized by the point 
process random traffic intensity as in (9).  

Fig. 7 (b) shows the aggregated ON/OFF periods that define the activity periods of 
the traffic. The ON/OFF activity periods are considered to be a function of the peak 
traffic of the end-to-end connection. The peak aggregated traffic can be seen through 
the superposition of the aggregation of the traffic on a destination node. Suppose an 
M node exists and can handle the superpositioned aggregated traffic with independent 
and homogeneously distributed ON/OFF sources. Let each source j transmits its 
sequence of packet series with its contribution order {W( )(t), t ≥ 0}. The 
superposition of packets at time moment t will be marked as S (t) = ∑ W( )(t)M  . 
Having rescaled the time for factor T, the aggregated packet process over the interval 
[0,Tt] is: 

 ∗ ( ) = ∑ ( )( )  . (9) 

The equation shows the statistical behavior of the stochastic process {WM∗ (Tt), t ≥0} for large M when T depends on ON and OFF period distributions. ON and OFF 
distributions can be chosen so that as M → ∞ and T → ∞ the process behavior is 
reduced in an appropriate manner. It would be equivalent to the process {σ BH(t), t ≥ 0}, where σ  is constant and BH is fractional Brownian motion [60]. 
The applicability of the gamma distribution for ON and OFF intervals is obvious. The 
gamma distribution is a composite type of distribution, i.e. its parameter is a gamma 
function that has the same distribution itself. This interesting feature allows mapping 
between packet inter-arrival times and ON/OFF time intervals. Similar results are also 
obtained by Pareto distribution. Furthermore, the number of packets during ON 
interval is Polya distributed in this case [17, 28, 44].  

The scheme for applying the above stochastic approximations can be implemented 
with the aim to increase the wireless device lifetime. The conservation of the power 
will be part of the offered QoS to the end-users [29-32]. We map the exhibited nature 
of the traffic depicted in [22] onto a model-based approach to enable greater time 
assigned to each node for the sleep time duration. The monofractality properties [30] 
are taken into consideration for modeling the energy schedules and for greater 
associativity with the self-similar behavior [29, 32]. The window of the traffic 
duration is t [30] and is expressed by 

 
( )( , ) {lim ( , ) : ( ) ( ) 2},w n t N N

t k t
t s d F t s d R t R t k kτ

→ ⋅
= ∈ ≈ − ∀ <  (10) 



180 S. Mirtchev et al. 

where t (s, d) is the time window measure for the multipath pair source-destination 
model with limit k. τ for the determined window size. In addition  should be less 
than 2 in order to satisfy the monofractality property of the repetition index of the 
incoming traffic. A calculated example for message delivery can be found in [32]. 
The mono-fractal scheme [29-30] also takes into consideration the caching 
mechanism proposed. The requested packets are ‘cached’ in an intermediate node or 
nodes in order to prevent any loss.  

5 Complex Queuing Models 

Having considered the traffic source behavior, the source and the destination end-
points modeling and superposition, we propose the use of priorities in network nodes. 
The observed distributions are applied in complex traffic models with parallel and 
cascaded queues, a non-preemptive servicing order, ON/OFF sources, and waiting 
time limits. The models are used for end-to-end dynamic QoS and traffic management 
[18, 61-63].  

The simulation is performed for ∑ G / ∑ D /1/ ∑ k / p  traffic systems with 
flexible limits of waiting time, loss and priority (i is the priority level, Fig. 4). The 
results of the simulation of two cascaded leaky buckets at a single IP interface are 
presented in Table 3. The simulation model is flexible to the dynamic traffic changes 
and priorities. In addition to the models, which are already known, we add different 
limits for waiting times in the queues based on the traffic source behavior. The 
accuracy of the model derived is not changed end-to-end due to the fact that the 
interfaces at both ends are the same and have the same characteristics. The results are 
obtained for Priority Queuing scheduling in DiffServ networks and demonstrate better 
traffic shaping of real-time traffic. In Table 3 we observe the regulation influence of 
the waiting time limit on the real-time services like VoIP with short queues. It is also 
visible that the same waiting time limits are useless for non-real-time services like 
email and ftp because the TCP algorithm is flexible enough to manage error 
corrections and sliding window changes.  

The delay and loss limits as well as priorities are used to adjust the router 
interfaces behavior. It can be done per aggregated service and aggregated packet level 
[63-64]. Queue behavior is complex due to the priorities and limits on waiting times 
and places. Many parameters have been derived from the model including probability 
of packet loss due to the lack of place in the queue, probability packet to be dropped 
due to the exceeding of the waiting time limit, probability to wait for different types 
of traffic, observations on the distribution of packets intervals, queue lengths, delay, 
delay jitter. The statistical accuracy of the derived results is proven by the batch mean 
method for output results analysis with Student distribution and confidence 
probability 0.95.  
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Table 3. Numerical results on utilization and loss probabilities 

Parameter Value 

VoIP time limit, s 0.002 0.001 0.0001 0.0001 0.0001 0.00004 

VoIP queue limit, packets 10 5 3 3 2 7 

FTP time limit, s 0.07 0.06 0.04 0.04 0.03 0.0004 

FTP queue limit, packets 50 25 5 5 5 24 

Email time limit, s 0.09 0.08 0.06 0.06 0.04 0.0004 

Email queue limit, packets 50 25 5 5 5 24 

Queue size, packets 110 55 13 13 12 55 

Prob. of loss due to place limit for 
VoIP 

0 0 0 0.0001 0.0056 0 

Prob. of loss due to place limit for FTP 0 0 0.0007 0.0309 0.0978 0.1804 

Prob. of loss due to place limit for 
email 

0 0 0 0.0017 0.1389 0.5485 

Prob. of loss due to time limit for VoIP 0 0 0 0 0 0.0006 

Prob. of loss due to time limit for FTP 
and email 

0 0 0 0 0 0 

Utilization 0.4732 0.458 0.468 0.6132 0.752 0.8218 

Utilization for VoIP 0.0453 0.044 0.0447 0.0681 0.0997 0.1389 

Utilization for FTP 0.423 0.41 0.4185 0.523 0.6150 0.648 

Utilization for email 0.0045 0.005 0.0046 0.0221 0.0373 0.0349 

 
Under almost the same utilization factor, the fraction of the queue per service is 

changed. The scenario limits are shown in the first six lines in Table 3. It can be seen 
in the last column of the table that a tight limit to the waiting time will keep the VoIP 
queue short with low probability of waiting time loss. The total load on the interface 
is significant but the occupation of the interface by VoIP packets is very low in 
comparison to other cases. Similar results are obtained from simulation of an end-to-
end connection. The adjustments of the waiting time and waiting place limits in NSIS 
(Next Steps in Signaling) and WRED (Weighted Random Early Detection) protocols 
are considered equal along the connection with the exception of access routers. The 
comparison to the traffic measured in forward and backward directions end-to-end 
also proves the applicability of the model.  

The proposed solution for traffic shaping is demonstrated against the queue priority 
and traffic heterogeneity nature [62]. It is less complex than the heavy tail distribution 
analyses proposed in [65-67]. Such an application to technologies like 4G or 
Disruption-Tolerant Networks (DTN) requires a dynamic and flexible dimensioning 
approach [9]. The connection is usually not performed on a single path. Multipathing 
and multihoming in an aggressive environment is the only way to transmit traffic 
bundles in DTN reliably. Relay traffic in 4G should be taken into account [10] 
because it occupies the interfaces additionally. Further mapping of the proposed 
complex queuing model to Polya/gamma/Pareto distributed arrivals and fractal 
renewal process is going to be analyzed.  



182 S. Mirtchev et al. 

6 Traffic Fractality Influence over Application Level  

In the previous section, we showed a linear approach to the end-to-end connection 
management. Here we try to apply a stochastic approach known as fractality influence 
over the service availability. In [32, 68-69] an efficient energy conservation scheme is 
shown. The traffic fractality influence (using a variable length repetition/correlation 
window) can be estimated using the Backward Traffic Difference (BTD) scheme [69]. 
The model designed takes into consideration the multi-fractality principle [24]. It 
guarantees the end-to-end availability of the resources requested while significantly 
reducing the energy consumption and maintaining the requested scheduled transfers. 
The innovative aspect of this work is that each node uses different assignment(s) of 
sleepwake schedule estimation. It is based on the traffic mono-fractality difference 
through time. The one-level Backward Difference of the traffic is evaluated by 
estimating the difference of the traffic while the Node(i) is set in the sleep-state for a 
period: ∇ ( ) = ( ) − ( − 1) ∇ ( ) = ( − 1) − ( − 2) … 

 ∇CN ( ) = T (τ − (n − 1)) − T (τ − n) , (11) 

Here ∇CN ( ) denotes the first moment traffic/capacity difference that is destined 
for Node(i) and cached onto Node (i-1) for time τ. Also T (τ) − T (τ − 1) is the 
estimated traffic difference while packets are being cached onto (i-1) node for 
recoverability. The first equation depicts the BTD estimation for one-level 
comparisons. This means that the moments are only estimated for one-level (T (τ) −T (τ − 1)). The traffic difference is estimated so that the next sleep-time duration can 
be directly affected according to: 

 ( ) = − , ∀ > , ∈ { − 1, } , (12) 

where the traffic that is destined for Node(i), urges the node to remain active for  

 
( ( )) . > 0 . (13) 

The difference estimates the self-similarity among the different moments of the 
traffic. The sleep-time duration is assigned according to the scheme in a dissimilar 
form to enhance node prolonged hibernation (if needed). It avoids mutation that will 
result in network partitioning and resource sharing losses. The aggregated traffic onto 
each node (buffered traffic), is considered in the evaluation of the cumulative amount 
of traffic arrivals. When a node admits traffic, the traffic flow t  can be modeled as a 
stochastic process [60] and denoted in a cumulative arrival form as A ={A (T)}T∈N. Here, A (T) represents the cumulative amount of traffic arrivals in the 
time space [0..T]. Then, the 
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 ( , ) = ( ) − ( ) , (14) 

denotes the amount of traffic arriving in time interval (s, t]. Hence, the next sleep-time 
duration for Node (i) can be evaluated as: 

 ( + 1) = ( ( ) ( , )) . , ∀ ( ) > 0 . (15) 

If δ C(T) < 0 than:  δ C(T) = C − C , ∀C < C , T ∈ {τ − 1, τ} , and  (C(T))C  . T < 0, ∀T > T (τ − 1), CN < 0. The total active time increases 

gradually according to the following estimation:  

 = ( − ) − − =  ( − ) +  . (16) 

where TCN  is the estimated duration of the capacity difference for CN < 0. The sleep-

time duration decreases according to Equations (15) and (16). Considering the above 
estimations the traffic flow can be expressed [69] as:  

 ( ) = ( ) +  ( ) ,  (17) 

where m (T) is its mean arrival rate and Z (T) = a m (T)Z.  (T). a  .  
The coefficient a  is the variance coefficient of A (T). In addition, Z.  (T) is the 

smoothed mean [69] and with E Z.  (T) = 0 satisfies the following variance and 

covariance functions: = .   
 ( , ) = . + − ( − ) , (18) 

Here, H ∈ [ , 1] is the Hurst parameter, indicating the degree of self-similarity in 

the Fractality process. Estimations in (19) can only be valid if the capacity of the 
Node (i-1) can host the aggregated traffic destined for Node (i) satisfying the sup T{∑ A (s, T) − C (T)N } , for traffic flow t  at time T. Also, C (T) represents 
the service capacity of the Node(i-1) for this time duration. 

Taking into consideration the above stochastic estimations, the Energy Efficiency EE  can be defined as a measure of the capacity of the Node(i) over the total power 
consumed by the node, as:  

 ( ) = ( )
 (19) 

This equation can be used as the primary metric for the lifespan extensibility of the 
wireless node in the system. Indicative real-time results hosting the traffic-based 
scheme onto MICA2dot motes sensor nodes are shown in Fig. 8. The queuing policy 
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is considered to be as in [70-72] and the classification scheme as in [72] for extracting 
the comparative response evaluations.  

Dynamic capacity management algorithms are shown in [73-75] and verified at the 
application level. We propose proper admission control policy for QoE support. The 
admission decision policy is codec-dependent and relies on the concept of user-
perceived voice quality. The well-known bufferless fluid-flow method is applied and 
new simple exact formulas for Call Admission Control performance evaluation are 
derived [74]. An analysis of an IEEE 802.16-based network, serving voice traffic with 
the carrier grade QoS restrictions can be found in [73]. The burstiness of voice traffic 
with Voice Activity Detection is taken into account. The proposed VAD and codecs 
dependent bandwidth reservation is further enhanced by the adjustment of VoIP packets 
payload [75]. This will enhance the use of the WiMAX cell in its full capacity. Cases 
where more than one traffic moments may be considered in combination with the traffic 
and energy-aware measurements are presented in the next section.  

 

         
a)       b) 

 
      c)         d) 

Fig. 8. a) Network lifetime with the number of mobile nodes; b). Throughput response of the 
system hosting the proposed scheme with the number of requests for certain fading measures; 
c) Lifespan of each node with the number of hops in a 50 node evaluation sensor network 
(MIC2dot/xbot); d). Energy efficiency with the traffic-delay impact using real-time sensor 
network (MIC2dot/xbot).  
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7 Fibonacci Backward Difference Traffic Moments for Nodes’ 
Lifetime Extensibility 

Let ( ) be the capacity of the traffic that is destined for the Node i in the time slot 
(duration) t, and ( ) is the traffic volume capacity that is cached onto Node (i-1) for 
time t. Then, according to the one-level Backward Difference of the traffic, the 
difference in the capacity measure can be estimated as the difference of the traffic 
while the Node(i) is set in the sleep-state – and admits traffic - for a period, as follows 
(Fig. 9): 

 F ( ) T(∇ ( )) = ( ) − ( − 1)T∇ ( ) = ( − 1)) − ( − 2) 

  
 FN ( ) T∇CN ( ) = T (τ − (n − 1)) − T (τ − (n − 2)) (20)  

where ∇CN ( )denotes the first moment traffic/capacity difference that is destined for 
Node(i) and cached onto Node (i-1) for time τ, T (τ) − T (τ − 1) is the estimated 
traffic difference while packets are being cached/buffered onto (i-1) hop for 
recoverability [29-32, 66]. 

 
Fig. 9. Two-level traffic moments for Node(i) and the association between the , , ,  for 
obtaining the ( ). 
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Equation (20) depicts the Backward Difference Traffic (BDT) estimation for one-
level traffic comparisons and denotes that the moments are only estimated for one-
level ( ( ) − ( − 1)). The associated Fibonacci Backward Difference Traffic 
moments can be evaluated by using the aggregated traffic as in section 6 in terms of ∇ ( ), ∇ ( ) for the ∇ ( ) where: 

 ( ) = ∇ ( ) + ∇ ( ) , ∀ ( ) <   (21) 

where is the upper allowed end-to-end delay for the s stream for adequately 
reaching the destination, and ( ) is the time that the specific packet chunks are 
cached onto the intermediate node. ( ) is the Fibonacci Backward Difference 
Traffic moments for the two previous BDT moments ∇ ( ) and ∇ ( ). 
Equation 21 is valid only if the F-BDT is greater than the next pair BDT evaluation as 
follows:  

 ( ) >  ( )  (22) 

Let t be the duration function of the active period of the Node i, then the sleep-time 
duration can be measured using the following expression: 

 ( )| = ( ) (FN ( ))∆   , (23) 

where ( )|  is the estimated sleep-time of the node during the next cycle, ( ( )) is the time that the ( ) capacity of the traffic needs to be processed, 
and ( ( )) is the F-BDT if Eq. 23 is satisfied. The ∆  is measured according to the 
formula:  

 ∆ = ( ) +  ( ∇ ( ))  (24) 

where ∇ ( ) is the normalized BDT, ( ) is the incoming traffic for node i during 
the (current) time τ and is the upper allowed end-to-end delay for the s stream for 
adequately reaching the destination. In the case where Eq. 23 is not satisfied, the 
sleep-time duration of the node is measured according to the following: 

 ( )| = ( ( ))∆ =  (25) 

The above measures take place according to the algorithmic steps in Table 4.  
The above algorithm is valid when incoming traffic reaches a node, so that the 

quantitative measures of Table 4 take place. The associated mechanisms ensure that 
when the buffered traffic that traverses a node reaches a certain limit, the sleep time 
for the node can be adjusted accordingly in order to overcome the saturation state 
during the assignment of the sleep-time duration. Finally, the activity period of nodes 
can be bounded within certain limitation ranges in order to enable them to conserve 
energy, thus allowing extension of lifetime.  
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Table 4. Basic steps of the proposed BDT scheme 

1: for Node(i) that there is ( )C t >0 {

2:    while ( ( )iN tC >0) { //cached Traffic measurement 

3:       Evaluate ( (1)( )
iNT C∇ ); 

4: if (Activity_Period for node(i)>0 && ( ) ( ) 0
iN t iC t N∀ > )  

//Measure Sleep-time duration 

5: Evaluate (1)iNC∇  and (2)iNC∇ ; 

6: if ( ( )i sN t t< ) 

7:       estimate the ( )iN nF such that ( ) ( 1)i iN n N nF F +>  

8:       sleep for ( 1) ( )( ) ( )
( )

1
i in N N

s
s

t C t F
T i

T
τ τ− +

=
+ Δ

; //during the next cycle 

9:   else  

10:      sleep for ( 1)( )
( )

1
in N

s
s

t C
T i

T
τ −=

+ Δ
;//during the next cycle 

11:    } //while 
12: }//for  

8 Conclusion and Future Work 

The optimization of the Internet connections based on the Internet traffic analysis is a 
difficult and non-trivial task. The nature of the self-similar traffic and specific 
distributions seen after different services and service configurations require flexible 
approach to QoS, QoE and network configuration [2]. Network devices should be 
smart enough to keep the information about connection segments, technology 
requirements, Service Level Agreement requirements and to optimize the 
configuration data using QoS negotiation and QoS guarantee protocols. This is 
especially valid when the technologies along the connections change and require 
relays, application of additional scheduling policies, and dynamic QoS or QoE 
coordination [3-4]. New streams in the traffic analysis open research issues include 
novel QoS algorithms and their applicability that will take into account the dynamic 
nature of the traffic in the network and can guarantee the end-to-end QoS. The 
protocol should support fine-scale and course-scale network segments with or without 
aggregated traffic. The short-term goal is to map Polya/gamma/Pareto distributions 
and traffic generator parameters with pdf, mean, variance, skewness and kurtosis of 
the measured data. After defining the system bounds and taking into account the self-
similarity nature, we aim at estimating the parameters of the user level SLA. Further 
research also encompasses mutli-fractal estimations where different moments of the 
traffic variations will be considered and modeled using self-similar, N-window 
fractality measurements. In addition, currents trends in traffic analysis include the 
energy-traffic profiling and tagging of wireless sensor networks according to the QoE 
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parameters of the tagged users. End-to-end QoS and QoE modeling will be proposed 
based on distributed traffic shaping phenomena.  
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Abstract. In the last decade there has been a huge increase in Ambient Assisted 
Living (AAL) technologies that try to address the continuous growing aging 
population. These demographic changes have led to new challenges for the 
society, which has to provide assistance to old people while promoting other 
aspects such as their autonomy and independence at home, as well as 
supporting their common daily life activities. The R&D community has been 
well-aware of these changes and over the last few years has come up with new 
AAL approaches. This chapter discusses the changes that the new demographic 
scenario implies and the major forces that shaped it. We will analyze the needs 
and limitations that the elderly have to face in their everyday lives, and why 
new AAL technologies are a viable solution. The major scientific results will be 
described along with their derived commercial products. Similarly, a complete 
analysis of the companies’ effort, progress and products on this area will be 
presented. Finally, the future research paths will be discussed. 

1 Introduction 

Due to increasing life expectancy and decrease of fertility rates, the proportion of 
people over 60 years is increasing faster than any other age group in almost all 
countries. The population ageing can be considered a success of public health policies 
and socioeconomic development, but also a challenge to society, which must provide 
health services and try to improve old people functional capabilities, security and 
social participation. 

According to WHO (World Health Organization) [1], the world’s population of 
people 60 years old and over is forecast to reach 2 billion by 2050. There is a real 
need to prolong independent living for older people at their own homes, because it 
clearly increases their quality of life, and reduces costs for families and the Social 
Security System. 

These demographic changes require the development of new functionalities and the 
integration of new technologies at home environments. Decades ago, home 
automation technologies started to emerge with the goal of making people’s life easier 
and increasing energy savings. It began with simple features related to the automation 
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of basic functionalities such as lighting control with motion sensors and detectors. 
The complexity of these systems has been increasing. The integration of smart 
functionalities and AmI (Ambient Intelligence) at home results in Ambient Assisted 
Living (AAL) environments that provide care, support and assistance to the elderly. 

Actually, the same systems with some minor adjustment can also target a different 
population segment such as the disabled, who may need in some cases a special level 
of care and assistance that family members cannot directly provide, or even the 
impaired person wants to live independently. 

This chapter structure contains a first section describing demographic changes that 
have led the emergence of AAL environments highlighting the importance of the 
elderly and its growth rates in the world population and more specifically in three of 
the most significant economies in the world such as Europe, the United States and 
Japan. After presenting this study of population profiles, the related work section 
starts with an exhaustive research about the necessities of the elderly. Once these 
necessities have been identified it is easier to establish the goals AAL systems should 
aim for and what kind of assistance and care they should provide. Then, a complete 
identification of existing devices for AAL support is detailed, making a distinction 
between different specific hardware systems such as robotics, mobile devices, 
wearable or environmental sensors and smart homes. After the description of existing 
hardware, a complete characterization of the most common software techniques in 
AAL is included (user location, context modelling, activity recognition, anomaly 
detection or scheduling). Finally, the Use Cases section contains examples of 
implementation and full existing AAL systems in Europe, United States and Japan. 
After the existing techniques and systems have already been described, the fourth 
section identifies the applications of Opportunistic Wireless Access Networks (WAN) 
in AAL environments and how this kind of networks can be used to improve Ambient 
Intelligent systems. To conclude, the future challenges section gives details of the 
immediate future work that needs to be done to ensure security and privacy of the 
great quantity of information managed in AAL systems.   

2 Societal Framework in AAL 

Ambient Assisted Living (AAL), as the name suggests, refers to intelligent systems of 
assistance for a better, healthier and safer life focused in living environments. 
According to the European Commission, its goal is to prolong the time people can 
live in a decent way in their own home by increasing their autonomy and self-
confidence, supporting everyday activities, and monitoring and caring for the elderly 
or ill person, in order to enhance security and save resources. 

2.1 Population Trends 

Obviously, the emergence and consolidation of the AAL concept came out due to 
demographic population changes and the arising of new necessities which need to be 
addressed by new technological systems and products. These changes are because of 
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the fact the world is undergoing a gradual population aging process over the last 
decades. This is particularly significant in more developed countries where, in recent 
years, it has become more intense, basically due to the increased longevity of older 
people and emphasized by a low birth rate. 

The report of the European Commission about “Active ageing and solidarity 
between generations” [2] compiles a few world statistics which provide some 
valuable information about population ageing. For instance, the United Nations 
estimated the world’s population at 6,895 million in 2010, and during the period from 
1990 to 2010 it grew, on average, by 1,3% per annum. Also in this period the share of 
those aged 65 or more in the total population increased by 1.4 percentage points. 

 

 

Fig. 1a. World’s population and elderly growth (1990-2010) 

 

Fig. 1b. Relative importance of elderly (1990-2010) 

The projections for the coming years show the increasing relevance of the elderly 
in the world population.  The United Nations projections suggest that there will be a 
population growth until 2050, on average, of 0.8 percentage points, reaching an 
amount of about 9,300 million people. But what is more significant is that the elderly 
percentage of the total population will grow continuously and it will be close to 17 % 
by 2050. This means an increase going from 7% in 2010 to 17% in 2050. 
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Fig. 2a. World’s population and elderly projections (2011-2050) 

 

Fig. 2b. Relative importance of elderly (2011-2050) 

These demographical changes in the world population are caused by a main factor, 
the difference between the number of births and the number of deaths. High fertility 
rates experienced in the postwar decades started to decrease over the years while life 
expectancy increased.  

To emphasize the importance of demographical changes, a population comparison 
has been made between the three main regions which are working in AAL 
developments (European Union, United States and Japan).  

According to the United Nations [3], the structure of the population in the 
European Union is expected to become dramatically older. There will be less than two 
people in age of work for every older person aged 65+ in Europe by 2060. Nowadays 
this quantity is almost four to one. In 2010 the elderly was the 17,4% share of total 
population, but projections estimate that by 2050 they will be 29%.  

In the United States the aging of population is not estimated to grow as fast as in 
the EU-27, but the percentage of the elderly in the total population will also increase 
significantly. According to the US Department of Health and Human Services [4], in 
2010 people over 65 represented 13.1% of the population, but it is expected to grow 
to be 21.2 % in 2050. However, the most impressive data information about the 
elderly comes from Japan, which has the largest increase in elderly over 65 years 
between 1990 and 2010, reaching an amount of 22.7% share of total population, and 
projections estimate that in 2050 there will be a 35.1% share. 
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Table 1. World’s elderly population projections (2011-2050) 

 Projected relative importance of elderly persons 
(% share of total population) 

 Aged 65+ 
 2010 2050 

World 7,6% 17,4% 
EU-27 17,4% 29% 
EEUU 13,1% 21,2% 
Japan 22,7% 35,1% 

 
 

 

Fig. 3. World’s elderly population projections (2011-2050) 

Clearly, this new scenario, where population over 65 starts to have a great weight 
in the society, creates new opportunities for companies and researchers to intensify 
their efforts and develop new solutions with the objective of covering the necessities 
of this growing population sector. 

But not all elderly are in the same conditions, neither need identical assistance. For 
instance, in the United States about 29.3% of older person lived alone in 2010, and 
other 4.1% lived in institutional settings such as nursing homes. Also approximately 
2.4% of the elderly lived in senior housing with at least one supportive service 
available to their residents [5]. The percentage of elderly living alone for future years 
rises in the entire world, particularly in Europe, according to the European 
Commission report [6]. It predicts that persons older than 65 suffering from at least 
one disability in activities of daily living will more than double until 2060; dependent 
older people receiving care in institutions would almost triple; those receiving formal 
care at home would more than double; and those receiving informal or no care would 
almost double. Most of the care that those elderly require is provided by family or 
friends and, in many cases, they do not receive any payment.  

Despite their limitations and sometimes even disabilities, many old people want to 
remain independent and active for as long as possible, aging at home, instead of 
moving to institutions or nursing homes. There is a close relationship between aging 
and disability, and a proper use of information and communication technologies can 
help improve the quality of life of aging people. Maintaining independence with aging 
is an important goal to most people, disabled or not, and it depends on personal 
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conditions (health and capacities), but also the physical and social environment of the 
person. The physical environment can be enhanced to include technology that makes 
life easier, more enjoyable and comfortable improving the possibilities for perception, 
communication, information processing, mobility and health maintenance.   

Young disabled people can also significantly benefit from these AAL systems that 
have been initially designed for the elderly. In some cases they require minimum 
adaptation, but can make their daily life much easier and safe. There are the following 
disability types: 

• Physical: can be defined as the reduction or absence of motor functions or physical 
members (lack of a hand, leg, foot, etc.), which prevents their daily normal 
development. 

• Sensory: corresponds to the visually impaired, deaf and those who can present 
problems in communication and language. There are scales to mark different 
degrees of sensory impairment. 

• Psychic: presents "adaptive behaviour disorders, predictably permanent". 
• Intellectual or mental: is characterized by intellectual functioning below average, 

which coexists with limitations in two or more of the following skill areas: 
communication, self-care, home living, social skills, community use, self-direction, 
health and safety, functional classroom content, leisure and work. 

According to the WHO [7], about 15% of the world’s population has some form of 
disability; these people need more health care than other population sector and have 
greater unmet needs. Therefore, it is obvious that the development of AAL systems 
will improve their quality of life, make their daily life easier and help their caregivers 
to do their jobs in an efficient and more stress-free manner. 

From the above, we can draw the following conclusions: 

1. The sector of elderly population in need of care and assistance is growing  
continuously. 

2. Older people would like to maintain their independence. 
3. Elderly and disabled people are growing in number and need more healthcare than 

other population sector, therefore the governments’ public expenditure per person 
on these people keeps growing exponentially much faster than the working 
population. 

4. Family and friends are usually responsible for the care of elderly and disabled 
people. 

5. People spend more time at home as they age. 

Also, it has to be noted that AAL functionalities could potentially be extended to 
other population sector (not necessarily elderly or disabled), where these kind of 
systems help to improve the user comfort at home. 

This scenario paves the way for the emergence of AAL solutions which goal is to 
simplify and improve the quality of life by providing support in situations that need 
assistance, focused on home environments and based in the use of new ICT solutions. 
Even worldwide organizations, as WHO, guides and supports Member States to 
increase the awareness about elderly and disabled issues, and promotes its inclusion in 
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national and international health policies and programmes. For instance, the European 
Union launched “The Ambient Assisted Living Joint Programme” (AAL JP) [8] 
which is a funding activity running from 2008 to 2013, with the concrete aim of 
enhancing the quality of life of older people and strengthening the industrial base in 
Europe through the use of ICT. Similarly to the European Union, other governments 
are supporting the development of AAL projects, because they are sensitive to the 
importance of these population sectors and cost savings in the long run. 

2.2 Elderly and Disabled Needs 

The population aged over 65 is increasing dramatically and most of these people 
experience some limitations and needs, which poses a new challenge for the society. 
Providing adequate care and assistance to this population in an economically viable 
way requires new solutions. First, we will discuss the main limitations that the elderly 
have to face: 

1. Physical limitations: many adults experience physical limitations as they age. 
According to [9] a physical limitation refers to having difficulty performing any of 
eight different physical activities. It is important because of its relationship with 
the ability to live independently and to the overall quality of life [10]. Obviously it 
emerges as a restriction in a person’s range of motion, strength, endurance or 
balance, and these limitations are more common in older people. For instance 
adults aged over 80 have three or more physical limitations compared to people 
between 50-59 years old.  

2. Perceptual limitations: most people experience perceptual changes as they age. 
These perceptual changes are mainly related to vision and hearing. 

– Vision impairment occurs in more than 13% of the elderly population and is 
one of the leading causes of morbidity in adults over the age of 65. This 
limitation increases with age, from 1% in 65-69 range, to 17% in the over-80 
population [11]. 

– Hearing loss is the most common sensory deficit in the elderly, affecting 1 in 3 
people older than 60 and half of those older than 85 [12]. 

3. Cognitive limitations: cognitive functions establish processes by which the person 
receives, stores and uses the perceived real information and relate it with itself 
info. Attention, orientation, perception, fixation and memory, among others, can 
change with age, and this affects to fundamental processes, functions and 
psychological capacities of our life. 

4. Alzheimer’s disease: is suffered by a noteworthy population sector. Actually, the 
number of people living with Alzheimer in 2010 was about 4.7 million patients 
and, what is more remarkable, this quantity is predicted to climb to 13.8 million 
people by 2050 [13]. 

Once the main elderly challenges have been explained, it is really important to 
identify ways AAL systems can help satisfy elderly needs, and it is essential to 
highlight that many older individuals consider the capacity to carry out activities of 
daily living (i.e., functional independence) to be of greater concern than prevention of 
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disease [14]. So, the following fields have been identified where AAL systems have 
to focus: 

1. Daily Activities: 

– Activities of Daily Living (ADL): ADL are basic routine tasks, such as 
grooming, dressing, eating, continence or being able to transfer oneself from 
bed to armchair and back. There are people who need assistance to perform 
these activities [15].  

– Instrumented Activities of Daily Living (IADL): these tasks are more complex 
and require some physical conditions, organization skills and sound judgement 
(using telephone, shopping, preparing meals, managing medications, 
maintaining the home, being able to drive or use public transportation). 
Elderly people who adequately perform these activities are considered to be 
able to live safely and independently [15].   

– Enhanced Activities of Daily Living (EADL): EADL include participation in 
social activities, learning new skills and engaging hobbies [16]. 

2. Memory Functions: obviously the age is an important factor to consider in 
memory functions. Memory loss and damages in cognitive functions (as language, 
perception, reasoning or calculation) are common in the elderly.  

3. Health Monitoring: older people usually have more health disorders than the rest 
of the population and governments spend a lot of money on assistance for them.  

4. Decrease the caregiver’s workload: not all caregivers are care professionals. 
Familiars and friends work hard in taking care of senior people and, in many cases, 
they do not receive any economic compensation for it. In any case, any help that 
decreases the caregiver’s workload will be welcome. 

Current AAL developments are focused in making easier elderly daily life 
activities, helping to properly cover their needs, preventing for possible health 
problems and decreasing caregiver’s efforts. 

3 AAL Tools and Devices 

The evolution of computer systems has generated incredible achievements since their 
inception in the 1960s. In the last few years a new computing paradigm has emerged, 
the so-called “Ambient Intelligence” (AmI), which refers to electronic environments 
characterized by human-centric computer interaction and that are sensitive and 
responsive to the presence of people. These systems use embedded technologies 
where networked devices are seamlessly integrated in the environment and work in 
concert to support people in carrying out their everyday life activities in an easy, 
natural way. AmI systems are capable of recognizing the users and their situational 
context (what they are doing); then anticipate and respond to the user needs at every 
particular moment. The AAL concept combines Assisted Living with Ambient 
Intelligence in one complete system and with the clear goal of improving the user life 
in his daily environments. Figure 4 [17] shows a historical description of computer 
systems until Ambient Intelligence systems. 
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Fig. 4. Historical description of Ambient Intelligence Systems [18] 

As described in section 2, the main users of AAL systems are elderly and disabled 
people who need care and assistance in their daily life activities. But what kind of 
existing devices and tools could be focused in elderly care and assistance?     

There are many existing tools very useful for AAL purposes. The next subsections 
highlight some of the most representative. 

3.1 Mobile Devices 

Mobile devices are distinguishable for its portability characteristic. For its proper use, 
these devices have to be intentionally taken by the user, as opposed to wearable 
devices that are usually integrated in wearable clothes, in a seamless way, as an 
integral part of it. 

There are many mobile medical devices designed for specific illnesses and focused 
in monitoring different functions. For instance, an IoT-based device for diabetes 
therapy management [19], an armband designed for monitoring patients with chronic 
pulmonary disease [20], or a system that captures mechanical activity and bio-
impedance of the skin called HealthWear [21]. 

Also the importance of smart phones has greatly grown in recent years and they 
can be easily used for detecting user activity and mobility. Today, most smart phones 
integrate different sensors such as gyroscopes, accelerometers, proximity sensors or 
Global Positioning System (GPS), and the obtained valuable information from these 
sensors is very useful to detect user activity for AAL goals. 
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3.2 Robotics 

Robotics with assistive goals are focused in helping seniors in their daily life activities 
(ADL, IADL and EADL), but also they are helpful in monitoring [22] or providing 
interfaces to technology [23]. 

• ADL: robotics focused on helping in ADL, assist on tasks related to grooming, 
feeding, dressing or basic mobility. For example, the DU-O-MI robot [24] is a 
nursing robot system for the elderly and the disabled that assists users in moving 
independently in indoors. The RIBA Robot [25] helps user to move from a bed or 
armchair including getting up, the Care-O-bot is a robot suitable for catching 
typical household objects and change their placement [26], or Dusty robot [27] 
which retrieves dropped objects from the floor. 

• IADL: robotics focused in IADL assist on tasks related to telephone use, shopping, 
preparing meals, managing medications or housekeeping. For example, if the 
user’s arms have some damage, there are robots as PerMMA [28] that is able to 
help in grooming, meal preparation, mobility or shopping tasks. Also uBot5 [29] 
can assist in those mentioned activities and check vitals, or Pearl robot [30] helps 
on giving medication. 

• EADL: robotics focused in EADL assist on tasks related to social activities, 
hobbies or new skills. For example, companion robots (Care-O-bot [26] or Paro 
robot [31]) help to improve the user well-being playing the role of a mate. 

The use of robotics is influenced by a strong cultural component, and this sector is 
more relevant in Asian countries, as Japan and Korea, where there are many research 
institutes and companies working on robots. 

3.3 Wearable Sensors 

Wearable sensors concept refers to sensors that are an integral part of our everyday 
clothing and assist final users in different everyday situations, even in mobility 
situations. 

One of the origins of smart clothes was the Smart Shirt [32] that allows monitoring 
different vital parameters as heart rate, ECG or respiration. Nowadays there are many 
commercial examples of these products (LifeShirt by Vivometrics [33], Hexoskin 
[34] or Equivital [35] among others), but also medical devices are integrated in other 
clothing types. For example a belt [36] that monitors the intensity of movements, 
smart shoes or smart baby bodies [37]. 

But not only wearable sensors are integrated in clothing, also in other 
complements. For example, watches that measure the user activity or insomnia (Acti-
watch [21]), monitor blood oxygen [38], measurement of glucose [39]. Rings with 
saturation sensors [40] and other smart jewellery items as developed in [41]. 

So wearable sensors are an easy way to develop AAL functionalities in elderly at 
home because the users do not have to remember and intentionally grab any specific 
device to obtain their vital signs measures, they only have to continue wearing their 
clothes or complements. 
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Fig. 5. Actibelt [36] 

3.4 Environmental Sensors 

Elderly people spend most of their time at home, and this is a suitable environment 
where to deploy sensors and obtain information from final users. As with wearable 
sensors, this time the user is not forced to intentionally grab a specific device. In this 
case, sensor devices are integrated in common home objects that cover its 
functionality without the user awareness, in many cases due to a really good 
ubiquitous integration of devices in common home items. Evidently, concepts such as 
ubiquitous or pervasive integration of devices become more important in these device 
types, where it is really necessary that the user does not perceive the existence of any 
anomalous device in their familiar environment, avoiding any kind of rejection by the 
user. 

Basically we distinguish between two different of sensor-based environments. On 
the one hand, there are environments that integrate sensors for obtaining in-formation 
about the final user behaviour in their own home, and from this context information 
identify possible warning situations [42]. In this way, there are previous works with 
many different sensors, but with the same goal. For example: monitoring seat 
occupancy patterns and functional status with PIR (Presence Infrared Sensor) 
characterization [43], detection of movement in bed using load cell sensors [44], or 
the use of cameras to sense the environment and detect user behaviour [45]. 

On the other hand, some sensor-based environments include enhanced functionalities 
and can even monitor vital signs [46]. There are common home objects that can check 
the user pulse, respiration or body temperature like the Smart Pillow [47], or the Smart 
Sofa [48] that is able to identify individuals sitting on it. 

Deploying sensor systems in home environments and wearable sensors are ways  
to assist and make elderly life easier. These are really autonomous systems, and with  
a proper seamless integration of the system, the user will not perceive the existence  
of it. 

3.5 Smart Homes 

Smart Home generic concept arises from the evolution of Home Automation, which 
main aim is to centralize and automate home tasks and control its devices in order to 
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improve final user comfort. But new functionalities have been added over the years. 
An example related to energy efficiency is described in [49-50], where common home 
devices have been interconnected in order to gather energy consumption data and 
provide to the user a control tool. Another area of focus is eHealth monitoring, like 
the home-based health care systems linked to hospitals presented in [51-52]. Finally, 
other assistance services are focused on providing general improvements to the life 
people at home (e.g. activity/mobility monitoring [53], reminder technologies [47], 
fall detection [53] or social issues [54]). 

4 AAL Software Techniques 

There are many computational techniques related to AAL goals which allow the 
systems to identify and infer some useful information such as where the user is, what 
kind of activity he is doing, and detect any anomalous situation or remind the user 
some special task. The following subsections show a description of the most frequent 
techniques used in AAL applications. 

4.1 Context Modelling 

AAL systems are designed to facilitate the user's daily life at home. These systems 
react to the current information about the users’ activities and status, as well as their 
surroundings. This information is called context, and consequently those systems are 
referred to as context-sensitive. The information is represented by a context model 
and is extracted by processing sensor data from multiple sources [55]. An AAL 
system needs a context model, and a pattern is necessary to define and store the 
context into a format that can be processed by a computer. 

The system architectures that manage context information must be open, therefore 
independent of the applications that use or produce this information, so that 
information can be shared among different applications. It should also be dynamic in 
the sense that it permits the addition of new devices on the fly and, therefore, the 
addition of new information to the context representation [56]. An example of this 
kind of architectures is SOCAM [57], a decentralized architecture in which 
information producers and consumers are decoupled. 

Context modelling systems represent information using different sources of data 
such as situation modelling languages [58], key/value-based models [59] or markup-
based models [60], among others. But for AAL applications, ontology models are 
very interesting. 

Developing flexible and useful context ontologies is a challenging task. There are 
several approaches to model context; Strang and Linnhoff-Popien [61] make a 
summary of these approaches, which are based on the data structures used to 
represent and exchange this contextual information. Ontologies represent concept 
descriptions and their relationships. They are the most commonly used form of 
representing context information. The ontologies can be used even if there is no  
exact match between the available information and the one required by the system 
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[57,62-64]. Moreover, they enable the use of developed technologies for the Semantic 
Web. According to Strang and Linnhoff-Popien, ontologies are one of the most 
expressive models and fulfil most of their requirements, which are distributed 
composition, partial validation and quality of information. There are many proposals 
for generic ontologies, for instance [64-67]. 

4.2 Activity Recognition 

One of the most important information in AAL systems is reliable recognition of the 
monitored person’s behaviour during their ADLs. The activity recognition can be 
done at different levels, for example identify a single movement, various actions that 
result in a complete activity, or even a group of activities. For this purpose, it is 
possible to highlight two different main data sources; wearable and ambient sensors 
that generate data samples, and vision-based system like cameras and thermographic 
devices that produce video data. 

• Sensor-based data information sources, such as accelerometers and gyro-scopes, 
provide data and time series that can be useful to detect physical activities 
(walking or running). There are some techniques to post-process the data and time 
series and identify the user activity. One of them is the unsupervised model “motif 
discovery” which automatically detects activity patterns [68]. Sensor networks can 
also be used to recognize more complex activities. There are some algorithms 
based in mixture models [69], neural networks [70], decision trees [71], or popular 
graphical models [72] which infer activities based on sensor variables, these types 
of algorithms include Hidden Markov Model [72], Dynamic Bayesian network 
[73], or conditional random fields [74] among others.  

• Vision techniques are based in the process of labelling image sequences with 
action labels [75]. In general terms, vision-based techniques are more 
computationally complex than previous ones; however, they provide detailed 
context information. There are two main Vision-based categories [76]: single 
layered (it is used for recognizing simple actions) and hierarchical (it is used for 
more complex activities). Although vision techniques provide detailed information, 
it is also important to consider privacy concerns of final users. 

4.3 User Location 

GPS is the typical outdoor navigation system, but indoor environments require the use 
of different techniques for localizing the user. Indoor location is very useful in AAL 
systems to track and monitor user behaviour at home, and in the last decades some 
advances and researches in this field have been developed. 

There are many indoor location techniques: RFID-based systems like Land-mark 
[77] or SpotOn [78] (they use RFID readers to determine user location in indoor 
environments). Pressure sensors integrated on floors [79] or infrared motion sensors. 
Ultrasonic systems based on the measure of “time of flight” (Cricket system: it links 
the time of flight with a specific indoor location [80]) or WiFi-based systems such as 
Radar [81]. 
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4.4 Anomaly Detection 

Anomaly detection refers to the problem of finding patterns in data that do not 
conform to expected behaviour [82]. This concept is very broad and is used in a wide 
variety of applications such as intrusion detection for cyber-security, fault detection 
systems, military goals, and fraud detection for credit cards or health care. 

Related to AAL, anomaly detection is focused on detecting anomalous user 
behaviour that do not match with daily life usual patterns. There are techniques based 
on temporal relations, rule-based or similarity-based comparisons [83-85]. This kind 
of detection is also used to identify dangerous situations for the final user, who 
usually has the same behaviour everyday pattern. 

4.5 Scheduling 

Other important component in AAL is automatic planning focused on people with 
memory problems who need to be reminded about carrying out their ADLs. Some 
forms of memory impairment are much more frequently in the elderly and scheduling 
techniques offer the capacity to identify such situations and prioritize among different 
types of reminders. Mainly, there are two plan configuration models, when designers 
provide plan details to the system [86-87] and when the system learns and adapts the 
schedule based on real observations [88]. 

It is important to consider that there are some risks when an external system reminds 
some tasks; for instance if the system issues too many prompts, it could result into final 
user rejection. So it is necessary to reduce the number of prompts as much as possible, 
avoiding incorrect reminders and prioritising them. This kind of problem can be 
mitigated with planning, inference or reinforcement learning techniques [87, 89]. 

5 Full AAL Developments and Systems 

Although there are some full solutions offered by important multinational companies 
(such as Bosch [90], Philips [91], Intel [92] or Honeywell [93]), in order to provide an 
overview of the developed work around the world, this section focuses in three of the 
most representative economies (Europe, United States and Japan) and their related 
work within AAL. There are many differences in the way they set out a plan to 
support AAL and, depending on the specific zone, they are more specialized in one 
subject than others. 

5.1 Europe 

Due to the huge increase of the proportion of elderly in population, the European 
Commission realised that they should take the necessary measures to support 
initiatives related to elderly care. This would result in future savings in the budget that 
governments use for that purpose. The AAL Joint Programme (AALJP) was founded 
as an activity that started in 2008, with 23 countries working together with the goal to 
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develop a programme to improve the quality of life of older adults through the 
application of ICT. 

Since 2008 there has been six different “Calls” focused in different concrete 
aspects related to AAL [94]: 

1. Call I: “ICT-based solutions for Prevention and Management of Chronic 
Conditions of Elderly People”. 

2. Call II: “ICT-based solutions for Advancement of Social Interaction of Elderly 
People”. 

3. Call III: “ICT-based Solutions for Advancement of Older Persons’ Independence 
and Participation in the “Self-Serve Society”. 

4. Call IV: “ICT-based solutions for advancement of older persons’ mobility”. 
5. Call V: “ICT-based solutions for (self-) management of daily life activities of older 

adults at home”. 
6. Call VI: “ICT-based solutions for supporting occupation in life of older adults”. 

There are more than a hundred projects completed or under development in the 
different calls with a final total average available funding budget of 55 Millions € per 
call. 

Some of the developed or ongoing projects associated with different fields are: 

• Mobile devices: the “AMICA” [95] project uses a dedicated mobile device to send 
physiological signals and emulate the medical consultation at home. The 
“CAPMOUSE” [96] project is focused on identifying the end user and find out 
their needs. The “BANK4ELDER” [97] project standardises mobile bank 
interfaces targeting the elderly, whereas the “ASSISTANT” [98] project enables 
older users to confidently and safely use public transport. The “EMOSION” 
project [99] combines existing mobile platforms, an IP-connected server platform 
and home security sensor network.    

• Robotics: some examples of the use of robotic technologies are the “DOMEO” 
[100] project, aimed helping elderly to stay longer and safer at home and also help 
caregivers in their daily work, and the “ALIAS” [101] project whose robot 
interacts with elderly users, monitors and provides cognitive assistance and 
promotes social inclusion. 

 

Fig. 6. DOMEO [102] and ALIAS [103] robots 
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• Wearable sensors related projects have been also supported by the AALJP. For 
instance the “ECAALYX” [104] project uses conductive textile material to 
develop a comfortable garment for monitoring purposes. The “PAMAP” [105] 
system which is based on a network sensor which are worn by the subjects to 
extract parameters of their physical activity. Also the “SOFTCARE” [106] project 
is based on a bracelet containing a 3D accelerometer, and the “eSTOCKINGS” 
[107] project is based in a new generation of smart compression stockings with 
integrated ICT. The HEALTH@HOME [108] project uses wearable sensors to 
acquire patients’ physio-pathological cardiovascular and respiratory parameters 
and sends them to a remote server. 

 

Fig. 7. Health@Home architecture [108] 

• Environmental sensors: for instance the “A2E2” [109] project stimulates 
beneficial levels of exercising in the elderly, or the “BEDMOND” [110] project 
that developed an assistant system based on behavioural patterns. These projects 
are based in the deployment of sensors in home environments. 

• Smart Homes: the “HOPE” [111] project is a solution installed at the senior 
people’s homes, and provides services for lifelong care management and health 
support, self-monitoring and decision making. To enhance the social interaction of 
elderly people, projects like “HOMEdotOLD” [112] provide a TV-based platform, 
or “CARE@HOME” [113] that, apart from social interaction, also supports health 
wellness and well-being of the elderly at home. 

Apart from projects related to the AALJP, there are other developments made in 
Europe. For instance the IMMED [114] project which monitors dementia user tasks 
using a wearable camera, other e-textiles projects such as MagIC [115] or 
WEALTHY [116], or other internet of thing-based devices with eHealth function-
alities such as the diabetes therapy management device [117] or the drug identifi-
cation and interaction checker [118]. 
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Fig. 8. Care@Home functionalities [113] 

 

    

Fig. 9. a) Diabetes therapy management device. b) Architecture diagram. 

5.2 United States 

A large number of AAL developments has been made in the United States, although 
they have many different goals and are not focused on the same specific objective. 
For example the CASAS [119] project at Washington monitors some user ADL tasks 
to verify that user completes the activities in a normal way. For that purpose, the 
system uses the simultaneous frequent-periodic activity pattern mining to recognise 
activities and this results in a non-invasive assistive environment system for dementia 
users. Other projects were focused on recognizing social activities [120] or estimates 
walking times [121] to directly link with ADL. 

The “Aging in place” project [52] in Missouri, which provides a long-term care for 
the elderly, supports e-health functionalities and allows residents to remain in their 
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apartments. It has two main parts, an integrated sensor network in home environments 
(bed sensors, chair sensors, temperature or motion sensors), and the Sinclair Home 
Care system which provides services such as vital sign checkups or medication 
assistance. 

The “Aware Home” [122,123] at the Georgia Institute of Technology in Atlanta, 
which has been focused in supporting daily routines and maintaining a familiar 
vigilance throughout the development of computational perception techniques with a 
variety of sensing devices and the design of interfaces to facilitate the Human-
Computer interactions. 

The Elite Care Technologies Company (ECT), in Oregon, has developed an 
integrated monitoring and electronic documentation system, which emulates the 
knowledge that family caregivers would have of their care. It is focused in resident 
environments but it also could be transferred to home environments. The system 
consists of simple components. Residents and staff members carry a badge that emits 
radio-frequency and infrared signals picked up by sensors stationed around the 
residence. Load cells installed under each bed continuously monitor every resident’s 
weight and analysis of this data provides trends in weight, time spent in bed, rising 
and sleeping time, and restlessness while in bed. All sensors are integrated with an 
alert system so that staff can be informed when any unusual event takes place [124]. 

The Massachusetts Institute of Technology (MIT) also has developed multidis-
ciplinary projects associated with the design of the home and its related technologies, 
products, and how services should evolve to better meet the opportunities and 
challenges of the future. The House_n project [125] was one of these projects led by 
researchers at the MIT Department of Architecture. 

Pittsburg and Carnegie Mellon Universities have developed a personal robotic 
assistant (Pearl robot [126]) that could be used to prompt people with failing 
memories to take medicine, to provide remote telepresence for professional caregivers 
or assist with difficult tasks.    

Falls are very prevalent among the elderly; it is the first cause of death for people 
above 79 years old. Also in the United States some projects related to fall detection 
have been developed. For instance a smart passive floor-vibration is presented in 
[127], completely passive and unobtrusive to the user which detects a vibration 
pattern on the floor when a human falls. 

5.3 Japan 

Another world economy where there are important efforts in Ambient Assisted Living 
is Japan. As previously outlined, cultural features affect the way different countries 
direct their work. In Japan, the use of robotics with this aim is more relevant than in 
other countries, furthermore the existence of many research institutes and companies 
working in robotics in Japan benefits the developments in this area. 

For instance, the RIBA robot [128] is able to transfer the user from one place to 
another using human-type arms, apart from handling heavy objects. It has a motion 
control unit by touching to interact with the user and the caregiver. 
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The Mamoru Robot [129] is an attendant robot that closely observes a person's 
daily life, keeping track of everyday activities such as taking medicine, and then 
notices if the person has completed those activities that day or not. 

The Paro Therapeutic robot [130] developed by AIST, which reduces user and 
caregivers stress by stimulating the interaction between them and improving the 
socialization of users. 

 

 

Fig. 10. Riba [129] and Paro [130] (AIST, Japan) robot 

Apart from robotics developments, other AAL projects have been developed in 
Japan. An example is a monitor watching TV for diagnosing health condition [133]; 
not only physical condition but also mental. It uses image processing algorithms to 
reconstruct monochrome images and diagnoses the subject’s health. An-other 
example is a sleep monitoring mattress [134], which monitors heart rate, breathing or 
body movement. Similarly, [135] presents an air-filled mat, which obtains 
information about perturbations in the air pressure and extracts information about 
heart and respiratory rates. 

Also it is important to mention the SELF [45] system, based on observation of 
daily human behaviour in their home environment and able to monitor body 
movement, breathing or oxygen in the blood, among others. Finally, the airbag fall-
protection system for the elderly [136] reduces the impact force of falls. 

6 Opportunistic Wireless Access Networks in AAL 
Environments 

Opportunistic networks (Oppnets) are a particular case of delay tolerant networks 
which have been a huge increase in recent years, thanks to the popularity of wireless 
technologies and the miniaturization of devices. The hard working conditions of these 
kinds of wireless networks make them very attractive for the study and development 
of protocols to increase the reliability and quality of information. 

In Oppnets, mobile nodes are able to communicate with each other even if a 
connecting route between them never existed. It stands out for its dynamically routing 
characteristic, the messages between the origin and destiny can be routed through any 
network node that can opportunistically be used as next hop. These characteristics can 
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be used as a solution in absence of an end-to-end path between the sender and the 
receiver (hoping messages between different intermediate nodes) or setting up a new 
node inside a previously constituted network.  

In AAL environments this routing method can be used for different goals. For 
instance, one of the most important functionalities of an AAL system is to be able to 
locate and predict the user movements at home, so it is necessary to consider their 
spatial and temporal patterns of movement that it will be directly related to the 
repeated sequences of jumps in an Oppnet [137]. 

Other Oppnet functionalities, such as medical monitoring, can also be applied for 
AAL goals. Remote medical monitoring using wireless communications and body 
sensors in a non-intrusive way have increased their popularity in the last few years. A 
use example is described in [138], where several medical care applications are 
identified for the use of Oppnets in Bluetooth networks, this concept can be 
transferred to AAL environments and caregivers support. 

One of the key concepts in AAL is privacy and security. One of the main important 
things is to maintain the user privacy in their own home environment and avoid 
possible intruders accessing their personal information. In [139] an investigation 
about three different helper privacy approaches in Oppnets has been done (automatic 
trust negotiation, Semantic Web technologies and automatic enforcement of privacy 
policies). Also it is necessary to consider the difficulty to protect data privacy because 
of the fact that there is not any shared secret key in a multi-cast from the controller 
because of a simple capture of even a single device could lead to the failure of the 
whole system.        

Opportunistic networks can have a practical use in AAL systems because of the 
nature of these environments. The mobility of the user in their home and the add of 
new nodes to the network in “opportunistic” occasions, as a medical, caregiver or 
familiar visit, could be one of the many chances that Oppnets can have more potential 
in AAL applications. 

7 Future Challenges 

Nowadays the existing hardware and technological devices allow us to obtain a large 
variety and quantity of information that can be used to address AAL goals. Although 
the current technological solutions provide an excellent source of information, and 
will always be in continuous growth including new improvements, the great 
challenges in AAL solutions are the standardization in the management of this 
enormous quantity of information and security aspects to maintain users’ 
privacy. 

As described in subsection 3.3.1, the management of information in AAL systems 
requires a context model pattern to store context information that can be computer-
processed. Ontology models are an interesting solution to store and establish a 
suitable structure of the obtained information.  Different groups are working on 
setting ontology standards that are involved in different fields of in-formation such as 
Smart Cities, Smart Grids and generally IoT [140, 141].       



 Ambient Assisted Living Tools for a Sustanaible Aging Society 213 

Due to the management of a great quantity of sensitive personal data and in-
formation in AAL solutions, security and privacy is also other of the main challenges 
in this field. It is critical to maintain and preserve user privacy preventing 
unauthorized people from having access to this personal information. More 
specifically, the R&D community is working to enhance some aspects: 

• Unauthorized access protection (identification and authorization are required not 
only for people but also for devices and services). 

• Users’ identification, particularly in multi-user contexts such as home. 
• Protection of privacy, with techniques related to anonymity, pseudonimity, 

unobservability and unlinkability. 
• Techniques to ensure the identity when handling a device. 
• Creating easy reliable and secure personal identification. 

For instance, to protect security and privacy of information in a data transmission 
between sensor, home station and a hypothetical help centre, authentication and 
encryption mechanisms are applied and nowadays technical and standardization 
problems have to be solved. Safety data information storage is also necessary in any 
situation when health information about patient has to be shared with doctors. This 
case requires a data backup mechanism and an electronic patient record, but is still 
under discussion. 

In what relates to functionality and areas of applications, most existing AAL sys-
tems focus on providing support and assistance to the elderly. They try to replace 
human care in detecting hazardous situations (e.g. falls) that usually need immediate 
attention. More recent systems carry out health monitoring for people with medical 
needs. The next natural step would be to integrate both type of systems into one that is 
capable of simultaneously monitoring behaviour and health variables. 

One of the major future challenges that remains to be addressed is to develop 
intelligent systems not only capable of detecting problems when they have already 
arisen, but when they are in the dormant or initial phases of development. Disease 
prevention is an area that can really contribute to increase our healthy life expectancy 
in an economically viable way. This will not only improve the quality of life of old 
people, but it will also reduce the medical and assistance costs. It has always been a 
big truth that “prevention is better than cure”. 

In the first stages of AAL, the target has been the elderly. Similarly, disease 
prevention will likely be applied to old people first, since they have a higher 
probability of developing serious diseases. However, AAL could also be applied to 
the general public with a more generic goal that is the promotion of better and 
healthier life styles. This will also have a big positive impact on the wellness of 
people in the short term, as well as their health in the medium and long terms.  

Nowadays the health systems of developed countries spend huge amounts of 
money on the treatment of diseases that were originated by wrong life styles. Very 
simple things like eating healthy food, regular exercising and walking, and having 
enough sleep can really benefit our health. Sometimes people do not do it because of 
laziness, ignorance or bad habits. The future AAL systems will be able to know what 
people are doing, and motivate people to change and to improve. Some initial work 
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that uses the power of social network has started, but it is not yet applied to the field 
of AAL. These future AAL systems will use hardware that combines home-integrated 
sensors, as well as wearable and mobile devices. They will use software in the cloud 
for analysing the measured data, but that also exploit the tools of social networks and 
information sharing with doctors. 

Without any doubt technologies like AAL paint a better, happier and longer life for 
us all. We just need to research and implement towards what we think is possible. 
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Abstract. Many schemes have been examined in the recent past in order to 
define a methodology for efficient resource sharing in combination with the 
temporal characteristics of dynamically varying topologies whereas others 
create a ground for a combination of temporal and spatial techniques. This 
chapter provides a brief introduction to, and motivation for, topology formation 
for P2P network connectivity and configuration from a network resource 
availability viewpoint. Efficient topology formation is probably the crucial 
parameter for enabling end-to-end reliability and data integrity between peers. 
The research background is presented using different approaches in the field of 
topology formation with respect to the parameters that affect the reliability 
issues of each node. Self-awareness is presented as well as the choice of 
mechanisms for efficient and reliable communication in a dynamically 
changing peer-to-peer system. Thereafter the recent adaptive heuristic-based 
P2P network connectivity approach for topology configuration for resource 
availability is presented along with some conducted results extracted from the 
research bibliography. Finally the chapter ends with the conclusion based on the 
general discussion of the covered issues in the chapter and the open ended 
research issues that come along with the discussed ones. 

Keywords: Cloud resources, Scheduling management, APIs, Virtual Data 
Centres (VDC), Resource allocation, Cloud management, Virtual Engine 
Migration (VEM), Virtual-to-Virtual (V2V) resource migration, High Resource 
Availability, Integration and composition. 

1 Introduction  

Modern peer-to-peer systems are complex systems composed of many heterogeneous 
nodes, links and users. Peer-to-peer networks operate through hybrid environments 
where network resources like node remaining capacity and or energy or channel’s link 
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quality are factors which significantly degrade the end users perception in 
experiencing the so called Quality of Service (QoS). Additionally some spatial 
constraints like the application data (e.g., the spatial and temporal location of data) 
and the user behaviour (e.g., user request pattern) add degradation streams to the end 
users’ offered service. Changes that occur over time constraints can be disastrous and 
cause severe service interruption.  

In this chapter the adaptive topology for connectivity establishment is discussed 
and through previous researches is thoroughly explored. Basically the chapter 
examines three dynamic factors that trigger network adaptation with regard to the 
crucial factors for maintaining network connectivity. Namely the chapter addresses 
the dynamic factors of expending the network resources and the parameterized 
metrics that are associated with these factors and contribute into saving crucial 
resources concerning the application data and dynamic user behaviours. Furthermore 
the self-organization capabilities of peer-to-peer networks are examined with the auto 
configuration in dynamically changing topologies. Adaptive techniques are illustrated 
by describing representative network schemes that adapt to the existing dynamic 
factors in such peer-to-peer environments. For each scheme, this chapter describes the 
methodology that was used to adapt into these frequent changes. Finally the chapter 
ends with a comprehensive analysis of the existing heuristic-based adaptive 
techniques and the extracted result in the existing researches by using this adaptivity, 
for forming peer-to-peer network accuracy. Interesting open research issues are then 
discussed in the conclusion section. 

1.1 Background 

The data availability is extremely difficult to be achieved in dynamically changing 
topologies and the underlying systems that are supporting them. Peer-to-peer 
networks can become very complex particularly in terms of interconnectivity as 
discussed in [1, 13, 16]. Transmission characteristics of such systems can provide 
beneficial feedback to the reliability diversities in order to reduce significantly the 
packet loss rate (and increase the Successful Delivery Rate) and the associated 
likelyhood, the packet redundancy and untargeted replication [2, 3] and corruption of 
packets. Additionally the user behavior can significantly affect the parameters that 
characterize the reliability. An additional dynamic factor that is strictly associated 
with users’ behavior is the application data, which refers to data generated by the 
application in a network such as files in a peer-to-peer network, and sampling 
triggered data that is collected in a sensor peer-to-peer network environment. Users’ 
application data may dynamically change in terms of availability (which changes in 
time as expressed in [2, 4, 5, 12, and 16]) and in terms of amount. Thus both problems 
should be faced in a dynamic way, which means a crossed and close collaboration 
between the dynamic factors such as network topology and the dynamic and static 
factors which are included in the network resources. Activities of network users like 
sudden user behaviors should be aware of the network topology in a step of time, in 
order to anticipate the reliable service provision to end users. Users’ behaviors may 
change due to the connectivity and due to their locations, as well as the service 



 Adaptive Heuristic-Based P2P Network Connectivity and Configuration 223 

requirements and data request patterns. Availability of resources should also be aware 
of all the factors discussed above in order to offer QoS to end users and prevent data 
loss.  

Related research work in the field of information diffusion with targeted and 
untargeted end-recipients has already been explored in recent literature. In 
dynamically changing topologies the minimum end-to-end response time is required 
otherwise the packets are dropped and the system is not efficient. Dense systems in 
terms of the number of users solve the problem of network partitioning in MP2P 
systems but according to the studies in [2, 3] the problems of overpopulation and the 
information redundancy during the diffusion process are degrading the performance 
of the system. The problem of overhearing which is addressed in [7] causes to the 
network to generate a significant amount of overhead data packets which in turn 
create bandwidth impairment. Overhearing and the side effects of the generated 
messages are exchanged and are further degrading the communication among peers.  

Mobile Peer-to-Peer systems with their passive retransmissions can lead to another 
significant impairment factor of the offered bandwidth, the so-called broadcast storm 
problem [4]. In the broadcast storm problem nodes have significantly degraded 
performance and almost impaired reliability while exchanging resources. Authors in 
[5] propose an epidemic-like scheme which based in local interactions of the nodes 
according to their state. In this way nodes manage the replicated databases in a robust 
way in order to face possible losses and failures during the communication process. 
Epidemic-like algorithms are very beneficial particularly in dynamically changing 
Mobile Peer-to-Peer (MP2P) devices, as these devices experience high data losses due 
to the intermittent connectivity and their motion. A flooded with redundant 
information network [7] causes collisions and further reduction in performance due to 
additional traffic caused by queries that are generated in the system. In addition, some 
other approaches that were proposed, like data replicas in [8] based on the increment 
of accessible data. In [8] authors consider the accessibility without taking into 
consideration the delay caused by multiples queries. Significant improvements of the 
basic flooding approaches for topology formation using the “passive adverts” in a 
geographic region have also been studied in [9] recently. In [10] a communication 
scheme is being developed which allows users to enjoy high data rates whereas users 
may be moving with different speeds. Authors in [11] associate the capacity of each 
wireless device with each one of the users’ motion pattern in order to provide 
improvement in the performance of the system. An issue that should be considered is 
the regional capacity measurements with respect to the variations in the resource 
exchange performance and efficiency.  

Managing the issues above and below the transmission layer for the topology 
formation concept should precisely be considered. One novel approach for enabling 
dynamic topology formation is addressed in [12] where a reliable dissemination 
clustered landcast technique is used in order to overcome possible access problems 
when a node is no longer available or failed. The proposed scheme in [12] is utilized 
as location-based broadcasting methodology which taken into consideration the 
created clusters to enable efficient intercluster resource sharing.  
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This chapter closely examines network topologies and the adaptive network 
formations. It examines the factors that trigger the behavior of the network with 
respect to the network adaptation. These factors can be the available through time 
network resources and user behaviors (requests and sharing capability). Furthermore 
it introduces four basic network functions and illustrates typical adaptive techniques 
heuristic and non-heuristic. For each scheme, this chapter describes the algorithms 
used to adapt, and their subsequent benefit. This chapter ends with a comprehensive 
analysis of existing adaptive techniques. The rest of the chapter is organized as 
follows. Section 2 discusses the self-organization in dynamically changing topologies 
followed by the section 3 where the topological issues are discussed. Section 3.1 then 
discusses the topology formation using self-awareness and depicting the self-
awareness through the epidemic nature. Thereafter the self-managing networks in 
hop-by-hop node clustering notation is presented along with the heuristic-based 
topology formation for resource availability using dynamically changing factors in the 
peer-to-peer network. The topology formation is combined with the novel heuristic 
approach for network adaptive formation and is presented along with results 
conducted by different researches. Section 4 provides the final conclusions about the 
existing and the discussed techniques, mentioning some future references based on 
the existing innovative techniques. Finally the section 4 concludes with a discussion 
on the basic issues of the chapter. 

2 Self Organization in Dynamically Changing Topologies  

Peer-to-peer networks are subject to dynamic changes. These changes are 
characterized by many factors like available resources referring to both node and link 
resources and to factors that are dynamically changing through time. Factors like the 
available link resources such as bandwidth may change in time based on the temporal 
traffic load. In addition the availability of resources cannot be guaranteed as sudden 
network partitioning  and intermittent connectivity problems occur.  

Different adaptive mechanisms are implemented within four basic network 
functions: hop-by-hop connectivity in the end-to-end path; routing the requested data 
and re-route in order to be more efficient ([20] chapter 5); efficient scheduling data 
transmission; and adjusting transmission rate [14]. There are many Peer-to-Peer 
middlewares that take into consideration these new challenges of the shared 
environments. In the following section some topological issues are being explored 
using different dimensions and perspectives for offering resource exchange reliability.  

3 Topological Issues 

3.1 Topology Formation Using Self-awareness and the Epidemic Nature 

Epidemic information dissemination or so-called bio inspired methods can be applied 
in communication networks and according to the study cases [2-8] can be very 
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beneficial. Different mathematical models were explored in the recent past like the 
Susceptible, Infected, Recover state models targeting the maximization in the 
information dissemination process. The goal in epidemic diffusion is rather to ‘infect’ 
the maximum possible nodes by diffusing (sending/forwarding) targeted information 
to them. This issue was in many researches strongly associated with the network 
topology formation. Eugster et al. [15] identify four key requirements on algorithms 
for epidemic network formation as follows: 

• Membership – how nodes perceive neighboring nodes, or crucial requirements for 
the forwarding/dissemination activity.  

• Network parameterized self awareness – awareness of connectivity between nodes 
in order to form the network topology.  

• Buffering policy– denotes which information to drop when the storage buffer of a 
node is full.  

• Cross-layer Design – as in [34-36] it refers to protocol design which has as a point 
of interaction different layers with different associated functionalities.  

Autonomic systems which basically the peer-to-peer philosophy lays-on, is a self-
aware system which uses some policies. The autonomous peer-to-peer systems should 
be able to analyze the changes to ensure reliability. The main advantage of having the 
epidemic adoption into any system -and particularly to dynamically changing 
topology systems like the P2P-is that these schemes are triggering on any system a 
positive feedback, mirroring the changes and according to some metrics, form the 
topology that is of need [39]. This epidemic adoption to the frequent network changes 
reflects any detection or reconfiguration in the case of failures as it proactively 
chooses the next hops when they are needed. The passive forwarding capability of a 
node enables the system to have additional features in the response and the behavior 
of the system in terms of: 

• Scalability: The large number of nodes within a Peer-to-Peer network may degrade 
or play a positive role in the performance in terms of latency in the sharing 
process, reliability and the “dense recoverability” of data.  

• Dynamic network formation: Network nodes are self-tuned due to the applied 
heuristic epidemic-based technique as depicted in [4, 25-29], and basically have a 
self-tuned way in informing the network topology before entering into a “crucial 
state”.  

• Self-state-knowledge–Denotes that the system may be able to adjust the behavior 
to different conditions (self-awareness [25-26]) and this may be applied via 
reinforcement learning methodologies.  

In figure 1 the initial network formation is presented according to general rules of the 
peers. These rules are only based on the connectivity and on the self-awareness of 
each node (i.e. like remaining capacity or remaining resources available for the given 
node [39]). 
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Fig. 1. The partial network formation configured in a peer-to-peer system according to node 
self-awareness 

Each node basically is aware of the self-resources, and according to the 
availability, each node measures the connectivity.  

In order to have this self awareness the node should make an evaluation based on 
the resources that are needed to cope in terms of service rate system, and thus the 
resources that will be needed to enable connectivity between peers (of i.e. two 
partitioned networks). This is usually done using a Node Duty Cycle Management 
which is a mechanism for self awareness that controls the transmissions of a node.  

3.2 Creating the Prospects for a Relay Path or Hop-by-Hop Connectivity 

Relay path or in an individual basis hop-by-hop concept is a principle of controlling 
the flow of data in a network where different paths can be created and at the same 
time an end-to-end connection is established and maintained. In this way the 
assembled file chunks of data are passively forwarded from node to node in a store-
and-forward manner. Dynamic relay path-oriented changes in a system may cause 
intermittent connectivity to occur.  Therefore, constructing hop-by-hop connectivity is 
of primary importance. Factors that directly can affect the topology and the 
connectivity concern basically the 1-hop communication of a certain node to others. A 
node obtains information regarding its neighboring nodes like capacity limitations or 
links’ states to a neighboring node, and/or distance or delay latency to a neighboring 
node. Based on the acquired information, nodes evaluate their neighboring nodes (as 
in figure 2 where the peer 1 needs to send data to peer 4 via peer 3) according to the 
quality of the connectivity among them. According to [16-18] constructing hop-by-
hop connectivity which adapts to changes is characterized by three dynamic factors: 
network resources; application data; and user behaviors. The following section 
introduces a representative scheme that adapt to those changes. Since in a hop-by-hop 
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communication only a node is concerned about the next possible hop and recursively 
the next hop is concerned about the next one, the mechanism  allows data to be 
forwarded even if the path between source and destination is not permanently 
connected during end-to-end communication. 

p1

p5

p2

p3

p4

 

Fig. 2. Establishing a peer to peer connectivity according to node self-awareness 

3.2.1   Self-Managing Networks in Hop-by-Hop Node Clustering 
Self-Managing Networks should enable the dynamic adaptation to sudden changes, 
particularly in terms of network resources. Constructing the hop-by-hop connectivity 
is a scheme that establishes a connected topology for a P2P network like the well 
known Gianduia (Gia) in [16]. In [16] the network configuration enables a hop-by-
hop connectivity for P2P file sharing by adapting to dynamic node resources such as 
computational power for both source and destination, available bandwidth and 
available storage capacity. This scheme a-priori enables the dynamic adaptation of the 
existing network resources into the adjustment of the critical resources of the nodes 
that are forming this P2P network. More specifically each node gathers the required 
data from its neighboring nodes. This data can be the look-up table of their available 
resources. Each wireless node evaluates each one of its neighboring nodes using the 
obtained information. Based on its preference (e.g., a node may prefer neighboring 
nodes with redundant resources or selfish resources [22, 23]), the node establishes the 
direct or indirect links (directly or via other nodes) with the neighbors and updates the 
topology formation table (or the routing table containing the associated links). Each 
node also sets the upper limitation for the number of links that a node can maintain, 
and this is evaluated and determined based on the available resources of the node and 
its neighbors. In such a way, nodes can adopt the available resources and adjust the 
capabilities according to the state of the node to neighboring nodes’ links conditions. 
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More available links imply that there is more traffic and higher workload. However 
Gia [16] is evaluated in this way and according to the scheme it was found that it 
improves the efficiency and scalability of a P2P network by allowing nodes with more 
resources to establish and maintain more links. This adaptivity also can be done in 
adaptive network topology formation as shown in figure 3. Figure 3 shows the 
network formation using a cluster-based scheme where the topology is formed using a 
cluster based scheme. A node decides to become a head node, based on its self 
awareness (self available resources). 

 

 

Fig. 3. Clustering nodes (Peer/Node clustering) in order to establish peer to peer connectivity 

3.2.2   Heuristic Topology Formation for Resource Availability 
Autonomous resource sharing scheme has essentially as a vital part the reliability 
issues and the resource availability at any time in the network when requested. Many 
schemes have been already presented like “availability” schemes where nodes make 
an explicit request for a resource, and the whole network is flooded with a query, as 
well as resource discovery algorithms [8]. However, this approach may not be valid 
when the link failure probability is taken into consideration. Researches in [10-11] 
have shown significant improvements in terms of the diffusion methodology using 
flooding whereas they make use of the location oriented characteristics. In [12] 
authors depict that there is a need to associate the regional characteristics in terms of 
capacity measures and the diversities in the regional capacity in a mobility framework 
scenarios. This as authors’ initial investigation will affect the throughput of the 
system and the response of each one of the wireless nodes. It was recently found that 
a combined mathematical model with a heuristic approach can solve partially or in 
total many resource availability problems along with the network topology formation 
support.  

data node

Cluster head

Node

Hop-by-hop link
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Dynamic –in a heuristic way-network formation should enable nodes to be self-
tuned and use the heuristic approach to form the network topology before entering 
into a “crucial state”. Thus such a scheme provides a combination of proactiveness 
and inactiveness approaches. Such a scheme for dynamically changing topologies is 
the so-called Hybrid Mobile Infostation System (HyMIS) in organized cluster-based 
landscapes. This hosts the methodology for targeting high reliability by using the 
epidemic heuristic selection of a forwarding node in order to enable resource sharing.  

A host may have a unique interconnection and should have a redundant topology 
[21]. Capacity and topology parameters play a major role in the final state topology 
formation, since these parameters can affect the final state of the network and thus the 
topology and connectivity. All above issues should be expressed in a reliable manner. 
Reliability can be ensured through various ways that have already been described in 
the recent literature. However the new notation of using a modeled approach of the 
epidemic mimetic scheme provides a promising way to enrich reliability and ensure 
the end to end connectivity in P2P systems, as shown in the next subsection.  

3.2.3   The Novel Heuristic Approach for Network Adaptive Formation  
A recently propose scheme enables the reliability through self-awareness which 
measures the topology of the network, and then it reserves available resources for 
usage. The scheme makes use of the well-known epidemic approach [22-26] for fast 
searching and finding the available resources in a P2P network. The scheme utilizes 
the Hybrid Mobile Infostation System (HyMIS) which basically is of fixed 
parameterized resources and uses the epidemic based topology according to some 
states to maintain and enhance the reliability of file/ resource sharing process among 
dynamically changing topology nodes. There are however many storage constraints 
where in order to maintain this stability the epidemic backup node selection is 
adopted, merging the advantages of epidemic file dissemination through static or non 
static Infostations [23-24].  

Heuristic cooperation schemes between Infostations and ordinary peers in 
organized topological landscapes have also been taken into account in order to enable 
greater reliability. Some research results presented in [22], show that the average 
throughput per source-destination pair, can be stabilized when the number of nodes 
that are moving within a vicinity is increasing through time. The new concept in [22] 
is to assemble the data packets into smaller pieces of each source node and diffuse 
them to as many nodes as possible. Taking into account all the above reasons, authors 
in [24] introduced the idea of Infostation [23] which was adopted but in a dynamically 
changing topology framework. Infostation comprises of a hybridized version of the 
static Infostation concept, which structures a layered (clustered) tree-based scheme 
using a purely mobile Infostation concept. Figure 4 shows the basic model for the 
mobile Infostation in four-regional, geographical cluster-based areas. There is a 
concept adopted of the Primary Infostation (PI) which is temporarily set by a node 
[24]. PI acts as a messager (message ferry) to other mobile devices that are in the 
same geographical area. Requested packets are forwarded by the PI’s to users based 
on their demands and channel’s requirements. A model adopted in [24, 25] evaluate 
the capacity limitations and considers whether a node can be the PI, otherwise another 
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node (candidate PI (cPI)), becomes a PI. By using this configuration to play the role 
of broadband hotspots (like static PIs) this itself comprises a way to improve 
reliability in a centralized form. Infostations [23] consist of high bit rate connectivity 
and can be seen as independent access ports to the Internet or specified Intranet, like a 
static Gateway or a centralized access server.  

 

Fig. 4. Infostation concept in four-regional cluster-based areas 

In addition with the above scenarios the topology can be formed also for mobile 
peer-to-peer nodes. As proposed in [24] the set Primary Infostation (PI) which is 
purely mobile [25], utilizes the Hybrid Mobile Infostation System (HyMIS) 
architecture. HyMIS architecture is thoroughly discussed in [25] where all the 
different scenarios are explored. Figure 5 shows the coverage area of each device in 
the Landscape, and the cPI and PI principle with the tree formation described earlier. 

In [25] the storage node scenario is used. PI node plays this role by being the 
control storage node [26] of the clustered area. Moreover the tree formation shown in 
Figure 5, enables the local view of any device that shares resources with any other 
device in the landscape. PI is selected1 and located in every landscape covering a 
certain predetermined area. A cPI mobile peer is chosen to be PI only if it has high 
residual energy and capacity, and moves with low velocity (or stall). This means that 
for a certain time distance T (until it remains as the PI of the landscape) user  

will match all selection criteria until other cPI will substitute the current PI node. In 
Figure 2, user  downloads simultaneously from users , , . Within 

the coverage of PI, some cPIs are approaching to become a PI based on the criteria 
previously explained.  

 

                                                           
1 Selection is based on the available resources criteria and -if on move-the trajectory of each 

device. 
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Fig. 5. (i) The hybrid peer-to-peer mobile Infostation based architecture, with cPIs and PI in a 
formed cluster, and (ii) the corresponding PI-cPI tree based configuration 

3.2.4   Resource Availability Using the Object Sharing Metamodeling of the 
Epidemic Replica 

In [26], [27], [28], and [29-31] there is an evidence that the utilized schemes with 
disseminating proactively the requested data can significantly improve the 
performance of the system. Considering that by nature each epidemic has duration of 
time t, and it is applied to different species or organisms, in this work a similar 
mimetic mechanism is used. In [25] an isolated system comprising of a fixed number 
of mobile nodes is assumed, confined in 4 predefined (clustered) geographic regions 
(landscapes). Researches in [30-34] considered that there is a tradeoff between 
reliable coverage and data rate. Roughly speaking, the limited connectivity coverage 
that MP2P systems offer [32], [33] [34], results a significant delay in downloading a 
message or file [24] (group of packets). At any time step each wireless device can be 
transferred to a nearby landscape and also can change the state into “die”. Each 
mobile host km has a predetermined capacity M(t) at time t. At any time in the 

network each km  has a state. The epidemic nature consists of three discrete time 

states: the susceptible state S(t) represents the number of hosts in the system which 
are “susceptible” and has a duration )(tσ  as shown in [35] and [36], the infected state 

I(t) represents the number of “infected” hosts, and R(t) represents the “recovered” 
hosts. The duration of S(t) is evaluated by ))(,( )( tmS tM σ , of I(t) is evaluated as 
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))(,( )( tmI tM ι  where )(tι  is the duration of the infection of 
)(tMm , and the duration of 

R(t) is ))(,( )( tmR tM ρ . It is also assumed that the recover time duration )()( tt ιρ <  

and )()( tt σρ << .  

A host is in susceptible state S(t) if the device does not share any information with 
any other host. In turn a host is in infected state I(t) if a file(s) sharing occurs. Finally 
a host is in “recovered” state R(t) if any shared file(s) are no longer pending file 
sharing processes. The average delay or the duration of the infected state can be 

modeled and evaluated by associating the ))(,( )( tmI tM ι  with buffer’s capability. At 

this point we introduce the buffer capability metric which characterizes each node’s 
buffer capabilities with respect to capacity, neighboring recoverability and channel’s 
access time from a source i to a destination j. The buffer’s capability metric is 
evaluated as:  

)( )(kCCC
RR

ji
R

jiji eBeBB −−
>−

−
>−>− ⋅⋅−⋅⋅= ξξ                     (1.1) 

)1( )( kCC
RR

jiji eeBB −⋅⋅= −
>−>− ξ                                          (1.2) 

where ξ (in the range of 0.7<ξ<1 as [25] depicts for high SDR) is a constant 

representing the recoverability of node j, )(kCR is the mean residual capacity of j’s 

neighbors, and jiB >−  is the average buffer capability for all nodes. Equation (1.2) 

above speculates the exponential nature of capability of node’s buffer associated with 
the recoverability and the average buffer capability for all nodes.  

In the model of SIR, it is considered that with a certain probability 
)(tMP the node 

will be infected. This assumes that 
)(tMP  is the likelihood of a node to have specified 

requested packet(s) or file(s) from other node(s). In turn the probability of a node that 

has a requested packet, to be infected equals to:
Ceected

e
P

1
inf = , where C is a fixed 

parameter according to the infection/recover model. The duration for a disease to 
reach every node that has a proper requested packet for a source node, might follow 
the non-recover model (if more than one node continuously demand a requested 
packet(s)) of f targets [15]. Thus considering the number of nodes is N, then the 
number of rounds that the system needs to reach and infect M nodes N>>M is

)1(
))log(log(

)log(
O

M

M
R += . Therefore for f targets that have to be reached, the number 

of rounds that the system needs to reach and infect M nodes is

)1()log(
1

)(log 1 OM
f

MR f ++= +
. The logarithmic steps are significantly quicker to 

reach and infect for sharing purposes any resources among nodes. If now the equation
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Ceected
e

P
1

inf = , with C fixed parameter, is associated with buffer’s capability metric, 

then C could be expressed as a function of the remaining capacity. Thus C could be 

expressed as 
precise

ic
C

Τ
⋅

=
τ , where T is the precise time that a resource requires to be 

shared, and τ is the estimated time that the resource will be in sharing process2. For 
reliable transmission the 

preciseΤ<<τ  must be satisfied.  

Therefore the Markov chain model of an infectious disease with susceptible, 
infected, and recovered states can be used, as shown in Figure 6, to infect and recover 
each node at a time t. Markov chain model evaluates the storage requirements and 
characteristics of each node and it is used to specify and determine the file sharing 
termination criteria. In Figure 6 SIR model were modeled for evaluating the transition 
likelihood. Thus if a resource is available the node is infected with 

)(tMP  at time t.  

S I R

 IS ⋅⋅β  I⋅= γδ
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Fig. 6. Markov chain model of an infectious disease with susceptible, infected, and recovered 
states 

Suppose there are k hosts in the system, then a host is sharing a resource with 
β(k−1) other hosts per unit time. Thus S (k−1) nodes do not have yet the disease. 
Therefore, the transition rate from state S to state I becomes: 

)__()_()inf_( shareNOTnuRatedldectednugFilesharin ⋅⋅=             (2.1) 
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where β  is the contact rate for k hosts. Then the downloaded (no longer pending) 

rate is: 

I⋅= γδ                                                        (2.3) 

where γ  is the download rate and I is the number of infected devices. 

The IS ⋅⋅β  is called π  coefficient which indicates the enforcement degree of 

the diffusion process. π  has the dimension of 




Time

1 . Previous examinations of the 

                                                           
2 Sharing process denotes infection.  
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behavior of small scale systems [17] showed that relatively small populations could 
be faced with a stochastic model. If a file is no longer requested for sharing as shown 
in Figure 6, the node becomes either infected or recovered with the certain likelihood.  

Taking into account that π  depends on the number of S(t) and I(t) and the 
probability of transmitting the information, we can derive S(t) as follows: 

( ) 2INIIINIS
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                     (3.1) 

By solving the first order differential equation the outcome is: 
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According to the definition of spreading ratio equation (3.2) becomes: 
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Equation 3.3 is referred as the cumulative distribution function.  
An issue is when the locations will be updated. This issue can be measured as 

follows: 

dStLtL t ⋅+−= )1()(                                         (4) 

where L(t) is the new location L(t-1) the previous location at step time (t-1), tS  is the 

speed of each device and d  is the directed unit vector [15]. Additionally the distance 
from a node to the closest PI can be measured as in [24] where [(Node’s position - 
center of PI’s communication area) - (radius of area)]. The average delay experienced 
by all the peers in downloading a multi-part file is as follows:  

n
m

d m
2

0)( log
τ≈                                        (5) 

where m is the number of identical sized chunks that the file is divided, n is the 
number of peers and 0τ  is the amount of time taken to download the whole file, if 

downloaded from a single peer.  
Two different user-based cases where the communication might be disturbed: (i) 

when source user’s communication fails and (ii) user’s destination communication 
fails. In case (i) the source users might move to a point that no communication 
coverage exists and as a result connection failure will occur, and the prospective 
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resource for download will be lost. Considering a file3 download from a node A to a 
node B it is helpful to evaluate both cases. In (i) the user’s device (mobile node) 
chooses in epidemic form (infection) which of user’s device neighboring nodes will 
be MI. This classification is based on candidate’s node residual energy, capacity and 
signal transmission power [23]. PI only communicates with MI and not with pure 
users. Node “A” then copies packets to the chosen “infected” MI for time t, Τ> ϕt , 

where Τϕ is the time estimated for complete download. MI in turn copies these 

packets to PI of the landscape to which is the only user which communicates directly 
[15, 23]. This file lies in PI buffer for time t and then is deleted. This mechanism 
occurs recursively for the forthcoming chosen MIs, in the case where MI’s 
communication fails. Finally when downloading is completed, file is being removed 
from PI and “infected” MI even if time t, Τ> ϕt , has not yet ended. Then every 

infected node recovers. If any change in PI occurs, then PI copies all requested 
packets to the new PI and to (one) best chosen cPI.  
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Fig. 7. Scenarios for two different user-based cases, where communication is dynamically 
corrupted. Directed “infections” of different dynamically changing topology users (MIs) are 
shown in the case for where user’s destination communication fails, and user changes 
dynamically a cluster. 

In the case of (ii) where the destination node “B” is to be moved influencing the 
communication between A and B, a similar mechanism is activated along with (i) as 
shown in Figure 7.  

Some indicative results extracted are shown in Figures 8-12. In Figure 8 the 
HyMIS configuration enables significantly higher SDR compared with HIS. Figure 8 

                                                           
3 Stream(s) of packets. 
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depicts that the deployment of a fully dynamic scenario in terms of capacity and 
resource availability, enables end-users to experience high packet delivery rates. 

Due to the chained and inherent nature of peer-to-peer network architectures, a 
major problem in such networks is the performance optimization, and to guarantee the 
availability of resources, so as to ensure that all users receive their requested QoS, 
while the network capacity is reasonably high. Multi-hop capacity analysis requires 
the consideration of metrics like the CPU cycles that are needed for this transmission, 
and delay constraints. Static and dynamic scenarios described in [24, 25, 26], with 
respect to node’s capacity limitations/constrains, in the presence of real time traffic 
and the arisen reliability issues were examined while file sharing process is in 
progress. The heuristic method [26] attempts to enhance file sharing reliability on 
demand. To demonstrate the heuristic methodology discussed exhaustive discrete 
time simulations were performed under several different conditions. Some of the 
results are shown in figures 8-12.  

 

 
Fig. 8. The ratio of successful packet delivery comparing two different schemes [ref. 4, fig 12] 

 
Fig. 9. Impact on population size [ref. 4, fig 18] 
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Fig. 10. Mean node capacity with the mean queuing latency of packets on each node with 
topology formation on a peer-to-peer basis [ref. 4, fig 10] 

 

Fig. 11. The ratio of successful packet delivery [ref. 24, fig 5] 

 

Fig. 12. Mean number of disturbed files with the number of successfully transmitted using 
epidemic selective caching [ref. 24, fig 10] 
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4 Conclusions 

This chapter has provided a brief overview for the heuristic-based scheme that targets 
the efficient topology formation and the adaptive P2P network connectivity and 
configuration, from a network resource availability viewpoint. Efficient topology 
formation is probably the crucial parameter for enabling end-to-end reliability and 
integrity between peer devices. Network topology formation should have mechanisms 
so that when applied by nodes can dynamically alter each node functionalities and/or 
behavior, so that topology can then fit and be in accordance with the changing needs 
of its users. Recent researches in the field of topology formation have shown that 
there are many crucial parameters like the capacity measurements and the related 
parameters that affect the reliability offered by the Peer-to-Peer systems. Self-
awareness is again one basic parameter of the node in order to take measures for the 
reactive behavior of the system. The choice of mechanisms for efficient and reliable 
communication in a dynamically changing peer-to-peer system, is influenced by many 
factors including, network topology formation and the related parameters for 
information diffusion, mode of transmission and the various storage constraints of 
mobile users.  

Future directions are expected to be focused in P2P network’s connectivity with 
respect to internet traffic. Different patterns are expected to characterize the self-
similarity of the traffic dimensions. An interesting open research issue is the severe 
examination of the anti-entropy nodes, or a history based framework for each device 
in a region, and the estimated correlation in the epidemic dissemination process. 
Under certain circumstances and node characteristics, there may be locality to the 
request patterns of the peer/ nodes, as well as a correlation function with node’s 
contribution in the diffusion process. This comprises an open research issue for 
dynamically changing topologies of peer-to-peer networks.  
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Abstract. Ubiquitous computing (UbiComp) systems rely on heterogeneous 
technologies and diverse protocols to enable the Anywhere, Anything, Anytime 
paradigm. Besides networking, the typical definition of a UbiComp system 
includes also soft- ware components and user interaction. The design of a 
UbiComp system is not an easy task, as architectural choices need to be made 
regarding technologies, applications and protocols to be employed. In this 
chapter we present a methodological framework for evaluating the support of 
ubiquity in mobile computing systems and protocols. This framework can be 
employed in different network architectures to design and evaluate protocols for 
future mobile networks, without incurring the overhead of prototyping, 
simulation or ethnographic studies. We illustrate the importance of protocol 
selection in UbiComp systems by presenting a case that com- pares ubiquity 
support in Mobile IPv6 (MIPv6) and Host Identity Protocol (HIP) protocols. 
The case study shows that without recurring to experts in the field (e.g. 
UbiComp systems experts) we can demonstrate that HIP supports ubiquity 
better than MIPv6. 

1 Introduction 

Ubiquitous Computing (UbiComp) systems are systems that aim to fulfill the Mark 
Weiser vision, in which computing systems would become embedded in everyday 
artifacts, and would be used to support daily activities[1]. Computing platforms have 
evolved in the last decades at a tremendous rate [2]. New technologies appear to 
maximize the realization of the Anywhere, Anything, Anytime paradigm. Besides 
technologies, software has evolved to run smoothly on different environments and 
user contexts. For instance, applications can run on a smartphone or on a laptop. Not 
only applications evolved, protocols have been updated to accommodate new 
functionalities that come closer to meeting the requirements of UbiComp systems. 

UbiComp systems are characterized by a set of technical aspects, which include 
among others, accessibility, stability, adoptability, invisibility, and extensions, which 
enhance technical characteristics [3]. Moreover, UbiComp systems can be de- 
composed on three distinct components: (H)ardware that includes technologies and 
physical aspects of the computing platforms, (S)oftware that includes applications, 
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protocols and operating systems and what we will refer to as the (U)ser component, 
which addresses all aspects related to the interfaces with the system and the user. 

With respect to mobility management, MIPv6 [4] in the foundational Internet 
mobility management protocol. MIPv6 has several performance extensions to enable 
seamless support of heterogeneous technologies. Indeed, the Multiple Care of 
Address (MCoA) and Flow Bindings specifications [5] enhance MIPv6 to support 
multihoming, and thus are suitable for the heterogeneous and overlapping 
technologies of UbiComp systems [6]. Other extensions, such as Proxy Mobile IPv6 
(PMIPv6) [7] or Network Mobility (NEMO) [8] enable a network-oriented mobility 
management approach, as mobility is managed by elements in the network- side. Fast 
Mobile IPv6 (FMIPv6) follows the user-oriented approach, similarly to MIPv6, but 
enhances the core mobility management protocol to be a pro-active protocol. 
Moreover, FMIPv6 can be combined with cross layer mechanisms, such as IEEE 
802.21 [9] [10] standard, to enable make-before-break handover approaches. In 
addition, this standard enables handovers between heterogeneous and overlap- ping 
technologies. 

The Host Identity Protocol (HIP) [11] is a protocol with different fundaments than 
MIPv6 and related protocols. HIP focuses on the identification of a node, which does 
not change across attachments to new mobile networks. This way, HIP performs a 
locator/identifier split approach, which has enhanced multihoming support, mobility 
(i.e. identity of node does not change) and security (e.g., HIP has protection against 
main-in-the-middle attacks) [6]. 

When designing UbiComp systems, diverse approaches can be followed: First, 
experimentation based on working systems or prototypes to test new proposals. 
Notwithstanding the experimentation overhead (i.e. human and physical resources) 
evaluating the different architectural choices is time consuming and practically 
infeasible [12]. Rapid-prototyping techniques reduce time and required resources, but 
cannot be applied, in a satisfactory form, to all the UbiComp scenarios [13]. Second, 
experimentation based on simulation allows to test scalability aspects, to a greater 
extent (e.g. high number of users or devices) but has associated implementation 
overheads, as well [14]. Finally, analytical models are a valuable approach, as they 
facilitate the comparison between different proposals, and do not have 
implementation or monetary costs [15] [16], but are typically limited in capturing the 
full range of sophistication that UbiComp systems exhibit. 

We note that the choice of protocols for UbiComp systems must not be taken 
lightly, as choices for each component must be optimized. After all, UbiComp 
systems rely on extensive communication with their environment, thus protocols are a 
foundational block in their operation. If one pursues an experimentation-based de- 
sign process, endless choices would have to be evaluated. In this chapter we review 
and enhance the Ubiquity Evaluation Framework (UEF) [15], by completing the 
description of its specification. Ubiquity Evaluation Framework (UEF) is an 
evaluation tool that enables the characterization of a protocol regarding its ubiquity 
support. With UEF it is possible to compare different protocols without requiring 
experts on the field, working systems or even prototypes. UEF specifies an analytical 
evaluation model that accommodates protocol specificities and functionalities. In 
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particular, UEF assesses UbiComp aspects and the degree of mobility supported. 
While the former includes technical characteristics and extensions of UbiComp 
systems the latter focuses on the functionalities of protocols regarding mobility 
management support. 

The remaining of the chapter includes a comprehensive review of the state of the 
art in Section 2, followed by the detailed specification of UEF and a study case in 
Section 3. The evaluation methodology is defined in Section 4. We present and 
discuss our ubiquity evaluation results in Section 5. The chapter concludes with 
Section 6. 

2 State of the Art 

This section reviews the state of the art on Ubiquitous Computing (UbiComp) 
Systems and considers as well, mobility management protocols that can be deployed 
in UbiComp systems to manage IP mobility. 

2.1 Ubiquitous Computing Systems 

Ubiquitous computing (UbiComp) was first introduced by Mark Weiser to spell out a 
vision for the future of computing technologies. According to Weiser, computing 
technologies would become embedded in everyday artifacts, and would be used to 
support daily activities, which could include both professional or leisure activities 
[17,18]. For such, the computing technologies would be embedded in such a way that 
the user would not notice their presence (also referred as invisible computing or calm 
technology, as referred by Mark Weiser). Indeed, the user would not need to change 
his/her style of life (i.e. sitting on a desk to interact with computer), as computing 
technologies would possess the capability to adapt their operations to provide the best 
user experience [18], or even to anticipate user needs [2]. Take the example of a 
refrigerator that orders automatically missing items, without requiring user 
intervention. UbiComp can be used interchangeably with terms such as pervasive 
computing [1]. 

In fact, UbiComp systems aim to be a system instantiation of the Ubiquitous 
Computing vision of Mark Weiser. A UbiComp system needs to include 
heterogeneous devices with different capabilities and functionalities to allow a many-
to-many usage model, where an user uses multiple devices and several users may use 
the same device (e.g., wall displays, public computers). Nowadays, not only users 
inter- act with such systems, but the different devices of such systems are able to 
communicate with each other. Such kind of interactions is formally known as smart 
spaces or urban spaces [19] [20] in which different systems adapt their behaviour 
according to the actions of users. 

The design of a UbiComp system is not an easy task, as architectural choices need 
to be made regarding technologies, applications, protocols, user interfaces to be 
employed, in order to enable the Anywhere, Anything, Anytime paradigm. Several 
concerns arise, such as security, privacy, scalability, trustiness, which need to be 
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addressed from early conception steps [18] [21]. Moreover, not only technological 
aspects should drive the design of UbiComp systems. Users need to understand how 
the system works and to what extent security is supported, as their personal data may 
be involved. One such everyday example pertains to credit card transactions [22]. 

An efficient UbiComp system design needs to consider meticulously three distinct 
components: (H)ardware, (S)oftware and (U)ser [23,24,25]. The hardware component 
includes all the technologies and computing platform aspects of a UbiComp system. 
The software component includes all the aspects related to applications, protocols, 
middleware, operating systems that enable services in UbiComp systems [26]. The 
user component addresses all the interactions with the user to specify intelligent 
interfaces that do not restrict user activities (for instance, force the user to use a 
mousse to interact with the system), that may anticipate user behaviour [19], or 
simply characterize user satisfaction [20]. 

2.2 UbiComp Evaluation Techniques 

An effective UbiComp system design, besides addressing all three components 
mentioned above, ought to evaluate the different architectural aspects of hardware, 
software and user components, in order to guarantee that the different components 
integrate with each other to form the UbiComp system. Different evaluation 
methodologies can be followed, as summarized in Table 1. 

Prototyping is an evaluation methodology that provides the proof-of-concept to 
demonstrate the feasibility of a UbiComp system [12]. Realistic and confident results 
can be achieved, as all the UbiComp system components are assessed. In addition 
ethnographic studies (i.e. user surveys, interviews) can be conducted, for in-stance to 
determine user satisfaction. Nonetheless, prototyping cannot be employed in early 
phases of UbiComp system design and involve a log of human resources, experts and 
users, if user feedback is gathered, as happens in [19]. Also, prototyping requires 
investments both in terms of money and time.  

UCAN is a Ubiquitous Computing Application Development and Evaluation 
Process Model [23] that allows the evaluation of ubiquitous applications (e.g., for 
radio frequency identification applications). The evaluation includes different stages 
and methods. The original idea can be evaluated by using interviews, while the 
prototype (pilot), tailored to specific applications, is assessed through user acceptance 
methods. The evaluation of UbiComp systems can benefit from rapid-prototyping 
techniques that alleviate monetary costs and do incur in the development time of a full 
prototype [13]. Nonetheless, not all the devices or UbiComp systems components can 
be prototyped in a timely fashion using rapid-prototyping. Moreover, if such 
development relies on existent technologies evaluations may be biased. 

Real-world deployment of UbiComp systems, corresponds to the final step of 
UbiComp systems design. As such, evaluations performed on the UbiComp systems 
should be performed to assess the functionality of the system and user satisfaction 
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Table 1. UbiComp systems evaluation 

Evaluation 
Approach 

Advantages Issues 

Prototypes 

Realistic and confident results; 
Proof-of-concept 
demonstrations; Include all the 
components. 

Requires UbiComp experts; 
Time consuming; Cannot be 
employed in all the phases. 

Rapid 
Prototyping 

Proof-of-concept   
demonstrations; Includes all 
the components. 

Requires UbiComp experts; 
Cannot be employed in all design 
phases; Evaluation results may 
be biased; 

Deployment 

Realistic and confident results; 
Proof-of-concept; includes all 
the components. 

Requires UbiComp  experts and 
users; Time consuming; Cannot 
be employed in all design 
phases.   

Simulation 

Allows to test scalability; Requires UbiComp  experts;  Not 
fully representative; Results can 
be biased. 

Analytical 
Models 

Abstracted from technological 
aspects; Allows to isolate 
performance of specific 
components. 

May not include all the 
components; Results can be 
subjective. 

Ethnographic 
study 

User feedback is important to 
tailor system to user needs 

Requires UbiComp experts;  
Requires prototypes or real-
world deployments to be 
effective. 

Context based Generic Requires UbiComp experts;  
Requires prototypes or real-
world deployments to be 
effective; No objective results. 

 
[27,28]. Users can contribute to the system conception by presenting their 
expectations regarding services and evaluation considers how such expectations have 
been fulfilled [20]. Moreover, it can be important to assess the best configuration 
options of a running system. 

Alternatively, simulation which is an important and widely used evaluation tool, as 
can be used, thus avoiding all overheads associated with actual prototyping. 
Moreover, simulation also has the advantage of assessing scalability aspects to a 
greater extent (e.g. one can explore system operation and performance with higher 
orders of magnitude concerning the number of devices, simulated user engagement, 
traffic patterns and so on). Notwithstanding, simulation results must be evaluated for 
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consistency and correctness as certain assumptions (both obvious and hidden) may 
lead to inaccurate results. In other words, simulation setups strive to represent the 
real-world environment. Otherwise, one runs the risk of basing system design 
decisions on results that are not fully representative, since not all the components are 
addressed [14]. 

Analytical evaluation, on the other hand, is an interesting approach, as the 
analytical models facilitate the comparison between different proposals, and do not 
have implementation or monetary costs. A model driven development is pointed as an 
evaluation model that allows us to make architectural choices without having to attain 
full-scale technological details [16]. Moreover, such kind of evaluation automates the 
process of selecting optimized architectural choices. The UEF employed in this 
chapter follows this approach to enable an objective comparison between protocols 
regarding ubiquity support. 

Other types of evaluation methodologies only address a specific component of 
UbiComp systems. For instance, approaches considering context, only address the 
user component, as the focus relies on the user and system interactions [29,30]. 
Ontonym [31] is a framework that models context based on ontologies. For instance, 
people are modeled by using classes with different attributes such as Name and 
ReligiousName. The evaluation considers three aspects: design principles, (e.g., 
extensibility and documentation); content (e.g., clarity and consistency) and purpose 
(on which domain evaluation is performed). Despite using established standards, 
Ontonym focuses on the context representation problem, therefore not providing 
objective and comparable metrics to evaluate UbiComp systems. 

Ethnographic studies are commonly combined with other evaluation techniques, 
such as prototyping and deployment approaches. For instance, UbiComp systems can 
be evaluated in terms of quality, assessing the supported technical characteristics 
[3,32]. The assignment for each capability/item usually relies on interviews with 
experts in the field (e.g., with ubiquitous computing experience), giving a 
classification in the range of {1 − 7}. These solutions require the involvement of 
experts, limiting a generalized utilization of this type of methodology and may require 
prototypes or real-world deployments to be effective. 

2.3 Mobility Management Protocols 

Wireless networks in UbiComp environments are moving to all-IP architectures in 
line with the Anywhere, Anything, Anytime paradigm. In this section we review the 
fundamentals of the most salient Internet mobility management protocols 
standardized by the Internet Engineering Task Force (IETF), namely MIPv6 [33], the 
core protocol for IPv6 mobility management and HIP [34,35,11]. 

2.3.1   Mobile IPv6 
MIPv6 [7,4] is to a large degree the archetypical mobility management protocol for 
IPv6 networks. Mobile nodes, through the assistance of the home agent, can maintain 
established communications with correspondent nodes, while moving across 
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networks. To maintain established communications, MIPv6 specifies methods for 
signaling and tunnel management to assure that packets towards the mobile node are 
delivered no matter its location. For such, the home agent, after the mobile node has 
registered its location (i.e. new IPv6 address), forwards packets that were sent to the 
home address of the mobile node (i.e. address that the mobile node has when it is at 
the home network). 

Several drawbacks have been identified in the initial specification of MIPv6 [6]. 
First, it does not support multihoming. If a node has multiple addresses when it has 
several interfaces, MIPv6 only supports the registration of a single address. Second, 
MIPv6 requires modifications on end-nodes to support mobility, which somehow can 
be a restriction on UbiComp systems, as each device must include support for this 
protocol. Third, MIPv6 has associated signaling overheads [36]. Fourth, MIPv6 is a 
reactive protocol, which performs mobility management only when movement is 
detected. 

2.3.2   Mobile IPv6 Extensions 
MCoA [37] and Flow Bindings [38,5] enhance MIPv6 to enable multihoming support. 
MCoA enables the registration of multiple addresses that a multihoming mobile node 
can have if connected to multiple networks simultaneously. Moreover, the Flow 
Bindings specification, on top of MCoA, enables the definition of policies for the 
applications flows. For instance, Voice over IP (VoIP) flows can be mapped to the 
address of an interface with lower delay, while data flows can be mapped to addresses 
associated with higher throughput. This constitutes an important aspect, as user 
preferences can be implemented easily by employing flow policies. Concerns with 
Quality of Service (QoS) in MIPv6 have also been studied in [39,40]. 

NEMO [41,8] is an extension to MIPv6 that enables network mobility. Instead of 
managing mobility of a single-node, a group of nodes (in the same network, formally 
known as a mobile network) is managed in terms of mobility. Besides the home 
agent, correspondent and mobiles nodes, NEMO introduces the mobile router, which 
is responsible to manage mobility in a transparent form to the nodes inside the group. 
In this perspective, NEMO does not require modifications to end- nodes to assure 
session survivability. Nonetheless, it assumes that is the mobile network that moves 
and not a single node on the network. With deployment concerns, PMIPv6 [7,42,43] 
extends MIPv6 to avoids any modification on each end-node. In fact, mobility is 
managed by the network, through a local mobility anchor (LMA) and the mobile 
access gateway (MAG). LMA corresponds to the point on which mobile end-nodes 
connect, while MAG manages mobility (performs all the signaling on behalf of end-
nodes). As with the NEMO protocol, PMIPv6 has advantages in terms of deployment 
in UbiComp systems, as the support for mobility management is on the network side. 
Off-the-shelf devices do not observe session disruption when moving between 
wireless networks, due to PMIPv6 transparent assistance. 

Hierarchical Mobile IPv6 (HMIPv6) [44,45,46] is an extension to MIPv6 that 
organizes the network in hierarchical levels to reduce the signaling overhead. MIPv6 
considers a global area, where the home agent and mobile nodes manage mobility. 



248 B. Sousa, K. Pentikousis, and M. Curado 

This has the disadvantage of introducing too much overhead in the home agent and on 
the paths between mobile nodes and home agent. This way, HMIPv6 limits the 
signaling to a more restricted domain, managed by the Mobility Anchor Point (MAP). 
It is worth to point that HMIPv6 shares the MIPv6 deployment issues, as 
modifications are required in all nodes. 

FMIPv6 [45,47] transforms MIPv6 into a pro-active protocol to reduce packet loss 
and handover delay. With FMIPv6, handovers are prepared beforehand, as signaling 
is triggered in advance, and not as a reaction to a mobility event. Despite the 
improved performance in terms of handover delay, FMIPv6 requires cross-layer 
mechanisms to be efficient, such as IEEE 802.21 [9]. All the advantages of the 
protocol rely on the assumption that handovers are known in advance. For such, Layer 
2 information is needed (e.g., a new wireless network is detected). Moreover, FMIPv6 
has the advantage of being easily combined with other protocols to improve handover 
efficiency, and there are extensions to PMIPv6 to improve handover latency and 
packet loss [48]. 

2.3.3   Host Identity Protocol 
The Host Identity Protocol (HIP) [35,34,11] introduces a new host identity namespace 
and a new host identity layer between the network and the transport layers. In 
addition, HIP decouples identifiers (used by transport layer protocols) from locators 
(used for routing purposes). In short, the transport layer sockets and the IP security 
associations are bound to host identifiers, which in the end are tied to IP addresses. 
HIP is one of the first protocols to support the locator-split approach, which is 
considered a key design choice for future networks [6]. Moreover, HIP specification 
includes cryptographic mechanisms to improve security. For instance, instead of 
including the addresses on each packet, a host identity tag is employed to encode the 
host identifier, which is based on public/private key mechanisms.  

HIP, due to its intrinsic nature of being an identification protocol, manages 
mobility in a distinct fashion from MIPv6. Indeed, two approaches can be followed: 
LOCATOR parameter and RendezVous service [34]. Using the LOCATOR parameter 
approach, a HIP host can notify a correspondent peer about alternate locations (e.g., 
addresses) through which it is reachable. With the HIP RendezVous service, each HIP 
host publishes its host identifier with a RendezVous server. The RendezVous server 
maintains the mapping between the host identifiers and the current locators. Hosts 
aiming to communicate with a HIP node, need to contact the RendezVous server to get 
the updated location of the HIP node. 

2.4 Mobility Management Evaluation 

The performance of IP-based mobility management protocols has attracted significant 
attention from both academia and industry and is still a very active research topic. 
This section discusses proposals addressing mobility management protocols and their 
performance metrics support, which include Packet Delivery Cost (PDC), handover 
latency, location update cost, signaling cost, multiple interfaces, simultaneous 
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mobility support and energy efficiency. Through the evaluation of such metrics, 
protocol performance comparison is possible and an intelligent choice for UbiComp 
systems can be performed. 

UbiComp systems need to include also protocols that enable energy efficiency, the 
so called green computing. In wireless networks, devices and protocols need to 
accommodate mechanisms that minimize energy consumption without sacrificing 
performance (e.g., bandwidth) [49]. Paging support metric is associated with being 
energy efficient, as it allows mobile nodes to have periods when each radio interface 
can be shutdown to improve battery life and reduce signaling overhead [50,51]. 
Nonetheless, several evaluation studies evaluate paging support by assessing the 
power consumption cost, the paging delay cost in a technology-dependent way, or 
rely on application session rates  [43,52], which does not allow to isolate the energy- 
efficiency of a protocol. For instance, to simply determine if the functionality of the 
protocol is disrupted when a radio interface is in sleep mode. 

The Packet Delivery Cost (PDC) metric determines the cost (e.g., processing or 
transmission) of the different packet delivery mechanisms (e.g., tunnel, direct 
forwarding) [53], and is commonly associated to MIPv6, NEMO and PMIPv6 
protocols [54,55]. For instance, this metric quantifies the overhead that occurs when 
delivering packets, as extra information on packets or signaling packets needs to be 
exchanged to allow delivery. 

The handover delay metric assesses how efficient is a mobility management 
protocol regarding the way mobility is managed. Low handover delay indicates that 
all the procedures to manage mobility, such as movement detection, address 
configuration, security operations and location registration are performed in a timely 
fashion, that is reducing the impact in applications. Indeed, this metric is considered 
in almost all studies devoted to mobility management performance evaluation 
[56,57,58,59]. Different approaches are followed to measure this metric. For instance 
simulation and analytical models focus on scalability and comparison between 
different protocols (MIPv6 vs PMIPv6), while experimentation in testbeds allows to 
characterize the performance of protocols in a working scenario, but normally 
resorting to a small number of devices.  

The signaling cost is a compound metric that combines the packet delivery cost 
with handover cost, commonly designated as location update cost [53,60]. This metric 
quantifies all signaling performed, and not only what is necessary during handovers. 
The location update cost is determined according to the network model (e.g., number 
of hops, number of domains, wired and wireless links), message rate and respective 
message length. The difference between existing proposals resides on the fact that 
some of them include the functions of each involved entity (e.g., home agent, 
correspondent node), while others only include the mobile node or only the cost of 
specific operations (e.g., tunneling) [61]. 

In mobile computing systems, no assumptions should be taken regarding nodes that 
communicate with mobile nodes. Indeed, all nodes can be mobile, as it is common 
nowadays. Just imagine two users in different cities having a phone conversation 
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while they are going to work. As such, the support of simultaneous mobility metrics 
cannot be neglected, as happens often in evaluations, by assuming fixed 
correspondent nodes [53,61]. Evaluations should at least consider the probability of 
simultaneous movement [62]. 

3 Framework 

This section is devoted to the framework to assess the ubiquity support of a protocol. 
We revisit our Ubiquity Evaluation Framework (UEF) [15], explaining in de- tail each 
of the evaluation steps and clarifying related concepts. Indeed, UEF aims to work as 
the foundation to compare protocols feasible to be deployed on UbiComp systems. As 
such, UEF can be employed by network architects that aim to design/evaluate/ 
compare protocols for mobile networks. UEF considers all the aspects of UbiComp 
systems (Accessibility, Authentication, etc) and the particular purpose of the protocol, 
namely mobility management. The following subsections provide the detailed 
specification of UEF. 

3.1 Objectives and General Aspects 

UEF [15] was proposed to provide an objective evaluation methodology that can be 
used at any stage of the development of a UbiComp system, without requiring experts 
on the field (i.e. not using interview methods). UEF establishes the base for protocol 
comparison regarding ubiquity support, without requiring any prototype or working 
system to assess the ubiquity support.  

Definition 1. Ubiquity is the ability to support secure and optimized mobility to 
enable access to services according to the Anywhere, Anything, Anytime 
paradigm and with acceptable quality levels. 

UEF considers ubiquity as stated in Definition 1. This definition combines aspects 
of UbiComp systems with the functionalities of a protocol. UbiComp aspects are 
divided into two major groups: technical features that include mandatory features of 
UbiComp systems, such as security; and supported extensions, which can enhance the 
performance of UbiComp systems. For instance, security mechanisms can include 
authentication as well as authorization schemes. Protocol functionality includes the 
degree of mobility supported by a protocol for a UbiComp system. Such degree of 
mobility support assesses how efficient the protocol mobility management procedures 
are. For instance, if the protocol introduces signaling overhead, if includes procedures 
to detect movement of devices in a systematic form, to enable the Anywhere, 
Anything, Anytime paradigm in UbiComp systems [63]. The considerations to 
formulate UEF are summarized in Table 2. 
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Table 2. UEF Consideration 

Type Description Units Values Examples 

∆(t ) time 
variables 

milliseconds
(ms) 

Handover, processing 
delay, idle intervals 

S(x) size variables bytes size of data structures 

C(x) capacity 
Variables 

byte/s constant

P(x) ratio  [0, 1] procedure 
finalization and 
preparation rates 

3.2 General Formulation 

Ubiquity, as per Definition 1, combines lC-technical capabilities and lU -extensions 
of UbiComp systems, according to the Ψ -degree of mobility supported by a protocol. 
Equation 3 formulates Ubiquity - UMH , where  and  are the weights for 
technical characteristics and extensions aspects, respectively. Weights assignment 
satisfy the following constraint:  +  ≤ 1. A simple rule to assign weights can be 
based on the number of technical or extension items and the overall number of items 
(technical + extensions), as Equation 1 and Equation 2 show for technical and 
extensions items respectively. 

 
 = +  

     (1) 

 = +  (2) 

 = ( . + . ). Ψ (3) 

Technical capabilities and extensions are determined for each component of a 
UbiComp system, namely user (U), software (S) and hardware or computing platform 
(H), as shown in Table 3 and Table 4, respectively. MIPv6 and HIP, as proto- cols 
enabling mobility management, fall in the software component (S). Thus, their 
capabilities and extensions are evaluated by considering only the capabilities and 
extensions of the software component. A Table entry marked with “√” means that the 
respective capability is supported; “0” means that it is not supported; and “−” means 
that the capability is not applicable.  
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Table 3. Technical Capabilities of UbiComp Systems in UEF for (S)-Software, (U)- User and 
(H) - Hardware components (in a total of 39) 

Technical Capability (H)ardware (U)ser (S)oftware MIPv6 HIP 
Accessibility √ − √ √ √ 
Accuracy √ √ √ √ √ 
Adaptability √ − √ √ √ 
Adjustability √ √ √ √ √ 
Adoptability − √ − − − 
Analyzability √ √ √ √ √ 
Compatibility √ √ √ √ √ 
Configurability √ − √ √ √ 
Connectivity √ − √ √ √ 
Credibility − √ − − − 
Customizability √ − √ √ √ 
Decomposability √ − √ 0 0 
Downloadable − − √ √ √ 
Embeddedness √ − √ √ √ 
Effectiveness √ − √ √ √ 
Efficiency √ − √ √ √ 
Extensibility √ − √ √ √ 
Integrability √ − √ √ √ 
Interoperability √ − √ √ √ 
Interpretability − − − − 
Invisibility √ − − − − 
Learnability − − √ 0 0 
Maintainability √ − √ √ √ 
Mobility √ √ √ √ 
Portability √ − √ 0 0 
Predictability √ − √ √ √ 
Proactiveness − − √ 0 0 
Reconfigurability √ − √ 0 0 
Reliability √ − √ √ √ 
Reusability √ − √ √ √ 
Scalability √ − √ √ √ 
Security √ − √ √ √ 
Sensibility √ √ √ √ √ 
Shareability √ − √ 0 0 
Stability √ − √ √ √ 
Testability − − √ √ √ 
Understandability − √ − − − 
Usability − √ − − − 
Wearability √ − − − − 
Total 30 11 32 26 26 
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Table 4. Extensions of UbiComp systems in UEF for (S) - Software, (U) - User and (H) - 
Hardware components (in a total of 22) 

Extensions (H)ardware (U)ser (S)oftware MIPv6 HIP 
Authentication − − √ − √ 
Authorization − − √ − √ 
Automation √ − √ √ √ 
Autonomy √ − √ √ √ 
Context Reusability − − √ − − 
Durability √ − − − − 
Entity Tracking − − √ − √ 
Identity Tracking − − √ − √ 
Inferred Context − − √ − − 
Location Tracking − − √ − √ 
Negotiation − − √ − − 
Response Time √ − √ √ √ 
Seamlessness √ − √ √ − 
Self-Control − √ − − − 
Service Coverage √ − √ √  
Standardization √ − √ √ √ 
Trust − √ − − − 
User Context − − √ − − 
User preference − − √ −  
User profile − − √ − − 
User Satisfaction − √ − − − 
Utility − √ − − − 
Total: 7 4 17 6 9 

 
Capabilities and extensions are evaluated using a Boolean scale (0-not supported 

and 1-fully/partially supported). Moreover, to avoid ambiguity in the evaluation, UEF 
employs the meaning of each capability/extension according to standard dictionaries 
[64,65,66,67,68]. Finally, UEF considers non-overlapping capabilities and extensions 
as opposed to [3,32] that evaluates an item twice, namely as a capability and as an 
extension, which increases complexity in the evaluation process. Each 
capability/extension is determined according to Equation 4, as specified by Kwon and 
Kim [3], where n is the number of supported capacities/extensions,  is the value of 
the capacity (0 or 1) with MaxScale = 1, and  is the number of capacities/extensions 
that apply to the component.   

 ∑ = 1. ℎ ∈ { , , } 
(4) 

 
This simplistic evaluation of technical capabilities and extensions in UEF pro- 

motes comparison between different proposals for UbiComp systems. Besides 
including all the components of such systems, UEF only requires a general knowledge 
of a specific solution. For instance, between the choice of WiFi or Bluetooth 
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technologies, the general knowledge includes coverage, transmission power, data 
transfer rater characteristics, among others.  

UEF assesses mobility support through the degree of mobility Ψ , which is a 
compound metric of performance and cost aspects of the mobility management 
process, as per Equation 5. Costs represent processes that introduce overhead, such as 
signaling. Earlier approaches [53,61] consider cost aspects only. Performance aspects 
include the level of energy efficiency E f and handover procedure preparation rate 
λprep . Cost aspects include handover H c and signaling Sc costs, as well as the 
handover procedure finalization rate λ fina. The term N · maxS corresponds to the 
number of cost aspects and the maximum cost value, respectively, with maxS = 1, and 
N = 3. βm  is used to distinguish performance and cost aspects, as employed in 
additive von Neumann Morgenstern utility functions [69]  = . +  ( + ) − (1 − ). ( + + )   (5)

In IP mobility management evaluation, UEF includes metrics for energy efficiency 
and the procedure preparation rate, an improvement over previous work that only 
evaluates mobility management performance by assessing costs. UEF explores the 
end-host mobility approach, when all procedures are triggered by the mobile node, 
and includes support for simultaneous mobility events. In the latter case, the 
correspondent node plays a dual role as it is also a mobile node. The procedure rates 
include λ  -procedure preparation rate before the handover and λf  -procedure 
finalization rate after handover. Considering a total of n  procedures and n = n +  nf , Equation 6 and Equation 7 formulate λ  and λf , 
respectively. =  (6)

=  (7)

Hc, the handover cost, quantifies cost in terms of handover delay, d, measuring the 
sum of procedure delays in the  entities. Handover delay is determined according to 
Equation 8, with  procedures executed at entity e with ∆  processing time. 

=  ∆  ,  (8)

The handover cost, as per Equation 9, includes the cost of procedures invoked only 
after handover. A sigmoid function normalizes delay values that have increased 
granularity by a factor of   (=1000 by default). Handover cost could consider other 
metrics, such as handover delay at Layer 2 [70], but this would tie UEF to a specific 
radio access technology and prevent the framework from apportioning the 
performance of the assessed protocol. Moreover, this does not restrict the evaluation 
on a specific phase of UbiComp systems. 
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= 11 + √  (9)

The signaling cost, as per Equation 10, determines the procedure overhead of the 
protocol, for all the procedures that are employed for signaling [53]. Signaling cost is 
considered for the mechanisms of a protocol, which correspond to a set/group of 
procedures Gp. For instance, in MIPv6, registration of addresses includes several 
messages such as Binding Update (BU), Binding Acknowledgment (BA) and Binding 
Refresh Request (BRR). 

= 1 +  ∑ ( ) ∀ ∈  (10)

The relation between the sum of all procedures ∑   and the maximum cost 
max(Cp) of all the procedures is the base for the signaling cost formulation. In UEF, 
the cost of a procedure Cp is formulated according to the message size, the message 
transmission frequency or the number of transmissions, and the processing cost  of 
each entity. Most approaches rely only on the message size [53]. Equation 11 
determines the cost of a procedure invoked nI times, with message size Li and 
transmitted nTx times or at a frequency Qi. 

=  , , × , , × , , ,∈ { }  (11)

For the number nTx and frequency Qi of transmissions, we make the following 
assumptions: 

 
• Qi =1, if nTx > 1, i.e. when there are retransmissions; 
• nTx = 0, if Qi >1,  for instance, messages that do not require any reliability 

but are sent frequently (e.g., router advertisements). 
 
Equation 11, by including the nTx number of transmissions or Qi frequency, aims 

to have a broader applicability, since protocols can perform signaling based on the 
number of transmissions or simply by sending messages after a certain interval (e.g., 
heartbeat messages of Stream Control Transport Protocol (SCTP) [71]).  

-processing cost of an entity e is the relation between the -operation cost of 
a procedure and -number of interfaces of entity, as depicted in Equation 12. 

            = ×   (12)

UEF considers multihomed nodes and does not rely on upper-layer parameters 
(e.g., session rate) to determine the processing cost. Instead, Pc corresponds to the 
relation between the processing delay pDelay and the operation complexity, as per 
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Equation 13. Complexity is modeled by the number of operations nOper, and the size 
of data structures sizeData. Whilst the size of the data structures can be dynamic, 
UEF only considers the size of a single record, for simplicity. When procedures do 
not involve data structures, sizeData = 0. sizeData differs from message length, since 
it accounts for the size of data structures necessary to perform the operations in 
procedures (e.g., record in a routing table). 

  =  [ × (1 + )] ×  (13) 
 
Energy efficiency, Ef, considers the rates of reducing the active area  and 

the paging cost  , as per Equation 14. Paging cost includes all the signaling 
mechanisms to enable paging. N is the number of cost aspects and maxS the 
maximum value of these costs, with N = 1 and maxS = 1. Power saving mechanisms, 
at the physical layer, are not included in order to meet the technology independence 
requirement, as well as the possibility to perform evaluation isolated, this is with- out 
requiring a specific technology to evaluate a protocol. 

 = ×   +  × − (1 − ) ×  (14) 
 
The rate of active area reduction,  , is the relation between the domain 

dArea and the paging pArea, as formulated in Equation 15.  
  = −    (15) 

 
The paging area is determined by considering the node that initiates paging till the 

endpoint (e.g., mobile node). Additionally, the area can consider the radius cover- age 
(in meters), or simply the number of hops between the paging initiator and the 
endpoint [43]. The domain area is limited by the prefix management entity, for in- 
stance an IPv6 router, and the endpoints. Values close to 1 indicate that the paging 
area is too small, with reduced costs, but with few optimizations. The paging cost, 
PagC is given in Equation 16, where L represents the message size, transmitted nTx 
times. Each entity e participating in the paging group Ga has Nif interfaces in idle 
state during ∆t interval, and for each paging message the processing cost is Pc. The 
paging group Ga includes all entities involved in paging signaling. 

 =   ×  ( , × , × ∆ , )∀ ∈  
   

(16) 

 
The processing cost, Pc, is determined according to Equation 13 with sizeData = 0. 

The ratio of paging cost reduction,  ,, depicted in Equation 17, is the relation 
between paging cost at effective idle intervals, ∆t_idle, and theoretical intervals, 
∆t_Tidle, during which the a mobile end-node could remain in idle state (e.g., no data 
transfer and no mobility management signaling exchanges). 
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 = ∆ _∆ _  (17)

The following subsection formulates ubiquity support using UEF for MIPv6 and 
HIP protocols. 

3.3 UEF Study Case: Ubiquity in MIPv6 and HIP 

In order to clarify the usability of UEF, this section specifies MIPv6 [33] and HIP 
[11] ubiquity support. These protocols have been chosen as MIPv6 is the main 
management mobility protocol for IPv6 networks, and HIP is a protocol that sup- 
ports Locator/Identifier split paradigm, an important aspect in multihoming support 
and future Internet architectures [6]. HIP supports mobility management with the 
RendezVous extension. The ubiquity support is determined according to its technical 
capabilities and extensions. 

The analysis, herein performed is based solely on MIPv6 [33] and HIP [11] 
specifications. No expert on mobility management or in UbiComp systems was 
inquired. Technical capabilities of MIPv6 and HIP are similar as presented in Table 3, =  =  26 32 = 0.81. Extensions are different between MIPv6 and HIP, 

as summarized in Table 4 where =  6 17 = 0.35, and =  9 17 = 0.53. 

According to UEF, HIP seems to be better suited for UbiComp systems regarding the 
technical and extensions capabilities. Nonetheless, the mobility management 
functionality cannot be ignored. Therefore, the assessment on how the degree of 
mobility is supported in MIPv6 and HIP needs to be determined. The following 
paragraphs illustrate the study case for MIPv6 and HIP to assess degree of mobility 
support and consequently, ubiquity. 

The formulation of the degree of mobility includes diverse procedures: 

• Registration (RG) - register new location information; 
• Security (AA) - protect and secure identity of mobile node; 
• Address Configuration (AD) - configure addresses in new networks; 
• Movement Detection (MD) - detect availability of new networks. 

The different procedures employ specific messages to convey signaling for the 
operations being supported, as summarized in Table 5, for MIPv6 and HIP protocols.  

Each procedure is specified according to Equation 4. Mobility management in 
MIPv6 includes the Mobile Node (MN), Home Agent (HA) and Correspondent Node 
(CN) entities, as illustrated in Figure 1. In HIP, the HIP Initiator (HI), the 
RendezVous Server (RVS) and the HIP Responder (HR) manage mobility, as 
depicted in Figure 2. As some procedures rely on IPv6 mechanisms, E1 denotes the 
MN or the HI, while E2 stands for the HA or the RVS. Finally the E3 represents CN 
or HR entities. 

 
 



258 B. Sousa, K. Pentikou
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corresponds to a four-way handshake between HIP Initiator and HIP Responder and 
only involves the RendezVous Server to forward I1 messages. 

 

,  =  , . ,  . ,  ∈{ , , }+  ,  . (  .  ) ∈{ , , }+  .  (  . ) ∈{ , , }+ . ( . )∈{ , , }  

 
 
 
 

(18) 

 
After the handover (step s3), HI needs to update the locator information on dest 

nodes, which include RVS and HR. For such purpose, it employs the update message 
with locator information, and issues an echo_request, which status of update is 
reported in the echo_response message. The registration cost of the update is 
determined according to Equation 19. 

 = ( ), . ,  . ,  ∈{ , }+  ( _ ) . (  .  )  ∈ { , }  
+  ( _ ) . ( . )∈ { , }  

 
 
 

(19) 

3.3.2   Security 
MIPv6 can rely on external mechanisms, such as IP Security [72], to enable higher 
levels of security. Nevertheless, this study focuses on the return routability, since it is 
an internal procedure of MIPv6 that allows the verification of addresses when the MN 
is at visited networks. Equation 20 formulates the cost of this procedure relying on the 
Home of Test Init (HoTI), Care of Test Init (CoTI) and respective reply messages, 
namely Home of Test (HoT) and Care of Test (CoT). 

 = ,  . ,  . ,  ∈{ , , }+ ,  . ,  . ,  +  ,  . ,   +  .  (  . ) ∈{ , , }+  .  ( . + . )

 
 
 
 

(20) 
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Integrity protection and encryption is performed in HIP by employing the 
Encapsulating Security Payload (ESP). The registration cost already includes the 
security cost CAA HIP, as ESP security association is part of the base exchange. 
Regarding security, HIP establishes a distinction comparatively with MIPv6, as 
security is included in the registration process. 

3.3.3   Address Configuration 
Address configuration in MIPv6 and HIP nodes relies on IPv6 schemes that include 
Router Solicitation (RS), Router Advertisement (RA) and the messages in the 
Duplicate Address Detection (DAD) mechanism. Neighbour Solicitation (NS) 
messages are sent to multicast addresses with the reply of Neighbour 
Acknowledgment (NA) messages. In addition, IPv6 routers (at home and foreign 
networks, Rtr  and Rtr , respectively) advertise prefixes via RA frequently, while 
Router Solicitation messages are retransmitted on error events. Equation 21 defines 
the cost of address configuration. 
 

 =  , . ,  . ,  + . (  . ) ∈{ , , }∈{ , , }+ ,  . ,  . .  ∈{ , , }+   .  .   (  . ) ∈{ , , , }+  .  . (  . ) ∈{ , , , }  

(21)

 

The DAD mechanism is employed to assure the uniqueness of a configured ad- 
dress, since, on IPv6 networks there can be configured based on the advertised 
prefixes in RA messages. 

3.3.4   Movement Detection 
Movement detection also relies in IPv6 schemes, namely the Neigbour Unreachability 
Detection (NUD) mechanism. NUD uses solicited Neighbour Solicitation and 
Neighbour Acknowledgment messages and the respective cost is formulated 
according to Equation 22. 
 =  ,  . ,  . ,   ∈{ , , }+ . ( . )∈{ , , }  

 
 

(22) 
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The NUD mechanism enables a node to determine the reachability of a router. For 
instance, when a router does not respond to Neighbour Solicitation, it means that the 
node is moving to another network. 

3.3.5   Tunneling 
Finally, MIPv6 includes the tunnel cost, since packets can be forwarded to MNs at 
visited networks via tunnels. The cost of tunnel establishment is determined in an 
application independent fashion, as tunneling relies on IPv6 encapsulation 
mechanisms. The tunnel establishment cost, as per Equation 23, considers only the 
size of message headers and respective processing cost in MN, HA and CN. 
 = ,  . ,  . ,  

+ ,  . ,  . ,  
+ , . , . ,  

 
 
 

(23) 

4 Evaluation 

This section details the methodology used when applying UEF in an evaluation study. 
After deriving all the formulation for MIPv6 and HIP protocols, an evaluation is 
performed to assess the impact that the number of handovers and communication 
nodes can have on such protocols, and consequently on the performance of UbiComp 
systems employing these protocols. 

4.1 Objectives 

The goals for this evaluation are two-fold: 

1. Determine the ubiquity support of MIPv6 and HIP, assessing which protocol 
is best suited for UbiComp systems. Consider the same underlying 
technologies and applications. 

2. Determine the impact that different configurations, such as number of 
handovers and number of correspondent nodes have on ubiquity. 

The second evaluation goal is associated with scalability, in terms of the velocities 
achieved and the number of simultaneous communications that can be supported. 
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The difference between MIPv6 and HIP relies on the registration and security 
procedures, as movement detection and address configuration share the same DAD 
and NUD mechanisms. First, the four-way handshake nature of HIP leads to more 
message exchange. Finally the messages exchanged have higher sizes, when com- 
pared to MIPv6. HIP signaling overhead results UEF are inline with similar 
approaches dedicated to the evaluation of HIP and MIPv6 protocols [74]. 

Such results allow to determine that HIP supports ubiquity to a greater extent in 
comparison to MIPv6. For a UbiComp system, HIP is preferable in comparison to 
MIPv6, mainly due to the locator/identifier split paradigm. Moreover, such results are 
inline with related evaluations, that point HIP as a protocol with stronger security 
mechanisms [75]. 

6 Conclusions 

This chapter presented a framework that assesses ubiquity support in protocols which 
can be employed in UbiComp systems. We showed that Ubiquity Evaluation 
Framework can be used in any phase of UbiComp systems development and 
presented a study case, using Mobile IPv6 (MIPv6) and Host Identity Protocol (HIP) 
as example of protocols that can be evaluated in this context. Our results demonstrate 
the capacity of UEF in assessing ubiquity support. Indeed, the analytical study was 
based on the generic and technical characteristics of each protocol, which can be 
easily compiled from the respective specifications. Of course, the framework can take 
advantage of input from experts on UbiComp systems and mobility management 
fields to enhance the accuracy of results, but this is not a hard requirement for UEF. A 
key design advantage of UEF is that it is not tied to a specific protocol, technology or 
scenario. 

The results of the use case evaluation with UEF highlights HIP as providing an 
better/extended ubiquity support. Notwithstanding, such enhanced ubiquity support is 
associated with deployment issues in existing IP networks, as it implements a 
locator/identifier split paradigm and changes are required in end-nodes and on the 
network side. 
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Abstract. This chapter elaborates on emerging advances and solutions to intro-
duce the convergence of Peer-to-Peer (P2P) mechanisms into interactive broad-
casting systems, enhanced with IP Multimedia Subsystem capabilities. The pro-
posed solutions enable for the proper users' access on P2P-based services from 
dispersed locations, as well as the deployment of a novel users' ecosystem to 
gear-up new businesses and increase revenue prospects. The P2P-based net-
work architecture is validated through several experimental tests, performed on 
an actual prototype providing real transmission and reception of data. The ex-
perimental results justify the effectiveness of the solution and indentify open  
issues for further investigation and experimentation.   

Keywords: Peer-to-Peer networks, interactive broadcasting, IP multimedia sub-
system, experimental prototype. 

1 Introduction 

A large number of applications, services and user-created multimedia content has 
been emerged through the recent adoption of sophisticated networking infrastructures. 
Such content include interactive broadcasting services, live streaming, video and au-
dio on demand, as well as Peer-to-Peer (P2P) services and applications. One of the 
attributes of these services include the active contribution of users during the content 
development and distribution process, by respecting several Quality of Service (QoS) 
constraints. Towards this direction, new challenges arise to address issues related with 
the efficient exploitation and management of the resources in emerging networking 
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architectures. More specifically, dynamic network configuration schemes and re-
source management techniques have to be investigated and adopted over best-effort 
networks, when the broadband access capability is an open issue for users, located in 
dispersed locations. In this context, this chapter proposes promising technological 
solutions based on the convergence of Internet-based systems, interactive broadcast-
ing and emerging networks for the deployment of novel prototypes, according to three 
individual systems and mechanisms: 

• Regenerative interactive broadcasting systems for terrestrial transmission 
(DVB-T) [1], [2] of multimedia services and deployment of wireless network 
infrastructures for broadband access in dispersed locations. 

• IP Multimedia Subsystem (IMS) [3] for services management, addressing is-
sues related with security and heterogeneity of access technologies. 

• P2P mechanisms to foster self-organization and increase resources exploita-
tion. 

Recent research approaches in the field of interactive broadcasting highlight that re-
generative DVB-T configurations enable for the proper deployment of wireless net-
working infrastructures, providing multiple services to users located in isolated areas. 
Based on such approaches, interactive broadcasting in regenerative configurations 
acts as a middle-mile network to make available the core-backbone infrastructures 
inside the entire coverage area. This approach enables for the proper development of 
high speed access networks in rural locations, as well as the effective distribution of 
user-created content to the entire network. Even though this approach can be exploit-
ed to bridge the digital divide among the rural and urban areas users for broadband 
network access, the limited resources availability of the interactive broadcasting infra-
structure can lead to reduced deployment scalability. In addition, such research ap-
proaches cannot provide guaranteed QoS in a per-user basis. 

On the other hand, P2P technology is an emerging paradigm to efficiently exploit 
the network resources and enable the proper content delivery through best-effort net-
works. This approach employs resources-monitoring algorithms [4] used among multi-
ple peers. In addition, “content bottleneck” issues are addressed through the adoption 
of coding techniques [5] and the problem of the aggregate load is overcome using load-
minimization mechanisms [6], [7]. Moreover, P2P applications for live streaming [8] 
use mechanisms [9] for small setup times. Nevertheless, the diverse nature of the peers 
in the network, their active behavior, as well as their location [10] have not yet been 
considered. In a general context, even though flexibility and scalability have lead to a 
broad adoption of Peer-to-Peer based networks and applications, several open issues 
still exist regarding the central management and security. In addition, emerging net-
working infrastructures are based on the convergence of IP-based systems, such as the 
IMS. IMS provides solutions for the access networks heterogeneity, the security chal-
lenges, as well as the mobility management. 

In this context, this chapter elaborates on emerging advances and solutions to in-
troduce the convergence of P2P mechanisms into interactive broadcasting systems, 
enhanced with IMS capabilities. The proposed solutions enable for the proper users' 
access on P2P-based services from dispersed locations, as well as the deployment of a 
novel users' ecosystem to gear-up new businesses and increase revenue prospects. 
More specifically, Section 2 and Section 3 elaborate on related research approaches 
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Fig. 2. Layered structured of iDVB-T vs P2P/iDVB-T 

Such network overlay may enable end-users to fully exploit all network segments, 
including the uplink channels in the access network, by taking advantage of the re-
sources being available at their neighbours’ level. In such a case, the configuration of 
the previously described iDVB-T architecture with P2P-capabilities is presented in 
Figure 3. 

 

Fig. 3. Overall configuration of the P2P-capable iDVB-T network 

Peers are interconnected via the P2P-enabled CMNs, which take the responsibility 
of forwarding data traffic and P2P signalling information to the regenerative DVB-T 
module. In turn, peers receive indexing information from a P2P tracker/monitor  
module located in the central broadcasting point, along with the data concerning the 
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location of services, the Round Trip Time [16] (RTT) and the “location” of other end 
users (peers). Authors in [17] experimentally verified that in such network, the service 
“locality” information, along with network distance knowledge in the P2P overlay 
network, can significantly improve the overall system performance and provide better 
resource exploitation, especially in the limited-resources DVB-T link. 

In addition, authors in [18] provide a literature review on the latest developments 
in the convergence of networks. The network convergence elaborates on the increas-
ing tendency of users to have access to any service, anytime, anywhere and from any 
device. Authors in other related works are referred to the QoE (Quality of Experi-
ence), which is an indicator of the degree of user satisfaction from the experience in 
the field of networks convergence. Also, other quality characteristics are mentioned, 
such as the Grade of Service (GoS) and the Quality of Resilience (QoR). A great em-
phasis is also placed on the convergence between fixed and wireless networks, as well 
as between heterogeneous wireless networks. 

The research approaches in [19] show what network topologies are chosen to 
broadcast multimedia content on a large-scale peer-to-peer network. In addition, an 
analysis of advantages and disadvantages in each case is performed. The main prob-
lems to be tackled are the Dynamic Uptime and the Limited dynamic peer bandwidth. 
Furthermore, the need for convergence in heterogeneous networks becomes greater. It 
must be also mentioned here that in wireless networks, the system becomes unstable. 
The problem of instability of wireless networks in [20] remains and it prevails the 
need to provide services to mobile devices. The main topic of [21] is the fairness on 
resources sharing within peer-to-peer networks and live streaming, as well as the fact 
that some powerful peers, such as universities with large upload rate do not provide to 
the network the available resources, affecting normal users with home DSL connec-
tions and consequently, affecting the overall system performance. Authors in [22] 
propose a Peer-to-Peer based network topology, which minimizes transmission delays 
and shows no problems of playback delays and playout lags, while streaming content. 

Research work in [23] deals with the increase of data flows in the network and the 
ISP backbone induced by IPTV applications that have been recently developed. It 
studies in depth the data growth caused by a famous application, the PPLive. Also, 
authors in [24] study the options of IPTV transmission compared between Peer-to-
Peer topology and IP Multicast. According to this study, the transmission by connect-
ing to a large number of users on a server is the preferred option and the IP Multicast 
is always more efficient, in both mobile and fixed networks. However in cases when 
the channels broadcasted are monitored by a low number of users on a Peer-to-Peer 
network, the performance is acceptable and comparable to the method of IP Multicast. 
In addition, authors in [25] test other applications than PPLive, such as SopCast and 
TVAnts. This approach highlights that applications such as TVAnts and PPLive are 
more friendly towards the network since they prefer to distribute data among peers 
that are within the same autonomous system. Authors, in [26] discuss the topic of the 
security of IPTV services over a Peer-to-Peer network. They propose the use of the 
protocol SIP and AES encryption to hide transmission paths. This is done by creating 
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an overlay named SIPTVMON, which apart from security issues will play an im-
portant role in load-balancing and providing stability of the system. SIPTVMON will 
also provide opportunities for convergence of heterogeneous networks and Internet 
applications, Finally, the research work in [27] takes into account the important role 
of each user for the normal operation of an IPTV system over Peer-to-Peer networks. 
The classification proposed is based on some technical features. This will help in 
placing stable nodes in the upper levels of the path, while nodes with less stability are 
placed lower. The simulation of classification showed a reduction of the impact ab-
normal exits on the overall system. 

3 IMS-Based iDVB-T Network Architecture 

According to the network architecture presented above, this section of the  
chapter elaborates on an overlay interoperability solution to enable the proper conver-
gence of P2P mechanisms with an IMS-enabled interactive broadcasting network (see 
Figure 4). 

 

Fig. 4. Overlay interoperability solution based on P2P mechanisms 

 
In addition, a hybrid convergence configuration is depicted in Figure 5, consider-

ing and unifying IMS, P2P and iDVB-T technologies. This configuration enables 
content developers to support the provision of applications under QoS restrictions to 
end users, who are located in dispersed locations. Is can also be exploited by users for 
the development and distribution of their own content through P2P overlays. 
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Fig. 5. Overall configuration of an IMS-based DVB/IP infrastructure 

 
Fig. 6. Regenerative IMS-based DVB-T configuration 
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The configuration above includes a core network that is able to transfer traffic 
stemming from the peers, as well as the signalling information from the IMS through 
the dedicated uplink connections. This is performed through Proxy Call Session Con-
trol Function (P-CSCF). For the case of a registration, the Interrogating Call Session 
Control Function (I-CSCF) is in charge to receive IMS signalling, trying to find the 
Serving Call Session Control Function (S-CSCF) (see Figure 5). The I-CSCF in then 
in charge to route the SIP request to the assigned S-CSCF. The core network of this 
configuration and the P2P module are also responsible to change the priority scheme, 
towards increasing the connectivity of the peers that are connected in the related 
CMN. In addition, Figure 6 depicts a view regarding the IMS-based core network. 
The multiplexing device in this network is in charge to receive P2P-based traffic, as 
well as the IMS signalling data together with digital television programs. It then mul-
tiplexes them in a single stream that is broadcasted through the entire coverage area. 

The configuration of CMN based on IMS mechanisms is presented in Figure 7. 
This CMN exploits an aDSL-based access network to enable for its proper communi-
cation with the users located inside its coverage area. 

 
 

 

Fig. 7. Overall configuration of an IMS aware CMN 
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4 Performance Evaluation Analysis, Experimental Results and 
Discussion 

Based on the above-mentioned approaches, this section is dedicated to present the 
development of an actual prototype, serving as an experimental test-bed to perform 
evaluation tests. This test-bed is presented in Figure 8 including the following  
modules:  

• A DVB-T transmission module, operating in the range of 622-630MHz,  
under an 8K operation mode, 1/32 guard interval, 7/8 code rate, 16QAM 
modulation scheme and the multi-protocol encapsulation scheme. 

• A P2P/IMS module to provide data regarding the location of the peers, as 
well as the completion time. 

• A CMN (i.e. CMN1 in Figure 8) to support file sharing applications to inter-
connected peers.    

• 4 CMNs that are located in a dispersed location. Each CMN serves five peers 
through the access network of this network architecture.   

 
Fig. 8. Test-bed deployment 

According to this test-bed, several experimental tests were conducted, towards 
evaluating the performance of the proposed system. The peers located in dispersed 
locations request a multimedia file that is hosted in the peer's terminal connected to 
CMN1. When five peers were concurrently requesting the same multimedia file, the 
results indicated that the DVB/IP downlink was underutilized (12%) and the utiliza-
tion of each uplink in the access network of the peers was almost 90%. The next set of 
experiments validated the overall network architecture by increasing the number of 
the peers. In this case, ten peers were concurrently requesting the same multimedia 
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file. The evaluation results indicated that DVB/IP downlink was underutilized (25%) 
and the utilization of each uplink in the access network was 98%. In addition, when 
five peers were concurrently requesting the same file, the losses [28] in the DVB-T 
network were about 1%, as shown in Figure 9. If the number of the peers is increas-
ing, then the losses are also increased.  
 

 

Fig. 9. Losses Versus Users 

5 Conclusions and Further Research 

The evaluation of the proposed converged network architecture was conducted in a 
real environment to state the strong and weak points of this approach. The solution 
presented is based on broadcasting networks that are the most common type of access 
network, as well as the most rapidly growing category of networks with successful 
examples (e.g. LTE, Wimax). The proposed network was successfully validated, in 
terms of network performance under actual conditions, towards verifying its validity. 
Peer-to-peer solutions need not only to provide compelling services to content provid-
ers and consumers, but also need to address the concerns of network service provid-
ers. The approach in this chapter is using the Broadcast P2P overlay, in order to im-
prove the network performance and free more resources from the “expensive” DVB-T  
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channel providing the ability for new services’ to be deployed. This chapter indicated 
several open issues for future work. The content/service aware functionality has to be 
investigated to increase the system performance, in terms of guaranteed QoS provi-
sion and maximum possible recourse exploitation. 
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Abstract. Resource management has been one of the most important aspects
of Mobile Cognitive Radio Networks (MCRNs) since their inception. It en-
gulfs fundamental network operations such as spectrum management, band-
width allocation, channel access, data routing, transmission power assignment
and energy management. All such mechanisms are necessary for achieving the
delay/throughput requirements desired by modern network services and users.
Compared to traditional wireless mobile networks, the MCRN environment poses
additional challenges and complicated requirements to the above functions and
resource management in general, which eventually lead to an urgent need for re-
consideration of the employed wireless protocol stack. The objective in MCRNs
would be to apply more efficient protocol hierarchies and achieve better manage-
ment of the common available resources for both secondary and primary users,
at the minimum possible cost and by leaving the minimum possible resource
footprint, as required for all modern communications systems. The cross-layer
design approach has been proven extremely useful towards this direction, espe-
cially for network types such as sensor, mesh and cognitive radios. It allowed
exploiting the most appropriate network mechanisms, while bypassing mono-
lithic and outdated requirements when possible. In this chapter, we focus exactly
on this aspect of protocol architectures and network management, and present
state-of-the-art cross-layer based resource management approaches for MCRNs.
Initially, we present three important resource management frameworks, and then
we provide directions for developing generic and adaptive resource management
protocol architectures for MCRNs, based on cross-layer and component-based
design principles emerging from the previously presented approaches. This is the
first attempt to highlight the suitability of combining cross-layer with component-
based network design, and this work will also sketch qualitatively the potential
benefits of such approach. Finally, some practical considerations for the proposed
architecture, along with directions for future research conclude the chapter.

1 Introduction

The proliferation of wireless devices and networks was followed by a surge of
mobile services that can be nowadays easily accessed anywhere and anytime (Anything-
Anywhere-Anytime paradigm, which is also referred to as pervasive or ubiquitous com-
puting [1, 2]). Mobile computing was initially available only for professionals, e.g. the
military, rescue teams, doctors, engineers, etc. However, nowadays it is commercially
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accessible even to the novice user for diverse purposes of varying importance [3], e.g.
mobile applications, cloud services, etc.

On the other hand, the emergence of commercial mobile applications and the
rapidly increasing rate of users and services, call for reliable and efficient manage-
ment of resources within such stringent environments, along with novel communica-
tions paradigms that will be able to seamlessly support the future and further increasing
volumes of users and traffic. Among others, mobile cognitive radios have been con-
ceptually designed to facilitate such ubiquitous network availability, while providing
flexible and efficient access to large quantities of distributed resources, avoiding dis-
turbing the entrenched users [4].

Wireless mobile networks are broadly classified into cellular and multihop [5, 6].
The first consist of well controlled architectures and certified devices that strictly abide
with the protocols and specifications of wireless operators. Wireless multihop networks
on the other hand, such as ad hoc, sensor, vehicular, mesh, delay-tolerant, etc., are
distributed systems [6, 7], sensitive to environmental conditions or user patterns, and
inherently flexible in cases of, e.g. crisis management, formation, tactical scenarios, etc.
Fig. 1 depicts typical examples of centralized and multihop network paradigms for the
cognitive radio environment. Relevant and similar, in principle, examples of network
topologies can be found for other wireless networking paradigms as well.

CR
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nt

PU transmitter

Infrastructure-based

MCRNs

Ad-hoc

MCRNs

Fig. 1. Multihop and infrastructure based Mobile Cognitive Radio Networks (MCRNs) with pri-
mary user (PU) infrastructure. Secondary users (SUs) can employ both cellular or multihop based
topologies (as shown in this figure), or even hybrid ones (not depicted in this figure explicitly) of
both cellular and multihop topologies.

As services and applications become more sophisticated and demanding, wireless
mobile networks will be required to become more self-organized, capable of reconfig-
uring their structures and mechanisms instantaneously, thus adapting to dynamic oper-
ational conditions. Within such broader operational environment for future networks,
it is instigated that future wireless devices will consist of both software and hardware
reconfigurable modules, offering greater flexibility and design degrees of freedom, in
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a manner similar to the cognitive radio networking paradigm [8]. However, it is also
expected that the ‘wireless Internet’ will require significantly more elements than sim-
ply putting together the currently available wireless and Internet knowledge (wireless
Internet > wireless + Internet [9]). Through a potentially reconfigurable and adaptive
network and resource management approach, all parameters associated with such wire-
less and potentially decentralized networks will be treated as variables at all available
layers of the protocol stack.

As the technology aligns more with this direction, nowadays, the wireless landscape
is composed of numerous applications, a plethora of wireless standards (e.g. DVB-
T, GSM, 3G/4G, WiFi, WiMax, LTE, etc.) and billions of devices that have to work
in unison [10]. At the same time, wireless networks are inherently characterized by
scarce resources, i.e. limited usable transmission spectrum, energy-constrained trans-
mission, mobility constraints, etc. In this overcrowded and stringent wireless scenery,
the shortage of usable spectrum becomes one of the prominent impediments of future
wireless networks, originating not only from physical transmission constraints (since
not all wavelengths can be commercially used), but also from human regulation poli-
cies. Mobile Cognitive Radio Networks (MCRNs) have recently emerged as one of the
promising technologies that can alleviate the aforementioned gridlock and enable the
development of flexible and self-organized networks. However, such new-generation
networks further pose new challenges that are currently still under investigation, espe-
cially regarding their advanced resource management capabilities and their operation.

In this chapter, following the motivation set by the previous discussion, we will fo-
cus on the subject of resource management that are particularly suitable for MCRNs and
their implications for wireless protocol architectures in general. Our aim is to identify,
classify and systematically reveal those trends and fundamental principles that can be
exploited in future designs and developments in resource management for MCRNs and
possibly in other types of wireless networks as well. Especially, we focus on frame-
works that adopt and extend the cross-layer design approach and allow for holistic
management of resources in diverse environments and missions. At the same time, we
advocate the use of the component-based approach combined with cross-layer design
in order to redefine and eventually optimize mechanisms of the wireless protocol stack
in novel ways. MCRN concepts and features will have a key role in this evolution and
this chapter aspires to become a stepping stone for boosting and sustaining the corre-
sponding effort towards this direction. For this reason, one of the main objectives of this
work will be to contribute towards the potential standardization of cross-layer resource
management within a MCRN framework.

The rest of this chapter is organized as follows. In Section 2 we provide some back-
ground on previous approaches regarding the interplay between cross-layer design,
cognitive radios and wireless protocol stacks. Section 3 presents an overview of the
cognitive radio paradigm from a wireless mobile computing perspective, while Section
4 discusses resource management within the framework of cross-layer and mobile com-
puting in general, and MCRNs in particular. More specifically, subection 4.1 presents
an early cross-layer resource management framework leading to the back-pressure tech-
nique, while subection 4.2 describes a broader utility maximization formulation and ar-
chitecture framework. Subection 4.3 provides an overview of a potential function based
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cross-layer framework (Markov Random Fields). Section 5 identifies and presents the
features of cross-layered resource management approaches in a component-based net-
work architecture proposed for MCRNs (CCRM framework) and provides an overview
of open issues for future study. Finally, Section 6 summarizes the contributions of the
chapter and some elements on the potential evolution of future MCRNs.

2 Related Work

Irrespective of the type of a communication or computer network, its resources have
to be carefully used in order to ensure correct and efficient transferring of information.
Traditionally, resource management has been based on the definition of a strict protocol
stack, which serves the purpose of properly separating the involved mechanisms and
properly coordinating access to the resources of the network by its entities [11]. For
most of the current commercial networks this protocol stack is based on the TCP/IP
protocol suite [12], whereas some fewer networks apply the OSI protocol stack [13].
However, nowadays, even for the more recent wireless multihop networks, the em-
ployed protocol stacks are mainly based on the TCP/IP paradigm.

In order to overcome the emerging challenges, mainly in the wireless setting, vari-
ous ‘violations’ of the traditional protocol stacks have been proposed. Such designed
violations involve various types of interactions between mechanisms and parameters of
different layers and are cumulatively denoted as cross-layer design (explained in more
detail in subsection 4). The effort for obtaining protocols relying on interactions across
traditional layers has increased significantly, mainly due to the obtained benefits for the
network and/or users, as described extensively in [14–18] and references therein.

To an extent, cross-layer design has emerged as one approach to re-establish radio
network architectures and resource management by breaking the original barriers of
the traditional protocol stack and exploiting input/signaling/control information across
protocol layers, especially for the lowest protocol substrates [14,15,17]. However, such
approaches have been shown to yield significant complications and raise numerous
concerns, especially with respect to the involved scales of operation, as well as im-
plementation issues [18]. More specifically, several works have focused on formalizing
cross-layer design in cellular, e.g. [14, 15], and multihop, e.g. [16, 17], networks, re-
spectively. Various others have addressed emerging complications and dangers, which
could eventually risk the consistency of the whole protocol stack [18]. Most cross-layer
approaches adopt a performance improvement perspective, where the cross-layer inter-
actions aim at improving some metrics related to information transferring, e.g. through-
put. This often comes at the cost of modular design and especially implementation
efficiency, synchronization, signaling, etc.

Various resource management approaches have been suggested in the past, attempt-
ing to address the special characteristics of different types of networks [19]. A sur-
vey of resource management approaches for heterogeneous wireless networks was
presented in [20], while several requirements and limitations for radio resource man-
agement specifically have been presented in [21]. Resource management addressing
capabilities such as dynamic channel assignment, dynamic power control, and load
sharing were presented in [22], while in [23] the key aspects of the evolution which
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impact radio resource management for the mobile broadband wireless networks were
examined, along with areas that need to be addressed for providing varying quality of
service requirements.

In this chapter, we will focus on cross-layer resource management. We will take a
more cautionary perspective by developing guidelines and principles for cross-layer
architectures. The target will be to allow decoupling the acquiring of cross-layer
information and decision-making from the actual protocol operations and thus ensure
modular (component-based) protocol design and distributed decision-making, while
maintaining the objectives and performance of the traditional wireless stack. Further-
more, we highlight these principles, using MCRNs as an application domain. On one
hand, MCRNs create a more complicated environment with additional challenges that
need to be addressed. On the other hand, the MCRN networking paradigm allows the
instigated cross-layer functionality that will be described in later parts of the chapter in
a seamless and flexible manner.

Cross-layer design was considered in Cognitive Radio Networks (CRNs) and
MCRNs since their inception. As will be explained in the next chapter in more detail,
cross-layer interactions are allowed in CRNs and MCRNs inherently towards develop-
ing efficient resource management. In this direction, [24] highlights the need for “true
cross-layering” concept in CRN solutions, which should be characterized by direct in-
teraction and bidirectional flow of information between protocol layers. Additionally,
with respect to individual protocol mechanisms, [25] presents a cross-layer ARQ-based
optimization for CRNs, which builds on the MAC ARQ mechanism, while [26] presents
a cross-layer approach for CRNs that jointly considers routing and dynamic spectrum
access. Furthermore, [27] presents a cross-layer approach for CRNs which builds on
the beamforming mechanism, while [28] proposes a cross-layer call admission control
mechanism especially for WiMAX based CRNs.

Apart from the above approaches that focus on a specific mechanism of the con-
sidered CRN architecture and develop cross-layer interactions with other layers, more
holistic cross-layer frameworks have been proposed, which are closer in concept with
the architectural features presented in this chapter. Such frameworks attempt to ad-
dress cross-layer protocol design with respect to various mechanisms of the protocol
stack concurrently. Among others, notable works include [29] that suggests cross-layer
frameworks for optimizing throughput in CRNs, [30] and [31] that both propose dis-
tributed cross-layer optimization frameworks for CRNs, and [32] which suggests a
cross-layer mechanism for QoS provisioning in CRNs.

In the following, we first present a brief overview of the wireless networking setting
of MCRNs, which constitutes the application domain of interest, and then touch the
cross-layer based resource management topic from a more educated point of view.

3 Mobile Cognitive Radio Networks

Wireless mobile communications have progressively evolved over the recent years to
become one of the dominant networking technologies, covering probably all aspects
of human activities. The emerging requirements posed by user trends and the intrinsic
characteristics of the wireless environment have paved the way towards their structural
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evolution, eventually transforming the wireless nodes from plain passive protocol ex-
ecutors to rational autonomous agents. This in turn, stirred the interest for more agile
wireless communications, such as cognitive radios and mobile communications.

3.1 From Wireless to Mobile Cognitive Radio Networking

Considering the aforementioned available spectrum shortage and the requirement for
wireless devices to support mobility in a seamless and efficient manner, several new
wireless technologies have emerged. In order to alleviate the emerging spectrum
occupancy gridlock caused by the tremendous increase of wireless services and tra-
ditional static regulations, the Dynamic Spectrum Access (DSA) concept has been in-
troduced [4,33,34], addressing latest findings that some of the allocated spectrum bands
are frequently under-utilized [35, 36]. DSA strategies can be broadly classified in three
distinct models, namely dynamic exclusive use, open sharing and hierarchical access,
which are described in detail in [33] along with their variations. DSA has the full poten-
tial to create a breakthrough in the wireless landscape. However there are political, so-
cial, economic, and technological factors all together along with the interplay between
DSA players (i.e. policy maker, academia, industry and end-users) that are expected to
shape the future regarding the commercial success of DSA [37]. With respect to wire-
less communications and in response to DSA requirements, the emergence of cognitive
radios in the early 2000s [38] has created an impetus in today’s mobile communications
field for improving the traditionally monolithic spectrum management policies, and de-
veloping cheaper, more efficient and flexible mobile communications architectures.

The cognitive radio paradigm aspires to alleviate holistically various impairments
of wireless communications by relying on theoretical concepts from network informa-
tion theory and learning, as well as exploiting latest advances in the field of wireless
mobile communications, e.g. the availability of Software Defined Radios (SDRs). SDR
describes cumulatively an approach where components that have been typically imple-
mented in hardware (e.g. mixers, filters, amplifiers, modulators/demodulators, detec-
tors, etc.) are instead implemented by means of software [39, 40]. However, cognitive
radios should not be considered as a substitute term for SDRs, since they are expected
to incorporate additional components and capabilities, enforce policies, exploit SDR re-
configurability, provide incentive and coexistence mechanisms, and further implement
cognition in their operation, as explained in more detail in subsection 3.2.

In the above sense, Cognitive Radio Networks (CRNs) have come to bridge the gap
between the theoretical benefits of DSA concept and its commercial deployment, while
addressing the need for self-reconfigurable, flexible and efficient wireless networks. At
a glance, cognitive radios aspire to implement DSA concepts in order to address the
scarceness of available spectrum and evolve the conventional methodologies provid-
ing a vast untapped potential for wireless mobile networking, especially regarding the
management of the scarce available resources. More important is the fact that their con-
cepts can be further exploited to holistically improve wireless networking architectures
and devices, as it is already the case with standards such as LTE-12, and as will be
highlighted in subsection 5.
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3.2 The Anatomy of Mobile Cognitive Radio Networks

The cognitive radio paradigm [38] has been initially introduced as a novel approach
for improving the utilization of the radio electromagnetic spectrum [41] [42]. By its
conception cognitive radios were designed as an intelligent system (as shown in Fig. 2)
that becomes aware of its environment and uses learning and adaptation on the received
input in order to ensure two objectives. The first is, as already mentioned, spectrum
utilization and the second is to achieve highly reliable and efficient communications
whenever and wherever needed. Especially the latter can be very tough in tactical and
rescue scenarios, and in cases where permanent infrastructure is difficult or expensive
to deploy. Cognitive radios aspire to provide the means for achieving high quality data
transfers, in very stringent, mobile and dynamic environments.

Fig. 2. Cognition cycle and cognitive radio secondary user (SU) functionalities. The cognitive
cycle starts by sensing the environment and raising ambient information, which is then exploited
for decision-making and/or adaptations. Monitoring throughout ensures proper and flexible oper-
ation in a timely manner.

Leaving behind the earliest years of academic research [43], cognitive radio tech-
nology day-by-day is finding its way into emerging standards and protocols, e.g. IEEE
802.22, IEEE 802.16h, IEEE 802.11af, IEEE P1900 standard series, etc. At the same
time the cognitive radio vendor ecosystem becomes larger, while the industrial interest
increases towards inserting cognitive radios into more widespread and mobile technolo-
gies, such as upcoming and future LTE versions, i.e. LTE Release 12 and beyond [44].
Even though centralized cognitive radios seem to be a feasible reality and lately more
paradigms are employing such features [45], multihop cognitive radios need to be bet-
ter studied in order to exploit their full potential. Unlike the centralized cognitive radios
that resemble the infrastructure-based networks, e.g. IEEE 802.22 [46], the multihop
point-to-point architecture can create wide-area self-organized cognitive radio back-
haul networks, where nodes operate in a peer fashion acting as relays for their neighbors
(Fig. 1). The main objective is to exploit spatial reuse for increasing the capacity of the
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network as in traditional multihop networks, while facilitating ubiquitous and flexible
connectivity and increased coverage through spectrum scavenging.

At first glance, multihop CRNs appear similar to traditional multi-channel ad hoc
networks. However, a set of emerging characteristic features of the first uniquely dis-
tinguish them from the latter. These are:

• dynamic availability of spectrum (in spatial and temporal terms),
• wider and dynamic ranges of used frequencies,
• heterogeneity of radio frequencies (varying propagation characteristics across em-

ploying frequency bands), and finally,
• dynamically changing topology due to primary user (PU) activity accompanied by

incomplete network information.

At the same time, all the aforementioned characteristics create a more stringent land-
scape in which MCRNs are required to operate and eventually perform in a more effi-
cient manner.

CRNs improve spectrum utilization by making it possible for a non-served SU to
access a spectrum hole, namely a radio spectrum chunk currently unoccupied by its
nominal PU, at the right location and time, conditional on the PU status. In addition, by
inception, CRNs require multiple technologies/mechanisms to collaboratively produce
their outcome [41]. All these functionalities that need to be supported can be described
by six key features that stand out in the typical definition of CRNs and characterize
uniquely their operation with respect to DSA and SDR approaches:

• awareness,
• intelligence,
• learning,
• adaptivity,
• reliability, and
• efficiency.

These features (depicted in Fig. 2) are of course not unique among networking
paradigms. However, cognitive radios in general constitute the first networking regime
to exhibit them cumulatively. In fact, cognitive radio is the first paradigm that actually
requires most of these features as basic functionalities in order to ensure seamless op-
eration. For example, spectrum sensing is the fundamental operation of CRNs, without
which any notion of spectrum scavenging would fail in practice.

All the above features can be found in various capacities in mechanisms residing
across the protocol stack, from the physical up to higher protocol layers. This distri-
bution of functionalities to multiple protocol stack components unveils in an emphatic
fashion, more than in any other type of network, the interdependencies among different
communication layers that call for novel architectures espousing in cross-layer design.
For example, the selection of optimal relay node(s) depends on all three lowest layers.
The process starts by the routing function, but also depends on the availability of the op-
timal spectrum bands (signaling and data transmission). Once the medium is accessed,
the physical layer should determine the required power and rate given the propagation
characteristics of the selected spectrum bands. In that sense, the operations of each pro-
tocol layer can drastically influence the conditions of other layers and consequently
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the optimal provided solutions. Other similar issues, such as interference mitigation,
coordinated spectrum sharing among secondary users (SUs), topology awareness, min-
imization of reconfiguration overhead [47], etc., currently remain open in the research
literature of MCRNs [48, 49].

The key resource within the framework of MCRNs is the white spaces of the wireless
spectrum, i.e. available transmission frequency channels that can be employed by the
SUs of the MCRN. However, as cognitive radios address not only the shortage of spec-
trum, but also aim at providing robust, efficient and mainly improved communications
anywhere and at any time, several other resources of their volatile architecture require
efficient and prompt management, as described in Table 1. The transmission power of
SUs and the knowledge acquired from the neighborhood regarding radio parameters
are very important resources, as well as traffic patterns, user trends, etc. Depending on
the employed cognitive radio paradigm (interweaved, overlayed, etc., [50]), transmis-
sion power will be assigned in a different manner and this in turn will affect the energy
resources of cognitive radio devices, which especially in the case of mobile SUs can
be critical for their existence. Furthermore, CR-enabled nodes have to exploit/manage
the arsenal of the flexible and reconfigurable radio functionalities offered by the recent
SDR advancements and select among different design options for the employed radio
interface. Last but not least, in order to support seamless and efficient cognitive radio
operations, diverse protocol mechanisms and parameters should be efficiently managed
towards holistically addressing the aforementioned CRN challenges, in manners similar
to those explained later in Section 5. Thus, resource management requires significantly
more in-depth study, especially for MCRNs, in order to be able to bear the flexibility
and efficiency levels desired in modern and future wireless communications.

Taking this into account and with respect to Table 1, it becomes evident that resource
management in MCRNs necessarily needs to jointly take into account multiple layers of

Table 1. Classification of resource types emerging in CRNs

Classes of Resources Associated Operations/Parameters

White Spaces
Optimal spectrum sharing; Bandwidth availability and
network capacity; Network connectivity; etc.

Energy
Transmission power; Topology control; Discovery of
energy-efficient routing paths; etc.

Neighborhood Awareness
Connection to external resources (e.g. spectrum
databases); Self-constructing knowledge methodologies;
Coalition between SUs; Traffic patterns; Interference
levels; etc.

Radio Parameters
Selection of coding/modulation schemes; Carrier
aggregation; Transmission rate; Spectrum sensing
techniques; etc.

Dynamic protocol
functionality

Selection among cross-layered solutions;
Component-based architecture; Protocol parameters
distributed across layers; etc.
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the traditional network protocol stack, in order to provide the most efficient and feasible
solutions to the emerging problems. New forms of cross-layer aware/enabled resource
management mechanisms/architectures should be developed and analyzed, especially
considering the peculiarities of MCRNs, in order to enable the desired levels of efficient
and flexible wireless networking in the near future. This will be the topic of the next
section, where the relation of MCRNs and cross-layer analysis/design will be presented
and thoroughly analyzed.

4 Cross-Layer Based Resource Management

As already mentioned in the previous sections, MCRNs need to make intelligent deci-
sions across the employed protocol stack in order to efficiently manage and exploit the
available resources. Fig. 3(b) depicts the generic form of a wireless protocol architec-
ture (which is also employed by current MCRNs), and compares it with the traditional
OSI protocol stack (Fig. 3(a)), as proposed in the late 1970s for computer networking.
By comparing subfigures (a) and (b) in Fig. 3, it becomes apparent that the typical wire-
less protocol stack aims at reducing the overhead imposed by various higher protocol
layers like those in the OSI model, while retaining the basic functionality and modular-
ity of the involved operations into a more compact, yet well defined protocol hierarchy.
This is the main reason that the protocol layers in the wireless stack are fewer, which
however, allows the potential for higher layer protocols to access directly protocols in
lower layers, signifying the potential for cross-layer design as well.

Fig. 3. Comparison of layered and cross-layered protocol stacks. A non-exhaustive set of ex-
amples of cross-layer interactions are shown in the third subfigure. (PHY = physical, MAC =
medium access control, NET = network, TSP = transport, SES = session, PRE = presentation,
APP=application.)

For both OSI and most of the times for the wireless stack cases shown in Fig. 3,
according to the framework of the traditional layered protocol stack paradigm, each
layer, e.g. routing mechanisms at the network, abstracts the complexity of the layer(s)
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below and provides a service to the layer immediately above [12]. Different layers it-
erate on different subsets of decision variables among all of network parameters, and
using layer-local information they attempt to achieve a global (network-wide) objective
(global optimum).

However, as already described in the previous section, the MCRN environment is
characterized by more stringent operational conditions than traditional mobile com-
munications environments such as cellular or multihop topologies, e.g. lack of li-
censed spectrum and high time-variability. Such additional challenges cannot be always
addressed to the desired degree and/or at a tolerable cost by the traditional, strictly lay-
ered protocol architectures described before. The main reason is that resource manage-
ment and most of the emerging tradeoffs, as addressed by recent designed protocols
and mechanisms in the research literature, involve parameters that belong to different
and typically non-neighboring layers with respect to the traditional protocol stacks de-
picted in Figs. 3(a), (b). For example, throughput optimality can be achieved if one
permits using arbitrary paths in a multihop network, which might come at the expense
of higher end-to-end delay [51, 52]. Such throughput-delay tradeoff demonstrates the
interdependence of the protocol mechanisms (medium access-routing) addressing these
parameters, which typically lie at different layers (MAC - Network, respectively). Using
information from other layers in the decision-making process would violate the layering
principles of the protocol stack.

In addition, layered architectures such as the one of Fig. 3(a) create significant over-
head as the information of the top layer is encapsulated in frames of the lower ones and
header overhead is appended in each intermediate layer. Thus, towards addressing some
of these and other relevant concerns in future wireless networks and especially MCRNs,
cross-layer design seems to be a very promising approach for dealing with the emerging
complications of protocol overhead and signaling. Cross-layer may be considered as a
reinvented approach enabling the modification of the traditional wireless protocol stack
in an efficient and flexible manner for MCRN devices, and in general for reconsidering
the wireless protocol stacks of the future.

The term cross-layer describes cumulatively a family of approaches that violate the
traditional protocol layer module segregation, in order to exploit information available
in one or more layers for making improvements, optimizations and adaptations in other
layers [53]. Typical examples of possible cross-layer forms are shown in Fig. 3(c). Es-
sentially, any protocol design based on the slightest violation of a strictly layered refer-
ence architecture, i.e. any violation of the principle that forbids direct communication of
nonadjacent layers, can be characterized as cross-layer design with respect to the partic-
ular reference protocol stack. Such violation may have the form of information flowing
upwards/downwards in the protocol stack to/from non-neighboring layers (1, 2, 3, 4 in
Fig. 3(c)), or the form of a layer/ sublayer modification/ insertion/ compression. An-
other option is to create a new sublayer/superlayer or a convergence layer, as will be
explained next. The depicted arrows in Fig. 3(c) represent information exchanges be-
tween layers that violate the modular approach of the traditional stack. In this chapter,
we will focus on spatial (MRF in subsection 4.3) and temporal (DBRA in subsection
4.1) cross-layer approaches, that leverage topological or temporal elements of the sys-
tem, in order to reconfigure the functions of the network and achieve efficient resource



296 V. Karyotis, E. Anifantis, and S. Papavassiliou

management. For the three approaches presented in this chapter, we introduce the basic
concepts and then provide some fundamental elements of the relevant analysis that will
be useful in better understanding their principles.

Regarding the examples presented in Fig. 3(c), and especially the creation of a sub-
layer/superlayer or the design of a new layer to substitute two or more previously neigh-
boring ones (convergence layer), very characteristic cases of these can be found in
Delay Tolerant Networking (DTN) [54–57]. DTN implementations were envisioned and
designed as overlay architectural approaches to tie together a wide range of challenging
networks with diverse intrinsic characteristics and different protocol stacks, hence, form-
ing an “internetwork of challenged internets” [54]. Within their implementation struc-
ture [54,55], convergence layers play a significant role since in this manner adaptations
and augmentations can be implemented allowing oftentimes cross-layer optimization,
e.g. [56]. An indicative example, aiming at energy-efficient and low complexity DTN so-
lutions, would be the creation of a convergence layer for the Bundle Protocol (BP) [57]
of DTN so that it could be implemented directly over the Data Link Layer (DLL). In
this case, a new layer (convergence layer) would be introduced to connect the BP layer
that typically resides above the network and transport layers, directly to the DLL (MAC
layer), while discarding (bypassing) completely the two intermediate ones.

Cross-layer design can be achieved by one of three possible ways, namely, direct
communication signaling between layers, a shared database across the layers and com-
pletely new abstractions [17]. Taking an architectural shortcut can lead to a perfor-
mance gain, and typically, this is the main incentive behind cross-layer design. These
architectural ‘violations’ seem to be better accommodated in wireless networks, where
the medium allows richer modalities of communication and cross-layer than wired net-
works. It can be also observed from current trends, that cross-layer designs are typically
of short-term nature. For instance, it is easier for a network to employ cross-layer for a
specific period, e.g. towards increasing throughput, than adopt a completely new pro-
tocol stack for attaining a similar objective. Longer-term benefits are usually based on
more strictly layered architectural schemes, where the incurred added investment will
be better exploited. With respect to such obtained benefits, it is explained for instance
in [18] that cross-layer design is possible to lead to a throughput improvement by at
most a constant factor, which even though not radical, it will be a very important bene-
fit nevertheless, especially in absence of alternative approaches.

On the other hand, cross-layer approaches come at a cost, which affects their adop-
tion for commercial purposes and poses challenges to the network designers. Once the
modular layering is broken, the luxury of safe design is lost, and even a slight change of
signaling or the location of a mechanism in the protocol stack can create loops, which
as it is well-known from control theory, might put at stake the stability of the whole pro-
tocol architecture. In addition, when layered design is broken, some interactions are not
easily foreseen, as in the modular scenario. Besides stability, this can affect the overall
robustness of the network. Another disadvantage of this approach is that cross-layer
design cannot lead to the seamless proliferation of technology to massive commercial-
ization, at least not at the scales that layered architectures do so. Mostly, this is due to
the fact that cross-layer approaches are not been currently under standardization pro-
cesses. It is for this reason, that one of the main objectives of this work is to contribute
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towards this direction within a mobile cognitive radio framework. Last but not least,
timescale separation in cross-layer design based protocol stacks is no longer possible
within the layers involved in the cross-layer. Especially for that, synchronization con-
siderations regarding the communication of the involved mechanisms might emerge,
and as will be explained in the following sections, great caution is required.

However, towards an efficient and holistic management of the available resources
in complex MCRNs, it seems that cross-layering deserves further investigation, due to
the inherent protocol interplay in MCRNs, described in subsection 3.2. The potential
benefit obtained and the reduced implementation cycle (compared to developing a new
stack completely from the beginning) or even the need to optimize by incorporating
cross-layer adaptations cannot be ignored and in fact in many cases, it emerges as the
most suitable approach. Indeed, several cross-layer optimization opportunities present
themselves when holistically considering the protocol stack, and the following three
subsections are devoted to the presentation and analysis of relevant approaches.

As explained in [18], even though layered architectures have attained considerable
success for wired networks, and having substantial impact in network design in gen-
eral, it is not at all obvious that layered architectures, as the ones depicted in Fig. 3(a)
- Fig. 3(b), are a priori appropriate for wireless networks. In addition, it is argued that
compared to their wired counterparts and due to the intrinsic properties of the wire-
less medium, the emerging challenges of wireless (mobile) networks, and especially of
MCRNs, encourage the potentials to dispel existing notions and concepts and start a
clean-slate approach in designing future wireless networks. The following parts of this
chapter are devoted exactly to this purpose.

Towards this direction, in the next subsections we focus on the most important cross-
layer approaches that emerged previously or lately for wireless networks in general, and
we show how they can be less or more suitable for exploiting their cross-layer princi-
ples through distributed decision-making and decentralized operation in MCRNs. The
presentation follows an evolutionary approach scaling along the thread of research evo-
lution of utility based network design. It will be described how the initial need for utility
based cross-layer decision-making was eventually developed into a broader architec-
tural framework and into the potential for obtaining holistic protocol architectures that
exploit cross-layer utility functions, thus accommodating efficient and feasible resource
management mechanisms in MCRNs.

4.1 Cross-Layer Design in Wireless Networks and the Emergence of
Back-Pressure and Utility Functions

As explained before, in wireless networks in general, and especially in MCRNs, the
different layers interact in a nontrivial manner in order to achieve the best possible re-
source utilization. The first coherent and broad enough approach that enabled capturing
these cross-layer interaction for arbitrary wireless networks, but also in a fashion ap-
pealing to MCRNs as well, is a multi-commodity data flow formulation, which will be
explained in detail in this subsection. Such model is capable of capturing cross-layer
interactions in the traditional wireless protocol stack, from the physical to the transport
layer. In subsection 5.2, we will explain how this model can be potentially combined
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with other holistic cross-layer approaches for obtaining more intelligent and flexible
MCRN resource management architectures.

The basic formulation considers an arbitrary wireless network from a pure data
flow perspective across neighboring protocol layers. Such formulation accommodates
MCRN data transfer in a straightforward manner. The main resources considered are
the allocated transmission rates, protocol layer queue lengths (which determine packet
delay) and the corresponding power/energy cost. Additional network resources can
be considered in a straightforward manner. Regarding data transmission, the network
throughput (sum-rate) function can be used for cumulatively studying network per-
formance. Assuming a time-slotted system, μ(t) = [μab(t)] represents the matrix of
transmission rates offered over each link (a,b) during slot t (in units of bits/slot). The
bit rates of individual transmission links can be represented by a function μab(t) =
Cab(t) =Cab(I(t),S(t)) for each link (a,b). Then the link transmission rates across the
network are determined by a link transmission rate function C(I(t),S(t)):

μ(t) = C(I(t),S(t)) (1)

where C = [Cab] is the matrix of Cab(t), S(t) represents the network topology state
during slot t (network parameters related to topology, such as channel conditions, inter-
ference, mobility and node locations), while I(t) represents a link control action taken
during slot t (in MCRNs resource allocation options include power, bandwidth, chan-
nel access, etc.). Thus, S(t) describes the uncontrollable factors of the network, i.e.
information that can be collected and exploited in decision making (observable part),
and I(t) the controllable actions, namely resources of the problem to be managed and
assigned to users/devices.

At every time slot, the network controller (a concept described in more detail in sub-
sections 5 and 5.1 in terms of cross-layer and component-based design) observes the
current topology state S(t) and chooses a resource allocation I(t), according to some
resource management policy that takes into account environmental and resource related
factors. The resource management policy can be centralized or distributed, depending
on the MCRN type, even though distributed implementations are always desired. Var-
ious examples of different network types and their corresponding link rate functions
C(I(t),S(t)) can be found in [58].

All information entering and carried in the considered network is associated with a
commodity. Commodities represent specific types of data destined for a specific sink
node, from specific sources, priority classes, etc., and combinations thereof. Thus, the
notion of commodity generalizes that of data flow in the network of interest. Fig. 4
depicts the protocol architecture and data flow between layers of such a network along
with the modeling parameters involved in the corresponding cross-layer resource man-

agement. A(c)
i (t) is the amount of commodity data c that exogenously arrives to source

node i during slot t1. L(c)
i (t) is the backlog of commodity c stored in the transport layer

queue at node i. Similarly to A(c)
i (t), R(c)

i (t) is the amount of commodity c data allowed

to enter the network layer from the transport layer for node i. U (c)
i (t) represents the

1 Whether the data arrives progressively in the duration of slot t, or at bulk at one time instant
has no impact on the analysis.
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Fig. 4. Multi-commodity flow cross-layer formulation and layer interaction. Each class (c) of data
corresponds to a different end-to-end data flow (commodity) between users. The figure depicts
data flow between neighboring layers for a single data class.

unfinished work (backlog) of commodity c data in the network layer queue of node i,

while μ (c)
ab (t) is the routing decision variable that denotes the amount of commodity c

data transmitted over link (a,b) and it is decided by the employed routing protocol.

Given routing constraints defined over the routing decisions μ (c)
ab (t), the dynamics

of the queue backlogs (transport-network), link constraints imposed by topology, and
routing paths in the form of the set of available links for commodity data c, the latter
denoted by Lc (set of permitted transmission links), a network control algorithm jointly
makes decisions about routing, scheduling and resource allocation in reaction to current
topology state and queue backlog information. Such constraints can be expressed in the
following form:

∑
c∈K

μ (c)
ab (t)≤ μab(t) (2)

μ (c)
ab (t) = 0,(a,b) /∈ Lc (3)

U (c)
i (t + 1)≤ max

[
U (c)

i (t)−∑
b

μ (c)
ib (t),0

]
+R(c)

i (t)+∑
a

μ (c)
ai (t) (4)

L(c)
i (t + 1)≤ min

[
L(c)

i (t)−R(c)
i (t)+A(c)

i (t),Lmax
i

]
(5)

where inequality (2) denotes that the rate is constrained by the capacity of a link, equal-
ity (3) denotes the fact that the rate of a non-existent link is zero and inequality con-
straints (4) and (5) describe the data flow dynamics between layers, as shown in Fig.
4. Parameter K is the set of employed commodities. Lmax

i is the transport layer storage
capacity, which can be finite or infinite, i.e. 0 ≤ Lmax

i ≤ ∞.
The above set of constraints defines a cross-layer resource management function. The

cumulative effect of this resource management cross-layer function can be analyzed and
studied through the capacity region of the network, which is the set of all end-to-end
traffic load matrices that can be supported under the appropriate selection of the network
control policy. More formally, the network capacity (stability) region is the closure of

the set of all arrival rate matrices [λ (c)
i ] that can be stably supported by the network

(considering all possible strategies for choosing the control variables). The arrival rate



300 V. Karyotis, E. Anifantis, and S. Papavassiliou

matrices are defined by the arrival process, i.e. parameters λ (c)
i are the time average

rates of the arrival process A(t) = {A(c)
i (t)}c

i . It should be segregated from the capacity
region of a specific policy, which is the collection of all traffic load matrices that are
sustainable by the specific policy. Essentially, the network capacity region is the union
of the individual policy capacity regions, taken over all possible control policies. As
provided in [58], the existence of the capacity region is subject to a fixed rate matrix
[Gab] (Gab is a fixed rate at which data can be transferred over link (a,b)) together

with multi-commodity flow variables f (c)ab that satisfy typical flow conservation, routing
and link capacity constraints. These types of constraints are typical in network flow
problems and can be found in [59]. Intuitively, they express the conservation of (data)
flow in the network.

One of the important outcomes of the above formulation is the possibility to exploit
general algorithms for stabilizing such generic networks without requiring the knowl-
edge of arrival rates or topology state probabilities. In fact, several such algorithms
exist, such as the Borst Algorithm [60], the Max μi/ri Algorithm [61] and the MWM
Algorithm [62], described cumulatively in [58], all of which are based on the basic
observation that bounding the transmission rate of a node does not ensure stability, but
bounding the queue length does. This is a very strong result, which has been extensively
used in the literature of throughput and delay analysis in wireless multihop networks.
Thus, in general it will be of more benefit for the network to empty the most crowded
queue, which is a very simple policy and very appealing for MCRN environment, where
simple and distributed processes are required. The only case that the queue length in
each user will become unimportant is when the network is completely saturated, since
all queues will be constantly busy and full. In these cases, it is the transmission rate that
matters most, as each packet will experience the same waiting time and the performance
metrics will depend on the transmission rate of each queue, rather than queue lengths.

With respect to the aforementioned algorithms, the Dynamic (max-weight) Back-
pressure and Resource Allocation (DBRA) algorithm efficiently and provenly stabilizes
the network whenever the vector of arrival rates lies within the capacity region [63].
This inherently cross-layer algorithm is appropriate for generic wireless networks, but
also rather suitable for MCRNs, due to the efficient and simple operation it yields.
DBRA determines the optimal commodity that maximizes the differential backlog

U (c)
a (t)−U (c)

b (t) over all links (a,b) and defines the optimal weight, respectively:

c∗ab(t) = argmaxc|(a,b)∈Lc

[
U (c)

a (t)−U (c)
b (t)

]
(6)

W ∗
ab(t) = max

[
U

(c∗ab(t))
a (t)−U

(c∗ab(t))
b (t),0

]
(7)

The control action can be easily selected as the solution to the optimization problem

max ∑
ab

W ∗
ab(t)Cab(I(t),S(t)) (8)

s.t. I(t) ∈ IS(t)

where IS(t) denotes the set of control actions that can be supported under state S(t). For
each link (a,b) such that W ∗

ab(t)> 0, data commodity c∗ab(t) will obtain a transmission
rate of μab(t) =Cab(I(t),S(t)).
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The computation of weights demands only the backlog sizes of neighboring nodes,
which is a very reasonable and low-overhead signaling exchange. It could be obtained
either explicitly via direct short one-hop messages, or piggybacked in routing informa-
tion exchanged in the network. At every timeslot, the network controller observes only
its own and neighboring queue backlogs and the topology state variable. The paths are
chosen dynamically at each timestep according to the back-pressure between neighbor-
ing nodes. The resulting algorithm assigns higher transmission rates to links with larger
differential backlog and zero transmission rates to links with negative differential back-
log. In principle, the obtained controller is centralized, because it requires knowledge
of the whole network state. For some cases, one of which is described in [64], the above
problem can be solved in a distributed manner with only local state information on each
outgoing channel. The latter will be more suitable for distributed (multihop) MCRNs,
while the centralized solution is applicable to centralized MCRNs.

Most of the properties and especially the stability of networks under the DBRA al-
gorithm can be proved using the Lyapunov function, which is a non-negative function
defined on the aggregate congestion of all queues in the network (sum of quadratic
queue lengths). If a network has L queues and U(t) = [U1(t)...UL(t)] is the vector of
backlog in each queue process, then the quadratic Lyapunov function can be defined as
L(U) = ∑L

i=1 U2
i . The corresponding Lyapunov drift

Δ(U(t) = E{L(U(t + 1))−L(U(t))|U(t)} (9)

is negative whenever the queue state is outside of a bounded region, thus creating a
tendency to draw it back to the bounded region. The main drawback of this approach is
that the underlying optimization problem is not always easily amenable to a distributed
solution, as this would require full knowledge of S(t) and complete coordination of
network nodes. Thus, such approach is more suitable for infrastructure-based rather
than purely ad hoc MCRN types.

The Enhanced Dynamic Backpressure Routing Algorithm (EDR) originally pre-
sented in [64] and also described shortly in [58] can be used to sacrifice some rate
optimality, i.e. yield lower transmission rates (reduced capacity region) for less delay
in the end-to-end paths, by incorporating a shortest path bias into the weights of the
DBRA algorithm, thus revealing an inherent optimality-efficiency tradeoff. In any case,
the EDR variation stabilizes the network, whenever the DBRA algorithm does so. Like
DBRA, the EDR algorithm is also a centralized approach. We also note that by consid-
ering the dual problem of (8), where dual variables correspond to queue backlogs rather
than network prices, the back-pressure algorithm can be shown to be a dynamic imple-
mentation of a subgradient search algorithm [58,65]. More details on the optimization-
related nature of DBRA can be found in [58] and references therein.

Perhaps the greatest value of DBRA is revealed when operating outside but close to
the capacity region. In this case, the cross-layer optimization can be performed on the
basis of a utility function, along with flow control necessary for maintaining stability
(since the operational point will be out of the capacity-stability region of the network),
and employed to tradeoff stability for fairness and delay performance (stochastic net-
work optimization). In this case, the flow control is necessary for limiting the amount

of admitted data. The model remains the same as in Fig. 4, where now a utility g(c)n (r) is
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defined, which is non-decreasing and concave, and denotes the satisfaction of user n

from rate r. In the previously presented cases, the assumption A(c)
n (t) = R(c)

n (t) (no
transport buffering allowed and any excess transport layer flow is discarded) was

possible, while now outside the capacity region the additional constraint R(c)
n (t) ≤

L(c)
n (t)+A(c)

n (t) for all (n,c), and time slots t is required. Different choices of the utility
function, e.g. logarithmic or sigmoidal, lead to different properties, e.g. fairness [66],
power scheduling [67], etc.

To address the new optimization obtained by adding the above constraint, a cross-
layer algorithm (CLC1) was proposed by suggesting a pricing approach [58]. CLC1
employed the DBRA for routing and scheduling, while flow control was based on the

pricing rule: max
K
∑

c=1

[
Vg(c)n (r(c)n )− r(c)n U (c)

n (t)
]
, where V > 0 is a chosen constant that

affects the performance of the algorithm. Given that, the allocation of resources at link
layer and transmissions can be determined. Such approach can be readily employed in
centralized MCRN users, since the implementation complexity and signaling overhead
required are limited. In case of linear utilities, the result is a maximization of weighted
sum of throughput and the resulting strategies are of bang-bang type, i.e. yielding the
maximum or the minimum in each case [68]. Proportional fairness2 may be achieved by

maximizing the sum of utilities of the form g(c)n (r) = log(1+β r(c)n ) for some constant
β > 0 over any convex set of input rates.

Dynamic back-pressure can be employed in cases of unsaturated networks, where
no infinite backlog assumption is applicable and the input rates can be arbitrary. The
employed utilities can be linear or nonlinear and the problem can be solved by us-
ing auxiliary variables (denoted as virtual cost queues). In these scenarios, the main
objective is to efficiently utilize/manage the available energy resources. A modified
DBRA algorithm can be obtained (denoted by CLC2b [58]), based on the definition of a
penalty/cost x(t) = [x1(t), ...,xMx (t)] (incurred by the network control decisions at time
slot t) and a reward y(t) = [y1(t), ...,yMy (t)] (earned at time slot t) vectors respectively,
and the utility function to be minimized f (x)−g(y) as a function of the penalty/reward
vectors. The penalty could be a function of transmission powers and the reward can
be related to transmitted data, but other types of penalties/rewards can be employed as
well, depending on the objectives of the analyzed problem. The involved utility func-
tions are assumed to be non-negative, continuous, bounded, concave and entry-wise
decreasing. Such utilities may be employed in centralized MCRNs, while for multihop
topologies, the generalized CLC (GCLC) algorithm described in [58], where the reward
depends only on flow control variables, can be used and solved in a distributed manner.
The typically addressed relevant resource management problems include maximizing
throughput with average power constraints, minimizing power expenditure in multihop
MCRNs, and minimizing energy scheduling. Additional problems include proportional

2 Proportional fair is a compromise-based scheduling algorithm. It is based upon maintaining
a balance between two competing interests: trying to maximize total throughput while at the
same time allowing all users at least a minimal level of service. This is done by assigning
each data flow a data rate or a scheduling priority (depending on the implementation) that is
inversely proportional to its anticipated resource consumption.
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fairness, quality of service optimizations and other objectives that can be expressed via
proper utility functions and pricing mechanisms.

From the above discussions, it becomes evident that the potentials for utility based
formulations with pricing and decomposition mechanisms developed for centralized
multi-commodity problems to be solved by distributed algorithms (even in a sub-
optimal form) is a promising direction, especially appealing to the nature and require-
ments posed in MCRNs. In the following subsection, this approach will become more
concrete and yield more powerful cross-layer formulations for cross-layer design in
wireless networks and MCRNs more specifically.

4.2 Network Utility Maximization: Utilities and Decomposition

Wireless protocol architectures and TCP/IP based protocol stacks (Fig. 3(b)) have been
traditionally obtained in an ad hoc fashion and in general, they lead to piecemeal de-
sign approaches. The DBRA framework described above and various centralized or
distributed variations have set the basis for developing more flexible and powerful cross-
layer protocol stacks for wireless networks, and partially address some of the challenges
posed by resource management in more stringent environments, such as MCRNs as
well. In this direction it was made possible to cast the cross-layer inter-dependence
of wireless protocols as global optimization problems, in the form of generalized Net-
work Utility Maximization (NUM) problems [69]. NUM is a more systematic approach
than the multi-commodity cross-layer formulation, capable of yielding broader-scope
solutions and covering diverse types of applications, design objectives and network
types. Network utility denotes the sum of utility functions of network nodes [70, 71],
and the corresponding problems that refer to network utility, model the behavior of net-
works with respect to cumulative (social) emerging trends, whether these correspond to
communications parameters (throughput, delay, etc.), or application oriented operations
(trust, recommendations, etc.). In the following we describe a broad framework for net-
work optimization, which has been shown to accommodate in a straightforward manner
resource management/control in wireless networks, and exhibits a lot of promise for
MCRNs as well.

NUM is capable of extending cross-layer design across the protocol stack via the util-
ity function design. The overall communication network functionality is modeled by a
generalized NUM problem. The key idea is that each layer of the protocol stack will
correspond to a decomposed subproblem of the general NUM optimization problem,
while the interfaces among layers will be quantified as functions of the optimization
variables coordinating the subproblems. There can be many alternative decompositions
of the generalized maximization problem, all of which correspond to a choice of differ-
ent layering architectures.

From the above, it becomes evident that there are two main aspects of NUM that
make it a valuable approach. The first one is considering the network as a distributed
solution to some global optimization problem (network as an optimizer). The second
one is the concept of layering as decomposition, where obtaining an optimal solution
to a generalized NUM in a modular and distributed way suitable for low cost wireless
devices, e.g. MCRNs, can be achieved through the theory of nonlinear optimization
decomposition.
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One of the advantages of NUM compared to other existing cross-layer frameworks
is that there are many different ways to decompose a given problem. Such decompo-
sitions correspond to different layering schemes and are characterized by different de-
grees of efficiency, robustness, messaging complexity and implementation feasibility.
NUM theory allows a systematic exploration of the space of alternative decompositions
and determining which are better than others with respect to specified criteria. It also
offers a complete and flexible framework and a level ground for fair comparison among
the variety of cross-layer designs. Furthermore, it provides a unified perspective and
proper decision-making framework that takes into account the fundamental limits and
the impacts of cross-layering on network performance and robustness.

The basic steps of the framework is to first formulate a specific NUM problem, then
obtain/devise a modularized and distributed solution following a particular decomposi-
tion, and finally explore the range of all possible decompositions that provide a choice
of layered stacks, along with implementation complexity, involved time scales of op-
eration, etc. The basic NUM problem belongs to the category of monotropic program-
ming [65] and it is quantified as:

max ∑
s

Us(xs,Pe,s)+∑
j

Vj(wj)

s.t. Rx ≤ c(w,Pe), (10)

x ∈ C1(Pe),x ∈ C2(F) or ∈ Π(w),

R ∈R,F ∈ F ,w ∈ X
where xs denotes the rate of source s, Pe,s the desired decoding error probability of node
s, and wj the physical layer resource at network element j. Utility functions Us and Vj

may be any nonlinear, monotropic functions. R is the routing matrix, x the source rate
vector, c the logical link capacities (functions of physical layer resources w and the de-
sired decoding error probabilities Pe). The rates may be also constrained by hop-by-hop
error control mechanisms C1(Pe), such as ARQ. C2(F) represents medium access con-
straints, where F is the contention matrix, or more generally the scheduling constraint
set Π . Thus, the above two constraints capture the fact of scheduled or random ac-
cess based medium access, applicable in all types of distributed networks and MCRNs
as well. The optimization variables are x,w,Pe,R,F and describe resources to be as-
signed. R, F , X are the corresponding sets of routing policies, contention schemes and
physical layer resources respectively.

While utility models lead to objective functions, the constraint set described above
(and in fact the more general ones as well), incorporate two types of constraints. The
collection of physical, technological, and economic restrictions in the communication
infrastructure, and secondly, the set of per-user, hard, inelastic QoS constraints that can-
not be violated at the equilibrium. Having available a generalized NUM formulation,
it is desired, especially in MCRNs, to modularize the solution method by exploiting
decomposition approaches, so that each decomposed subproblem will control only a
subset of variables and observe only a subset of constant parameters (distributed com-
putation). This corresponds to the limited control and observation capability desired for
each layer in the protocol stack, but it is also suitable for the resource-constrained users
of MCRNs.
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The basic strategy for resource management according to NUM employing decom-
position is to divide the original large (and centralized) optimization problem into
smaller subproblems, coordinated by a master problem, via information exchange cor-
responding to signaling. Typical examples are primal and dual decompositions, where
the original or its Lagrange dual problem are decomposed [72]. Primal decomposi-
tion corresponds to the master problem directly giving each subproblem an amount of
resources it can use, while its role is to properly allocate available resources. In dual de-
composition, the master problem sets the prices for each resource and each subproblem
decides the amount of resources to use given the specific prices. The master problem
in these cases needs to obtain the best pricing strategy. Both approaches are capable
to provide a mathematical language and solution methodology for the management of
available approaches. This approach is rather appealing for MCRNs and especially the
distributed ones, where each SU needs to autonomously take decisions regarding re-
sources, while respecting the rules of a centralized master entity. Apart from the fre-
quently used dual-based distributed algorithm, various other types of decompositions
may be employed, each of which provides possibly an alternative network architec-
ture, as mentioned before. A more targeted treatise, specifically focused on methods for
decomposing generalized NUM problems in order to obtain distributed and modular-
ized solutions is provided in [72], where some specific decomposition methods more
appealing to MCRNs (cellular or distributed) can be found.

Given the previous discussion and from a network architecture point of view, two
broad classes of decompositions are possible, namely horizontal and vertical. Roughly
speaking the first regards the protocols of each layer individually, while vertical de-
composition corresponds to alternative modularized control over multiple functional
modules or layers.

The horizontal decomposition potentials of NUM have contributed significantly to-
wards the geographical decomposition of problems, namely allowing distributed com-
putation by network elements for various network protocols, such as TCP, BGP, IEEE
802.11DCF and physical layer algorithms, supporting the systematic attempt to put
many of these on a mathematical foundation [69]. In fact, NUM framework is one of
the first such systematic and generic enough approaches that enable reverse-engineering
of network protocols. A thorough summary of the NUM based frameworks developed
for reverse-engineering the TCP congestion control function [73] and random access
MAC [74] is provided in [69] and [72]. Horizontal decompositions allow multiple
distributed agents, like the ones in ad hoc MCRNs, to solve otherwise centralized prob-
lems, as mentioned above, and thus allow the development of flexible resource manage-
ment frameworks with minimum signaling for such networks.

On the other hand, in vertical decomposition, the general NUM problem itself is
modularized and becomes distributed across the protocol stack of a single user, via dual
decomposition or some primal penalty function. This approach allows for cross-layer
designs and it can be exploited in MCRN mechanism design. The individual modules
can range from adaptive routing and distributed matching to information-theoretic
source coding and signal processing, coupled with explicit message passing of selected
layering prices. Some of the obtained solutions include the following:
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• joint congestion control and adaptive coding or power control,
• joint congestion and contention control,
• joint routing and power control,
• joint congestion routing and scheduling,
• joint routing scheduling and power control,
• joint routing resource allocation and source coding,
• TCP/IP interactions and HTTP/TCP interactions, and
• joint congestion control and routing.

Further details and a more thorough overview of these vertical decompositions may
be found in [69]. These already established algorithms in various wireless settings may
constitute a basis for the design of cross-layered MCRN mechanisms, centralized or dis-
tributed, either by straightforward adaptations when possible, or by properly modifying
the original formulations and following the corresponding methodologies for obtaining
the desired solutions.

In both horizontal and vertical decompositions, the decomposition approach can be
segregated into three major categories, i.e. primal/dual decompositions, pricing for de-
coupling objective function and alternative methods. In order to decompose coupled
constraints, the original problem is split into subproblems which are then coordinated
by a master problem by means of some kind of signaling, often at the benefit of not re-
quiring centralized solution of the master problem. Primal and dual decompositions are
applicable in such cases, and typically the primal one is realized through adaptive slic-
ing, while the dual via pricing feedback. It should be noted that a given decomposition
may lead to more than one distributed algorithm, depending on the choice of update
method, ordering of variable updates and the time scales involved, as explained in the
following regarding hierarchical problem decompositions.

In general, basic NUM allows a number of features for developing distributed algo-
rithmic solutions for end-to-end mechanisms, which are suitable for networks such as
MCRNs. The optimization problem formulation is characterized by:

1. separable objective function,
2. additivity of constraint functions,
3. interchangeability of utility summation index,
4. zero duality gap.

The first and second allow for obtaining easier decomposition methods, while the third
allows for asynchronous updates, which are rather desired in a distributed environ-
ment as the one in MCRNs. The fourth ensures optimality of the obtained solutions
for the general problem. Even though this is not of interest for practical purposes due
to the involved overhead and computational burden imposed, it can be exploited for
assessing the effectiveness of more practical approximation solutions obtained for real
implementations.

In the following, we provide some additional guidelines for selecting the appropriate
decomposition method in MCRNs. Due to the diversity of emerging problems, e.g. cen-
tralized or distributed topologies, different degrees of mobility and inter-dependence,
etc., no piecemeal decomposition methodologies exist, and all factors have to be con-
sidered before making a proper selection. The following guidelines allow identify-
ing the special conditions/requirements of each emerging problem in each analyzed
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MCRN setting and could aid in starting with the right decomposition technique for each
scenario.

A primal decomposition is appropriate when the problem has a coupling variable
such that, if it is fixed to some value, the rest of the optimization problem decouples
into several subproblems. On the contrary, dual decomposition is appropriate when the
problem has a coupling constraint, which when relaxed, the optimization problem de-
couples into several subproblems. Thus, primal-dual decomposition is dictated by the
existence of a coupling variable or constraint respectively.

Violation of the ‘separability of objective function’ feature provided above, yields
problems with coupled utilities and potentially coupled constraints. However, by in-
troducing auxiliary variables and additional equality constraints transfers the coupling
from the objective function to constraint coupling. Such auxiliary variables are denoted
as prices and can be updated using a subgradient method [65]. In addition, violation of
the ‘zero duality’ property mentioned above, leads to alternative decomposition meth-
ods in both horizontal and vertical directions.

Relevant alternative methodologies span a very broad range of research literature.
One of the most characteristic ones is the application of primal-dual decomposition in a
recursive manner, leading to a hierarchy of decompositions, where smaller and smaller
subproblems are obtained. In these cases, convergence and stability are guaranteed if the
lower level master problem is solved on a faster time scale than the higher level master
problem, so that each iteration of a master problem occurs given that all problems at
lower levels3 have already converged.

In all decompositions, there exists an implicit underlying choice of constraint rep-
resentation, while several such representations may be obtained for each NUM prob-
lem. Each representation of a particular NUM may lead to different decomposability
structures, different decomposition approaches, and the associated different distributed
algorithms. In addition, each such algorithm represents a different way to distribute the
desired control over the network architecture (vertical decomposition), or over the net-
work topology (horizontal decomposition). Also, the above scene of layered protocol
architectures reveals an inherent interconnection between neighboring layers and im-
plicitly a virtual interconnection between distant layers. This once more motivates the
potentials of cross-layer design in wireless networks and especially for designing effi-
cient and flexible resource management mechanisms, as desired especially in MCRN
environments.

As mentioned already, the NUM framework extends the utility concept to a broader
framework for network architectures and control and as such, it allows for significantly
more flexible designs. Especially the latter, could constitute a broad extension of layered
protocol architecture approaches, into flexible and powerful mathematical frameworks
dictating the controls that need to be taken in order to obtain the most desired opera-
tions by the developed infrastructures. However, several important issues remain and
currently prevent it from massive implementation in current and short-term future net-
work devices. One of the most important ones is the required computational and signal-
ing burden they impose. Especially in MCRNs, where devices are resource-constrained

3 Here level denotes decomposition hierarchy, rather than protocol hierarchy as in the rest of this
chapter.
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and the time-scales of decision-making are faster than in traditional wireless networks,
NUM approaches do not seem to scale properly in their current form. Significant com-
putational resources are required for determining the right decompositions, while sig-
naling overhead increases substantially as the network becomes larger, especially for
distributed topologies. In order to address such considerations, techniques that further
build on the utility framework have emerged, which on the contrary, focus on retaining
the signaling overhead and the required complexity low. To do so, they sacrifice some
degree of optimality as will be described in more detail in the following subsection.

4.3 Markov Random Field Optimization

An alternative resource management framework to NUM that emerged lately in the con-
text of CRNs [75], and exhibits promising outcomes for performing well especially in
networks requiring distributed operation and management is based on Markov Random
Fields (MRFs). This approach exploits variations of utility functions called potential
functions in order to reduce the computational requirements and allow less overhead
while sacrificing some degree of optimality of the obtained solutions.

Discrete MRFs [76,77] are undirected probabilistic graphical models that have been
of fundamental importance to many computer science problems, such as computer vi-
sion, image processing, swarming intelligence, machine learning, etc. MRF optimiza-
tion focuses on global optimal solutions based on spatially restricted information and
it is mainly expressed in the sense of energy minimization problem due to the close
relationship between MRFs and Gibbs Random Fields (GRFs), as described by the
Hammersley-Clifford theorem [76, 77]. The Hammersley-Clifford theorem asserts that
a GRF distribution (given by equation (12)) with energy function expressed in terms of
clique potentials leads to an MRF conditional probability (given by equation (11)) and
vice-versa. Typically, MRF optimization serves as a framework for optimal decision-
making and distributed optimization in class of problems characterized by large space
of possible configurations, and thus it has attracted the attention of the respective fields
for over 20 years now. This makes MRFs rather suitable for MCRNs, and especially for
multihop types, where optimal coordinated resource management is desired by means
of spatial interactions and subject to spatio-temporal resource limitations.

An MRF can be defined as a strictly positive probability measure on a set S, |S|= n of
spatially dependent random variables Xs (also called sites s ∈ S) that cumulatively de-
termine the global system state. The set of possible states of each site (phase space)
is denoted by Λ , namely Xs takes a value xs ∈ Λ . The family of random variables
X = {Xs,s ∈ S} describes the system state at a specific time and a configuration
ω = {(x1, . . . ,xs, . . . ,xn) : xs ∈ Λ ,s ∈ S} corresponds to one of all possible states of
the system. The finite product space Ω = Λ n denotes the configuration space, i.e. the
set of all possible configurations. Examples of such random variables could be a collec-
tion of pixels in the context of image analysis [78] or a set of SUs with strong spatial
dependencies in a MCRN context [75], where the possible states of each random vari-
able would represent the assigned resources for each SU. Those sites for which their
states influence the state of a particular site s, are called neighbors of s, hence, defin-
ing a corresponding neighborhood system. The key property of MRFs is that the state
of each site is only dependent on the states of its neighbors, thus leading to inherently
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distributed approaches and low computational cost by exploiting knock-on effect, i.e.
local decisions give rise to long-range adaptations towards global optimization. This is
expressed by:

P(Xs = xs | Xr = xr,r �= s) = P(Xs = xs | Xr = xr,r ∈ Gs) (11)

where a neighborhood system on S is defined as a family G = {Gs}s∈S of subsets Gs ⊂
S, such that for every s ∈ S, s �∈ Gs and r ∈ Gs if and only if s ∈ Gr. Gs denotes the
neighborhood of s. In this fashion, MRFs can be considered as a generalization of the
Markov property in space. Similarly, a random field X is called a Gibbs Random Field
(GRF) if it satisfies:

P(X = x) =
1
Z

e−
U(x)

T (12)

where Z := ∑x∈Λn e−
U(x)

T is called the partition function and T = T (n) is called the
temperature of the system. U(x) is called the MRF system energy and represents an
‘energy’ metric of configuration x.

MRF optimization describes the task of finding minimal energy configurations, i.e.
assigning values at each random variable (e.g. channel resources at each SU) to min-
imize the global system energy4. In fact, an MRF distribution is characterized by its
energy function U that can be decomposed into a family of functions V , called poten-
tials, which in turn are associated with a single site or interactions of neighboring sites
and can play a role analogous to the utility functions in NUM. Considering pairwise5

nearest-neighbor potentials (namely, the potential functions associated with a single site
or a pair of neighboring sites [77, 79]), MRF optimization aims at selecting states, xs,
for each site s such that the system objective function is optimized, i.e. minimizing the
MRF energy:

U = ∑
∀ s

Vs(xs)+ ∑
∀neighbors{s1,s2}

Vs1s2(xs1 ,xs1). (13)

As an optimization framework, MRF theory can be straightforwardly used for re-
source management in MCRNs, both centralized and distributed. Especially for dis-
tributed MCRNs, MRF framework can be used to represent their special structure as
multihop wireless networks, i.e. multiple nodes interact with their peers in a finite
communication range, while their local decisions can influence the overall network
performance (describing a knock-on effect, similarly in spirit to the MRF definition
(11)). Compared to previously presented approaches that were inherently centralized
and distributed solution were based on heuristics, MRF theory can seamlessly support
distributed network optimization in resource management and other functions in multi-
hop MCRNs. In this context, the MRF sites represent the wireless CR-aware nodes, the
states of each site stand for their assigned resource and the MRF potentials are appro-
priately defined so as to reflect resource management objectives. For example, based

4 The MRF system energy refers to the value of potential functions employed and not the battery
energy of the terminals used for transmission and computation.

5 Although pairwise nearest-neighbor potentials are commonly used to capture the interaction
of communication pairs, higher order potential functions can be also utilized in a broader sense
depending on the nature of the underlying problem.
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on local only information and MRF optimization, the spectrum sharing problem among
SUs can be efficiently addressed by appropriately assigning radio resources to each
SU such that the overall spatial reuse of radio resources is optimized without causing
interference to higher priority users [75]. In a slightly different approach, the dynamic
selection of the most suitable routing protocol for the prevailing network conditions can
be achieved through an MRF maximum a posteriori (MAP) optimization problem [7],
where nodes make autonomous decisions by coherently combining their observations
with prior beliefs.

The diversity of available resources in MCRNs, as well as their impact through-
out the traditional protocol stack, can be facilitated by the construction of MRF po-
tentials based on general cross-layer utility functions. In this manner, an MRF-based
optimization framework is capable of contributing to network performance improve-
ments, where cross-layer objectives are accomplished by an efficient and holistic re-
source management representation and assignment. It should be noticed that MRF
optimization framework allows for practical non-convex utility functions (without re-
strictive assumptions), since the convergence to global optimal can be achieved through
stochastic relaxation approaches, such as Gibbs sampling [78], by which each node in-
teracts with neighbors based on an asynchronous message-passing system. This is a ma-
jor difference compared to the DBRA and NUM approaches, since probabilistic rather
than deterministic optimization is employed. However, based on such stochastic relax-
ation methods it theoretically takes an infinite time to reach the global optimal solution,
thus sacrificing some degree of optimality in practical scenarios (where finite compu-
tation time is required) for the favor of implementation simplicity. On the other hand,
alternative approaches for addressing discrete MRF-based optimizations are exploit-
ing powerful dual decomposition techniques. In such cases, the corresponding MRF
energy minimization problem is first decomposed into a set of appropriately chosen
sub-problems and then their solutions are combined in a principled way [80]. In this
manner, the MRF energy minimization problem is transformed into a constrained lin-
ear integer problem and auxiliary variables are added towards decoupling the objective
function. Using dual decomposition, as presented in Section 4.2, the initial optimization
problem is decomposed into a master problem and smaller MRF subproblems that are
trivial to be solved. As analyzed in [80], the type and the size of the chosen subprob-
lems, e.g. tree-structured MRFs, loopy subproblems, etc., can affect significantly the
quality of the obtained solution as well as the convergence speed.

From an implementation perspective, the network designer should prefer MRF
optimization framework for system configurations characterized by small size local
neighborhoods such that the overall network will not become overburden, e.g. by the
messages during Gibbs sampling solution approach. Two additional implementation
issues can raise some concerns for applicability in real networking environments and
especially in distributed MCRNs. First, if the convergence time to the optimal solution
is too long such that the network conditions have changed appreciably in the meantime,
then the optimality of solution cannot be guaranteed. Secondly, the appropriate tuning
of potential function parameters poses challenges for an efficient design in real-time
systems. However, compared to the signaling overhead and computational requirements
of DBRA and NUM, MRF decision-making and implementation remain more efficient
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for distributed cases of MCRNs. It should be also noted that the availability of external
resources and infrastructure based systems, such as connection to spectrum databases,
can significantly differentiate the MRF formulation and implicitly determine the most
beneficial methodology for MRF optimization.

All the above facets regarding decomposition, local decision-making, computational
and signaling requirements and simplicity versus optimality will be jointly considered
for the three approaches, namely back-pressure, NUM and MRF based, in the rest of
this chapter. This joint consideration will be developed into a generic network architec-
ture, which in turn can lead to cross-layer and component based resource management
frameworks for MCRNs.

5 Joint Cross-Layer and Component-Based Resource
Management (CCRM) for MCRNs

In the previous subsections three different, but related, cross-layer optimization frame-
works were presented in the context of resource management, mostly relying on math-
ematical advances in network analysis (utility design). Even though these approaches
have been applied in multiple cases in wireless networks and have demonstrated their
promising potential for systematic resource management in various types of wireless
topologies, the heterogeneity of the proposed optimization solutions in conjunction with
the absence of formal cross-layer driven standardization efforts contribute to a compli-
cated state that without doubt discourages commercialization. Towards this direction,
the overall network architecture needs to be reconsidered holistically, in order to capture
the emerging trends of cross-layer design and offer a flexible implementation platform
for adopting the diverse existing optimization techniques in a unifying manner.

Network architecture determines functionality management rather than just resource
allocation. In this context, it is desired to maintain the basic functionalities of existing
protocols, while providing augmentations and additive features in a holistic and coor-
dinated manner through the dynamic incorporation of different optimization method-
ologies. For these reasons, and based on the results of the component-based approach
developed in software engineering [81], hereinafter, we discuss the design benefits of a
component-based network architecture, where the principles of cross-layer design are
offered in a modularized approach. Component-based design emphasizes the separation
of concerns in respect of the wide-ranging functionality available throughout a given
system. It is a reuse-based approach to defining, implementing and composing loosely
coupled independent components into systems. This practice aims to bring about an
equally wide-ranging degree of benefits in both the short-term and the long-term for the
system itself. In this manner, it is possible to facilitate the implementation of diverse
optimization techniques as different modules and circumvent complicated interactions
between multiple layers, thus, reducing the required signaling among layers and retain-
ing the simplicity of the traditional protocol layers, by conveying the complexity of
each cross-layer optimization framework in distinct modules.

The objectives of this holistic architecture should combine the fundamental features
of MCRNs, cross-layer analysis and utility (potential function) optimization. The fol-
lowing list briefly summarizes these objectives and in the following we highlight the
directions and design choices that need to be made in order to fulfill them.
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• The protocol stack should be responsive to variations in the underlying network
conditions so that the optimal operating point is always maintained.

• The benefits of DBRA, NUM or MRF approaches should be exploited on a per case
basis, which could mean instantaneous exploitation of each approach depending on
the operational status of the network.

• As in the case of NUM, vertical and horizontal interdependence associated with
network terminals should ensure that the underlying protocol mechanisms operate
in appropriate time scales with each other and respond promptly to environmen-
tal/operational variations, while ensuring system stability and scalability.

• Spatial dependencies and limitations should be possible to be modeled and ad-
dressed holistically in the design and control of the network, and especially mit-
igate potential excessive interference emerging due to environmental and traffic
conditions.

• Above all, the architecture should allow the achieved decomposition to eventually
lead to network synthesis of different and possibly diverse mechanisms, when this
leads to more efficient implementations, higher performance benefits at the same
or at least slightly increased cost.

In the following, we first describe the proposed joint Cross-layer and Component-
based Resource Management (CCRM) architecture and then the suitability and poten-
tial fit of each of the aforementioned cross-layer approaches within this framework.

5.1 The CCRM General Architecture

Taking the above into account, the envisioned network architecture is depicted in Fig.
5, where the protocol stack of each user is shown separately. For each protocol stack,
a control module spanning across the protocol layer mechanisms is depicted and cor-
responds to the incorporated cross-layer logic, e.g. DBRA, NUM or MRF and possi-
bly combinations thereof. Signaling is exchanged between the cross-layer module and
each protocol layer, while protocol mechanisms of the same user communicate be-
tween well defined interfaces (as in the traditional protocol stack). Signaling between
protocol layers and the control module is local (within the node) and thus bears no
additional overhead, while signaling between mechanisms of the same layer at differ-
ent users is considered as external overhead (delocalized). As long as this overhead is
restricted between neighboring nodes, it is acceptable for distributed operation, other-
wise the imposed cost is even higher. Protocol mechanisms of a user communicate with
peer protocol mechanisms lying in other users by utilizing the services provided by the
underlying protocol layers. Thus, Fig. 5 demonstrates the corresponding potentials for
developing control mechanisms within the CCRM network architecture with respect to
the cross-layer paradigms presented before.

One of the characteristic elements of the architecture depicted is the horizontal and
vertical interdependence between protocol mechanisms. The vertical interdependence
refers to layer interdependence in order to fulfil the data transferring operation, while
the horizontal refers to peer protocol mechanisms that collaboratively achieve a broader
distributed computation or social benefit, e.g. distributed routing and spectrum-aware
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Fig. 5. Vertical and horizontal interdependence of CCRM network architecture. Horizontal in-
volves communication between agents lying at the same layer at different users, while vertical
interdependence is achieved not only between neighboring layers, but across the whole protocol
stack via the cross-layer controller.

agents in MCRNs. This inherent two-tier interdependence of the protocol stack mo-
tivates the use of methodologies such as the NUM framework, where decomposition
techniques can be exploited for assigning the different functionalities across the layers
and users, while also ensuring convergence and synchronization.

The vertical cross-layer module receives in each node all observations regarding the
network and environmental state (both user internal and external information available),
user behavior, traffic conditions, etc., and based on the employed cross-layer framework
it makes proper decisions for exploiting in the most suitable manner available resources
at various layers. Feedback signaling (internal) is returned to protocol mechanisms in
order to make the proper resource assignments and allocations. It should be also noted
that in the envisioned architecture, the signaling information collected at the cross-layer
decision module is of local nature, already available at each user, or at most obtained
through simple message exchange (possibly piggybacked in exchanged data frames at
no significant additional cost) in the immediate (one-hop) neighborhood of each user
(external information).

The above architecture is rather suitable for implementing efficient resource manage-
ment in multihop MCRNs, since it accommodates their distributed nature in collecting
local information from the network and environment, assess the current state within a
user’s neighborhood and then make intelligent/informed decisions regarding the allo-
cation and manipulation of available resources in the best possible manner, essentially
implementing a form of the cognitive cycle operation presented in Fig. 2. The architec-
ture of Fig. 5 seamlessly enables the cognitive operation of MCRNs, and in addition,
it adopts and extends a novel cross-layer design approach, based on modular operation
and control. The cross-layer decision-making can be implemented according to vari-
ous frameworks, while the information collected should provide as many indications as
possible, e.g. SINR values, interference, noise, etc. The resulting mechanisms should
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be able to respond in a timely and efficient manner to all variations, as shown in the
cognitive cycle of Fig. 2.

The component-based design approach employed in the CCRM architecture, allows
for great flexibility in terms of horizontal and vertical decision-making in the system.
Through the part of the architecture that is common to all users (traditional protocol
mechanisms, e.g. routing, medium access, coding), MCRN users are capable of main-
taining their connectivity and communication, thus fulfilling the fundamental role of
network formation. At the same time, the decision-making part of each user (cross-
layer controller module) is decomposed from the rest of the protocol stack and thus
potentially, apart from making different decisions, it can even vary across different
users, according to the resources of each device, e.g. CPU, memory, energy, transceiver
capabilities.

These diverse implementations of the cross-layer controller in each user may be ap-
plying completely different means for allocating resources. However, in any case, each
different cross-layer controller makes decisions compatible with the rest controllers in
the network, e.g. ensuring that capacity is fairly distributed if required, or that conges-
tion is not concentrated in a single network part, or more importantly, that interference
does not become excessive for the network, etc. This is implicitly ensured via peer sig-
naling communication provided by protocol mechanisms of the common protocol layer
stack.

The latter alone is a very significant challenge that requires considerable effort to
achieve. Furthermore, it has major implications on the cumulative signaling of the ar-
chitecture, often posing limitations to the achieved control over the resources and envi-
ronmental conditions. Especially in ad hoc (multihop) MCRNs, all these processes do
not have the luxury of centralized solutions, and thus, as will be explained in more detail
in the following, great caution along with thorough analysis and testing is required, in
order to achieve the seamless operations of the depicted architecture with the existing
available frameworks.

5.2 Applicable Frameworks for the CCRM Architecture

With respect to the CCRM architecture described in the previous subsection, it be-
came apparent that the selection of framework for designing a cross-layer controller
is crucial for the operation and performance of the system. A first approach would
be to employ a single framework, e.g. develop a controller according to NUM prin-
ciples. However, the real value of CCRM is that a combination of frameworks, may
potentially and under specific circumstances, yield hybrid cross-layer controllers. For
instance, the latter could lead to designs where a back-pressure max weight algorithm
is employed for scheduling and routing and an MRF decision module for channel allo-
cation in MCRNs, or a back-pressure framework is used by one user and an MRF based
controller by another user for managing the same types of resources by different users,
e.g. both approaches used for channel allocation purposes.

The multi-commodity cross-layer approach presented previously can successfully
capture the cross-layer data flow across the vertical stack, from the transport to the phys-
ical layer. However, applying it directly in the CCRM architecture as a sole methodol-
ogy for the cross-layer controller at each user is not straightforward in the context of
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CCRM, particularly for multihop MCRNs. The main reason is that the framework does
not currently allow for efficient ways to describe the horizontal interdependence of
decision-making and it does not provide methods for decomposition of protocol func-
tionalities, as the NUM and MRF frameworks do. The multi-commodity formulation
takes for granted a protocol layer separation (namely that congestion control takes place
at the transport layer, routing at the network, etc.) and accounts for the data flowing
through the boundaries of each layer. The latter does not allow for determining such
boundaries dynamically, as desired in environments such as MCRNs. NUM and MRF
frameworks currently cover better these aspects of dynamic operation decomposition.
Thus, additional work would be required to ensure that the back-pressure approach can
be holistically applied in the CCRM architecture.

Dynamic operation decomposition can be better accommodated by the NUM or
MRF frameworks. More specifically, NUM fundamentally allows collecting environ-
mental and network state input into cross-layer modules and then obtaining distributed
solutions corresponding to decomposed protocol mechanisms and proper resource al-
locations, through formal decomposition methods. These also provide system stability
and scalability guarantees (obtained efficiently and in a feasible manner mainly for
centralized MCRNs) increasing the robustness of the infrastructures. NUM also allows
dynamic redefinition of the protocol stack, as explained before, and thus allows both
horizontal and vertical flexibility of the architecture.

Similarly, the MRF framework enables most of the aforementioned benefits of NUM,
at the added feature of simpler and less complex implementation through stochastic
relaxation methods. Of course, in order to achieve this, it sacrifices some degree of op-
timality of the obtained network adaptations, as explained before. However, the signif-
icant benefit of this approach is that it ensures distributed and feasible collaboration of
the cross-layer network controllers across network users (mainly in multihop MCRNs)
in a guaranteed manner and through strictly local (one-hop) signaling information, with
formal convergence guarantees in most cases.

There are many alternatives to decompose the cross-layer function of each approach
(NUM, MRF) into distributed control and assignment of networking functions across
layers. In addition, the time-scales of protocol interactions within the stack of a user or
across same layers of multiple users vary considerably. Some preliminary discussion re-
garding decomposition and timing scales was provided previously, and especially with
respect to NUM. However, the response timing scales within the CCRM architecture
will need to be considered across the whole architecture for different or even hybrid
implementations of DBRA/NUM/MRF frameworks. Furthermore, such considerations
should take into account the alternative decomposition solutions emerging in each case.
Since various aspects of their operation, e.g. convergence, implementation, etc., differ
inherently, the architecture should ensure that even though the employed control frame-
work can be switched according to the component-based methodology, the employed
decision-making timescales of the developed mechanisms will remain consistent,
ensuring the stability and scalability of the whole system.

The CCRM architecture allows addressing the spatial properties of the formed net-
work via formal methods, since both NUM and especially MRF inherently incorporate
the spatial dependencies in their cross-layer formulation. An evolved form of DBRA
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would be applicable too. Thus, this can be further exploited in the decomposition of
protocol mechanisms and signaling decision-making, so as to either overcome spatial
limitations, e.g. at network borders, or exploit spatial relations that potentially allow
the decomposition to be implemented in a more efficient manner and possibly with less
cost (e.g. less message passing, etc.). A general trend emerging according to the char-
acteristics of each approach presented, dictates that NUM appears more suitable for
centralized, while MRF more suitable for multihop CCRM architectures. An evolved
DBRA approach with protocol decomposition features would be applicable for both
network types and hybrid designs would favor one or another network type, depending
on the specific features employed and the design objectives to be satisfied.

On a final note, the proposed component-based CCRM framework allows prop-
erly addressing the benefit versus cost of collaboration tradeoff, which is especially
important for the MCRN paradigm. The dynamic protocol and parameter adaptation,
enabled by decomposition, allows for balancing such tradeoff towards the desired di-
rection according to the operational objectives and via the provided mathematical tools
(primal/dual decomposition, stochastic relaxation, etc.). Various such examples are al-
ready available in the literature, e.g. those provided in [69], [75]. In addition, this trade-
off leads to a broader tradeoff between performance and architecture, where on the
one hand higher performance can be achieved by centralized approaches such as NUM
based paradigms, while simplicity is favored by relaxation-based methods, e.g. Gibbs
sampling in MRF paradigms. Given this tradeoff between performance and implemen-
tation, the tension between the two opposing objectives can relate to realizing short-term
versus longer-term gains respectively, and their corresponding operational time-scales
imposed by environmental or application factors.

5.3 The Road Ahead

From the previous discussions, it has become evident that considerable work has been
already accumulated in the analysis and development of cross-layer protocol architec-
tures for MCRNs and other types of wireless networks. However, significant additional
steps need to be taken in order to ensure that such schemes operate as seamlessly and
efficiently as intended to. Especially combining different features of the available ap-
proaches, e.g. the simplicity of MRFs with the stability properties of the back-pressure
technique, is a direction currently under-explored and possibly even under-rated. Thus,
several aspects of the described frameworks should be further investigated and extended
to more systematic methodologies, which will be possible to be exploited in standard
network analysis and design.

NUM offers a mathematical component-oriented solution to network coordination
and resource allocation. This modular approach of cross-layer provided by NUM should
be transformed into a broader framework that defines more explicitly resource manage-
ment and control. The component-based approach developed in software engineering
combined with cross-layer DBRA, NUM or MRF methodologies could provide the de-
sired platform and theoretical tools for developing more holistic and computationally
tractable techniques to required network adaptations, while also ensuring the desired
performance with as little cost as possible. However, while a number of cross-layer de-
sign proposals already exist, and many of them are suitable for application in MCRNs,
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it is not clear which are the most suitable for specific types of emerging problems in
MCRNs. The following, is a non-exhaustive list of related aspects that require addi-
tional study, and we believe that the field is mature enough to tackle them successfully
in the near future. More in-depth analysis of these aspects will reveal the importance of
each approach within diverse problem and goal sets. Other broader and more ambitious
open issues are discussed by the end of this subsection.

• Investigation of the possibility to use concurrently DBRA/NUM/MRF based con-
trollers at different users of the same network, e.g. some users employ NUM-based
controllers, while others employ MRF-based or DBRA-based. Signaling issues will
require thorough investigation in this case.

• Network optimization versus reconfiguration cost (feasibility-complexity issues).
Should the controller perform reconfiguration or is it better to perform complete
optimization from first grounds?

• Systematic and automated approach to switch between available cross-layer im-
plementations, i.e. back-pressure, NUM or MRF based. Uniformly switch between
presented controllers concurrently by all nodes based on the escalating network
conditions.

• A systematic treatment on the variety of vertical decompositions, which will con-
tribute to a rigorous understanding of the architectural choices for allocating func-
tionalities to control modules.

• Explore if enumeration and comparison of alternative decompositions can be done
systematically and in an automated fashion.

• Stability of a cross-layer architecture (harmonization and coordination among parts
operating at different timescales).

• Study of control loop conflicts for parameters controlled by multiple mechanisms
spanning over two or more layers.

• Investigation of the long-term architectural value (benefit) of the proposed protocol
stack modifications in a holistic rather than fragmented fashion.

• Real experimentation of available cross-layer resource management approaches in
diverse use cases by exploiting existing cognitive radio platforms.

In order to properly assess the magnitude of each of the above open issues regarding
the CCRM architecture, and in general the cross-layer resource management, a thor-
ough cost-benefit analysis is required in terms of implementation complexity versus the
performance improvement yielded by each of them. Then, a more thorough quantita-
tive analysis of each aspect should be performed, and progressively incorporated into
the rest of the architecture and corresponding implementations.

Perhaps the major issue that requires attention and cannot be answered in a defi-
nite manner at the moment, is how different and diverse cross-layer design approaches
can coexist within an even broader network analysis and control framework that al-
lows adapting networks to anything a designer or user can think of, dynamically and by
consuming the least of resources. Furthermore, the question of whether a truly generic
framework suitable for MCRNs exists, a framework that could optimally identify net-
work conditions and respond to them effectively, can drive ahead the corresponding
research for many more years.
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6 Conclusions

In this chapter, we focused on the area of mobile cognitive radio networks (MCRNs),
and especially on relevant resource management methodologies. We explained the an-
ticipated role of dynamic and self-organizing devices employed in MCRNs and pre-
sented the features they should bear in order to achieve efficient resource management.
In MCRNs, cross-layer analysis emerged as a natural approach for tackling the diversity
of involved parameters and mechanisms both for resource management and network op-
timization. Following the presentation of relevant state-of-the-art approaches, such as
the back-pressure, NUM and MRF based, we introduced a cross-layer and component-
based resource management architecture (CCRM) for mobile cognitive radios that
extends the cross-layer paradigm and utility optimization principles, and aims at a sys-
tematic and potentially automated network reconfiguration approach. The CCRM ar-
chitecture seems promising in potentially achieving efficient resource management and
dynamic network optimization. We believe there is still much road to be covered regard-
ing optimal network reconfiguration and resource management and this chapter aspired
to provide a cornerstone towards this direction.

On a closing note, we iterate that the proposed approach for resource management in
MCRNs is a bold attempt to exploit mathematical advances in network analysis in the
last decade in the fields of optimization and discrete mathematics, as well as achieved
advances in DSA approaches. Several problems pose considerable challenges, some
of which are constrained by the current state-of-the-art available in the corresponding
mathematics and device technology fields. Among others, such problems include the
interplay between cross-layer control frameworks (DBRA/NUM/MRF) and DSA limi-
tations regarding interference mitigation. The progress achieved in the near future will
indicate the degree to which the problems mentioned in this chapter will be tackled. In
any case, the effort in this chapter aspires to offer valuable insight and it is expected to
contribute to even more fruitful results in the future.
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Abstract. This chapter proposes a novel routing protocol enriched with a 
capacity-aware scheme that enables energy conservation and efficient data flow 
coordination among communication nodes with heterogeneous spectrum 
availability in distributed cognitive radio networks. Efficient routing protocol 
operation, as a matter of maximum energy conservation, maximum-possible 
routing paths establishments and minimum delays is obtained by utilizing both 
a signaling mechanism and an energy efficient scheme that were implemented 
based on a simulation scenario. This simulation scenario includes a number of 
secondary communication nodes, operating over television white spaces 
(TVWS) under the “spectrum of commons” regulation regime. The validity of 
the proposed energy efficient routing protocol is verified, by conducting 
experimental simulations and obtaining performance evaluation results. 
Simulation results validated routing protocol efficiency for minimizing energy 
consumption, maximizing resources exchange between secondary 
communication nodes and minimizing routing delays. 

Keywords: Cognitive Radio Networks, Routing Protocols, TV White Spaces, 
Energy Conservation. 

1 Introduction 

Cognitive Radio (CR) technology [1] provides an emerging communication paradigm 
that exploits efficiently radio spectrum resources, enabling for the deployment of 
future sophisticated wireless networks. CR networks are comprised of communication 
nodes, capable of adapting their technical characteristics, based on interactions with 
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the surrounding spectral environment. They can sense a wide radio spectrum range, 
dynamically identify locally unused/unexploited frequencies and efficiently access 
them. This capability opens up the possibility of designing new dynamic radio 
spectrum access strategies/policies with the purpose of opportunistically reusing 
under-utilized frequencies at local level, such as “television white spaces” (TVWS) 
[2].  TVWS comprise VHF/UHF radio spectrum portions that are either resulted by 
switchover process from analogue to digital terrestrial television, or are completely 
under-utilized due to frequency planning principles (“Interleaved Spectrum”) [3]. 
Therefore, introduction of CR networks in TVWS represents a disruption to the 
current “command-and-control” paradigm of TV/UHF spectrum management, thus 
the exploitation of CR technology is highly intertwined with the regulation models 
that would eventually be adopted [4], [5]. “Spectrum of Commons” regime is a well-
suited regulation model, adopted in distributed cognitive radio networks, where  
resource allocation is presided locally by communication nodes, instead of using a 
centralized entity, such as a spectrum manager [6].  

The flexibility in radio spectrum access phase by CR networks caused new 
challenges along with increased complexity in the design of communication protocols 
at different layers. More specifically, the design and adoption of efficient routing 
schemes, is a vital process for such an emerging networking paradigm. Ad-hoc CR 
networks are characterized by completely self-configuring architectures [6], where 
routing is challenging and different from routing in a conventional wireless network. 
A key difference is that spectrum availability in an ad-hoc CR network highly 
depends on primary communication nodes presence, thus, it is difficult to exploit a 
Common Control Channel (CCC), in order to establish and maintain a fixed routing 
path between secondary communication nodes. 

Energy conservation figures an important aspect for the high performance 
deployment in ad-hoc CR networks. On one hand, the Energy Conservation scheme has 
to be reactive so that the Energy levels of wireless nodes will be tuned according to the 
estimated parameters (i.e. capacity, traffic [7] of the nodes). On the other hand, an 
Energy-efficient scheme has to take into consideration the bounded end-to-end delays of 
the transmissions. As the network lifetime is closely related to the transmission 
characteristics [8] of a source node to a destination node and the underlying routing 
protocol used [9], a mechanism that combines the temporal traffic-aware behavior of the 
node [10] and the efficient routing scheme in an end-to-end path has to be investigated.  

In this context, this chapter elaborates on the design, development and 
experimental evaluation of an energy efficient routing protocol for ad-hoc CR 
network architectures, enabling for the effective communication of secondary 
communication nodes that operate under the “Spectrum of Commons” regime. More 
specifically, a signaling mechanism combined with an energy efficient scheme is 
proposed, based on the Backward Traffic Difference estimation [7, 8, 10] in contrast 
to the end-to-end bounded delay of the transmission. Based on the underlying routing 
scheme and the volume of traffic that each node receives/transmits, the proposed 
scheme aims at minimizing the Energy consumption by applying asynchronous, non-
periodic Sleep-time assignment slot to the secondary wireless nodes. Following this 
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introductory section, Section 2 elaborates on related work and research motivation, 
while section 3 presents the design and development of a novel green aware routing 
protocol, enabling for the energy efficient data transition, across secondary 
communication nodes with different TVWS availability. Section 4 elaborates on 
performance evaluation analysis of the proposed research approach, discussing 
experimental results and Section 5 concludes this chapter by highlighting fields for 
future research. 

2 Related Work and Research Motivation 

Conventional routing algorithms exploited in wireless ad-hoc networks, enable for the 
optimization of network performance metrics, such as end to end delay, switching 
delay and backoff delay. A rich literature on conventional routing protocols is 
available based on network-wide broadcast messages, without using any local hops 
information, towards improving the choice of optimum routing paths. Such 
approaches are not suited for wireless CR networks, since there is no support for 
concurrently considering radio spectrum availability of secondary communication 
nodes, as well as the effect on other primary nodes that share spectrum resources. In a 
general context, several research approaches have been recently proposed in [11], 
[12], [13], [14], towards addressing routing issues in CR networking environments. 

Furthermore, a routing protocol is proposed in [15], exploited to combine 
geographical routing and radio spectrum assignment, towards avoiding regions with 
high presence of primary communication nodes. It also determines optimum routing 
path channel combinations that reduce delays in the network. A spectrum aware data 
adaptive routing algorithm is proposed in [16], where the end to end route selection 
depends on the amount of data to be transferred. Furthermore, the proposed routing 
protocol in [17] builds a forwarding mesh based on a set of available routes to the 
destination and opportunistically adapts during the forwarding process, according to 
the dynamic radio spectrum conditions. Moreover, a joint approach of on-demand 
routing and spectrum band selection is proposed in [18] for CR networking 
environments and a delay based metric is used to evaluate the quality of alternative 
routes. Most of the previous schemes are based on on-demand routing protocols and 
discover paths between source and destination communication nodes.  

On the other hand, the routing mechanism has to be strictly associated with the 
Energy-efficiency when the CR networking architecture hosts wireless nodes 
requesting spectrum, via which the traffic will be transferred. Therefore, the routing 
mechanism in collaboration with an Energy efficient scheme should guarantee the 
end-to-end availability of requested resources whereas it should be able to 
significantly reduce the Energy Consumption. In addition, the mechanism should be 
able to maintain the requested scheduled transfers and the entire end-to-end 
connectivity. Many recent measurement studies [19] have convincingly demonstrated 
the impact of Traffic on the End-to-End connectivity [20] and thus showed the impact 
on the Sleep-time duration and the Energy Consumption. Measures extracted in  
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real-time using realistic traffic [19-20] have shown that the impact of the 
responsiveness of the routing scheme in regards to the end-to-end transmission 
reliability is significant. Real-Time communication networks and multimedia 
systems, exhibit noticeable burstiness over a number of time scales [21-22]. Based on 
the stochastic traffic modeling, the traffic in most of the cases can be expressed in 
time exhibiting fractal-like characteristics. The problem of hosting a scheme, where in 
collaboration with the routing mechanism used, takes into account the traffic 
characteristics in order to conserve energy has not yet explored. The scheme will be 
able to tune the wireless interfaces of the nodes to the Sleep or Active state according 
to the incoming Traffic and a model which considers the next Sleep-time duration. 
Notwithstanding, many Sleep-time scheduling strategies were introduced that model 
the node transition between ON and OFF states. Existing scheduling strategies for 
wireless nodes could be classified into three categories: the coordinated sleeping [23], 
where nodes adjust their sleeping schedules, the random sleeping [24], where there is 
no certain adjustment mechanism between the nodes in the sleeping schedule with all 
the pros and cons [10], and on-demand adaptive mechanisms [25], where nodes enter 
into Sleep-state depending on the environment requirements whereas an out-band 
signaling is used to notify a specific node to go to sleep in an on-demand manner. 

Although there are many schemes developed addressing different Energy 
Conservation methodologies, the combination of a traffic-aware scheduling scheme 
with the routing protocol supported by the CR networking architecture, has not yet 
been explored. The latter poses a fertile ground for the development of new 
approaches with the association of different parameters of the communication 
mechanisms, in order to reduce the Energy Consumption. Such schemes are classified 
into active or passive mechanisms. Active techniques conserve energy by performing 
energy conscious operations, such as transmission scheduling and energy-aware 
routing. Mavromoustakis et al. in [19] consider the association of Energy 
Conservation problem with different parameterized aspects of the traffic (like traffic 
prioritization) and enable a mechanism that tunes the interfaces scheduler to sprawl in 
the sleep state according to the activity of the traffic of a certain node in the end to-
end path in real-time. 

The main target of the proposed scheme and research approach of this chapter, is to 
exploit the incoming Traffic pattern in order to minimize Energy Consumption of 
secondary communication nodes. The scheme takes into consideration the repetition 
pattern of the Traffic, as well as the delay limitation (bounded delay) of each 
transmission. The proposed scheme then estimates the Backward Traffic Difference 
for extracting the time duration for which the nodes are allowed to Sleep (overcoming 
the network partitioning problems and considering the delay limitations of the 
transmission). This mechanism, in order to enable further recoverability and 
availability of the requested resources, uses promiscuous caching [10] in an 
opportunistic manner, to cache the packets destined for the node with turned-off 
interfaces (sleep state) onto intermediate nodes. This methodology enables, through 
the Backward Traffic Difference estimation, the next Sleep-time duration of the 
recipient node to be adjusted according to the activity duration and the volume of the 
traffic in collaboration with the routing mechanism. 
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3 Energy Efficient Routing Scheme Using Backward Traffic 
Difference Estimation 

The transmission of secondary communication nodes in an ad-hoc CR network is based 
on radio spectrum opportunity, where routing has to take into account the availability of 
spectrum in specific geographical locations at local level. Spectrum awareness, route 
quality and route maintenance issues have to be investigated for different routing 
schemes, in order to enable for efficient data transfer across regions with heterogeneous 
radio spectrum availability, even when the network connectivity is intermittent or when 
an end to end path is temporarily unavailable. Figure 1 illustrates a simulation scenario, 
where primary nodes operate over specific channels in three geographical areas (i.e. 
Area A, B and C in Figure 1). Secondary nodes (i.e. 43 nodes were defined in 
simulation scenario) opportunistically operate, by utilizing remaining available channels 
in each geographical area (i.e. TVWS in Figure 1). It has to be noted here that a CCC 
does not exist between secondary nodes, which are located in neighboring geographical 
areas (i.e. Area A, B and C in Figure 1). In this case, secondary communication nodes, 
which are positioned in locations with higher TVWS availability (e.g. locations outside 
areas A, B and C) operate as intermediate relay nodes, switching between alternative 
channels. Therefore, such relay nodes enable for ad-hoc connections among secondary 
nodes, located inside areas A, B and C. 

 

Fig. 1. Secondary communication nodes operating over heterogeneous TVWS 

Taking into account this simulation scenario, spectrum awareness has to be 
investigated, regarding routing in such an ad-hoc CR network, where secondary nodes 



328 G. Mastorakis et al. 

are prohibited to operate on spectrum bands occupied by primary nodes. The main 
target of routing in this CR networking environment is to provide optimal, high 
throughput data transfer by efficiently selecting the best routing paths among 
secondary nodes. In this framework, a novel routing protocol has to be adopted, in 
order to enable routing path discovery capabilities, considering TVWS heterogeneity 
of different geographical areas. Route quality issues have also to be investigated since 
the actual topology of such multi-hop CR networks is highly influenced by primary 
nodes behavior and classical ways of measuring/assessing the quality of end-to-end 
routes (nominal bandwidth, throughput, delay, energy efficiency and fairness) should 
be coupled with novel measures on path stability. In a general context, routing in an 
ad-hoc CR network over TVWS constitutes a rather important but yet unexplored 
problem, especially when a multi-hop network architecture is considered. Therefore, a 
novel routing protocol is vital to be designed and developed, in order to overcome the 
above mentioned challenges, towards establishing and maintaining optimum routing 
paths, among communication nodes with different radio spectrum availability. 

3.1 Signalling Routing Mechanism  

Secondary nodes located outside geographical areas A, B and C in the above 
mentioned scenario, are able to operate over all available channels (i.e. c.40-c.60) and 
act as intermediate nodes, connected with a Geo-location database that includes 
information regarding TVWS availability. They are also enhanced with routing 
mechanisms capabilities, enabling to determine routing paths between secondary 
nodes with different radio spectrum availability in such areas. Towards enabling for 
an optimum data transfer, among secondary communication nodes, a novel routing 
protocol was designed, developed and evaluated, by conducting experimental 
simulations. This routing protocol is based on the exchange of AODV-style messages 
[26] between secondary nodes, including two major steps in the route discovery 
process (i.e. route discovery and route reply step). Figure 2 presents the detailed 
signaling mechanism of the proposed routing protocol for handling both RREQ and 
RREP messages. A source node initiates a flow (i.e. New Flow in Figure 2), 
transmitting a RREQ message to an intermediate node located in a neighboring 
location. This intermediate node determines if it is possible to accommodate the 
incoming flow based on information stemming from the Geo-location database. In 
case that it is possible to accommodate it, performance metrics are evaluated and 
RREQ message is forwarded to the next hop. When destination node receives this 
message, it is informed of TVWS availability along the routing path from the source 
node. Destination node replies by sending a RREP message to the source node that 
includes relevant information, concerning channel allocation. Such data/information 
is mainly exploited to enable secondary nodes setting their channel of operation along 
the routing path. When source node receives RREP message, routing path has been 
established and useful data transmission is initiated. 
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Fig. 2. Message exchange process of the proposed routing protocol 

In the case when the intermediate node is not capable to accommodate the 
incoming flow (i.e. new flow in Figure 2), a redirection mechanism (redirection 
process in Figure 2) is in charge of informing the source node, about the neighboring 
node, which could possibly act as an alternative intermediate node. Towards further 
optimizing the proposed routing protocol, an assigning mechanism was designed and 
adopted to alleviate service load of intermediate nodes. This process is adapted to 
each intermediate node, which is further able to determine if a neighbor node 
performs better during the process of routing paths establishment. More specifically, 
when a source node initializes a new flow, by sending a RREQ, the intermediate node 
is informed regarding the status of neighboring nodes from the geo-location database 
through the CCC. Then, the intermediate node evaluates the new flow (i.e. evaluation 
of performance metrics) and encapsulates the evaluation results in a message that it is 
forwarded to all neighboring nodes. Once neighboring nodes receive a redirecting 
request, they check its validity with the corresponding flow, ensuring that they are not 
the source/destination nodes or next-hop nodes of that flow. Then the neighboring 
nodes initiate a process, in order to evaluate the flow and they send to the 
intermediate node the result of the evaluation through a redirecting reply message. 
Once the intermediate node receives the redirecting reply from several of its 
neighboring nodes it then selects the optimum one, in order to serve/accommodate the 
incoming flow. 

For enabling Energy-Efficiency in the proposed framework a Backward Traffic 
Difference (BTD) estimation [19] methodology is used. The main additional 
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contribution is that, in the proposed framework, the BTD estimation is bounded by the 
delay limitations of the transmission, whereas it takes into consideration the hop-by-
hop link delay as well as the total end-to-end delay of the transmission. The later 
should satisfy the delay requirements of the transmission. The designed model 
guarantees the End-to-End availability of requested resources, while it significantly 
reduces the Energy Consumption and maintains the requested scheduled transfers, in 
a mobility-enabled communication. The innovation adopted in this scheme is that 
each secondary mobile node uses different assignment(s) of sleep-wake schedules 
based on the incoming traffic difference that each node receives through time. The 
Sleep-time duration is assigned according to the BTD scheme in a dissimilar manner 
in order to enhance node’s lifetime, whereas it avoids mutation which, will result in 
network partitioning and resource sharing losses. 

Assuming that a mobile secondary node has already used the depicted routing 
scheme of the previous section and established an End-to-End connection in order to 
transmit requested content/packets. Routing occurs on the End-to-End basis and each 
node separately runs the Traffic-aware mechanism using the BTD as is described in 
the following section. The mechanism measures the traffic that traverses each one of 
the nodes, where the BTD estimation through the assigned time-window frame will 
affect the Sleep-time duration and enable Energy Conservation onto nodes as 
conducted simulation experiments show. 

3.2 Backward Traffic Estimation for Energy-Efficient Transmission 

The scheme takes into consideration the incoming nodal traffic and estimates the 
Sleep-time duration of the node according to the Backward Traffic Difference (BTD), 
using a certain window frame-size. Traffic that is being traversed in a path is being 
forwarded on a hop-by-hop basis from one node to another until it reaches the 
destination. On one hand, if node is available and in Active-state, it receives the 
transfer (for example file), whereas if the node receiving the file is not the destination, 
it forwards the packet to the destination node via other neighbouring hop-nodes in the 
path1. On the other hand, if the next hop-node is not available to receive and process 
within a specified time-frame the transmission to the next-hop node, then 
promiscuous caching [10] of the transmitted packet occurs in the path. This is 
performed in order to buffer the packets that are intended for the destination node. 
Therefore the proposed traffic-based framework is focusing on the Traffic that is 
incoming for each node and for a specified time-window T. Packets will be sent from 
a source to a destination via intermediate nodes as expressed in the routing procedure 
earlier. The monofractality properties [10] were taken into consideration for 
modelling the energy schedules for a certain time-frame in order to enable Energy 
Conservation. The traffic and the monofractal characteristics of it were considered in 
order to enable greater associativity with the self-similar behaviour expressed in [10, 
19], where the window of the traffic duration is tw. In this work we consider the 
window to be  

                                                           
1  The path is constructed according to the routing scheme explored in the previous section. 
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where ),( dstw is the time window measure for the multipath pair source-destination 

model and where the limit of it should be bounded into τk time duration for the 
determined window size. k should be less than 2 in order to satisfy the monofractality 
property of the repetition index ( )NR t  of the incoming traffic [10]. 

When nodes in the transmission path are expecting traffic they keep their 
communication network interfaces in Active-state for time t. This means that if the 

transmission will delay with t actived t>  where activet is the active time duration of 

the wireless nodal interface, then nodes may set their interfaces to an Energy 
Conservation state (Sleep-state). In this respect, the scheme enables the promiscuous 
caching [10] to be enabled. The packets that are destined for the certain node can be 
cached for a specified amount of time (as long as the Node (i) is in the Sleep-state) in 
the 1-hop neighbour node (Node(i-1) that is in Active state) in order to be recoverable 
when the referred node enters the Active state. When certain node has incoming 
traffic then the node remains active for prolonged time. As a showcase, this work 
takes the specifications of the WiMax IEEE 802.16e (specs v. 2005) [27] that are 
recommending the duration of the forwarding mechanism that takes place in a non-
power saving mode lays in the interval 0.1 nsec < τ <1 psec. This means that approx. 
80 times in a msec the communication’s triggering action between nodes may result a 
problematic end-to-end transmission reliability/accuracy. Adaptive Dynamic Caching 
[8] takes place and enables the packets to be “cached” in the 1-hop neighbouring 
nodes. Correspondingly, if node is no-longer available due to sleep-state in order to 
conserve energy (in the interval slot T=0.08 μsec), then the packets are cached into an 
intermediate node with adequate capacity equals to: ( ) ( ), ( ) , ,

f ft k s t iC t C t> where

ft iC Cα> ⋅ ; where iα  is the capacity adaptation degree [10] based on the time 

duration of the capacity that is reserved on node N of kC ; where ( ), ( )ft k sC t is the 

needed capacity where iis the destination node and k  is the buffering node (a hop 
before the destination via different paths). 

This work associates also the Backward Difference Traffic moments with the 
Sleep-time duration in order to tune the Active durations of a node according to the 
transmissions’ activities and the expected traffic for the next time step. This is 
performed via the BTD estimation which enables the capacity of the traffic ( )C t  that 

is destined for the Node i in the time slot (duration) t, and the traffic capacity ( )iN tC  

which is cached onto Node (i-1) for time t, to directly affect the Sleep-time of a node. 
The one-level Backward Difference of the Traffic is evaluated by estimating the  
difference of the traffic while the Node(i) is set in the Sleep-state for a period, as  
follows: 
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where (1)iNC∇ denotes the first moment traffic/capacity difference that is destined 

for Node(i) and it is cached onto Node (i-1) for time τ , 2 1( ) ( 1)T Tτ τ− − is the 

estimated traffic difference while packets are being cached onto (i-1) hop for 
recoverability as in [19]. The Traffic Difference is estimated so that the next Sleep-
time duration can be directly affected according to the following:  

 1 1( ( )) , , { 1, }total totalC T C C C C Tδ τ τ= − ∀ > ∈ −  (3) 

where the Traffic that is destined for Node(i), urges the Node to remain active for 
( ( ))

0prev
total

C T
T

C

δ ⋅ > ,

 
prevT  is the previous Sleep-time duration ( { 1, }τ τ− ) of the 

node. On the contrary with related approaches, this work measures the BTD within a 
certain transmission time-frame. This means that each transmission is bounded by a 
certain delay limitation (time-duration ( , )wt s d ), which cannot be overtaken. When a 

node receives traffic, the traffic flow ft , can be modelled as a stochastic process [19, 

20] and denoted in a cumulative arrival form as { ( )}
f ft t T NA A T ∈= , where 

( )
ftA T  represents the cumulative amount of traffic arrivals in the time space [0..T]. 

Then, the ( , ) ( ) ( )
f f ft t tA s T A T A s= − , denotes the amount of traffic arriving in 

time interval (s, t]. Hence the next Sleep-time duration for Node (i) can be evaluated 
as a function of the Traffic that traverses the Node (i) provided that the amount of 
traffic arriving in time interval (s, t] is measured according to the total aggregated 
Traffic/Capacity that the channel can handle at time t. The next Sleep-time duration 
for Node (i)can be defined as:  
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where ijδ  is the delay that the transmission experiences to reach destination j, maxΔ is 

the max allowed delay-duration that the transmission cannot overtake. The aggregated 

traffic destined for Node (i) should satisfy the 
1

sup ( , ) ( )
f f

f

N

t t
s T t

A s T C T
≤ =

  − 
  
 , for traffic 

flow ft  at time T and ( )
ftC T  represents the service capacity of the Node(i-1) for 

this time duration. Taking into consideration the above stochastic estimations, the 
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Energy Efficiency 
ftEE  can be defined as a measure of the capacity of the Node(i) 

over the Total Power consumed by the Node, as:  

 

( )
( ) f

f

t

t

C T
EE T

TotalPower
=   (5) 

Equation 5 above can be defined as the primary metric for the lifespan extensibility 
of the wireless node in the system. 

The basic steps of the proposed scheme can be summarized in the pseudocode of 
Table 1. 

Table 1. Basic steps of the proposed BTD scheme with the bounded transmission delay 

for Node(i) that there is ( )C t >0 { 

  while ( ( )iN tC >0) { //cached Traffic measurement 

    Evaluate ( (1)iNC∇ ); 

Calc(
1 1( ( )) , , { 1, }total totalC T C C C C Tδ τ τ= − ∀ > ∈ − ) 

if (Activity_Period=
( ( ))

prev
total

C T
T

C

δ ⋅ >0)  

//Measure Sleep-time duration 

( ( ) | ( , ))
( 1) , ( ( )) 0,ft

previ
total

C T A s T
n T C T

CL
δ

δ+ = ⋅ ∀ >  
max

( , ) 2 ij
wt s d

δ
<

Δ
  

Sleep ( ( 1)
i

nL + ); //sleep duration for the upcoming slot  

 } //for 

}//while 

 

4 Performance Evaluation Analysis, Experimental Results and 
Discussion 

A number of experimental tests were conducted, in order to validate the efficiency of 
the proposed routing protocol. Performance evaluation results were extracted, by 
conducting exhaustive simulation runs and experimentation using the NS-2 and the 
generated real traffic traces for implementing the proposed scenario. The energy 
consumption model used in the simulation for the calculation of the amount of energy 
consumed is based theoretically on the specifications of the WiMax IEEE 802.16e 
(ver. 2005) [27]. The extracted results are characterizing the trade-off issues between 
the performance in deploying the discussed scenario and the Energy consumption of 
each secondary CR node by using the proposed traffic-oriented scheme. Results also 
encompass comparisons with other existing schemes for the throughput, the reliability 
and the accuracy offered by the proposed framework as well as EC efficiency 
conveying an estimated confidence interval (CI) of approximately 3%<CI<5%. All 
confidence intervals were found to be less than 5% of the mean values of the certain 
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Abstract. Cognitive Radio (CR) paradigm has been introduced to overcome 
several problems related with the limited resources of radio spectrum in 
wireless networks. Towards this direction, CR network architectures exploit 
dynamic spectrum access mechanisms for an efficient usage of the available 
frequency slots. Such frequency slots include specific parts of radio spectrum, 
like the TV White Spaces (TVWS). In this context, this chapter elaborates on 
reviewing the related research approaches in the field of radio spectrum 
management and trading, considering both centralized and distributed network 
architectures. In addition, a radio resource management (RRM) and trading 
solution is presented to enable for the opportunistic exploitation of TVWS in a 
centralized CR network. Efficient administration of radio spectrum resources is 
achieved, by using a novel RRM framework, adopted in a spectrum broker that 
is in charge to effectively orchestrate the available wireless networking 
resources. Finally, fields for further research are proposed, concluding this 
chapter. 

Keywords: Cognitive Radio, Spectrum Trading, Radio Resource Management, 
TV White Spaces. 

1 Introduction 

The current trend in emerging wireless network infrastructures is the realization of 
Cognitive Radio (CR) networks, researched and developed to overcome challenges 
related with the efficient exploitation of the available radio resources. Deployment of 
CR networks can satisfy/fulfill the increasing users’ demand for bandwidth-hungry, 
QoS-sensitive mobile services, by enabling dynamic access to the available spectrum 
pool, along with on-demand utilization of radio resources. Cognitive radio networks 
use mechanisms to interact with the surrounding spectral environment [1] - [5] and 
dynamically identify locally unexploited frequency slots [6]. This capability gives the 
possibility to design dynamic spectrum access strategies/policies for reusing under-
utilized spectrum at local level. Major obstacle, however, towards the wide-spread 
deployment and massive exploitation of CR networks is the current spectrum 
administration policy (i.e. Command-and-Control) that only allows licensed networks 
exploiting specific frequency bands, while prohibiting any other secondary 
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transmission within these frequencies. Such a case of licensed spectrum are the TV 
white spaces (TVWS) [7] (i.e. television frequencies that comprise VHF/UHF 
frequencies [8]). Therefore, introduction of CR networks in TVWS currently 
represents a disruption to the “command-and- control” paradigm of TV/UHF 
spectrum management and thus the exploitation of the CR technology is highly 
intertwined with the regulation models that would eventually be adopted. “Spectrum 
of Commons” enables the coexistence of secondary systems with primary ones in the 
same geographical location. In this case, there is no spectrum broker to manage 
resources allocation and Quality of Service (QoS) cannot be guaranteed QoS-sensitive 
applications. On the other hand, “Real Time Secondary Spectrum Management” (i.e. 
RTSSM) scheme enables primary networks to deal spectrum permission rights with 
secondary networks, towards establishing a spectrum market. Radio Resource 
Management (RRM) algorithms are utilized in this case to optimize the process of 
spectrum allocation.  

In this context, the rest of this book chapter focuses on issues related to the 
efficient design of trading mechanisms that effectively allocate TVWS. More 
specifically, Section 2 presents related work and research motivation, as well as the 
potential technology of CR networks that can be utilized for optimum resource 
exploitation. Two main categories of CR topologies are presented, while potential 
implementation is also provided. In addition, a centralized network architecture that 
enables for radio resource management and trading is also presented in Section 3. The 
proposed architecture exploits a RRM and trading algorithm, that allocates the 
resources, either optimizing the spectrum usage or by increasing the spectrum broker 
utility through auction-based processes. Finally, Section 4 presents performance 
evaluation analysis and experimental results, while Section 5 concludes this work and 
proposes fields for possible future research. 

2 Related Work and Research Motivation 

2.1 Television White Spaces - TVWS 

Transition from analogue to digital terrestrial television (i.e. Digital Switchover - 
DSO) [9] - [13] in EU countries [14] adopts DVB-T standard [15] for the provision of 
audio-visual content. The remaining available frequencies that will be completely 
unused (especially at local level [7]) due to frequency planning issues are known as 
“Interleaved Spectrum” [16], while frequencies that are released or remain “leftover” 
by the digital switchover process, are known as “Digital Dividend” [17] – [18]. 
Television White Spaces (TVWS) consist of Interleaved Spectrum, as well as Digital 
Dividend spectrum. TVWS usually sum up-to tenths of MHz at local/regional level, 
facilitate low cost and low power system design, provide superior propagation 
conditions and building penetration, while at the same time their sufficiently short 
wavelength allows the construction of resonant antennas. For instance, a potential 
exploitation of TVWS can be performed by a cognitive radio network, where in the 
coverage area between broadcasting services defines the white spaces. Several studies 
and results highlight that white spaces are present and fragmented. 
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2.2 Cognitive Radio Network Principles 

Towards efficiently exploiting TVWS, state-of-the-art wireless technologies are 
required to allow opportunistic and dynamic exploitation of any available radio 
spectrum in the VHF/UHF bands, which are traditionally utilized in a static manner 
by primary/licensed systems (e.g. DVB-T/H). In this context, critical technical 
requirements among the envisaged schemes are the ability of these technologies for 
interference-free operation with incumbent transmissions (either by licensed users or 
other unlicensed ones). Towards this direction, recent research efforts and 
technological solutions resulted in the development of cognitive radio technology, i.e. 
a new communication paradigm for wireless communication systems, which aims to 
opportunistically exploit any available (in time and space) radio frequencies. The 
main attribute of a CR technology is that every action depends on its local 
observations. In this respect, CR networks require spectrum-aware operations, in 
order to adapt the transmission/reception mode according to the dynamic spectrum 
environment. In other words, CR networks access and exploitation of any locally 
available spectrum is a matter of a number of processes, interrelated and intimately 
tied-up each to other, altogether constituting the so-called cognitive/cognition cycle 
[19], [20], [21], [22]. The cognitive cycle mainly consists of four spectrum 
management functions: spectrum sensing, spectrum decision, spectrum sharing, and 
spectrum mobility [22]. 

In a cognitive radio network, two types of users exist, licensed or primary and 
unlicensed or secondary users. Primary users (e.g. DVB-T transmitters) are the 
incumbent systems of the spectrum band of UHF/VHF that exploit licensed operation, 
under the current spectrum policy (i.e. command-and-control). On the other hand, 
secondary users are able to operate in the absence of primary ones, or in cases that 
they do not cause interference to nearby licensed users. Thus, sophisticated spectrum 
sensing and management methods are required, as well as new spectrum policies have 
to be adopted, in order to permit the opportunistic operation of unlicensed users. A 
cognitive radio network enables to establish communication among cognitive radio 
nodes/users. Related communication parameters can be adjusted, according to change 
in the environment, topology, operating conditions, or user requirements [20]. 

2.3 Cognitive Radio Network Architectures  

Architectural design issues categorise most cognitive radio networks as infrastructure-
based or ad-hoc, according to their topology, or as single-hop or multi-hop according 
to the communication between a transmitter and a receiver [1]. For example, in a 
single-hop infrastructure-based CR architecture, communication among unlicensed 
users is achieved through a central controller (e.g. a base station [1]), which takes the 
responsibility of managing and coordinating secondary spectrum access (e.g. 
allocation of time, frequency band, and transmit power). On the other hand, in a 
multi-hop infrastructure-based CR architecture multiple base stations are utilised (i.e. 
relay nodes), enabling unlicensed users to exchange data even though they are not in 
the transmission range of each other (multi-hop communication) [1]. In an ad-hoc CR 
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architecture, the unlicensed users communicate with each other directly (i.e. in a peer-
to-peer mode) without requiring any base station assistance. The communication can 
be either single-hop or multi-hop [1]. It should be noted that for multi-hop 
communications, some unlicensed users can temporarily assume the role of relay 
stations [23]. Additionally to the above categorization, CR networks can be based, 
either on centralized architectures or distributed ones, depending on the place where 
the spectrum decision and access process is taking place. 

2.3.1   Dynamic Radio Resource Management in Centralized Cognitive Radio 
Networks  

A central controller (i.e. Spectrum Broker) is taking the decision on spectrum access 
in a centralized architecture, by collecting information about the spectrum usage by 
the licensed users. Based on this information, an optimal solution (e.g. one which 
maximizes spectrum utilisation while satisfies secondary users) on dynamic spectrum 
access can be obtained. The decisions of the central controller are communicated/ 
broadcasted to all unlicensed users in the network. However, information collection 
and exchange to/from the central controller can incur a considerable overhead. The 
centralized dynamic spectrum access schemes may be implemented following two 
approaches, i.e. based on decision-making optimization and based on auction theory. 
In short, an optimization-based approach emphasizes to the technical aspect, while an 
auction-based approach emphasizes to the economic aspect of dynamic spectrum 
access. 

More specifically, in an optimization-based approach, the spectrum access by 
secondary systems/users is formulated as an optimization problem, which can be 
solved by a variety of techniques i.e. closed form solution, mathematical 
programming and integer/combinatorial programming. In such a formulation, the 
common objective is to maximize the spectrum efficiency (i.e. maximize spectrum 
utilization with as less as possible unusable spectrum fragments) while the common 
constraint is to maintain the interference at the lower tolerable limits to avoid causing 
interference to licensed users. The most common optimization implementations are 
the non-linear programming belonging to the field of mathematical programming, as 
well as the integer/combinatorial programming. The optimization process involving 
non-linear objective functions and constraints is called non-linear programming, 
where the key difference with the linear one is the inequality between the local 
optimum and the global optimum i.e. there can be more global optimums and a simple 
“climbing uphill” algorithm cannot solve the optimization problem. Popular solutions 
for solving a non-linear-programming problem are genetic algorithms, simulated 
annealing and the Monte Carlo method. On the other hand, the integer/combinatorial 
programming encompasses the optimization problems that involve parameters with 
integer values or parameters that are of combinatorial nature. These are multi-
objective problems that can be solved only as a search for the optimal answer through 
the entire set of possible answers. The goal of the integer/combinatorial programming 
is shortening the search to a smaller subset of possibilities. The simplest solution is 
the backtracking algorithm that generates all possible spectrum allocations, by 
performing systematic/exact search. It should be noted, however, that the choice of 
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the most appropriate decision-making optimization technique constitutes an 
application-driven approach, based on specific use-case scenarios, and by taking into 
account the corresponding implementation intricacies. Thereupon, metrics such as the 
complexity of the algorithm, the range of the possible solutions to be checked, the 
processing time and computational power required for obtaining the optimum solution 
have to be considered prior to choosing the most applicable technique. 

Alternatively, centralized dynamic spectrum access schemes may be implemented 
by elaborating on economic issues [24]. A game theoretic perspective studies this 
process and provides solutions to the radio spectrum trading approach. The spectrum 
trading problem can be formulated as a game among two or more entities (i.e. 
spectrum broker and secondary systems) with incentives to conflict or to cooperate. In 
centralized architectures, where the spectrum broker orchestrates the operation of 
resource management, auction theory is also a well suited tool to elaborate on 
fairness, efficiency and valuation independence issues. Moreover, auctions assure 
truthfulness, which is an attribute that indicates the actual valuation of the bids that 
are sent by secondary systems to request access to the available radio spectrum. Based 
on the above, auction theory can be applied considering the TVWS as the commodity. 
The auction theory is capable not only to determine the spectrum access and 
allocation strategies, but also to determine the price, cost, and utility of spectrum 
access by the secondary systems.  

Auction theory [25] has been exploited to determine the optimum allocation of 
resources, where sellers try to increase their revenue. Each secondary system in 
Auction theory sends its bids, reflecting the player’s value. The most widely exploited 
Auction processes that have been used in such case are the single, the double and the 
combinatorial ones. Also, radio spectrum can be leased at the same time by using 
simultaneous auctions or sequentially through sequential auctions [26]. This last set 
includes the combinatorial auctions [27], [28]. 

2.3.2   Dynamic Radio Resource Management in Distributed Cognitive Radio 
Networks 

In the case of a distributed decision process for dynamic radio-resource exploitation, 
the deployment of a central controller may not be feasible, thus the unlicensed/ 
secondary users can individually and autonomously decide on spectrum access. The 
communications overhead in this case would be smaller, but since each user has only 
local information, the optimal solution for spectrum access may not be achievable by 
all unlicensed users. The most common behaviour of a secondary user in a distributed 
cognitive radio network can be classified in collaborative–cooperative, collaborative–
non-cooperative, and non-collaborative–non-cooperative. 

In case of the cooperative behaviour, secondary systems try to obtain a common 
objective, even though this resource management decision may not provide the 
optimal one for individual purposes. In other words, a secondary user is concerned 
more about to maximize overall utility than its individual performance. For instance, a 
bargain game is usually adopted to formulate interaction between cooperative 
systems, where the cooperative behaviour can be either collaborative or non-
collaborative. For instance, in a collaborative–non-cooperative case, secondary user 
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may agree to exchange some information, but it makes a decision considering its own 
benefit. It is also obvious that in case a secondary system is collaborative–
cooperative, it makes decisions considering the overall network performance. 
Alternatively, participants in non-cooperative, as well as non-collaborative, games 
behave selfishly (i.e. to maximize its own benefit), while individual players separately 
decide. 

The choice of selecting a behaviour depends on both the type of the CR network 
and the secondary users. For instance, secondary users that belong to the same group 
have common objectives and typically have cooperative behaviour. In contrast, if the 
secondary users are independent and have different objectives, non-cooperative 
behaviour is the most appropriate. However in all cases of a distributed network 
architecture, the learning ability of CR users is vital in order to make intelligent and 
optimum decisions. In particular, secondary users have to observe and learn the 
network environment (e.g. the locally available radio spectrum), in order to get 
knowledge about the system, an attribute that drive to efficient decisions on spectrum 
exploitation. Also, knowledge can be either collaborate or non-collaborative.    

2.3.3   Implementation of RRM in Centralized and Distributed Cognitive Radio 
Networks 

Related research approaches have been considered for both architectures to solve the 
problem of spectrum management and trading. The choice of an architecture type is 
based on the main characteristic of the CR network that the researcher wishes to exam 
and present. For instance, authors in [29], [30], [31], present centralized architectures, 
where the unlicensed users share the resources under the spectrum of commons 
policy. In such cases, the authors elaborate on RRM schemes, considering the main 
attributes interference avoidance techniques for QoS guarantee, markov chains for 
licensed prioritization and admission control with power allocation. In this category, 
the optimization goal is to allocate the resources by protecting primary users. 
Moreover, authors in [32], [33], [34] implemented a centralised topology under the 
RTSSM policy that enables for coordinated spectrum trading and negations between 
the central controller and the unlicensed users. In such cases, the spectrum broker 
guarantees the protection of primary users. Additionally, authors in [35], [36], [37] 
solve the allocation and trading problem considering not only a coordinated allocation 
under the RTSSM but also a trading mechanism that exploit auctions. A number of 
auction schemes have been proposed such as synchronous, asynchronous, sequential, 
concurrent, multi-bid etc. Significant efforts also considered distributed topologies in 
both spectrum policies. Such topologies are selected to examine the behaviour of 
unlicensed users prior to obtain the resources. Authors in [38], [39], [40] implement a 
spectrum sharing model under the spectrum of commons policy, in order to efficiently 
allocate the resources at guaranteed QoS.  

In this context, the next section presents a centralized architecture that enables for 
radio resource management and trading by exploiting the RTSSM policy for efficient 
spectrum usage and broker revenue [41], [42], [43], [44], [45], [46], [47], [48], [49], 
[50], [51]. The proposed architecture enables for QoS guarantees through the broker 
and interference avoidance through a geo-location spectrum database. The 
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implemented RRM and trading algorithms, of the proposed architecture, allocate the 
resources either optimizing the spectrum usage or by increasing the spectrum broker 
utility through auction-based processes. 

3 Overall Cognitive Radio Network Architecture 

This section elaborates on a centralized CR network architecture that exploits both the 
optimization and auction approaches for obtaining spectrum sharing   based on the 
RTSSM policy. A centralized topology approach has been followed, since QoS 
guarantee is important. In addition, this centralized approach enables the trading of 
radio spectrum, establishing secondary markets for leasing and auction. A spectrum 
broker entity in this network topology manages the available resources and power 
assigned to secondary systems, towards keeping the desired QoS and interference 
below the regulatory limits. The overall network architecture of such a centralized 
infrastructure-based CR network, is depicted in Figure 1. More specifically, this 
approach consists/comprises of a) a Spectrum Broker to manage TVWS access and b) 
a number of Secondary Systems (i.e. SS), like mobile network systems or wireless 
networks, each one accommodating users geographically adjacent to it, competing 
spectrum utilization.  

 

Fig. 1. Centralized CR network architecture  

In particular, the Spectrum Broker consists of two sub-entities, a Dynamic TVWS 
Allocation Mechanism (RRM module), as well as a Trading and Price Discovery 
mechanism (Trading module), and a number of repositories. TVWS occupancy 
repository is provided with information from the Geo-location database (spectrum 
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information supplier) that includes data, towards creating a pool of the available 
TVWS in specific geographical areas. The Geo-location database frequently updates 
TVWS occupancy repository, in order the latter to create a spectrum-portfolio.  

More specifically, and according to this architecture, SSs’ requests for TVWS access 
are communicated (e.g. via dedicated links) to the Spectrum Broker, where the Radio 
Resource Management module processes them as a matter of the Secondary System 
technical requirements (e.g. requested BW, transmission power, etc.). Prior to any 
spectrum allocation, the economics of TVWS transactions are also analysed/elaborated 
(Trading Module in Figure 1), considering the price per unit of spectrum.  

All activities within the envisaged Real Time Secondary Spectrum Market are 
coordinated by the Broker, which is in charge to obtain the best-matching solution, 
taking into account parameters with integer values or combinatorial nature, such as 
the available TVWS, the number of secondary systems, the required bandwidth, the 
maximum allowable transmitted power, the spectrum-unit price, etc. Eventually, the 
anticipated best-matching solution (spectrum allocation scheme) will be the result of 
two alternative TVWS allocation mechanisms, based on a fixed-price or an auction-
based policy. In case that a fixed-price policy is followed, an optimization algorithm 
(e.g. Backtracking, Simulated Annealing, Genetic Algorithm) obtains the best-
matching/optimal solution. This can be performed by minimizing an objective 
function, as a matter of spectrum fragmentation and Secondary Systems prioritization. 
Alternatively, in the auction-based policy, the spectrum broker collects bids from the 
secondary systems to determine the allocation solution. 

3.1 TV White Spaces Allocation Process   

This section presents the spectrum allocation/leasing problem, following either the 
fixed-price or auction-based approaches. According to initial measurements 
conducted in [52], [53] frequencies availability comprises of ten TV channels (i.e. 
8MHz each) scattered among digital terrestrial television radio spectrum. In case of 
fixed-price allocation process, the spectrum broker reaches to the most optimal 
allocation solution, by minimising an objective function “C(A')” (i.e. equation 1), as a 
matter of allowable transmission power (P(i,f)), requested bandwidth (BW(i,f)), 
spectrum fragmentation (Frag(i,f)), when a secondary system “i” is assigned to a 
specific frequency “f” and/or secondary systems prioritisation (Pr(i)) (e.g. in case that 
a number of secondary systems must be served before other ones, due to higher QoS 
level priority). : ′ = [ ( , ) ( , ) ( , ) P ( )]                            (1)∈∈  

On the other hand, auction-based process is best suited in cases that total 
requirement for radio spectrum is considered more than the available radio resources 
(i.e. equation 2).  >                                                                      (2) 
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Furthermore, when the auction-based algorithm is followed, radio spectrum sellers 
are denoted as N = {1,2,…,n}. N is 1 in the proposed CR networking architecture, 
according to the simulation scenario (i.e. Spectrum Broker, leasing the available 
TVWS S = {1,2,…,s} to I = {1,2,…,i} secondary systems). Each buyer “i” is able to 
purchase xi portions of radio spectrum for a specific time period ti, by reporting a 
price Pi

(b) = {xi, ti} (i.e. Bid Price of m for specific portion of spectrum in a specific 
time), while spectrum broker leases yn portions of radio spectrum for a specific time ti, 

by reporting a price Pn
(s) = {yn, ti} (i.e. Asking Price of m for specific portion of 

spectrum in a specific time). Finally, xi,n is the quantity, which is leased by “i” 
secondary system from spectrum broker. The pair (i,s) in the pseudo-code of Table 1 
represents possible combinations of solutions, regarding “s” TVWS to “i” Secondary 
systems. In case that spectrum broker benefit has to be maximized, an optimization 
problem is formulated as follows, based on linear programming (i.e. equation 3): 

: , ( ) − ( )                                             (3) 

4 Performance Evaluation Analysis, Experimental Results and 
Discussion  

Towards verifying the validity of the proposed approach, for different pricing models, 
several simulation tests were performed, while the available TVWS were based on 
real data [52], [53], [54]. Figure 2 depicts the average benefit/income of spectrum 
 

 
Fig. 2. Spectrum Broker Average Benefit 
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broker, under various numbers of bidders (i.e. LTE secondary systems). It is observed 
that the algorithm based on the auction process performs better providing higher 
revenue compared to the fixed-price algorithm. 

Moreover, spectrum utilization was estimated as the percentage of the exploited 
bandwidth over the totally available TVWS, while spectrum fragmentation was 
estimated, by considering the unused parts of radio spectrum and the size for each 
individual fragment. Figure 3 and Figure 4 present evaluation results, regarding 
average spectrum utilization and spectrum fragmentation respectively. As spectrum 
utilization is increasing, resulting to an increased number of secondary systems that 
exploit TVWS, fragmentation is also increasing, getting worst. In case of the fixed-
price algorithm, the most optimum solution is provided, based on minimizing 
spectrum fragmentation, resulting to lower levels of utilization. On the other hand, 
auction-based algorithm creates a more fragmented radio spectrum after the allocation 
process, when the number of secondary systems served, is higher in comparison to the 
fixed-price algorithm.   

 

Fig. 3. Average Spectrum Utilization 

Finally, probability of accessing TVWS is a metric that defines the possibility of a 
secondary system permitted to operate, exploiting radio spectrum resources. The 
auction-based algorithm provides a higher probability of using TVWS, in comparison 
to the fixed-price algorithm, as depicted in Figure 5. This implies that bidders are 
encouraged to participate in the auction-based process, increasing the possibility to 
access the available TVWS. 
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Fig. 4. Average Spectrum Fragmentation 

 

Fig. 5. Average Probability of accessing TVWS 

5 Conclusion and Further Research 

The work carried out within this book chapter elaborated on potential cognitive radio 
network architectures that allow efficient radio resource management and spectrum 
trading. These network architectures constitute the basis for the efficient and fast 
deployment/establishment of broadband metropolitan infrastructures. Also, a research 
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work presented based on a centralized topology that exploits a prototype algorithm to 
provide both optimum spectrum exploitation and maximum possible revenue to the 
centralized entity (i.e. spectrum broker). However, in such architecture open issues 
have to be taken into account for future work. For instance, a potential field for future 
exploitation is the issue of energy efficiency in centralized cognitive radio network 
architectures. Measuring network lifetime is a critical design issue for uninterrupted 
information flow in CR networking architectures. CR networking nodes are energy 
‘hungry’, operating on limited energy resources, whereas replacement or recharging 
of CR mobile terminals/devices is infeasible. Moreover, the fact that mobile devices 
change in time their location, there is no guaranteed QoS level during the resource 
exchange process, resulting to reduced performance responsiveness, under such 
conditions. Energy harvesting is important to be performed in CR networking 
systems, where network partition can frequently occur, since nodes move freely. This 
partitioning problem causes a part of data to be often inaccessible to a number of CR 
nodes. In turn, the energy consumed, by wireless devices, as well as the bandwidth 
allocation policy in collaboration with the power and frequency bandwidth 
measurements, pose a great challenge for both operators and wireless access 
technology planning developers, towards further exploiting the cooperative diversity 
and meeting QoS requirements of each service provided. As energy conservation is an 
important trade-off for high performance deployment in CR networks, the supporting 
energy schemes have to be reactive so that the energy levels of wireless nodes will be 
tuned, according to the associated parameters (i.e. capacity, traffic [55], [56] and 
remaining supporting energy of the nodes). In a general context, an energy-efficient 
scheme [57], [58], [59] has to take into consideration the bounded end-to-end delays 
of transmission and provide connectivity assurance, by exploiting technical 
measurements of the network lifetime that are closely related to the transmission 
characteristics and the underlying access policy used [60], [61], [62]. An efficient 
methodology should combine the temporal bandwidth-aware behaviour of the node 
[63], [64], [65] with the access policy used for achieving optimal energy in an end-to-
end path, using both mobile peer-exchange mode and radio access mode.  
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Abstract. This chapter proposes a Cognitive Radio network architecture that 
enables for the efficient operation of mobile devices over TV White Spaces. 
The proposed network architecture comprises of a Geo-location database and a 
spectrum broker that coordinates TV White Spaces access, by a number of 4G  
secondary communication systems, competing/requesting for the available 
radio spectrum. Furthermore, it introduces an innovative methodology for 
evaluation of energy and resource consumption in mobile cognitive devices that 
does not require any external metering device but exploits the advanced 
software and hardware features of modern smart phones to this end. In 
particular, the various APIs provided, by such operating systems for access to 
their functionality can be used for adequately auditing and reporting resource 
consumption on such mobile platforms. More specifically, we evaluate energy 
consumption and CPU utilisation in various communication scenarios via a 
number of experimental tests, carried out under controlled conditions. Network 
connectivity, calling and multimedia playback are some of the scenarios that are 
evaluated and presented here. 

Keywords: Cognitive Radio Networks, Energy Consumption Evaluation, 
Resource Consumption, Mobile Devices. 

1 Introduction 

Ubiquitous provision of wireless services, rich in multimedia content, raises the need 
for increased radio spectrum availability and creates new challenges in cellular 
networks resources management and guaranteed Quality of Service (QoS). Radio 
spectrum utilization studies have resulted that most of licensed spectrum parts are 
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under-utilized [1] and considerable units of it are available, when both space and time 
dimensions are taken into account. TV White Spaces (TVWS) is an example of 
under-utilized radio spectrum that comprises of VHF/UHF channels, released after 
analogue to digital terrestrial television switchover process and interleaved spectrum, 
which is available due to frequency planning issues [2]. TVWS include large parts of 
radio spectrum especially at local/regional level, enabling for low cost and low power 
systems design due to superior propagation conditions [3]. Therefore, TVWS are well 
suited for wireless networks services, provided by sophisticated cellular systems. 
Towards addressing the need for increased radio spectrum demand, a number of 
cutting-edge technologies may be exploited, such as the LTE standard [4] that 
provides flexible deployment, in terms of high spectral efficiency, effective 
bandwidth management, as well as different modulation/coding schemes. In addition, 
LTE systems can be designed to operate in alternative, un-used radio spectrum bands 
(e.g. TVWS), when both dimensions of space and time are considered [5], coexisting 
with other telecommunication systems.  

LTE deployment over TVWS will enable cellular network operators to cover large 
geographical areas with less number of base stations, decreasing investment costs and 
providing cheaper cellular broadband services, especially in rural areas. Furthermore, 
this part of radio spectrum could be exploited to support peak data traffic in urban 
areas with increased bandwidth demands, while several schemes to share channels on 
a temporary basis of short or medium duration may be investigated, towards 
providing relief of crowded cellular networks that experience peak loads. Deployment 
of LTE systems requires a new radio spectrum management policy. Among the 
envisaged schemes [6], [7] the Real Time Secondary Spectrum Market (i.e. RTSSM) 
policy is the most appropriate solution, especially for deployments that require 
sporadic access to radio spectrum and for which QoS guarantees are important. 
RTSSM policy, adopts radio spectrum trading, by permitting spectrum license holder 
to run admission control algorithms that allow secondary systems to access wireless 
networking resources, only when QoS is adequate. Trading of secondary spectrum 
usage may occur through network management entities (e.g. spectrum broker), 
exploiting Radio Resource Management (RRM) algorithms [6], [8], in order to 
efficiently allocate the available resources to secondary systems [9], [10]. Secondary 
systems, in this case, dynamically request access, only when radio spectrum is needed 
and are charged based on channel utilization basis, as a matter of types of services, 
access characteristics and priority level requirements [11][12]. 

A vital enabler towards deployment of LTE systems over TVWS, considering the 
RTSSM policy, is Cognitive Radio (CR) technology/networks [13], [14]. CR 
networks enable dynamic access to radio spectrum from secondary systems, by 
avoiding to cause interference to primary ones. For this purpose, a centralized 
network architecture [15] is appropriate for LTE deployment based on RTSSM 
policy, rather than a distributed one, due to QoS provisioning requirements. 
Furthermore, the exploitation of a spectrum broker enables the orchestration of the 
available network resources, by collecting information about radio spectrum access 
usage stemming from primary systems, as well as information about the transmission 
requirements/demands from secondary systems. Based on this information, an optimal 
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solution (e.g. solution that maximises spectrum utilisation) on dynamic spectrum 
access is obtained. 

On the other hand, the evaluation of network nodes lifetime is a critical design 
issue for uninterrupted information flow in CR networking architectures. Especially 
as it concerns the modern mobile devices, smart phones or tablets, they are quite 
energy ‘hungry’ and operate on limited energy, hardware and network resources, 
whereas replacement or recharging is infeasible. This fact becomes really critical if 
we take into account that devices of this type are considered anymore as life 
companions and not just as means for occasional communication, as happened with 
mobile phones just a few years ago. This induces continuous and intensive use of 
them almost everywhere and at any time, hence they should assure their owners 
reliable and long-term operation under any circumstances, even when away from a 
power line for a long period. In that context, multimedia playback, gaming, browsing, 
calling and location-based services are included among the most popular, but energy- 
and resource- demanding, applications. The execution of such applications, 
sequentially or in parallel, consumes a great percentage of hardware and network 
resources (CPU, memory, battery and bandwidth) critically affecting device 
availability and degrading its performance. This inevitably affects the native and 
operational needs of such devices. For example, the fact that mobile devices update 
quite often their location with the network contributes to the absence of any 
guaranteed QoS level during the resource exchange process, resulting in reduced 
performance responsiveness, under such conditions. The same stands for the control 
plane signalling of communications. Despite the fact that each such system reserves 
resources for its operational needs, it is obvious that the more heavy applications are 
running, the more resources will be consumed and the more performance degradation 
the user will experience. Hence, efficient dynamic rescheduling of processes that 
would release resources and would lighten the execution load in the device would be 
really desirable. Wishing would be also a dynamic estimation of the available time an 
operation could be executed on a device under a given battery charge and execution 
load or of the device’s performance degradation that is induced by the launching of an 
application. The first step towards such cognitive algorithms is the evaluation of 
various critical applications and operations in terms of resource demands including 
battery and CPU utilisation. 

In this context, this chapter is making progress beyond the current state-of-the-art, 
by proposing a CR networking architecture, where its operation is controlled via a 
radio spectrum broker that receives information regarding the availability of TVWS 
from a geo-location database. Furthermore, it introduces an innovative methodology 
for evaluation of energy and resource consumption in mobile cognitive devices that 
does not require any external metering device since it exploits the advanced software 
and hardware features of modern smart phones to this end. In particular, the various 
APIs provided by such operating systems for access to their functionality can be 
efficiently used for adequately auditing and reporting resource consumption on such 
mobile platforms. Following this introductory section, the rest of this chapter is 
organised as follows: section 2 discusses the design of the spectrum broker, 
incorporated into the proposed CR network architecture and elaborates on energy and 
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resource consumption issues of mobile devices. Section 3 details on the proposed 
methodology used to evaluate energy and resource consumption of the mobile CR 
mobile devices, providing experimental results on various communication scenarios, 
while section 4 concludes the chapter, by identifying fields for future research and 
experimentation. 

2 Broker-Based Cognitive Radio Network Architecture 

This section firstly presents a broker-based CR networking architecture for efficient 
TVWS exploitation, under the RTSSM policy. The overall networking architecture is 
depicted in Figure 1, comprising of a spectrum broker that coordinates TVWS 
management, a number of LTE based secondary systems, competing/requesting for 
TVWS access, as well as of a Geo-location database. According to this architecture, 
spectrum broker consists of five sub-entities, a TVWS occupancy repository, a RRM 
module for TVWS allocation, a spectrum trading and policies repository, a spectrum 
trading module and an energy controller. TVWS occupancy repository obtains 
information from the national database, namely as Geo-location database, which 
includes data, regarding the available TVWS in specific geographical locations and 
maximum allowable transmission power levels per channel, in order to avoid causing 
interference to primary systems. TVWS occupancy repository creates a spectrum-
portfolio, including all the above mentioned information that is advertised to all LTE 
based secondary systems. 

Moreover, the RRM module matches secondary systems requirements with 
available resources, allocating TVWS based on specific QoS requirements. This 
module adopts/implements RRM algorithms, by exploiting information stemming 
from the Geo-location database, in order to determine the available channels and 
maximum transmission power levels, at which a secondary system is allowed to 
operate, towards avoiding spectrum fragmentation, optimising RRM process and 
supporting QoS provision or guaranteed fairness to TVWS access. Furthermore, 
trading module is responsible to determine the revenue of spectrum broker, which 
aims to trade/lease radio spectrum with temporary exclusive rights to the most 
valuable secondary systems, while spectrum trading and policies repository possesses 
data, regarding the TVWS leasing process and the price per spectrum-unit that is vital 
during the phase of resources trading, towards creating a price-portfolio. 

Radio spectrum broker entity adopted in the proposed CR networking architecture 
(see Figure 1) is in charge to manage/trade the available channels, among a number of 
secondary systems that participate to TVWS allocation process. It initially informs 
secondary systems, regarding spectrum portions available for leasing, as well as 
relevant information regarding maximum allowable transmission power thresholds. 
This information originated from the Geo-location database, is hosted within the 
TVWS occupancy repository. Spectrum broker advertises both a spectrum-portfolio 
and a price-portfolio to all secondary systems, informing them about transmission 
characteristics and call price of the available TVWS. After this stage, LTE systems 
provide their demand for the available spectrum portions, which is defined by the 
offered price. Spectrum broker firstly collects all radio spectrum requests/demands in 



 Energy and Resource Consumption Evaluation of Mobile Cognitive Radio Devices 363 

 

the RRM module, which is in charge to analyse and process them, as a matter of all 
technical requirements by LTE systems and the available TVWS characteristics. For 
each spectrum portion/fragment, spectrum broker creates and maintains a list with the 
requests, namely as request-portfolio, in order to allocate each spectrum fragment to 
the most valuable LTE system that showed interest, respecting QoS requirements/ 
constraints (i.e. priority level). 

 

 

Fig. 1. Secondary communication nodes operating over heterogeneous TVWS 

On the other hand, the evaluation of the network nodes lifetime is a critical design 
issue for uninterrupted information flow in CR networking architectures. More 
specifically, modern mobile devices, such as smart phones or tablets are quite energy 
‘hungry’ and operate on limited energy, hardware and network resources, whereas 
replacement or recharging is infeasible. Hence, efficient dynamic rescheduling of 
processes, running in a device that would release resources and lighten the execution 
load, would be really desirable. The first step towards such a process is the evaluation 
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of various critical applications and operations in terms of resource demands, including 
battery and CPU utilisation 

In this respect, an Android application was developed as a tool for battery and 
resource measurement of mobile Cognitive Radio devices in the proposed network 
architecture above. Android is an open source mobile platform based on a Linux 
Operating System. Applications in Android (or apps) have an .apk extension (Android 
package), are developed in JAVA using the Android API and are executed on a 
Dalvik process virtual machine [16]. Every Android app runs in its own process with 
its own instance of the Dalvik virtual machine, isolated from the system and other 
applications. The Android apps are composed of one or more Activities. Activity is an 
application component used for every screen to be displayed. While the user navigates 
through an application using gestures, button tapping and other events, each Activity 
invokes another one. The communication between Activities is achieved using the 
Intents. Intent is an abstract description of an operation to be performed. Using Intents 
we can also start an application or a background process. In Android, the background 
processes can run with no user interface and are known as Services. Services are used 
to run log-running operations or to perform work for remote processes.  

The Android API includes a Battery Manager object, which can be used to read the 
battery status, while the device is in use. Hence, we have developed a lightweight 
Java application to perform measurement tasks in Android smart phones. The 
application listens to the changes of the battery charging level. Whenever a change 
occurs, the process is triggered to collect the updated battery data. In particular, the 
remaining energy levels (in both millivolts and % of the total charge), along with the 
battery temperature, are captured and logged into a text file. When the battery reaches 
its lowest level, the process stops and closes the log file. Using MS Office Excel we 
can then plot consumption graphs for each test case. In [17] we introduced such an 
application for energy consumption evaluation on Android smart phones and we 
conducted a series of experiments to estimate energy consumption on scenarios 
including 3D graphics rendering.  

In addition to the battery statistics, we also collect, here, data related to the CPU 
utilisation of the device and the signal strength of all connected networks. In 
particular to the former, we exploit common UNIX techniques to read system files 
and calculate the CPU utilisation. To this end, we have created a Java Object parsing 
the /proc/stat file that includes data related to processes [18]. To capture the signal 
strength for both 3G and Wi-Fi connections we use the native libraries of Android 
API. In particular, for cellular networks it is the Telephony package that contains the 
signal data and for Wi-Fi networks the WifiManager package. 

The application is limited to logging the battery and the CPU status whenever they 
alter. Our intention was to minimize the resources’ consumption due to the 
application’s execution, thus we did not implement graphs plotting, event 
notifications and other graphic features that common monitoring applications provide 
[19]. The GUI is a simple Activity with two buttons, as it is depicted in Figure 2. The 
layout of the application is described in an XML file. An auto-generated class file 
named "R" holds the necessary JAVA code to build the fields in the application. Each 
field has a unique id. In the event listener of the main view we use the id of the 
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buttons to detect which one is pressed and broadcast an Intent to start or stop our 
service (Figure 3). This service registers a receiver that can listen to our Intents. In 
Figure 4, the receiver is registered to listen for battery status Intents. When the 
registered event occurs, the data are delivered to the service. Then, the service writes 
the necessary data to a file as it is depicted in Figure 5.   

 

Fig. 2. GUI of the Android application for resources monitoring 

 

Fig. 3. Listening to button events to send an intent managing the service 

 

Fig. 4. Registering the receiver for listening to battery events 

this.registerReceiver(this.mBatInfoReceiver, 
new IntentFilter(Intent.ACTION_BATTERY_CHANGED)); 

public void onClick(View src) {
      switch (src.getId()) { 
      case R.id.buttonStart: 
        Log.d(, "onClick: starting 

srvice"); 
        startService(new 

Intent(this, monitorService.class)); 
        break; 
      case R.id.buttonStop: 
        Log.d(, "onClick: stopping 

srvice"); 
        stopService(new Intent(this, 

monitorService.class)); 
        break; 
      }}  
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Fig. 5. Dumping data to the file 

3 Performance Evaluation Analysis, Experimental Results and 
Discussion 

3.1 Evaluation of the Battery Measurement App 

The associated Android Battery Manager was evaluated to assure reliability of our 
application. Hence, we set up a circuit by in parallel installing a Tektronix (TX3) 
measurement tool with 4.8 digits, as it is depicted in Figure 6, to continuously display 
the voltage of our smart phone battery. Our smartphone is a LG Optimus P970 with 
Android v4.0.4. At the same time, we let our application, installed and running in the 
smart phone, to capture battery’s discharging as an android application executes. With 
this setting we tried to compare the recorded values by both measurement techniques. 
The results were more than satisfactory since the values were almost identical.  

 

Fig. 6. Tektronix measurement tool installed in a parallel circuit with our LG (P970) smart 
phone 

try { 
 SimpleDateFormat dateFormat = new 

SimpleDateFormat("HH:mm:ss"); 
Date date = new Date(); 

myOutWriter.write("end: "+dateFormat.format(date)+" 
, "+ String.valueOf(voltage) + "\n"); 

    } catch (IOException e) { 
 

e.printStackTrace(); 
} 
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3.2 Experimental Scenarios and Methodology 

Once we have assured that measurements taken by our application are reliable, we 
conducted a series of experiments to estimate resource consumption on a smart phone 
in various common communication scenarios. In particular, we have considered 
battery discharging and CPU utilisation in the following test cases: 

1. without any network connection (3G and Wi-Fi are disabled). 
2. with the device connected to a 3G network and the Wi-Fi disabled. 
3. with the device connected to a Wi-Fi network and the 3G disabled. 
4. with the device connected to both 3G and Wi-Fi networks. 
5. with the device connected to both 3G and Wi-Fi networks and the GPS on. 
6. during a Skype voice call via Wi-Fi, with the device already connected to a 

Wi-Fi network and the 3G disabled or enabled. 
7. during a Skype video call via Wi-Fi, with the device already connected to 

both 3G and Wi-Fi networks. 
8. during online video playback via Wi-Fi, with the device already connected to 

both 3G and Wi-Fi networks. 
9. during online music playback via Wi-Fi, with the device already connected to 

both 3G and Wi-Fi networks. 

Table 1 illustrates the specific configuration for each test case in terms of 
networking and running applications. 

The selected scenarios include some of the most common data communication 
operations of a smartphone, thus they can be considered as representatives of its daily 
usage as a means for data communications. We note here, that only scenarios that 
include some form of data communication have been taken into account during our 
experimentation. During all experiments we have maintained the same settings as it 
concerns screen brightness (set to high) to assure it does not affect our measurements. 
To this end, before starting the measurements, we deactivated the light sensor to 
maintain stable levels of brightness. In addition, to assure trustworthy measurements 
the following configurations of our test-bed were set: a) all measurements were 
conducted over the same mobile device (a LG Optimus P970 with a Cortex-A8 
processor at 1 GHz and 512 MB RAM, running Android v4.0.4). Our device is also 
equipped with a Li-Ion 1500 mAh battery, the fully charged voltage of which was 
measured at 4200 mV and its fully discharged voltage at 3200 mV. b) All experiments 
were conducted in the same room, over a short period of time and having the mobile 
device static to minimise the impact of mobility, environmental conditions and signal 
strength variation (especially for the experiments required 3G connectivity). In 
addition, all experiments were executed at least three times to avoid random 
behaviours. c) The mobile device was connected to Wi-Fi network situated in our 
local network to assure trustworthy connectivity and minimise unwanted propagation 
errors, d) The GSM / UMTS / Bluetooth / GPS antennas were deactivated whenever 
were not required, e) Besides our resource-aware application, only the factory default 
background applications were also running, f) Between measurements we let the 
phone to rest for several hours and the battery temperature to drop back to normal.  
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Table 1. Configuration for each test case 

Case 3G/UMTS Wi-Fi GPS Application 

1 off off off - 

2a 
On 

(weak signal) 
off off - 

2b 
On (strong 

signal) 
off off - 

3a off 
On 

(weak 
signal) 

off - 

3b off 
On (strong 

signal) 
off - 

4 on on off - 

5 on on on Google maps 

6 on on off Skype (voice call) 

7 on on off Skype (video call) 

8a on on off YouTube Application 

8b on on off Chrome Browser  

9 on on off Chrome Browser 

 

We have also considered other similar scientific reports to assure accuracy of our 
work. In particular, in [20] and [21] the authors describe the Quality of Service (QoS) 
requirements of distributed multimedia streams. Based on this research we set our 
experiments according to an acceptable minimum level of QoS. In [19] Zhang et. al. 
present an Android app that provides dynamic power estimation for smartphones. 
With such a tool the end user is continuously informed about the remaining 
operational time of the device and developers may take into account these metrics for 
optimization purposes. Furthermore, researchers [22]-[26] have measured energy 
consumption on a variety of scenarios, which we have considered to set up our 
experiments and evaluate our results. 

Hence, with experiment 1 we attempt to evaluate background battery consumption 
and CPU utilisation of the device when only its standard operations are executed and 
no connectivity is provided. This measurement is considered to be the reference 
measurement for the forthcoming ones. Then, with any next experiment we attempt to 
add just one additional operation to the previous settings, so we can evaluate its 
impact on resources consumption. Hence, with experiment 2 we attempt to evaluate 
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the impact of 3G connectivity on battery and CPU consumption. With experiment 3 
the impact of Wi-Fi connectivity. With experiment 4 the impact of simultaneous 3G 
and Wi-Fi connectivity. With experiment 5 the impact of GPS connectivity. With 
experiment 6 the impact of voice calls via Wi-Fi. With experiment 7 the impact of 
video calls via Wi-Fi, and with experiments 8 and 9 the impact of online video and 
music streaming under various options.  

We would like to note here, that in our experimentations we have not considered 
the cases of voice calls via 3G and on line gaming, since the former does not concern 
data communications and the latter is very game-specific. We have not also 
considered data transfer via 3G due to the weak 3G signal’s strength in our lab room, 
which would greatly affect the reliability of such measurements. 

3.3 Results 

3.3.1   Resources Consumption without Any Network Connection (3G and  
Wi-Fi Disabled) 

In this experiment, after having fully charged the battery, we let the device in idle 
mode with the Wi-Fi and 3G features set to off. The device was set to maintain the 
screen always on with screen brightness to its highest value. This setting is 
maintained to all forthcoming experiments. The rest of the background processes 
remained as on device boot with only our resource-aware app also running. The 
experiment ran without any human interaction. The device was set on a horizontal 
position and was not moved until the end of the measurement. Figure 7 and Figure 8 
illustrate battery discharging and CPU utilisation for this reference experiment. The 
horizontal axis is the Time axis and illustrates the total duration of measurements for 
this experiment. 
 

 

Fig. 7. Battery discharging for experiment 1 



370 G. Mastorakis et al. 

 

 

Fig. 8. CPU utilisation for experiment 1 

3.3.2   Resources Consumption with the Device Connected to a 3G Network and 
the Wi-Fi Disabled 

In this experimentation, after we fully recharged the battery, we let the device in idle 
mode with the Wi-Fi set to off and a 3G connection established. Screen brightness, 
background processes and device position were kept as on experiment 1. In 
 

a. Weak 3G signal 

 
Fig. 9. Battery discharging for experiment 2a 
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Fig. 10. CPU utilisation for experiment 2a 

b. Strong 3G signal 

 

Fig. 11. Battery discharging for experiment 2b 
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Fig. 12. CPU utilisation for experiment 2b 

experiment 2a the signal strength from the 3G network was permanently weak during 
the measurement (3-5 ASU). In experiment 2b we chose a different location with 
permanently strong signal strength from the 3G network (27-30 ASU). Both 
experiments ran with no human interactions. Figure 9 and Figure 10 illustrate battery 
discharging, as well as CPU utilisation for experiment 2a. Figure 11 and Figure 12 
present the results for experiment 2b. 

3.3.3   Resources Consumption with the Device Connected to a Wi-Fi Network 
and the 3G Disabled 

In this experimentation, after we fully recharged the battery, we let the device in idle 
mode with 3G set to off and a Wi-Fi connection established. In experiment 3a the 
signal strength from the Wi-Fi access point was intentionally maintained strong (-40 
dBm) and in experiment 3b weak (-75 dBm). Screen brightness, background 
processes and device position were kept as on experiment 1. Both experiments ran 
with no human interactions. Figure 13 and Figure 14 illustrate battery discharging and 
CPU utilisation for experiment 3a. Figure 15 and Figure 16 present the results for 
experiment 3b. 
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a. Strong Wi-Fi signal 

 

Fig. 13. Battery discharging for experiment 3a 

 

Fig. 14. CPU utilisation for experiment 3a 

 



374 G. Mastorakis et al. 

 

b. Weak Wi-Fi signal  

 

Fig. 15. Battery discharging for experiment 3b 

 

Fig. 16. CPU utilisation for experiment 3b 

3.3.4   Resources Consumption with the Device Connected to Both 3G and  
Wi-Fi Networks 

In this experiment, after we fully recharged the battery, we let the device in idle mode 
with 3G and Wi-Fi connections established. Screen brightness, background processes 
and device position were kept as on experiment 1. The signal strength from the 3G 
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network was permanently weak during the measurement (3-5 ASU). The signal 
strength from the Wi-Fi access point was intentionally maintained strong (-40 dBm). 
The experiment ran with no human interactions. Figure 17 and Figure 18 illustrate 
battery discharging and CPU utilisation for experiment 4. 

 

 

Fig. 17. Battery discharging for experiment 4 

 

Fig. 18. CPU utilisation for experiment 4 
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3.3.5   Resources Consumption with the Device Connected to Both 3G and  
Wi-Fi Networks and the GPS on 

In this experiment, after we fully recharged the battery, we let the device in idle mode 
with 3G and Wi-Fi connections established and the GPS sensor activated. In that 
context, we also used the Google Maps built in application (v. 6.11.1) to trigger the 
GPS antenna. Screen brightness, background processes and device position were kept 
as on experiment 1. The signal strength from the 3G network was permanently weak 
 

 
Fig. 19. Battery discharging for experiment 5 

 
Fig. 20. CPU utilisation for experiment 5 
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during the measurement (3-5 ASU). The signal strength from the Wi-Fi access point 
was intentionally maintained strong (-40 dBm). The experiment ran with no human 
interactions. Figure 19 and Figure 20 illustrate battery discharging and CPU 
utilisation for experiment 5. 

3.3.6   Resources Consumption during a Skype Voice Call via Wi-Fi, with the 
Device Already Connected to Both Wi-Fi and 3G Networks 

In this experiment, after we fully recharged the battery, we let the device in idle mode 
with 3G and Wi-Fi connections established. Using Skype (v. 4.0.0.19550) we started 
a voice call towards a computer peer. The sound from the speaker was set to the 
 

 

Fig. 21. Battery discharging for experiment 6 

 
Fig. 22. CPU utilisation for experiment 6 

 



378 G. Mastorakis et al. 

 

highest level. Screen brightness, background processes and device position were kept 
as on experiment 1. The signal strength from the Wi-Fi access point was intentionally 
maintained strong (-40 dBm). The signal strength from the 3G network was 
permanently weak during the measurement (3-5 ASU). The experiment ran with no 
human interactions. Figure 21 and Figure 22 illustrate battery discharging and CPU 
utilisation for experiment 6. 

3.3.7   Resources Consumption during a Skype Video Call via Wi-Fi, with the 
Device Already Connected to Both 3G and Wi-Fi Networks 

In this experiment, after we fully recharged the battery, we let the device in idle mode 
with 3G and Wi-Fi connections established. Using Skype (v. 4.0.0.19550) we started 
a video call towards a computer peer. The video quality was set to its highest value. 
The sound from the speaker was set to the highest level. Screen brightness, 
background processes and device position were kept as on experiment 1. The signal 
strength from the 3G network was permanently weak during the measurement (3-5 
ASU). The signal strength from the Wi-Fi access point was intentionally maintained 
strong (-40 dBm). The experiment ran with no human interactions. Figure 23 and 
Figure 24 illustrate battery discharging and CPU utilisation for experiment 7. 
 
 

 

Fig. 23. Battery discharging for experiment 7 
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Fig. 24. CPU utilisation for experiment 7 

3.3.8   Resources Consumption during Online Video Playback via Wi-Fi, with 
the Device Already Connected to Both 3G and Wi-Fi Networks 

In this experimentation, after we fully recharged the battery, we let the device in idle 
mode with 3G and Wi-Fi connections established. In experiment 8a, using the 
YouTube application (v. 4.0.23) of our device we started a video stream at High 
Definition quality. The sound from the speaker was set to the highest level. Screen 
brightness, background processes and device position were kept as on experiment 1. 
The signal strength from the 3G network was permanently weak during the 
 

a. Using a native Android app 

 
Fig. 25. Battery discharging for experiment 8a 
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Fig. 26. CPU utilisation for experiment 8a 

b. Using a browser 

 

Fig. 27. Battery discharging for experiment 8b 

measurement (3-5 ASU). The signal strength from the Wi-Fi access point was 
intentionally maintained strong (-40 dBm). The experiment ran with no human 
interactions. Following the completion of experiment 8a we repeated it as experiment 
8b with exactly the same configuration but using this time the Chrome browser (v. 
18.0.1025308) for the playback of the same online HD video instead of the YouTube 
application. Figure 25 and Figure 26 illustrate battery discharging and CPU utilisation 
for experiment 8a. Figure 27 and Figure 28 present the results for experiment 8b. 
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Fig. 28. CPU utilisation for experiment 8b 

3.3.9   Resources Consumption during Online Music Playback via Wi-Fi, with 
the Device Already Connected to Both 3G and Wi-Fi Networks 

In this experiment, after we fully recharged the battery, we let the device in idle mode 
with 3G and Wi-Fi connections established. Using the Chrome browser (v. 
18.0.1025308) we started an e-radio music stream from http://www.fm1.teicrete.gr. 
The sound from the speaker was set to the highest level. Screen brightness, 
 

 

Fig. 29. Battery discharging for experiment 9 
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Fig. 30. CPU utilisation for experiment 9 

background processes and device position were kept as on experiment 1. The signal 
strength from the 3G network was permanently weak during the measurement (3-5 
ASU). The signal strength from the Wi-Fi access point was intentionally maintained 
strong (-40 dBm). The experiment ran with no human interactions. Figure 29 and 
Figure 30 illustrate battery discharging and CPU utilisation for experiment 9. 

3.4 Discussion 

Statistically processing the measurements from the nine experiments above, we can 
calculate for each experiment: a) the average discharging rate of our battery in 
millivolts per experiment’s minute, b) the average CPU load during each experiment, 
and c) the operational time that our device could continuously execute each 
experiment with the specific battery. Table 2 summarises the results from statistical 
processing. 

A first remark from our experiments is that there is not a direct relationship 
between CPU utilisation and battery consumption. Definitely, a high CPU utilisation 
induces high battery consumption but there is not a linear relationship between them. 
Thus, Skype video calling (experiment 7) and HD video play back via browser 
(experiment 8b) induce almost same battery discharging, although the former requires 
almost double CPU occupation. This result comes partially in contrast with [27] that 
designates screen and CPU as the most energy-demanding hardware components in a 
device. However, with experiment 1 we can assure the energy-demanding nature of 
screens, since with just the screen brightness on high and only the boot processes 
running, our device remains operational for just 5.5 hours.  
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Table 2. Statistical processing of measurements 

Experiment 

Configuration Resources consumption and Time 
estimation 

3G / 
UMTS 

Wi-Fi GPS 

Average 
Battery 

Discharging 
rate 

(millivolts per 
minute) 

Average 
CPU load 

(%) 

Operational 
time 

(hours) 

1 off off off 3.03 2.9 5.5 

2a 
on (weak 
signal) 

off off 3.30 4 5.05 

2b 
on (strong 

signal) 
off off 3.20 3.7 5.21 

3a off 
on (weak 
signal) 

off 3.13 3.5 5.32 

3b off 
on (strong 

signal) 
off 3.10 3.2 5.38 

4 
on (weak 
signal) 

on (strong 
signal) 

off 3.39 6 4.92 

5 
on (weak 
signal) 

on (strong 
signal) 

on 3.46 41.9 4.82 

6 
on (weak 
signal) 

on (strong 
signal) 

off 3.74 70 4.46 

7 
on (weak 
signal) 

on (strong 
signal) 

off 4.48 99.3 3.72 

8a on 
on (strong 

signal) 
off 4.15 44 4.02 

8b on 
on (strong 

signal) 
off 4.46 47 3.74 

9 
on (weak 
signal) 

on (strong 
signal) 

off 3.83 45 4.35 

 
Taking into account that in our experimentation we gradually added complexity 

between experiments, we can now approximately compute the additional resources 
demand induced by each one operation tested. For example, juxtaposing experiments 
1 and 2 we can compute the additional battery discharging rate and CPU load induced 
by the connection to a weak and a strong 3G network. The same derives for the 
connection to a strong and a weak Wi-Fi network by juxtaposing experiments 1 and 3. 
Table 3 includes the additional resources demand from the various operations.   

From Table 3 we can assure outcomes from various independent studies [25],[29] 
that present 3G as a more energy-demanding networking technology than Wi-Fi, as 
well as that GPS is really battery-harvesting [30]. However, we notice that the most 
resource demanding operation is video processing, with video calls and video 
streaming to drain battery faster. This is also in line with various research reports such 
as [31], [32], [33].   

As far as it concerns connectivity to weak or strong networks we observe that in 
3G the mobility from an area with weak coverage to an area with strong signal 
releases about 0.1 mV per minute of operation while in Wi-Fi it releases about 0.03 
mV/minute. 
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Table 3. Resources demand from the various operations 

Operation 

Additional Resources Demand 

Average Battery Discharging 
rate 

(millivolts per minute of 
operation) 

Average CPU load (%) 

Connection to a 3G network 
(weak signal) 

0.27 1.1 

Connection to a 3G network 
(strong signal) 

0.17 0.8 

Connection to a Wi-Fi network 
(weak signal) 

0.1 0.6 

Connection to a Wi-Fi network 
(strong signal) 

0.07 0.3 

Enabling the GPS 0.07 0.1 

Skype voice calling 0.35 0.46 

Skype video calling 1.09 1.2 

Online video play back using a 
native app  

0.76 0.9 

Online video play back using a 
browser 

1.07 1.18 

Browser operation in idle state 0.31 0.28 

Online music play back using a 
browser 

0.44 0.57 

 
An analogous result is induced as it concerns online video streaming via a native 

Android application and a browser with the former to require 0.31 mV/minute less 
that the latter. Especially as it concerns experiment 8, by juxtaposing experiments 8a 
and 8b we can compute the average discharging rate induced by the operation of a 
browser in idle state (that is without running any webpage). This equals to 0,31 mV 
per minute of operation, an extremely high amount if we consider that on this should 
be added the energy cost from any running webpage. 

Another remark is that CPU load due to connectivity to various networks is 
extremely low in comparison to the load induced by the execution of applications 
such as voice and video calling, video and music streaming, and GPS navigation. 
Thus, connection to both 3G and Wi-Fi networks enhances the CPU load at only 3% 
(from 3% to 6%), which equals to the activation of a browser, while a voice call via 
Skype enhances the CPU load at 64% (from 6% to 70%) and data streams (video or 
music) at about 40%.   
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4 Conclusions and Further Research 

This chapter proposes a Cognitive Radio network architecture that enables for the 
efficient operation of mobile devices over TV White Spaces. The proposed network 
architecture comprises of a Geo-location database and a spectrum broker that 
coordinates TV White Spaces access, by a number of LTE based secondary systems, 
competing/requesting for the available radio spectrum. Furthermore, it introduces an 
innovative methodology for evaluation of energy and resource consumption in mobile 
cognitive devices that does not require any external metering device but exploits the 
advanced software and hardware features of modern smart phones to this end. In 
particular, the various APIs provided by Android (or other similar operating systems) 
are used here for adequately auditing and reporting resource consumption on such 
mobile platforms. More specifically, we evaluated energy consumption and CPU 
utilisation in various communication scenarios via a number of experimental tests, 
carried out under controlled conditions. Network connectivity, calling and online 
multimedia playback are some of the communication scenarios that were evaluated 
and presented here. In this respect, fields for future research include the exploitation 
of these results for the design of efficient cognitive algorithms providing dynamic 
rescheduling of processes running in a mobile device that would release resources and 
would lighten the execution load in the device. Desirables would be also cognitive 
algorithms for dynamic estimation of the available time an operation can be executed 
on a device under a given battery charge and execution load or of the device’s 
performance degradation that is induced by the launching of an application. In 
addition, several approaches can be studied based on the research work published by 
the authors in [34], [35], [36], [37], as well as in [38], [39], [40], [41], [42] related 
with energy efficiency issues in cognitive radio networks. 
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Abstract. This chapter proposes a multipath routing approach that is adopted in 
content-aware networks, towards providing end-to-end Quality of Service 
(QoS) and an efficient exploitation/management of the resources. According to 
traffic identification mechanisms, this approach elaborates on effective packet 
distribution within several intra-domain paths. This is achieved through the 
capability of the edge nodes to recognize the content in a prototype network 
architecture. In addition, this chapter elaborates on content-awareness issues, 
regarding the utility estimation for a packet to select a particular path, based on 
different QoS-centric network criteria and requirements. 

Keywords: Efficient resource management, multipath routing, content-aware 
networks. 

1 Introduction 

The most of the routing mechanisms in the current network infrastructures are based 
on algorithms that support single-shortest path approaches [1]. According to such 
approaches and taking into account that the packets have to be transferred as soon as 
possible, the same set of nodes are usually used to establish the shortest paths. 
Therefore, the routing algorithms that are based on the single-shortest path 
approaches, cause congestion in specific parts of the network, while other paths 
remain un-exploited. Towards minimizing this network congestion, multipath routing 
algorithms can be exploited for an optimum exploitation of the resources [2]. 
Multipath routing algorithms are used to route the packets of specific flows through 
multiple routes. This is achieved via the customization of routing mechanisms based 
on Quality of Service (QoS) requirements for different services, as well as via the 
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improvement of end-to-end reliability and the dynamic sharing of the traffic through 
alternative routing paths. However, multipath routing is isolated from the 
characteristics of the services or the user-generated content that is provided within the 
network. Towards this direction, several modules are required to be adopted that 
should be able to analyze the content on-the-fly and identify the traffic. Then, a 
content-aware multipath routing approach can be adopted and applied on user-
generated services transferred within the network.         

In this respect, this chapter briefly discusses the multipath routing approach by 
elaborating on the description of a content-aware network architecture that exploits 
random utility theory. Section 2 describes the multipath routing approaches, while 
Section 3 elaborates on content-awareness issues, as well as traffic identification 
techniques. Section 4 presents a content-aware network architecture, where multipath 
routing is applied for efficient resource management. Finally, Section 5 is dedicated 
to conclude the chapter, by summarizing its main approach and highlighting open 
issues for further investigation. 

2 Related Work and Research Motivation  

Multipath routing algorithms are exploited to provide multiple paths among the 
source and the destination nodes. They are able to aggregate the available bandwidth 
through multiple paths, enabling for increased data transfer rates [3]. Several research 
approaches elaborate on extending the intra-domain routing algorithms (e.g. RIP and 
OSPF) to support the multipath approach [4], [5], [6]. The most known multipath 
algorithms include the Multiple Path Algorithm (MPA), the Multipath Distance 
Vector Algorithm (MDVA) [7], the Discount Shortest Path Algorithm (DSPA), the 
Capacity Removal Algorithm (CRA), the Equal-cost multi-path (ECMP) and the 
Multipath Partial Dissemination Algorithm (MPDA). ECMP is exploited to route 
packets through multiple paths of equal costs, while the load is equally distributed 
among the paths utilizing a round-robin distribution. MPA is also used to detect a 
number of paths to satisfy conditions for loop-freeness, while DSPA is exploited to 
minimize the delay, by considering the path quantity, as well as the path 
independence. CRA maximizes throughput depending on varying data traffic 
conditions, while MDVA provides multiple next-hop choices for every destination in 
the network. MPDA [8] is based on the Partial Dissemination Algorithm (PDA) to 
calculate the shortest distance up to the destination node, while QMPDA is an 
enhancement of MPDA algorithm, considering network failures, as well as network 
topology alterations. This is exploited for the provision of multiple Class of Services. 
The basic target is to aggregate the stream flows through the routing paths with flow 
classes. This is considered as a scalable technique that can be easily developed. In a 
general context, multipath routing is able to provide a scalable approach, towards 
supporting the provision of QoS. By considering all the above mentioned issues, this 
chapter elaborates on multipath routing issues based on random utility theory, as well 
as on Multinomial Logit Model (MNL) that is exploited for the prediction of 
individual's selection behaviour for a choice among a set of alternatives [9]. Random 
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utility theory can be used to calculate the probability for each alternative to be chosen. 
Based on the multipath routing approach, a network of nodes interconnected by 
different links, can be represented as a directed graph [10]. In this case, network 
mechanisms are able to deliver packets under a more balanced approach through 
multiple paths, by exploiting algorithms to predict packet distribution among the 
alternative paths and indentifying the content provided.   

3 Content-Awareness Concept 

The traffic identification techniques can be exploited for the case that unclassified 
content is distributed over the network. Several such techniques like the ones 
proposed in [11], [12], are categorized based on the approach used to extract data 
from the traversing of network flows. For instance, several techniques exist using 
either data from the header of specific networking protocols and data extracted 
through the payload inspection [13], or data based on statistical flow information [14]. 
In a general context, no mechanism exists that can be uniformly adopted to support all 
possible cases for the user-generated services, while one technique that has been 
extensively exploited towards classifying data traffic, is the Deep Packet Inspection 
(DPI) method [15]. This method is used for the network flows to be inspected, 
towards extracting data for traffic classification. This approach is built according to 
two basic assumptions. According to such assumptions, third parties that are 
unaffiliated with either the source or the destination, are capable to inspect the 
payload of each  packet and the classifier is aware of the relevant syntax of each 
packet payloads [16]. In this context, a library of protocol signatures, as well as the 
filter strings have to be developed. This library could be consulted, to enable for the 
accurate detection of the protocol. It has to be continuously updated as application 
protocols change or as new protocols appear. The most common algorithms that use 
DPI for signature analysis and mapping are summarized as follows:  

• Automaton (Regular expression matching). It is used to track partially matched 
patterns in the data string by transition in either a Deterministic Finite Automaton 
(DFA) or Non-DFA implementation that accepts strings in the pattern set. 

 
• Heuristics – A heuristic can be exploited to check a block of characters in the 

window suffix for its appearance in the patterns. It determines whether a match 
occurs and moves to the next window position if not.  

 
• Filtering Based – This method is exploited to search the data string for necessary 

pattern features and quickly exclude the content not containing those features. A 
very common way of applying this approach for text filtering is using well-known 
Bloom filters.  

 
Even though the DPI techniques can be used in data traffic classification of a network, 
they cannot be applied in several cases when encrypted traffic is not permitted to third 
parties. In such cases, it is a challenge for the classification mechanisms to properly 
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classify the services, since specific encrypted data are invisible to DPI mechanisms. 
Therefore, statistical methods can be exploited to use data traffic characteristics, such 
as the packet inter-arrival time, the packet lengths, the flow idle time and the 
distribution of flow duration. These characteristics can be used to distinguish specific 
types of applications. 

4 A Content-Aware Network Architecture to Apply Multipath 
Routing 

The proposed approach can be applied in a network architecture, by utilizing content-
awareness mechanisms at the edges of an autonomous system (AS). This network 
architecture is presented in Figure 1. It is able to classify and control the data traffic, 
as well as improve the network QoS. The proposed architecture is based on two basic 
approaches. The first one is associated with a novel service environment that includes 
sophisticated service management issues. This is based on an overlay of 
interconnected media-centric Home Gateways, as well as on an enhanced network 
approach that features Content Awareness. This approach will enable the 
development of virtual overlays networks (VCANs) that are associated with the media 
transport. In addition, this infrastructure consists of several edge routers (MANEs), as 
well as several core routers. The most difficult approach regarding the packet 
processing is related with the operation of the MANEs, since the core routers are 
mainly used to support the routing and forwarding procedures in the network. 

There are several core network technologies, which are able to accommodate such 
functionality. The Carrier Ethernet family of standards and especially its application 
in metropolitan area networks provides among the others the capability of network 
virtualisation, using either MAC-in-MAC or Q-in-Q tagging and the appropriate 
network nodes. In some occasions, Carrier Ethernet is used either over already 
available SDH/SONET networks (ensuring high-availability) or over IP/MPLS 
networks (supporting Virtual Private Wire Service (VPWS) and Virtual Private Line 
Service (VPLS)) [17]. In optical networks, there is an increasing trend in the usage of 
Generalized Multi-Protocol Label Switching (GMPLS)[18], [19], which is derived 
from MPLS but adapted to the needs of these networks physical layer. GMPLS 
provides a common control plane for multiple layers, multiple vendors allowing 
greater service intelligence and efficiency. Based on the proposed approach of this 
chapter, this can be used to support the virtualisation by mapping VCANs in LSPs. In 
addition, MPLS can be combined with DiffServ mechanisms to assure QoS 
capabilities, while VCANs can be deployed at the edge routers and MPLS can be 
exploited at the core routers. In this respect, the MANE will be considered as a Label 
Edge Router (LER) that is improved with Content Awareness capabilities, by 
exploiting MPLS labels to the incoming flows. Also, the core routers will be 
considered as Label Switching Routers that are able to switch the packets. 
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Fig. 1. Overall network architecture 

5 Conclusions and Further Research 

This chapter elaborates on a novel content-aware routing approach, by applying the 
random utility theory. The main traffic identification mechanisms have been 
described to realize content-awareness and a network architecture has been presented, 
where this concept may be applied. Future work based on the above mentioned issues, 
includes the investigation of methods to estimate the exponential value of the 
probability either with Monte Carlo simulations or with Taylor series approximations 
according to the alterations caused from the content-type information. In addition, 
several approaches can be studied based on the research work published by the 
authors in [20], [21], [22], as well as in [23], [24], [25], [26] related with novel 
routing protocols and algorithms. 
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Abstract. Telemedicine traffic transmission has gained in importance during 
the past few years. Due to the fact that it carries critical information regarding 
the patients’ condition, the expedited and errorless transmission of multimedia 
telemedicine traffic is of fundamental importance. The prioritized or guaranteed 
transmission of telemedicine traffic, however, can lead to the violation of the 
Quality of Service (QoS) requirements of regular traffic users and to the loss of 
guaranteed bandwidth in cases when it is left unused, due to the infrequent 
nature of telemedicine traffic. To resolve these problems, we propose a Multiple 
Access Control (MAC) protocol, for the integrated transmission of regular and 
telemedicine traffic transmission over next generation cellular networks and an 
adaptive bandwidth reservation scheme based on road map information and on 
user mobility and a fair scheduling scheme for telemedicine traffic transmission 
over cellular networks. The combination of the two schemes achieves high 
channel bandwidth utilization while offering full priority to telemedicine traffic 
over regular traffic. Three scheduling algorithms are evaluated, quantitatively 
and qualitatively, in terms of the QoS and the fairness they offer to different 
types of traffic. 

1 Introduction 

Telemedicine has been defined as using telecommunications to provide medical 
information and services [1], and is already being employed in many areas of 
healthcare.  

The ultimate goal for all telemedicine applications is to improve the well-being of 
patients and bring medical expertise fast and at low cost to people in need [3, 4]. 
Thus, in addition to ambulance vehicles, it is also of critical importance for the 
provision of health care services at understaffed areas like rural health centers, ships, 
trains, airplanes, as well as home monitoring [3, 5]. Mobile healthcare (M-health, 
“mobile computing, medical sensor and communication technologies for healthcare” 
[6]) is a new paradigm that brings together the evolution of emerging wireless 
communications and network technologies with the concept of “connected 
healthcare” anytime and anywhere.  

Next generation cellular networks will be able to provide voice, data and streamed 
multimedia to users on an “anytime, anywhere” basis. This will be achieved after 
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wired and wireless technologies converge and will be capable of providing very high 
data rates both indoors and outdoors, with premium quality and high security. 

2 Description of System Model 

In our work we consider the integration of regular and telemedicine traffic 
transmission. We consider voice, video, e-mail and short message service (sms) as 
representatives of regular traffic, and electro-cardiograph (ECG), X-ray, video and 
high-resolution medical still images for telemedicine traffic, in order to study the 
practical scenario of many different types of users simultaneously attempting to 
access the network and hence aggravating the access for telemedicine users. We 
describe below the characteristics of each traffic type. 

2.1 Regular Multimedia Traffic 

Four types of “regular” multimedia traffic are considered in our work: MPEG-4 
video-conference, voice, email and mobile text messages (sms), which are the most 
common traffic types in cellular networks.  

• Voice: The speech codec rate is 32 kb/s, and voice terminals are equipped 
with a voice activity detector (VAD) [9]. Voice sources follow an alternating 
pattern of talkspurt and silence periods (on and off), and the output of the 
voice activity detector is modeled by a two-state discrete time Markov chain 
(Figure 1). The mean talkspurt duration is 1 s and the mean silence duration 
is 1.35 s. The talkspurt to silence transition probability is PTS and the silence 
to talkspurt transition probability is PST. The talkspurt and silence periods 
are geometrically distributed with mean 1/PTS and 1/PST frames, 
respectively. Therefore, at steady state, the probability that a terminal is in 
talkspurt (speech activity), PT , or silence, PS, is obtained from the following 
equations: 

PT = PST / PST + PTS 
PS = 1-PT 

 
Fig. 1. The voice source activity model 
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The number of active voice terminals N in the system is assumed to be 
constant over the period of interest. All of the voice source transitions (e.g., 
talk to silence) occur at the frame boundaries. Reserved slots are deallocated 
immediately. The allowed voice packet dropping probability is set to 1%, 
and the maximum transmission delay for voice packets is set to 40 ms. 

• Email: We adopt the data traffic model based on statistics collected on e-mail 
usage from the Finnish University and Research Network (FUNET) [8]. The 
probability distribution function f(x) for the length of the e-mail data 
messages of this model was found to be well approximated by the Cauchy 
(0.8, 1) distribution. The packet interarrival time distribution for the FUNET 
model is exponential, and the average e-mail data message length is 80 
packets. A quite strict (considering the nature of this type of traffic) upper 
bound is set on the average e-mail transmission delay, equal to 5 s. The 
reason for this strict bound is that mobile users sending emails will be quite 
demanding in their QoS requirements, as they will expect service times 
similar to those of short message service traffic. 

• SMS: Short Message Service (SMS) is a store-and-forward service that relies 
on a Short Message Service Center (SMSC). SMS messages are especially 
suitable for the transmission of small data bulks and for transmissions 
repeating in long time intervals (minutes to hours). The SMS payload is 140 
bytes (including a header of 13 bytes) [24]. The message inter-arrival time 
distribution is considered exponential. In this work, in order to test our 
system under the strictest QoS requirements, we set an upper bound of two 
seconds in SMS transmission delay. 

• Regular MPEG-4 Video Streams: The two MPEG-4 video streams used in 
our study have been extracted and analyzed from a camera showing the 
events happening within an office and a camera showing a lecture, 
respectively [10]. We have used the high quality version of the videos: one 
has a mean bit rate of 400 kb/s, a peak rate of 2 Mb/s, and a standard 
deviation of 434 kb/s, and the other one has a mean rate of 210 kbps, peak 
rate of 1.5 Mbps and standard derivation of 182 kbps. New video frames 
(VFs) arrive every 40 ms. We have set the maximum transmission delay for 
video packets to 40 ms, with packets being dropped when this deadline is 
reached. If a video packet does not arrive on time, the play out process will 
pause, which is annoying to the human eye. The allowed video packet 
dropping probability is set to 1% [11], as the loss of regular video packets is 
not of equally critical importance as that of telemedicine video packets for 
which the maximum allowed video packet dropping probability is 0.01%, as 
it will be explained in Section 2.2. The two video traces are chosen with 
equal probability by regular video users.  

2.2 Telemedicine Traffic 

Four types of telemedicine traffic are considered in our work: Electro-Cardiograph 
(ECG), X-ray, video and high-resolution medical still images. 
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• Electro-Cardiograph (ECG): We consider that ECG data is sampled at 360 
Hz with 11 bits/sample precision. The arrival rate of ECG users is set to be 
λΕ users/frame following a Poisson distribution. The transmission of ECG 
traffic should be rapid and lossless, due to the critical nature of the data; 
additionally, we have set a strict upper bound of just 1 channel frame (12 ms) 
for the transmission delay of an ECG packet. 

• X-Ray: We consider that a typical X-ray file size is 200 Kbytes [5] and that 
the aggregate X-Ray file arrivals are Poisson distributed with mean λX 
files/frame. The upper bound for the transmission delay of an X-Ray file, 
which again needs to be lossless, is set to 1 minute.  

• Medical Images: Medical image files have sizes ranging from 15 to 20 
Kbytes/image [2] and are Poisson distributed with mean λI files/frame. The 
upper bound for the transmission delay of a medical image is set to 5 
seconds and the transmission needs to be lossless. 

• Telemedicine Video: Since H.263 is the most widely used video encoding 
scheme for telemedicine video today, we use in our simulations real H.263 
video-conference traces from [10] with mean bit rate of 91 Kbps, peak rate 
of 500 Kbps and standard deviation of 32.7 Kbps. The video frames arrive 
with constant rate (every 80 ms) with variable frame sizes. We have set the 
maximum transmission delay for video packets to 80 ms, with packets being 
dropped when this deadline is reached; i.e., all packets of a video frame must 
be delivered before the next video frame arrives. Due to the need for very 
high-quality telemedicine video, the maximum allowed video packet 
dropping probability is set to 0.01%. 

3 Multimedia Integration Access Control (MI-MAC) 

The Multimedia Integration Multiple Access Control (MI-MAC) protocol, introduced 
in [7] and based on Time Division Multiple Access with Frequency Division Duplex 
(TDMA-FDD), is one of the first works in the relevant literature for wireless 
picocellular networks that efficiently integrates voice (Constant Bit Rate, CBR, 
On/Off Traffic), bursty email, and sms traffic with either MPEG-4 or H.263 video 
streams (Variable Bit Rate, VBR) in high capacity picocellular systems with burst-
error characteristics. The protocol was shown to be a good candidate for next 
generation cellular networks, as it outperformed (in simulation results and 
conceptually) other TDMA and Wideband Code Division Multiple Access 
(WCDMA)-based protocols when evaluated over a wireless channel with burst-error 
characteristics. 

3.1 Channel Frame Structure 

Within a picocell, spatially dispersed source terminals share a radio channel that 
connects them to a fixed base station (BS). The BS allocates channel resources, 
delivers feedback information, and serves as an interface to the mobile switching 
center (MSC). The MSC provides access to the fixed network infrastructure.  
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Our work focuses on the uplink (wireless terminals to Base Station) channel. The 
uplink channel time is divided into time frames of fixed length. The frame duration 
(12 ms accommodating 566 slots) is selected such that a voice terminal in talkspurt 
generates exactly one packet per frame. The packet size is considered to be equal to 
53 bytes, 48 of which contain information. This choice was made in [7] in order to 
compare the protocol with other works in the literature; it is by no means restrictive, 
and does not influence the efficiency of our scheduling scheme. As shown in Fig. 2, 
which presents the channel frame structure, each frame consists of two types of 
intervals. These are the request interval and the information interval. 

 

 

     

 

 

Fig. 2. Channel Frame Structure 

By using more than one minislot per request slot, a more efficient usage of the 
available request bandwidth (in which users contend for channel access) is possible. 
We consider a 20 Mbps channel as a conservative estimation, given that next 
generation cellular networks are planned to have transmission rates exceeding 20 
Mbps. We chose the number of minislots per request slot to be equal to 2, to allow for 
guard time and synchronization overheads, for the transmission of a generic request 
packet and for the propagation delay within the picocell. Each minislot accommodates 
exactly one fixed-length request packet. Within an information interval, each slot 
accommodates exactly one fixed-length packet that contains voice, video, or data 
information and a header. Any free information slot of the current channel frame can 
be temporarily used as an extra request (ER) slot to resolve the contention between 
requesting users. ER slots are again subdivided into two minislots. The function and 
operation of ER slots are exactly the same as those of the regular request slots. 

3.2 Base Station Scheduling and Actions of Terminals 

Terminals with packets, and no reservation, contend for channel resources using a 
random access protocol to transmit their request packets only during the request 
intervals. The Base Station broadcasts a short binary feedback packet at the end of 
each minislot, indicating only the presence or absence of a collision within the 
minislot [collision (C) versus non-collision (NC)]. Upon successfully transmitting a 
request packet the terminal waits until the end of the corresponding request interval to 
learn of its reservation slot (or slots). If unsuccessful within the request intervals of 
the current frame, the terminal attempts again in the request intervals of the next 
frame. A terminal with a reservation transmits freely within its reserved slot. 
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To resolve contention among all requesting users, different priorities were assigned 
to different types of users. The four types of telemedicine traffic are transmitted first; 
their priority order will be explained in Section 4. The four types of regular traffic 
follow, with priority order: video, voice, email, and sms. The above prioritization by 
isolating each type of traffic and letting it contend only with traffic of the same type is 
feasible due to the use of the two-cell stack reservation random access algorithm (by 
video and voice terminals) and the two-cell stack blocked access collision resolution 
algorithm [12] (by email and sms terminals) to resolve contention. To allocate 
channel resources, the Base Station maintains a dynamic table of the active terminals 
within the picocell. Upon successful receipt of a voice or data request packet, the 
Base Station provides an acknowledgment and queues the request. The BS allocates 
channel resources at the end of the corresponding request interval. 

3.3 System State Transitions 

As shown in Figure 3, an active terminal is described as being in one of four states: 
silent, contender, queued, or reserved. A silent terminal has no packet to transmit and 
does not require channel resources. Once the terminal has information to transmit, it 
enters the contender state and remains there until it either successfully transmits a 
request packet or drops all of its packets (in the case of video and voice terminals). 
Since the requests are queued at the BS, the terminal enters the queued state and 
remains there until it either receives a reservation or exits talkspurt. After receiving a 
reservation, the terminal enters the reserved state and transmits one (or more, in the 
case of video terminals) packet(s) per frame into its slot(s) until it exhausts its packets 
and returns to the silent state. 
 
 

 
 

Fig. 3. State transition diagram for an active terminal 
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3.4 Channel Error Model 

The most widely adopted wireless channel error model in the literature is the Gilbert-
Elliot model [13, 14]. The Gilbert- Elliot model is a two-state Markov model where 
the channel switches between a “good state” (always error-free) and a “bad state” 
(error-prone). A better choice for a more robust error model for wireless channels is 
the one we adopt in our study, and which was proposed in [15]. This model, with the 
use of the short and long error bursts, makes more accurate predictions of the long-
term correlation of wireless channel errors than the Gilbert-Elliot model. The error 
model consists of a three-state discrete-time Markov chain, where one state is the 
“good state” (error-free) and the other two states are the “bad states”, the long bad and 
the short bad state, as we can see in Figure 4. A transmission is successful only if the 
channel is in the “good state” (G); otherwise, it fails. The difference between the long 
bad (LB) and short bad (SB) states is the time correlation of errors: LB corresponds to 
long bursts of errors, SB to short ones. 

 

 
Fig. 4. Channel Error Model 

4 The Proposed Scheduling Scheme 

4.1 Introduction of the Scheduling Ideas 

In our work the following design limitations have been adopted: 

• A portion of the traffic arriving in each cell is handoff traffic from the other 
cells in the network. Handoff traffic is treated with full priority, with the use 
of the adaptive bandwidth reservation scheme which will be analyzed in 
Section 5. 

• Video sources do not “live” permanently in the system, but have 
exponentially distributed sessions with a mean duration of five minutes [16]. 
This “relieves” a burden from the information interval of the channel, but 
adds a significant burden to the request interval, which has to compensate for 
the increase in contention as video users attempt to regain channel access. A 
small percentage of the bandwidth (4.4% in our work, i.e., 25 slots out of the 
566 slots of the channel frame) suffices to be used for requests. This value 
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has been found via extensive simulations to provide a good tradeoff between 
allowing sufficient bandwidth for terminals to transmit their requests and 
allowing a large enough number of slots for terminals with a reservation to 
transmit their information packets. 

• In reality, however small the picocell radius, the channel fading experienced 
by each user is different, since users are moving independently of each other; 
therefore, in the present work fading per user channel is considered. This 
new proposed mechanism aims at allocating as many of these slots as 
possible to other video terminals waiting for packet transmission, in order to 
decrease their transmission delay.  

 
Still, the BS cannot know with certainty the type of channel state transition that 

takes place for a mobile terminal when it leaves the good state, i.e., if the terminal’s 
channel has entered the SB state or LB state. Therefore, the BS can only make an 
estimation of each mobile video terminal's channel conditions, by monitoring the slots 
allocated to the terminal and checking whether the terminal is transmitting in them or 
not. If the total number of a terminal’s failed transmissions within its allocated slots 
surpasses a given threshold, the BS in our scheme deduces that the terminal is in LB 
state, as the probability that it is in SB is very small given the high number of 
corrupted transmissions. Based on the channel error model it is easy to confirm by 
both analysis and simulation that the probability that a mobile terminal’s channel is in 
SB when more than 6 slots have been wasted is 6.55%; hence we have set the 
threshold to be 6 subsequent transmission failures (choosing a higher threshold would 
result in a more accurate prediction of the channel condition, as the probability of a 
mistake in the prediction would be significantly lower; however, it would also lead to 
a higher number of lost slots while the BS is awaiting to make that prediction). When 
the BS determines that a mobile video terminal is in LB state, if that terminal has 
more reserved slots in the current channel frame, the BS deallocates these slots. Full 
priority for these slots is given to handoff telemedicine video terminals, followed by 
telemedicine video users originating from within the cell, then by hand-offed regular 
video users and finally by regular video users originating from within the cell; the 
allocation of the abandoned slots within each priority type is FCFS. 

When the channel of the mobile terminal to which the slots were originally 
allocated returns to the good state, the terminal needs to inform the BS of this change, 
if it still has packets to transmit. This is done by transmitting a request packet. The 
terminal has to follow this procedure also in the case of a wrong estimation by the BS 
(i.e., if it was in SB state despite the long error burst).Therefore, in the (unlikely but 
not improbable) case of a wrong estimation, this does not directly influence the 
throughput achieved by our protocol in heavy traffic loads (slots are simply allocated 
to other telemedicine video and regular video users) but it results in an unnecessary 
increase of contention.  

4.2 Scheduling Priorities and Contention Resolution  

When resolving the contention among all requesting users, the BS needs to service the 
telemedicine traffic first, due to its urgency. To achieve this objective, we need to 
guarantee highest priority to telemedicine traffic. The priority order used by the BS in 
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our proposed scheme is the following: ECG, X-Ray, telemedicine image, 
telemedicine video. The choice of priorities has been made based on the importance 
that each of these traffic types currently has for medical care. Highest priority is given 
to handoff telemedicine traffic, with telemedicine traffic originating from within the 
cell following in priority, in the same order (provided, of course, that the telemedicine 
users from within the cell have successfully transmitted their requests at the beginning 
of the frame request interval). Handoff regular traffic is transmitted next, with priority 
(video, voice, email, sms), based on the strictness of the QoS requirements for each 
traffic type (video and voice have the same QoS requirements of less than 1% packet 
dropping, but video traffic is much burstier, therefore it is granted priority over 
voice). Regular traffic originating from within the cell is transmitted last, with the 
same priority order. 

We employ the two-cell stack reservation random access algorithm for 
telemedicine video, regular video and voice terminals, and the two-cell stack blocked 
access collision resolution algorithm to resolve the contention of ECG, X-ray, medical 
image, email and sms terminals. 

4.3 Fair Scheduling  

If users of the same type of traffic are served in a FCFS order once they are admitted 
into the network (as in [7] and in most relevant works on MAC protocols in the 
literature), the average performance evaluation metrics will give no insight on the 
QoS of each individual wireless subscriber; therefore, it could be the case that certain 
users have their QoS severely violated while others get exceptional QoS, which would 
give a seemingly acceptable average QoS over the total number of users. This 
approach is, however, unfair to users who arrive later in the network and hence are 
placed at the bottom of the BS service queue; the problem is especially significant in 
the case of telemedicine video and regular video users, where early arriving users may 
dominate the channel by being allocated large numbers of slots, allowing just a small 
number of resources to be available for users arriving later. 

For this reason, we introduce the following Fair Scheduling scheme for 
telemedicine video and regular video users (the scheme is enforced separately among 
users of each of the two types of traffic, since telemedicine video users have higher 
priority). The BS allocates bandwidth by comparing the channel resources to the total 
requested bandwidth, currently, from all active video users. If the available bandwidth 
is larger than the total requested bandwidth, all users will be assigned as many slots as 
they have requested. If, however, the available bandwidth is smaller than the total 
requested bandwidth, then the available bandwidth will be shared among video users 
proportionally. More specifically, let M be the number of currently idle information 
slots in the frame and Bi the amount of bandwidth that will be assigned to video 
terminal i in every channel frame. Bi   is given by: 

             Bi = M *(Di /Σi Di)        

where Di is the ith user’s requested bandwidth and Σi Di is the total bandwidth 
requested by all of the video terminals at that moment. 

It is intuitively clear, and it will also be shown from our results, that with the use of 
this formula the number of telemedicine and regular, respectively, video users whose 
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QoS is violated significantly decreases. The above scheme does not need to be 
implemented on any of the other types of traffic considered in our work, besides 
video, since they are allocated only one slot per frame. 

4.4 FCFS – EDF – SJF Algorithms 

As mentioned earlier, users of the same type of traffic are served in a FCFS order 
once they are admitted into the network. The First-Come-First-Served algorithm is the 
simplest scheduling algorithm. Processes are dispatched according to their arrival 
time on the ready queue. Jobs arriving are placed at the end of queue, the dispatcher 
selects the first job in the queue and this job runs to completion. The FCFS scheduling 
is fair in the human sense of fairness but it is unfair in the sense that long jobs make 
short jobs wait. For this reason, we wanted to compare its performance against two 
other well-known scheduling algorithms from the literature.  

The Earliest Deadline First (EDF) algorithm operates on the logic that, among the 
users of one traffic class (e.g. voice), the user with the nearest deadline to transmit (a 
packet, message or video frame) will be accommodated first, instead of the user that 
arrived first (i.e. transmitted a request packet successfully in an earlier minislot). 
Earliest deadline first or “least time to go” is a dynamic scheduling algorithm used 
in real-time operating systems. It places processes in a priority queue. Whenever a 
scheduling event occurs (task finishes, new task released, etc.) the queue will be 
searched for the process closest to its deadline. 

Shortest Job First (SJF), also known as Shortest Job Next (SJN), is a scheduling 
policy that selects the waiting process with the smallest execution time to execute 
next, and this process runs to completion. Shortest job next is advantageous because 
of its simplicity and because it maximizes process throughput (in terms of the number 
of processes run to completion in a given amount of time). We did not use SJF on 
voice users since we cannot predict a priori how long a conversation will last, while 
we know, e.g., the size of data messages or video frames. 

4.5 Jain’s Fairness Index 

Aggregate performance evaluation metrics reveal very little, if any, information 
regarding the QoS of each wireless subscriber. Therefore, we should examine the 
impact of FCFS, EDF, SJF not only on commonly used performance metrics, such as 
throughput and delay, but also on fairness. We used Jain's Fairness Index [25] which 
is defined as follows: 

 

where n is the number of users and xk is the throughput of user k. This index is 
continuous and bounded between 0 and 1, with 1 denoting maximal fairness. It is also 
very intuitive. If a ratio y of the users are treated fairly and (1 - y) are starved, then the 
resulting fairness index is y. We study fairness separately for telemedicine video 
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users, regular video users and voice users. The throughput is measured in terms of the 
average number of allocated slots over 83 frames, which approximately corresponds 
to the average talkspurt duration (1 second); n is the number of users that were active 
during each 83-frame window (which is defined as a superframe).  

5 Adaptive Bandwidth Reservation Based on Mobility and 
Road Information 

5.1 Network and Mobility Models 

It is a common assumption that the dissatisfaction of a wireless cellular subscriber 
who experiences forced call termination while moving between picocells is higher 
than that of a subscriber who attempts to access the network for the first time and 
experiences call blocking [17,18]. For this reason, it is important that the system is 
able at any point in time to accommodate newly arriving handoff calls in any cell of 
the network. 

We consider an architecture of seven hexagonal cells which we place in two 
different topologies. In the first topology, we assume the “circular” case, where after 
leaving the last cell (G) a user enters cell (A) again. In the second, "open" topology, 
mobiles can get in or out of our system only via cell A and cell G, which are placed at 
the two edges of our network model [23]. So, all cells are connected in a straight line, 
as shown in Figure 5.  

 

Fig. 5. Road Map and cellular network model 

The cell diameter is 300 meters. One road, which is modeled by a straight line, 
passes through cells and connects them. Each new call is generated with a probability 
of 50% to be moving on the road and 50% to be stationary. Moving users are assumed 
to be traveling only on the road. The initial location of a moving user on the road is a 
uniform random variable between zero and the length of that road. During their call, 
stationary callers remain stationary and mobile users travel at a constant speed. 
Mobile users can travel in either of the two directions of a road with an equal  
probability, and with a speed chosen randomly in the range of [36, 90] Km/h. One 
traffic light is located randomly within each cell. A mobile user arriving at the traffic 
light of the cell might continue to go straight, or turn around with probabilities 0.9 and 
0.1, respectively. If a mobile user chooses to go straight at the traffic light, it needs to 
stop there with probability 0.5 for a random time between 0 and 30 seconds due to a 
red traffic light, or else passes with probability 0.5. If the user chooses to turn around, 
it needs to stop there for a random time between 0 and 60 seconds due to the traffic 
signal [19, 20]. Each base station is loaded with the road map of its coverage area and 



410 T. Kouskouli and P. Koutsakis 

 

its neighboring cells. Mobile stations report their position to the BS of their cell 
through a control channel. The position information includes the mobile user's exact 
location (cell), moving direction, and speed, and can be provided with an accuracy of 
1m through GPS [19, 20, 21]. 

5.2 Adaptive Bandwidth Reservation Scheme 

In our study, we adopt the idea that mobile stations only need to update their position 
information to the BS of their cell when they arrive at a traffic light. If the BS of the 
current cell of a mobile station predicts, based on the station's location (at a traffic 
light) and speed that the station is going to move to another cell, it sends a notification 
to the BS of that cell, including the current bandwidth used by the station and the 
estimated arrival time at the next traffic light. Hence, the proper amount of bandwidth 
is reserved for the station. For telemedicine video and regular video terminals, the 
bandwidth that is reserved in the next cell is equal to the remaining bandwidth that the 
terminal will need to complete its transmission (this bandwidth is declared in each 
video user's initial request to the BS). For all other types of users, the bandwidth that 
is reserved in the next cell is equal to their current bandwidth, so that they will 
seamlessly continue its transmission.  

6 Results and Discussion 

6.1 Simulation Setup 

We use computer simulations to study the performance of our scheme. In our results, 
we use different traffic “combinations” from all types of traffic considered in our 
work, in order to test the system's performance in a large variety of cases. In this way, 
we try to produce results representative of different practical scenarios, where one 
type of telemedicine traffic might be more dominant than others in any given 
moment. Each simulation point presents the average result over 5 combinations which 
were used to create a specific traffic load, and for each combination we conducted 5 
independent runs, each simulating 155000 frames (1/2 h of network operation), the 
first 5000 of which are used as warm-up period. 

6.1.1   FCFS Results 
We present below the first part of our results, in Figures 6-8. These figures include 
results derived with the use of the FCFS (First Come First Served) algorithm, for the 
"circular" topology. 

In Figure 6, the improvement shown in the average video packet dropping is due to 
the proportionate allocation; our scheme prevents the case where a user whose 
transmission deadline is not imminent may dominate the channel, hence not allowing 
users with imminent transmission deadlines to transmit. 
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Fig. 6. Regular video packet dropping versus the number of regular video users 

 

Fig. 7. Effect of regular voice traffic on telemedicine video traffic 

Figure 7 shows the almost negligible effect on the QoS of telemedicine users that 
stems from the increase in the number of voice users. We present results on the 
telemedicine video packet dropping and it is clear that only in the case of very high 
voice loads there can be deterioration in telemedicine traffic QoS. The reason is that 
our combined scheduling and adaptive bandwidth reservation schemes guarantee full 
priority to all types of telemedicine traffic. 

In Figure 8 the percentage of telemedicine video users whose QoS requirements for 
packet dropping (< 0.01%) are violated is much lower with the use of our fairness 
mechanism. The reason for this result is that our schemes are designed to offer 
maximum priority to telemedicine traffic; therefore, when telemedicine video packet 
dropping increases, the increase is almost “uniform” for all telemedicine video users. 
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Fig. 8. Telemedicine video packet dropping versus the number of telemedicine video users 

6.1.2   FCFS-EDF-SJF Results 
Figures 9-10 present results derived with FCFS (First Come First Served), EDF 
(Earliest Deadline First) and SJF (Shortest Job First) algorithms. For these results we 
used the same “scenarios” for channel load as those that we used for the 
corresponding figures in the previous section. 

 

Fig. 9. Regular video packet dropping versus the number of regular video users 

Figure 9 shows that the increase in the number of regular video users clearly 
affects that type of traffic, because the video packet dropping probability of regular 
video users significantly rises above the 1% acceptable upper bound. Initially, the 
three algorithms have almost the same efficiency. However, when the number of 
users in the system (i.e., over all seven cells) exceeds 20, the EDF algorithm produces 
significantly better video packet dropping probability results for regular video users, 
with FCFS being marginally better than SJF overall.  
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Figure 10 shows that the three queuing priority algorithms produce almost identical 
results for low and medium telemedicine video loads, in terms of regular and 
telemedicine video packet dropping. EDF excels once again in the case of high loads. 

 

Fig. 10. Telemedicine video packet dropping versus the number of telemedicine video users 

It is clear from the figures above that EDF excels in comparison to the other two 
algorithms. The reason is that it accommodates users based on their deadline, hence it 
manages to satisfy their QoS requirements in time. The FCFS and SJF algorithms 
base their respective policies on the arrival time and the size of new information, 
thereby ignoring the urgency of users’ needs. The more aggressive policy 
implemented by EDF, of course, has, theoretically, the disadvantage that it can lead to 
unfairness in specific metrics; users with later deadlines can experience longer delays 
than they do, e.g., with the use of FCFS. For this reason, in Section 6.5 we will 
evaluate the fairness offered to regular and telemedicine users by each of the three 
scheduling algorithms. Finally, we need to note that, although FCFS and SJF have 
comparable results for almost all traffic loads, in very high load conditions FCFS 
performs always worse than SJF because it fails to offer any kind of priority based on 
the users’ needs.   

6.1.3   Open Topology Results 
In this section we indicatively present results derived for the second topology that we 
studied. All cells are connected in a straight line and mobiles can get in or out of our 
system only via cell A and cell G, which are placed at the two edges of the network. 

Figure 11 illustrates the increase of telemedicine video packet dropping 
probability, as we increase the number of telemedicine video users. It is useful to 
compare and contrast Figure 11 to Figure 10, where we considered the "circular" 
topology. 
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Fig. 11. Telemedicine video packet dropping versus the number of telemedicine video users 

Comparing Figures 10 and 11 we note that the results are similar in nature, but the 
quantitative difference is large. Using the circular topology, average telemedicine 
video packet dropping probability was 0.03% with FCFS, 0.026% with SJF and 
0.02% with EDF, while with the second map the corresponding values are 0.02%, 
0.017% and 0.0128%. 

Hence, in the case of the open topology, regular video packet dropping probability 
and telemedicine video packet dropping probability are much lower. The reason is 
that when the seven cells are connected in a circular fashion, users never leave the 
system; hence, their aggregate number steadily grows, considering that new users 
keep arriving in the system. On the contrary, when users can leave the system via 
cells A and G, the aggregate users’ number fluctuates. This explains the worse QoS 
achieved by all algorithms in the case of the circular topology; this case actually 
represents a worst-case scenario for our system. 

6.1.4   Jain’s Fairness Results 
Below, we present results derived with 3 different combinations of all loads of users, 
ranging from very low (9%) to very high (100%) and we present the throughput 
fairness results with the use of Jain’s fairness index for voice, video and telemedicine 
video users. 

Table 1. 9% traffic load 

User’s 
type/Algorithm 

FCFS EDF SJF 

Voice Fairness 0.9510 0.9513 - 

Video Fairness 0.9978 0.9981 0.9976 

Telemedicine Video 
Fairness 

1.0000 1.0000 1.0000 
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Table 2. 51% traffic load 

Table 3. 100% traffic load 
 

 

The results presented in Tables 1-3 show that EDF outperforms FCFS and SJF in 
terms of fairness in throughput, something intuitively explained due to the nature of 
the algorithm (packets with imminent deadlines are transmitted first, therefore the 
smallest possible number of packets is dropped). FCFS outperforms SJF, which 
creates some unfairness by always servicing first the users with the least packets to 
transmit, and hence leading larger transmissions to possible packet dropping. Still, the 
use of throughput as a fairness metric does not suffice; delays and packet dropping are 
of equal importance, therefore we used them in our study and we present the results 
below. 

We present two more cases, one with a high load (80%) and one corresponding to a 
traffic overload (110% of the channel capacity) and we evaluate fairness in terms of 
delay and packet dropping. 

Table 4. 80% traffic load 

User’s 
type/Algorithm 

FCFS EDF SJF 

Voice Fairness 0.9476 0.9470 - 

Video Fairness 0.9868 0.9889 0.9859 

Telemedicine Video 
Fairness 

0.9963 0.9961 0.9965 

User’s 
type/Algorithm 

FCFS EDF SJF 

Voice Fairness 0.9838 0.9925 - 

Video Fairness 0.9876 0.9901 0.9866 

Telemedicine Video 
Fairness 

0.9920 0.9931 0.9902 

 D E L A Y P D R O P 

User’s 
type/Algorithm 

FCFS EDF SJF FCFS EDF SJF 

Voice Fairness 0.9369 0.9327 - 0.9138 0.9094 - 
Video Fairness 0.9799 0.9753 0.9226 0.9338 0.9203 0.8248 
Telemedicine 

Video Fairness 
0.9906 0.9893 0.9317 0.9893 0.9824 0.8465 
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Table 5. 110 % traffic load 

 
For the results presented in Tables 4-5, we have kept constant the number of voice 

users and we increased the number of video and telemedicine video users. These 
Tables clearly show that as we increase the channel load, the fairness achieved by all 
three algorithms decreases significantly, especially when considering packet dropping 
as a metric. The traffic type that is influenced the most is regular video traffic, as 
voice is less demanding in bandwidth, and telemedicine video users have absolute 
priority in scheduling, therefore they are minimally affected. As intuitively expected 
and explained in Section 6.2.3, EDF does not outperform FCFS when delay and 
packet dropping are used as fairness metrics.  

It is clear, however, from all the results presented in Tables 1-5, that our scheme 
achieves excellent fairness results for all traffic types and for all traffic loads that do 
not exceed the maximum channel capacity. 

7 Conclusion and Future Work 

This work has focused on the problem of scheduling integrated traffic transmissions 
from urgent types of traffic, like telemedicine, with regular wireless traffic over next 
generation cellular networks. We have extended a recent work [22] on a new MAC 
protocol by using three different scheduling algorithms over a simple network 
topology and by evaluating the algorithms’ fairness based on a number of metrics. 
Our results have clearly shown that in terms of the provided QoS to wireless users, 
the EDF algorithm excels over SJF and FCFS, which has been widely used in the 
literature as it is the intuitively simplest choice and is marginally fairer than EDF. 

In future work, we intend to experiment with more scheduling algorithms from the 
literature and to propose an algorithm of our own, which will incorporate the 
advantages of EDF and will provide increased fairness in comparison to FCFS. In 
order to achieve this, we believe that we will need periodic bandwidth reallocation 
from the BS to the wireless users, based on efficient traffic modeling.   
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Abstract. In recent years, due to the ever-increasing traffic demands and the 
limited spectrum resources, it is very likely that several cognitive radio ad hoc 
networks (CRAHNs) will coexist and opportunistically use the same primary 
user (PU) resources. In such scenarios, the ability to distinguish whether a 
licensed channel is occupied by a PU or by another CRAHN can significantly 
improve the spectrum efficiency of the network, while the contention among 
the CRAHNs already operating on the licensed channels with no PU activity, 
may further affect the performance of the network. Therefore, the proper 
selection of the frequency bands, already being used by other CRAHNs, could 
result in notable throughput and energy efficiency gains for the network under 
study. In this chapter, we propose a novel contention-aware channel selection 
algorithm, that: i) initially locates the spectrum holes by exploiting cooperative 
spectrum sensing, ii) categorizes the idle licensed channels based on their 
contention level (i.e., number of secondary users (SUs) belonging to other non-
cooperating CRAHNs that are operating on the licensed channels), and iii) 
selects the less contended licensed channel to be accessed first by the CRAHN 
under study. The proposed algorithm is evaluated by means of simulations and 
it is shown that it can present gains up to 70% in throughput and up to 68% in 
energy efficiency. 

1 Introduction     

Cognitive radio (CR) is a promising technology proposed to cope with the spectrum 
scarcity problem, which has emerged as a result of the increased need for anywhere-
anytime connectivity and the fact that the spectrum resources are limited. A CR, with 
its built-in intelligence and cognitive capabilities, can sense the radio spectrum, locate 
spectrum holes (i.e., underutilized or unused portions in the licensed spectrum) and 
opportunistically access them as long as the licensed users (also called primary users 
(PUs)) do not use the band [1].  

As illustrated in Fig. 1, a typical duty cycle of a CR includes detecting the 
spectrum holes, selecting the best frequency bands, coordinating spectrum access with 
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other users and vacating the channel when a PU appears. Such a cognitive cycle is 
supported by the following functions: i) spectrum sensing, ii) spectrum analysis, and 
iii) spectrum decision. Through spectrum sensing and analysis, a CR can detect the 
spectrum holes and decide which ones it will utilize (spectrum decision). Through 
sensing a CR is also able to detect the change in the PU activity in the licensed 
channel that operates and thus to adapt its transmission so that no harmful interference 
is generated to the PU. Therefore, CR spectrum sensing is of high importance to 
guarantee PU protection. 

 

Fig. 1. Cognitive radio cycle 

Spectrum sensing can be performed using several sensing techniques. The most 
important ones are energy detection and feature detection [2], [3]. Energy detection is 
the most commonly used technique because of its low computational and 
implementation complexity. However, it is susceptible to the noise power uncertainty 
[4]. On the other hand, feature detection enables the distinction between different 
types of signals (e.g., PUs’ and secondary users (SUs)’ signals) at the expense of 
higher complexity and longer sensing time. A specific type of feature detection is 
cyclostationary feature detection [3], which determines the presence of PU signals by 
extracting their specific features such as pilot signals, cyclic prefixes, symbol rate, 
spreading codes or modulation types from its local observation. Therefore, it requires 
prior information about the PU waveforms. However, notice that this is typically 
known for most standard technologies that operate on licensed channels [5].  

To further improve the sensing accuracy, cooperative spectrum sensing is 
exploited, which benefits from the spatial and multiuser diversity and manages: i) to 
guarantee PU protection by decreasing the mis-detection probability, and ii) to utilize 
the idle1 licensed channels more efficiently by reducing the false alarm probability 
[3], [6]–[7]. At this point we should mention that the mis-detection probability refers 
to the probability that a licensed channel that is busy will be erroneously sensed idle, 
while the false alarm takes place when a licensed channel that is idle is erroneously 
sensed busy. 
                                                           
1 Please note that in CR, the characterization of a channel as busy or idle concerns exclusively 

the PU activity. 
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Moreover, the CR nodes may be battery-powered wireless devices and thus their 
energy efficiency plays a key role. At the same time, due to the increased need for 
anywhere-anytime connectivity and the fact that the spectrum resources are limited; 
the coexistence of CRAHNs that use the same licensed channels opportunistically has 
become a challenging topic. To that end, the motivation of studying the operation and 
performance of a CRAHN, in a scenario where other non-cooperating CRAHNs are 
also using the same PU resources opportunistically is twofold: First, the ability of 
detecting whether the activity in a particular band is caused by PUs or by secondary 
users (SUs) allows a more intensive reuse of the idle resources, which is the main aim 
of the CR paradigm. Second, the number of SUs belonging to other CRAHNs that 
contend for the same resources may have a significant impact both on the throughput 
and the energy efficiency of the CRAHN under study. Therefore, the proper selection 
of the frequency bands already being used by other CRAHNs can result in notable 
performance gains.  

To that end, in this chapter, an energy-efficient contention-aware channel selection 
algorithm is proposed, in a scenario where the CRAHN under study coexists with 
other non-cooperating CRAHNs. The algorithm uses cooperative spectrum sensing, 
during which feature detection is combined with a technique that estimates the 
number of SUs in each licensed channel. Feature detection enables the distinction of 
the licensed channels into: i) those with PU activity, ii) those with SU activity and iii) 
those with no activity at all and will be used as the reference algorithm for the 
performance comparison of our approach; while the second technique estimates  
the contention in each licensed channel with SU activity. Specifically, it estimates the 
number of SUs belonging to the other non-cooperating CRAHNs that are already 
operating on the channel. Thereafter, the algorithm categorizes the idle licensed 
channels based on their contention level and it selects the less contended channel to 
be accessed first by the CRAHN under study. 

The rest of the chapter is organized as follows: In Sections 2 and 3, the related 
work and the system model are respectively presented. In Section 4, a detailed 
description of the proposed algorithm is given and in Section 5, the simulation results 
are presented. Finally, Section 6 concludes the chapter. 

2 Related Work 

In CR literature, the research interest has been recently moved to energy-efficient 
cooperative spectrum sensing algorithms [8], [9]. In [8], the authors study how to 
choose an optimal sensing duration to strike a balance between energy consumption 
and system throughput, while in [9] the fusion rule threshold, the detector’s thresholds 
at the SUs, the sensing time, and the number of cooperating SUs are optimized so that 
the energy efficiency of the CR network is maximized. 

In parallel, several channel selection algorithms have been proposed for CRNs 
mainly aiming at maximizing the overall throughput. To that end, the authors in [10] 
propose an optimal channel sensing order policy based on previous observations of 
the channels, where apart from selecting the optimal channel to sense, the optimal 
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sensing time that leads to maximized SU throughput is derived. In [11], a dynamic 
context-aware channel selection scheme that uses reinforcement learning to improve 
the throughput and delay performance is proposed, while in [12] the authors propose a 
MAC protocol for opportunistic spectrum access that uses two channel selection 
methods, a uniform and a spectrum opportunity-based channel selection. According to 
the first one, each SU chooses a channel among the available ones randomly, whereas 
the latter takes into account the different probabilities of spectrum availability in the 
channels. However, the authors assume that each SU can correctly estimate the 
spectrum availability probability (i.e., the number of active secondary flows) without 
justifying this assumption. Moreover, contrary to our approach, they consider a 
dedicated global common control channel.  

All the aforementioned approaches consider only a single CR network, thus totally 
overlooking any coexistence issues among SUs. Nevertheless, as previously analyzed, 
due to the limited spectrum resources it is very likely to have several CRAHNs 
coexisting and sharing the same PU resources. To that end, in [13] a contention-aware 
channel selection strategy is proposed. However, this approach studies the trade-off 
between connectivity and contention, and it differs from our work as it aims at a 
different objective (i.e., to achieve high connectivity in the network). 

3 System Model 

We consider a set of Ms licensed channels; each one allocated to a PU, as depicted in 
Fig. 2, which can be opportunistically accessed by SUs as long as they remain unused. 
An unlicensed channel is also considered (e.g., the industrial, scientific and medical 
(ISM) band), which is highly congested. In addition, we consider a CRAHN, denoted 
as CRAHN under study, consisting of N SUs, which is able of operating both in the 
considered unlicensed and licensed channels. The CRAHN under study has a 
coordinator, whose role may be assigned to each one of the N SUs in a round robin 
way to achieve fairness in energy consumption [14]. Furthermore, each licensed 
channel, when being idle, can be accessed by CRAHNs, each one consisting of a 
number of SUs. We denote as NSUlic, the maximum total number of SUs that can 
operate in a licensed channel and as Nunlic the number of users that operate in the 
unlicensed channel (this parameter does not include the N users of the CRAHN under 
study). At this point, it is worth mentioning that the Nunlic users that operate in the 
unlicensed channel may consist of a mixture of SUs belonging to other CRAHNs and 
users without cognitive radio capabilities that are only able to use the unlicensed 
channel. 

The CRAHN under study does not use a dedicated global control channel for 
communication. This fact is very important, as a global common control channel could 
be a potential bottleneck for network performance and scalability and it is also prone to 
jamming attacks by malicious users, which is one of the main Denial of Service (DoS) 
attack threats in CR networks. Moreover, in-band signaling is considered (i.e., the 
channels are shared for both control and data transmission). However, notice that the 
CRAHN under study exploits explicitly the licensed channels for data transmission. In 
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Fig. 2. System model example 

the unlicensed band only control information exchange takes place during the initial 
set up of the network and in the case there is no licensed channel available and the 
CRAHN hops to the unlicensed channel for the recovery process. 

Each SU is equipped with a single transceiver. Thus, even if it is capable of 
operating over multiple channels including the licensed ones, at a given time it can 
operate (either transmit or receive) only over a single channel. Obviously, the use of a 
single transceiver is less energy consuming and costly compared to CR nodes 
equipped with multiple transceivers and it has been already considered in some CR 
devices and prototypes [15]. 

Furthermore, we assume that the users of the CRAHN under study are capable of 
operating over the same set of channels, including the licensed ones and in addition, 
that they constitute a short range communication network, whose nodes are 
adequately close to each other, to be exposed to the same activity of accessible 
channels. However, notice that the sensing results of the SUs when sensing the same 
channel at the same time may be different due to the mis-detection and false alarm 
probability. 

Moreover, the transmissions of the SUs both in the unlicensed and licensed 
channels follow the CSMA/CA method, as described in [16]. To that end, a node 
wishing to transmit data has to first listen to the channel for a predetermined amount 
of time (tDIFS) to determine whether or not another node is transmitting. If no other 
node transmits, the node is permitted to begin the transmission process. Otherwise, 
the node defers its transmission for a random period of time tBO (back-off time). It is 
worth noting here, that the PUs use their own access method, while accessing the 
licensed channels (e.g., SC-FDMA in the uplink and OFDMA in the downlink for 
LTE access). 
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4 Proposed Algorithm 

The operation of the CRAHN under study can be divided into the operation in the 
unlicensed channel (UC) and the operation in the licensed channels (LCs), as depicted 
in the flowchart of Fig. 3. In particular, the CRAHN under study is assumed to be 
initially located in the highly congested unlicensed channel, where other Nunlic users are 
present. There, the coordinator triggers a sensing procedure, aiming at finding new 
spectrum opportunities in the licensed channels for the CRAHN under study to 
exploit. 

As previously described in Section 3, in the unlicensed channel only sensing 
procedures take place at the following cases: i) at the initial setup of the CRAHN, and 
ii) at the recovery process, in the case that there is no licensed channel available. 
Thus, the unlicensed channel operation includes only control information exchange, 
as described in Section 4.1.  

After the sensing procedure in the unlicensed channel has finished, a list is 
constructed that contains the sensed as idle licensed channels in the order defined by 
the applied channel selection algorithm (described in Section 4.3). At this point there 
are the following possible cases: 

• All the licensed channels have been sensed busy. If the constructed list is empty, 
the CRAHN stays in the unlicensed channel and another sensing procedure is 
initiated.  

• There is at least one licensed channel that has been sensed idle. If the list contains 
at least one licensed channel, the CRAHN under study hops to the first channel in 
the list and operates there following the procedure described in Section 4.2. 

 
Fig. 3. Flowchart of the operation of the CRAHN under study 
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4.1 Operation in the Unlicensed Band 

The operation time in the unlicensed channel can be divided into three time periods 
(t1, t2 and t3), as depicted in Fig. 4. Specifically, during t1 the sensing procedure is 
initiated, t2 denotes the total sensing time and during t3 the exchange of the sensing 
results takes place. 
 

 

Fig. 4. Sensing procedure time diagram example 

1. Time period t1 

During t1, only the coordinator contends with the other Nunlic users to gain access to 
the unlicensed channel (i.e., the rest N-1 SUs remain idle). Subsequently, after 
listening to the channel being idle for tDIFS and having its back-off timer equal to zero, 
it broadcasts a RFS (Request For Sensing) packet.  

In order to be reassured that the transmission of the RFS packet was successful, the 
algorithm used in [17] is applied. According to that, e.g., the node that is defined to 
send its sensing results first, acts as a leader or representative for the purpose of 
sending feedback to the coordinator. On erroneous reception of the RFS packet, the 
leader does not send an acknowledgment, prompting a retransmission. On erroneous 
reception of the packet at receivers other than the leader (i.e., at the rest N-2 SUs of 
the CRAHN under study), the protocol allows negative acknowledgments from these 
receivers to collide with the acknowledgment from the leader and thus destroying the 
acknowledgment and prompting the coordinator to retransmit the packet. The role of 
the leader may also be assigned in a round robin way among the SUs (e.g., the leader 
of the current sensing procedure may be the coordinator of the next one). 

The RFS packet includes the following information: i) which channels are going to 
be sensed by each SU of the CRAHN under study, ii) the order in which the SUs are 
going to report their sensing results to the coordinator and iii) how often the sensing 
procedure is going to be triggered, namely the time between two consecutive sensing 
procedures, denoted as TS.  

Specifically, the parameter TS is constant and it is defined as the time period from 
the end of the sensing time until the moment that the coordinator has a new RFS 
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packet to send. This value is closely coupled with the PU activity pattern. For quickly 
changing PU activity, the value should be kept low enough, so that the sensing 
procedure takes place more frequently, to keep the information for every channel 
updated. 
 

2. Time period t2 

After having successfully received the RFS packet, the time period t2 begins. Thus, all 
the SUs start sensing each one the licensed channels that were assigned to it. This 
assignment of licensed channels for sensing is equally performed among the SUs (that 
is, each SU senses the same number of channels), for the sake of fairness in energy 
consumption. In the case that a channel is sensed by more than one SU, cooperative 
spectrum sensing is applied using the OR fusion rule. The fusion rule refers to a 
predefined rule, according to which the central entity (the coordinator in our case) 
processes the SUs’ reported sensing results to make a final decision about the state of 
the licensed channel. In particular, according to the OR fusion, when at least 1 out of 
k cooperating SUs detects that the PU is busy in the licensed channel, the final 
decision declares a PU is present. In particular, when applying the OR fusion rule the 
mis-detection (Pmd) and the false alarm probability (Pfa) can be respectively expressed 
as: 

 ∏
=

=
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where k is the number of cooperating SUs and Pmd,i and Pfa,i denote the mis-detection 
probability and false alarm probability of the ith SU, respectively. Generally, the OR 
fusion rule presents low mis-detection probability and high false alarm probability. As 
a result, it provides higher protection to the PUs, at the expense of low reusability of 
the unoccupied licensed channels. 

Furthermore, if the number of SUs of the CRAHN under study (N) is a multiple of 
the licensed channels (Ms), each channel is going to be sensed by the same number of 
users. Otherwise, a subset of licensed channels is sensed by more SUs, in order to 
achieve higher accuracy i.e., better mis-detection and false alarm probability. 

During the sensing time that lasts for a constant period of time equal to t2, 
cyclostationary feature detection is used [3]. As previously described, cyclostationary 
feature detection enables the distinction between PUs’ and SUs’ signals, at the 
expense of more complexity and longer sensing time. However, notice that its use is 
fundamental to such co-existence scenarios, as the use of a simpler technique (e.g. 
energy detection) would result in very low spectrum efficiency, as all the idle licensed 
channels being used by other CRAHNs, would have been considered busy and thus 
would have been avoided. 



 An Energy-Efficient Contention-Aware Algorithm for Channel Selection 427 

3. Time period t3  

After the sensing has finished, the CRAHN under study hops to the unlicensed 
channel for the exchange of the sensing results. The sooner this exchange takes place, 
the higher the accuracy in the results. Therefore, only the coordinator (from the 
CRAHN under study) contends again with the other Nunlic nodes to gain access to the 
unlicensed channel. 

Once the coordinator is able to transmit a packet successfully, it broadcasts a 
beacon frame asking for the sensing results of the rest of the SUs. With this beacon a 
contention free period starts, as shown in Fig. 4, in which each SU of the CRAHN 
under study has to wait tSIFS and then sends its sensing results to the coordinator in the 
previously defined (in the RFS packet) order. Thereafter, the coordinator constructs a 
list, which defines the order that the licensed channels that were sensed idle are going 
to be visited by the CRAHN under study. A detailed explanation of the construction 
of the list is given in Section 4.3. Subsequently, a packet containing the list (of 
transmission’s duration tLIST) is broadcasted by the coordinator and the contention-free 
period ends. 

The duration of the contention-free period is constant and predetermined in the 
beacon frame, so that when the other nodes in the unlicensed channel hear the beacon 
to set their network allocation vector for time equal to this of the contention free 
period. As shown in Fig. 4, all the procedure of exchanging control information lasts 
for tC. 

At this point we have to clarify, that the constructed list contains only the sensed as 
idle licensed channels. However, notice that some of them may be erroneously sensed 
idle due to mis-detection probability.  

4.2 Operation in the Licensed Band 

While the CRAHN under study operates in licensed channels, the data exchange 
follows the CSMA/CA method, as previously mentioned. Specifically, the SUs that 
have a packet to send (belonging to the CRAHN under study or/and to the other co-
existing CRAHNs) contend to gain access to the licensed channel. Hence, the 
operation time in the licensed channel consists of successful transmission, collision 
and idle slots. This normal CSMA/CA operation on the licensed channel is interrupted 
in the following cases: 

• The PU of the licensed channel remains idle and the time for the next sensing 
procedure to be initiated has come, namely TS has elapsed from the previous 
sensing. In this case, the coordinator, that has a new RFS packet to send to trigger 
a new sensing procedure, contends again to gain access to the licensed channel. At 
this point, we make the assumption that the PU activity does not change during the 

sensing procedure (that is, for 1t + 2t + 3t , where 1t  and 3t  are the average values 

of the time periods t1 and t3, respectively, and t2 is the constant duration of the time 
period t2) and we will justify this assumption in the performance evaluation section 
(Section 5). 
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• The state of the PU of the licensed channel changes to busy earlier than TS. In this 
case, the SUs have to leave the channel immediately in order not to interfere with 
the PU. We assume that the CRAHN under study can detect the PU activity after a 
period of time equal to tr and then reacts by hopping to the next channel in the list 
of available ones. In case there is no other channel available in the list the CRAHN 
hops to the unlicensed channel and a new sensing procedure is triggered again 
from the beginning (recovery process). 

4.3 List Construction 

As the list defines the order in which the licensed channels are going to be visited by 
the CRAHN under study, it is of high importance. To that end, we propose the 
classification of the channels that were sensed idle, according to the number of 
contending SUs belonging to other CRAHNs that are already operating on them. 

As a result, after each sensing procedure a list is constructed, containing all the 
sensed as idle licensed channels, sorted by the number of contending nodes in 
ascending order (that is, the channel with the least number of contending SUs takes 
the first place and thus higher priority). The main goal of our algorithm is to achieve 
throughput and energy efficiency gains by minimizing the time that the CRAHN 
under study spends in channels with high contention.  

For the estimation of the number of competing SUs in each licensed channel, the 
following formula is used [18]-[19], given the assumption that all the SUs are in 
saturated conditions. 
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According to [18]-[19], the estimated number of contending users (nC), can be 
explicitly expressed as a function of the conditional collision probability (pC), (that is, 
the probability that a packet being transmitted on the channel collides) and the known 
and constant back-off parameters CWmin and m, with m = log2(CWmax / CWmin). 

When a SU senses a licensed channel with SU activity, it can efficiently measure 
pC by simply monitoring the channel. Specifically, it is able to understand the 
collisions and the successful transmissions of other users by listening to their packet 
exchange [20]. Thus, pC can be obtained by counting the number of slots that a 
successful transmission occurs (Csucc), as well as the number of slots that a collision of 
the other SUs occurs (Ccoll), as in each of these slots a potential packet transmission of 
the SU (the one performing sensing) would have failed. Consequently, the conditional 
collision probability pC can be expressed as: 
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where B is the total number of observed slots, namely the sum of successful 
transmission (Csucc), collision (Ccoll) and idle slots (Cidle). 

The accuracy of the estimation is highly dependent on the observation time (B), 
and the number of contending users (nC). Specifically, for a constant number of 
contending users on the channel, the longer the observation time, the more accurate 
their estimated value while for a given observation time, the more the contending 
users on the channel, the less accurate their estimated value. However, it is very 
important that the proposed algorithm performs well even if the estimated values are 
not very accurate, as the correct construction of the list depends only on the 
comparison between the estimated values of contending SUs in each channel and not 
on their exact value.  

The process of the list construction is summarized in Algorithm 1. 
 

 

Algorithm 1 List construction process 

4.4 Operation Example 

For the reader’s convenience, a simple example of the operation of the CRAHN under 
study is depicted in Fig. 5. Specifically, we consider a CRAHN consisting of N=3 
SUs and a set of three licensed channels (LC1, LC2 and LC3).  

Initially, the CRAHN is located in the unlicensed channel (UC), where a sensing 
procedure takes place, as previously described. In particular, after the coordinator 
manages to successfully send a RFS packet, each SU senses a licensed channel and 
then they all hop to the unlicensed channel for the exchange of the sensing results. In 
the considered example the LC3 is found busy and thus it is not included in the list. 
For LC1 and LC2, the number of contending SUs that belong to other non-
cooperating CRAHNs has been estimated to be 2 and 8 SUs, respectively. As a result, 
the LC1 will take the first place on the list, as it is the one with the least SU 
contention. After the coordinator has constructed and broadcasted the list, all the SUs 
of the CRAHN under study hop (at t=τ1) to the first channel on the list (i.e., LC1) and 
start communicating there following the CSMA/CA method, as previously described. 
At t= τ΄ the PU of LC1 becomes busy and thus the SUs have to evacuate the licensed 
channel as soon as possible in order not to interfere with the PU. As the CRAHN is 
able to detect the change in the PU activity after tr, it reacts by hopping at t= τ2 to the 
next available channel in the list, i.e., LC2. While operating there, at t= τ΄΄ the PU of 
LC2 becomes busy and as there is no other licensed channel available in the list, the 
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CRAHN hops back to the unlicensed channel at t= τ3 for the recovery process. There 
the coordinator triggers a new sensing procedure. However, the updated list will 
contain this time the LC1 at the first place and the LC3 at the second place, as the 
LC1 was sensed free of both PU and SU activity and the LC3 having 12 SUs. Hence, 
at t= τ4 the CRAHN under study hops to the LC1 and a new cycle begins, as 
previously described. 

 

Fig. 5. Example of the operation of the CRAHN under study 

5 Performance Evaluation 

5.1 Simulation Scenario 

In the simulations we executed in MATLABTM, we have considered a CRAHN 
consisting of N= 6, 12 and 18 SUs and a set of Ms=6 licensed channels. We assume 
that the PU activity on the licensed channels follows an exponential on-off traffic 
model, with the mean durations of on and off periods denoted by Ton and Toff, 
respectively. Moreover, it has been proved through extensive simulations, that the 
possibility that the PU activity changes during the sensing procedure in a licensed 
channel is lower than 3%, which accounts for our assumption that the PU activity 
does not change during the sensing procedure. 

Furthermore, a highly congested unlicensed channel is considered with Nunlic=50 
users. The false alarm and mis-detection probability of each SU are Pfa,i=Pmd,i=0.1, 
respectively, whereas the back-off parameters are equal to m=6 and CWmin=16. All 
the users are assumed to be in saturated conditions (i.e., they always have a packet to 
transmit). The channel conditions are assumed ideal: no hidden terminals, no exposed 
terminals and no packet corruption are considered. These parameters would have the 
same impact on our proposal and the reference algorithm, and thus they are omitted to 
highlight the performance gains. 

Moreover, the licensed channels are divided into four categories according to their 
number of contending SUs that are operating on the channel: the very low contended, 
the low contended, the medium contended and the high contended ones. The 
maximum number of SUs in a licensed channel has been considered equal to 
NSUlic=35. Specifically, two very low contended channels (0-9 SUs), one low 
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contended (9-18 SUs), one medium contended (18-27 SUs) and two high contended 
(27-35 SUs) are considered. The exact value of the actual number of SUs in a channel 
is randomly chosen between the interval of its category. At this point it is worth 
noting that a licensed channel may change category dynamically, depending on the 
choices of the other CRAHNs.  

The MAC parameters have been selected according to IEEE 802.11g Standard 
[21], while the rest of the simulation parameters are summarized in Table 1. 

In order to calculate the accuracy in the construction of the list we adopt the 
generalization of Kendall tau distance, KD, which according to [22] is given by: 

 
<

>=
ji

RRijRD jninDnK )]()([)(  (5) 

where Dij denotes the distance between two licensed channels i and j that are 
erroneously inverted in the list, i.e., the position in the list of channel i is before j, 
even if its actual number of SUs, nR(i), is higher than j’s, nR(j). The parameter Dij is 
then equal to: Dij = nR(i)− nR(j). 

Table 1. Simulation values 

Parameter Value 

Ton, Toff 1 s 

Time between two consecutive sensing periods (TS) 200 ms 

Time to react (tr), Time to sense a channel 3 ms 

Time to switch channel 9 ms 

Slot time 9 μs 

tSIFS 10 μs 

tDIFS 28 μs 

PLCP preamble and PHY header 20 μs 

MAC Header 34 bytes 

Payload 1000 bytes

ACK, Beacon packet, End packet length 14 bytes 

SR packet, LIST packet 16 bytes 

RFS packet length 20 bytes 

Ctrl. Transmission Rate 6 Mbps 

Data Transmission Rate 24 Mbps 

Transmission Power, Power to switch channel 1900 mW 

Receiving Power, Idle Power, Power to sense a channel 1340 mW 
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5.2 Simulation Results 

In Fig. 6 and Fig. 7 the average throughput and generalized Kendall tau distance of 
the proposed algorithm versus the time to sense a channel are respectively depicted. 
As it can be noticed, devoting more than 3 ms to sense a channel (that is, the time 
needed for feature detection and the minimum possible for our algorithm), results in 
worse throughput even if better accuracy is achieved, namely even if the generalized 
Kendall tau distance gets closer to zero. In other words, for sensing time more than 3 
ms, the loss in throughput due to the decrease of time available for data transmission 
outweighs the gain of better accuracy in the construction of the list. 

 
Fig. 6. Average throughput of the CRAHN under study vs. the time to sense a channel 

 
Fig. 7. Average generalized Kendall tau distance of the constructed list vs. the time to sense a 
channel 
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This is a general conclusion as this value has been proved through extensive 
simulations to be independent of the other simulation parameters. Therefore, later on 
we set the time to sense a channel equal to 3 ms for both our proposal and the 
reference algorithm. As a result, a very important outcome is that our proposal does 
not induce any significant overhead compared to the reference algorithm. 

As previously explained, we consider as a reference algorithm a feature detection 
(FD) algorithm that uses no estimation technique for the number of contending SUs. 
Using FD, a SU is able to distinguish between the licensed channels that are busy and 
thus should be avoided, the ones with SU activity and others with no activity at all 
(neither PU nor SU). As a result, for a fair comparison, the list will include first the 
idle channels with no activity and then the channels with SU activity in a random 
order. 

To that end, in Fig. 8 and Fig. 9 the average throughput and energy efficiency of 
the CRAHN under study are respectively depicted for the proposed algorithm in 
comparison with the reference algorithm vs. the number of users of the CRAHN 
under study (N). As it can be noticed in both algorithms, the more the SUs of the 
CRAHN under study, the higher their throughput until a point when an upper bound is 
reached, due to the saturation of the licensed channel (i.e., saturation throughput). On 
the other hand, the energy efficiency of the CRAHN is decreased with the increase of 
its SUs’ number, as the energy consumption during sensing and accessing increases 
with higher rate than the successful bits transmitted by the CRAHN under study.  

 

Fig. 8. Average throughput of the CRAHN under study for the proposed algorithm in 
comparison with the reference algorithm vs. its number of users (N) 
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Fig. 9. Average energy efficiency of the CRAHN under study for the proposed algorithm in 
comparison with the reference algorithm vs. its number of users (N) 

In comparison to FD, the proposed algorithm achieves higher throughput and 
energy efficiency, as there is more time spent in low contended channels, where the 
probability of a successful transmission is higher and thus more useful bits are sent. 
At the same time, due to lower contention in the visited licensed channels there is less 
energy consumption in idle and collision slots compared to FD. Moreover, notice that 
higher gain is achieved for smaller networks, by virtue of the fact that the more the 
users of the CRAHN under study, the less the effect that the contention can have in 
throughput and the more the energy consumption. In other words, in the case that the 
CRAHN under study consists of a large number of SUs, there will be high contention 
even in low contended channels, due to the contention among its users. 

In Fig. 10 and Fig. 11, the average throughput and energy efficiency of the 
CRAHN under study are respectively depicted for the proposed algorithm in 
comparison with the reference algorithm vs. the maximum number of SUs in any 
licensed channel (NSUlic). As it can be observed, the more the contention in the 
licensed channels (i.e., the higher the value of NSUlic), the lower the throughput and the 
energy efficiency of the SN under study for both algorithms, as there are more 
collisions among the users and thus higher energy consumption. 

Furthermore, notice that higher throughput and energy efficiency gains are 
achieved in comparison to FD for higher contention in the licensed channels, due to 
the contention-awareness of the algorithm. Specifically, the higher the contention 
effect, the higher its performance gains. 
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Fig. 10. Average throughput of the CRAHN under study for the proposed algorithm in 
comparison with the reference algorithm vs. the maximum number of SUs in any licensed 
channel (NSUlic) 

 

 

Fig. 11. Average energy efficiency of the CRAHN under study for the proposed algorithm in 
comparison with the reference algorithm vs. the maximum number of SUs in any licensed 
channel (NSUlic) 
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Fig. 12. Relative throughput gain of the proposed algorithm in comparison with the reference 
algorithm vs. the maximum number of SUs in any licensed channel (NSUlic) 

 

Fig. 13. Relative energy efficiency gain of the proposed algorithm in comparison with the 
reference algorithm vs. the maximum number of SUs in any licensed channel (NSUlic) 
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Finally, the relative gain in throughput and energy efficiency of our proposal 
compared to the FD algorithm vs. the maximum number of SUs in a licensed channel 
(NSUlic), are respectively depicted in Fig. 12 and Fig. 13, for different numbers of SUs 
of the CRAHN under study (N). It can be noticed that as the contention in the licensed 
channels increases (NSUlic), the relative gain in both throughput and energy efficiency 
increases. This stems from the fact that when the proposed contention-aware 
algorithm is applied, the CRAHN under study spends more time in low contended 
licensed channels and thus achieves better performance, as previously explained. 

Moreover, as the number of users of the CRAHN under study (N) increases, the 
relative gain in both throughput and energy efficiency decreases, as previously 
analyzed. Thus, the proposed algorithm achieves the best relative gain under high 
contention and for a small CRAHN (i.e., for N=6 and NSUlic=40) it can present up to 
70% improvement in throughput and 68% in energy efficiency. 

6 Conclusion 

In this chapter, we have described the operation and studied the performance of a 
CRAHN in a scenario where other non-cooperating CRAHNs are also using the same 
primary resources. A novel energy-efficient contention-aware channel selection 
algorithm has been proposed, according to which the CRAHN under study selects the 
less contended idle licensed channels to access. The proposed algorithm uses 
cooperative spectrum sensing, during which feature detection is combined with 
another technique that estimates the number of SUs in each licensed channel. 
Moreover, it has been proved and explained that the proposed algorithm performs 
well even if the accuracy in the estimated values is low, as its performance only 
depends on the comparison between the estimated values and not on their exact value. 
Specifically, the proposed algorithm achieves its best performance for 3 ms, which is 
equal to the sensing time that feature detection requires. As a result, it has been shown 
that the proposed algorithm manages to achieve notable performance gains without 
inducing any significant additional overhead in comparison with the reference 
algorithm. In particular, it has been demonstrated that for high traffic in the licensed 
channels, it can present up to 70% gain in throughput and up to 68% in energy 
efficiency. 
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Abstract. Wireless Sensor Network (WSN) is composed of distributed spatially 
connected sensor nodes with limited computing power and storage. However, 
Mobile Sink (MS) based Wireless Sensor Networks (WSN) showed great 
advantage over the traditional WSN for saving energy [36]. By adopting good 
movement strategy for mobile sink, routing, data gathering and communication 
policy, MS based WSN can more effectively utilize all the available resources 
as compared to traditional WSN. On the contrary Cloud Computing provides 
computing and storage resources typically through the Internet. Therefore, there 
is a recent trend to combine MS based WSN with the clouds so that both can 
get benefit from each other. In this chapter, we first give an introduction to 
Wireless Sensor Networks (WSN), Mobile Sink based WSN and Cloud 
Computing. After then, we give an overview of state-of-the-art work on 
Wireless Sensor based Cloud Computing (WSCC). Subsequently, integration of 
WSN and Cloud Computing is highlighted with some insights on how WSN 
and Clouds can both get benefits from each other. Applications of Wireless 
Sensors over the cloud are then described. Afterwards, we explain incorporation 
of mobile sink between WSN and Cloud. Finally, we discuss issues, challenges, 
and future directions in the realization of Wireless Sensor Network based Cloud 
Computing. 

1 Introduction 

WSN is composed of autonomous sensor nodes which are deployed in a region to 
observe physical or environmental conditions like motion, vibration, lightning 
condition, soil makeup, noise levels, pollutants, sounds, etc. A wireless sensor node is 
normally composed of a microcontroller, battery, communication element and sensor. 
Since wireless sensor nodes are deployed densely and in large number in the area 
under observation, therefore these are small in size and inexpensive which results in 
limitations on resources like energy, memory, computational speed and bandwidth. 
Wireless sensor nodes normally perform three main functions; i.e. sensing, processing 
and communication. Due to limited energy and memory of sensor nodes, lifetime of 
wireless networks is very insignificant. 
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However, with the widespread use of the WSN, the data storage and processing 
requirements also rose up. Usually the power consumption of storage and processing 
element of the wireless sensor node was assumed to be negligible. But with the 
increasing demand for the variety of information; the power consumed by the 
processing and the storage element can no more be ignored. To tackle such situation; 
cloud computing provides promising solutions for the storage and processing 
requirements of the wireless sensor nodes. 

Traditionally in WSN, a static sink was deployed at the center of the network 
which fetches data from all wireless sensor nodes via multihop communication. 
Consequently, nodes near the sink drain their battery power quickly as nodes in 
vicinity of the sink have to send their own data as well as relay the data of other 
nodes. To overcome this problem, Mobile Sink (MS) was proposed in which sink was 
made to move. Thus mobile sink improves the overall lifetime of the network by 
minimizing number of transmissions by sensor nodes, eliminating redundant data as 
all sensor nodes have to send their own data only and by conserving energy because 
nodes do not have to relay the data of their neighboring nodes. 

With the increasing trend of using cloud computing environment for data storage 
and processing requirements, the popularity of Cloud computing dramatically 
increases. By using cloud computing strategy, organizations and people can save 
power cost by reducing the number of servers required, thus runs their activities more 
productive and with ease. The services can be acquired via Internet and the 
requirement of services can be changed at any time without worrying about 
background physical management of servers. Moreover, some of the main features of 
cloud computing include abstraction, service on demand, elasticity of demand, 
network access, service measurement, resource pooling etc. [1]. 

This chapter is organized as follows. In section 2, models of cloud computing from 
deployment scenarios are presented. Then in section 3, integration of WSN with cloud 
computing is discussed and how each one is getting benefit from other is explained. 
After then, applications of WSN and cloud computing are elaborated in much details. 
Subsequently, the incorporation of mobile sink between WSN and cloud computing is 
explained in section 5 in which advantages of mobile sink, trajectories and their 
effects on network performance followed by mobile sink and challenges of mobile 
sink are discussed. In this section, it is also explained how WSN and cloud computing 
get benefits from mobile sink. In section 6, we discuss issues, challenges and future 
direction of WSN and cloud computing. Finally we conclude the chapter in section 7. 

2 Cloud Computing Models 

Most organizations are now moving towards cloud in-order to control operational 
costs and cut capital expenditures. However, in-order to adopt cloud, there are many 
challenges and security risks which could be more expensive to deal with [20]. 
Therefore organizations must consider them. 

Primarily, four cloud models are recommended by [1] for different business 
scenarios and requirements. Therefore, organizations must understand their 
requirements before opting any cloud model. These deployment models are also 
shown in Fig 1. 
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Fig. 1. Cloud Computing models from deployment scenario 

2.1 Private Cloud 

In this model, cloud infrastructure operates within a single organization and is  
managed by either the organization itself or by third party. The purpose of this model 
is to optimize and maximize the utilization of internal resources, providing data  
privacy, low data transfer cost, security etc. This model does not offer much cost 
efficiency but it provides security. Security concerns are addressed in this model 
through secure-access VPN. 

Beside security, this model is also adopted by those organizations which have to 
conform to regulatory standards, e.g., Health Insurance Portability and Accountability 
Act of 1996 (HIPAA) [21], Statement on Auditing Standards (SAS) 70 [22] etc. 
where data privacy is of major concern. In-order to ensure data privacy, many cloud 
applications allow their clients to manage data on their own premises according to 
their business requirements. One of these applications is Amazon which provides  
Virtual Private Cloud. 

2.2 Public Cloud  

In this model, cloud infrastructure is provisioned for open use and is operated  
and owned by third parties. It is managed and existed on the premises of the cloud 
provider. In this model, same infrastructure is shared among all the customers with 
limited resources, configuration and security protections. This model reduces capital 
expenditures and operational costs [20]. The big example of public cloud is Google 
where vender provides service either free of charge or on pay per user base license 
policy.  

2.3 Community Cloud 

The cloud infrastructure in this model is created by multiple organizations in the 
community having same concerns and compliance considerations. Some policies for 
sharing of resources are developed which are followed by these organizations.  
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This cloud infrastructure is managed by either one or more of the community 
organizations or by any third party vendor. Since it is shared by larger group, 
therefore as compared to private cloud, it reduces operational IT cost. This model is 
suitable for those organizations which require access to same data. For example, 
many organizations requires access to same information, e.g., hospitals, roads, 
population etc. 

2.4 Hybrid Cloud 

This cloud infrastructure is the combination of private and public clouds. In this cloud 
model, third party cloud providers are being utilized by service providers, either fully 
or partially for increasing the flexibility of resources. By this model, organizations 
can secure their applications and host data on private cloud and in the meantime can 
also reduce their operational cost by keeping their applications and data on public 
cloud. This model is also used when private cloud is unable to handle load and 
requires support then its load is shared by public cloud hosting without affecting end 
users performance. The two major examples of hybrid cloud are Microsoft Azure and 
Force.com. 

3 Integration of WSN with Cloud 

In distributed computing environments, cloud computing is getting popular day by 
day [37]. As cloud computing offers different services over the Internet and the 
requirement of services can be changed any time without background physical 
management of servers, therefore, there is a recent trend of using cloud computing for 
security, storage and data processing needs.  

On the other hand, wireless sensor networks are composed of autonomous sensor 
nodes, which are deployed in a region for monitoring different conditions. Sensor 
nodes are small in size and inexpensive and can be deployed in a region in large 
number. But these devices have limited resources in terms of energy, computational 
speed, storage, bandwidth etc.  With the increasing demand of variety of information, 
the computational speed and storage of sensor nodes require much attention. Here 
cloud computing provides promising solutions to sensor nodes in terms of security, 
storage and processing requirements. 

This section discusses the integration of WSN and Cloud Computing. More 
precisely, we discuss how WSN and Clouds can get benefits from each other. WSN 
and Cloud Computing can be integrated for communication, computing and network 
technologies. This integration overcomes the challenges of each and provides support 
to each other. We define how each one can get benefit from other below: 

3.1 How WSNs Can Get Benefit from Cloud Computing? 

Wireless sensor nodes are deployed geographically disparate to monitor the 
environment. With the passage of time, the contemporary data fetched from these  
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autonomous WSNs is needed by many users to get up-to-date with the collected and 
instantaneous data. In many applications, there are complex computation and 
storage requirements and some applications also require security. For example, in 
weather forecasting application, it is necessary to convert raw data into useful 
information before providing it to users. Since wireless nodes have limited 
computational power, therefore they cannot process this raw data for converting 
into useful information. Similarly, in other applications such as transport 
monitoring, irrigation, disaster forecasting, volcanos monitoring systems etc., it is 
required to store large amount of data which is difficult for sensor nodes to store 
due to limited storage. Also, in military application, security is of major concern 
which cannot be efficiently provided by the sensor nodes.  

Overwhelmingly, cloud solves these challenges of sensor nodes. It provides 
storage, processing power and security to wireless sensor networks. It enables the 
opportunity to share valuable information with the desired users. It assembles, store 
and disseminates valuable data among the anticipated users with security [4]. 

The sharing of WSNs data with cloud makes it possible to easily integrate and 
share different sensor networks data on one platform. It also empowers data and  
processing power scalability thus optimizing resources. It also facilitates worldwide 
sharing of data [5]. 

3.2 How Clouds Can Get Benefit from WSN? 

Clouds also get many benefits from wireless sensor networks because there are many 
applications of WSNs such as military, weather forecasting, transport monitoring, 
irrigation, disaster forecasting, volcanos monitoring, forest fire detection, pipeline 
monitoring, mine-safety monitoring, target detection and tracking etc. In all such 
applications, wireless sensor network collect huge, real-time and up-to-date data from 
different domains and provide this data to cloud. The cloud then store and process the 
huge data by providing security. This huge data management of different applications 
increases the demand of cloud due to variety of data for storage, processing and  
security which results in promoting the cloud pricing for IT infrastructure [5]. 

We now discuss some applications of wireless sensor networks using cloud  
computing. 

4 Applications of Wireless Sensor Networks Using Cloud 
Computing 

There are many applications in which wireless sensor networks get benefit from 
Cloud Computing and also, Cloud Computing gets benefit from Mobile-sink based 
WSN. Some of these applications in which wireless sensor networks use cloud 
computing as backbone are described below and are also illustrated in Fig. 2. 
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Fig. 2. Applications of Wireless Sensor networks using cloud computing 

4.1 Military 

In battlefields, sensor networks are used for military purposes for surveillance of 
enemy forces, targeting, monitoring of equipment, attacks detection etc. [1]. In such 
environment, mobile-sink plays a vital role in collecting data from sensor nodes. The 
monitoring forces send drones in the target areas where sensor nodes are deployed. 
These drones collect data from sensor nodes. Now due to security purpose, this 
collected data requires very high security therefore normal Internet connection cannot 
be used for transferring this data. Thus here, cloud computing plays its role by 
providing a secure infrastructure for military purposes only and help transferring this 
collected data.  

4.2 Weather Forecasting 

Weather forecasting is another example of WSN using cloud computing. These 
systems include data collection, data assimilation, numerical weather prediction and 
forecast presentation. Sensors nodes are used for sensing and collecting weather 
parameters which include speed, humidity, temperature, air pressure etc. This 
collected data is huge in size and much computation is required for computing 
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complicated equations of weather forecast. Thus cloud computing provides storage 
and complex computation for WSNs [1]. 

4.3 Transport Monitoring 

In transport monitoring system, sensors nodes are used for detection of vehicles, 
traffic signals lights, estimating vehicles speed and counting vehicle traffics. This data 
is used for automatic road enforcement. But it is huge in size and requires large 
computation cycles for data processing and generating traffic controlling data. Thus, 
the integration of WSN with cloud computing provides ease for storage and 
computation of large data and helps in generating data for traffic controlling [1]. 

4.4 Irrigation 

Deployment of WSN in irrigation system through Cloud Computing [2] helps in 
precious agriculture techniques. In this system, sensor nodes are deployed 
underground in the soil. These sensor nodes collect information about soil moisture in 
the field and uses cellular phone network to send this collected data to the cloud. The 
cloud then convert this data into useful information and thus, the real-time data about 
soil moisture is readily available to farmers who can then take necessary actions 
according to the environmental conditions. 

4.5 Disaster Forecasting System 

Wireless Sensor Network in connection with Cloud Computing is used in disaster 
forecasting using neural network algorithm based on wavelet transform [3]. Cloud 
Computing is required in disaster forecasting because the forecasting of all types of 
disasters requires high storage and complex computation which cannot be performed 
by traditional servers. Therefore, in order to forecast all types of disaster, it is 
necessary to utilize cloud computing. 

4.6 Volcanos Monitoring 

WSN can also be used in monitoring volcanos eruptions and earth quakes. The 
designs of system volcanoes are illustrated in [12], [13] and [14] which are deployed 
at Tungurahua volcano, Ecuador in August 2007, Reventador volcano, Ecuador in 
August 2005 and Tungurahua volcano, Ecuador in July 2004 respectively. In these  
deployments, sensor nodes use event-detection algorithm and whenever any special 
volcanic activity occurs, they transfer data to the sink [13].  

For such scenarios, reliable data collection is a major concern and a mechanism for 
achieving this goal is required. Thus mobile sink helps in these scenarios for reliable 
data collection by collecting data from sensor nodes and forwarding it to the cloud for 
processing and storage. 
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4.7 Glaciers Monitoring 

Sensor networks for monitoring glacial environment are proposed in [15]. It also 
deployed a system for glaciers monitoring at Briksdalsbreen, Norway in August 2003. 
In such systems, sensor nodes are inserted in the glaciers which collect environmental 
data. Mobile sink then collects data from sensor nodes and forwards it to cloud for 
storage and processing.  

4.8 Forest Fire Detection 

In [16], WSNs are used for detection of forest fire. A system for detection of forest 
fire was deployed consisting of 3 sensor networks and 2 webcams in the Selway-
Salmon Complex Fires of 2005. This system is called as FireWxNet which is a multi-
tiered portable wireless system for monitoring environmental circumstances in forest 
fire environments. It provides fire and weather conditions within forest fires to fire-
fighting community, who can then take necessary actions based on this information. 
In this system, sensor nodes are deployed in the forest whereas webcams are deployed 
at peaks. There are radios with directional antennas at each peak near base camp 
which relay data from sensor networks and webcams. But it is not a feasible system 
because if one radio is damaged due to fire then the data of sensor nodes cannot be 
reached to base camp. Thus it would be beneficial to use mobile sink, which will 
collect data from sensor nodes itself and then send it to cloud for storage. This data 
will then be utilized for extracting useful information. 

4.9 PIPENET: Pipeline Monitoring 

Pipeline monitoring is another example of WSN using cloud. A three tier system for 
detection and localization of leaks and failures in water transmission pipelines is 
proposed in [17] known as PipeNet. This system provides many advantages such as 
inexpensive installment, automatic detection of leaks/failures in pipelines, data 
collection with high frequency, programming environment based reusable data-flow. 
Authors claim that this system will improve the ability for monitoring and 
understanding large scale water supply systems.  

4.10 Mine Safety Monitoring 

Wireless Sensor Networks are used for Mine Safety Monitoring in [18]. It proposed a 
distributed heterogeneous hierarchical mine safety monitoring system known as 
HHMSM which monitors methane concentration and locate miner. For data 
collection, it also proposed over-hearing based adaptive scheme which reduce traffic 
and control overhead by exploiting redundancy and correlation of sample data. This  
system is easy and inexpensive to implement as compared to other schemes.  
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4.11 Target Detection and Tracking 

The applications of wireless sensor networks for target detection and tracking are 
discussed in [19]. It deployed over 90 sensors nodes at MacDill Air Force Base in 
Tampa, Florida. This work designs a distributed and 2-dimensional surveillance 
system using sensor nodes. This model offers better detection and tracking along any 
arbitrary 2-dimensional path within an area as compared to 1-dimensional. In this 
model, sensor nodes process intrusion data locally and whenever something occurs, 
share data with their neighboring nodes and send their data to gateway. In such 
scenario, there are more chances of interference due to multi-hop communication 
therefore it is better to incorporate mobile sink for collecting data from sensor nodes 
and then forwarding this data to cloud.  

4.12 Health Monitoring 

Wireless sensor networks are widely in use for telemedicine applications [27]. They 
are used for monitoring patients in both clinics and at home. In hospitals, some 
sensors are connected with patient. Each sensor monitors different condition and 
collect user health information. Then this information is provided to doctors for 
personalized feedback. Health monitoring applications increase mobility, ease, 
comfort and reduce cost. 

Other applications of wireless sensor networks using cloud computing are smart 
grid applications [24], measurement of rotational temperatures versus current 
variations [25], monitoring and controlling power distribution [26], homeland security 
(HLS) [28], structural health monitoring (SLH) [29], laser spectroscopic trace-gas 
[30], habitat monitoring [31], [32], wildlife tracking [33], underground 
communications [34], cane-toad monitoring [35] etc. 

5 Incorporation of Mobile Sink between WSNs and Cloud 
Computing 

The incorporation of Mobile Sink in WSN and Cloud provides many advantages. The 
most apparent advantage it provides to WSN is energy conservation for sensor nodes. 
Because with static sink, sensor nodes near the static sink have to send their data as 
well as relay the data of other sensor nodes in their neighborhood which are far away 
from static sink whereas on the contrary, mobile sink collects data from sensor nodes 
itself, thus there is no need for sensor nodes to relay the data of other sensor nodes. 
Additionally with mobile sink, there is no need of full network connectivity for data 
gathering. For cloud, it is not responsible to collect data from hundreds of sensor 
nodes because mobile sink performs this task. It collects data from sensor nodes and 
forwards this data to cloud. Thus cloud only has to store and process the data. 
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5.1 How WSN and Clouds Get Benefit from Mobile Sink 

Mobile sink help WSNs in conserving their energy because mobile sink collect data from 
sensor nodes itself. Therefore, just unlike in the presence of static sink, sensor nodes only 
send their data to mobile sink instead of relaying other nodes data. Hence, this saves the 
energy of sensor nodes. Since sensor nodes have limited energy therefore this energy 
conservation in-turn increases the overall lifetime of the network. Also, in the presence of 
mobile sink, there is no need of full network connectivity because mobile sink itself 
collects data from sensor nodes, thus it creates a virtual fully connected network.  

On the other hand, it is very difficult for cloud to collect data from hundreds and 
thousands of sensor nodes, thus mobile sink help clouds in collecting data from sensor 
nodes and then forwards this data to cloud. This is illustrated in Fig. 3. Also, if a  
 

 
Fig. 3. Incorporation of Mobile Sink between WSN and cloud 
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network becomes disconnected, then static sink can only collect data from any one 
network with which it is connected and in this way, the data of other disconnected 
network could not be sent to clouds. But with mobile sink, there will be no effect of 
disconnected network for data collection because mobile sink itself collects data from 
sensor nodes by visiting them and sends it to cloud. 

5.2 Advantages of Using Mobile Sink and Cloud Computing 

There are many advantages of incorporating mobile sink for collecting data from 
sensor nodes and forwarding it to cloud. In the presence of mobile sink, it is not 
mandatory for the whole network to be connected for data collection. Also, sensor 
nodes do not have to find routes to sinks for transferring data due to which, generally 
hotspot problems occurs. Mobile sinks handle disconnected networks and increase 
throughput of the network. It also reduces the routing control overhead for the 
network. Since mobile sink collects data from sensor nodes itself, thus sensor nodes 
do not have to relay data of other nodes, therefore multi-hop routing is also not 
required. Also mobile sink can navigate through such areas where sensor nodes 
cannot operate, thus it increases the overall lifetime of the network.  

The incorporation of mobile sink in WSN is very advantageous [6]. It reduces the 
overhead for cloud to collect data from sensor nodes. Some advantages are given 
below which show that how incorporation of mobile sink help cloud computing and 
WSNs. 

5.2.1 Energy Conservation and Overall Network Lifetime Optimization 
Sensor nodes have very limited battery and energy. Also, there are many scenarios, 
where batteries of sensor nodes neither be charged nor changed such as battlefields, 
where sensor nodes are deployed in enemies areas. In the presence of static sink, 
sensor nodes near the vicinity of sink have to relay the data of neighboring nodes, 
thus the battery of these nodes drain quickly due to high communication. While 
mobile sink collects data itself from all sensor nodes, thus nodes do not have to send 
data to multiple hops, which reduces the communication and energy utilization. Also, 
since mobile sink collects data itself by visiting sensor nodes, thus sensor nodes can 
reduce their transmission range to lowest possible value which also reduces energy 
utilization and in-turn increases the network overall lifetime. 

5.2.2 Network Connectivity 
By incorporating mobile sink, network is considered as fully connected because 
mobile sink itself collects data from sensor nodes by visiting them. Thus it does not 
matter if nodes are not connected with each other because they do not have to 
communicate with each other for data transfer rather they have to send their data to 
mobile sink when it visits them. 
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5.2.3 Hotspot Problem 
In WSN when static sinks are used, hotspot problem occurs because sensor nodes in 
the vicinity of sinks drain their battery quickly due to relaying data of other nodes in 
the network. But with mobile sink, this hotspot problem is nearly completely removed 
because nodes do not have to relay data of other nodes. 

5.2.4 Increased Throughput 
Mobile sink reduces the number of communication in the network. This decreases the 
latency of the network and also reduces the routing control overhead. Thus due to 
these factors, the throughput of the network becomes increased. 

5.2.5 Reduction in Transmission Errors and Collision 
Transmission errors and collision occurs when multiple nodes try to send data at the 
same time in multi-hop network. Since there is no multi-hop routing in the presence 
of mobile sink, therefore, there will be much reduction in transmission errors and 
collision by incorporation of mobile sink. 

5.2.6 Operational Cost  
Since data is collected by mobile sink from sensor nodes and sensor nodes do not 
have to relay data of each other, therefore network connectivity among sensor nodes 
is not required for data collection. 

Thus in-case of partition networks, there will be no operational cost for connecting 
these disconnected networks because mobile sink itself collects data from sensor 
nodes and make the network as virtually connected.  

5.2.7 Enhancement in Security 
In the presence of mobile sink, since there is no need of multi-hop routing, therefore 
data does not routed across the whole network. In this manner, security of the network 
is enhanced. Although, if an introducer can sniff data from any node, still then, the 
security of whole the network is preserved because he will not get information of 
whole network, rather will get information about that specific area only 

5.3 Trajectories and Their Affect on Network Performance Followed by 
Mobile Sink 

Mobile sink trajectories play a vital role in order to collect data from sensor nodes and 
forwarding this data to cloud in energy efficient manner. Many mobile sink 
trajectories have been proposed in the literature. The purpose of all these strategies is 
to optimize the energy consumption of sensor nodes while data collection and to 
forward data to cloud efficiently. 

Generally, trajectories of mobile sink can be categorized into three types. In first 
category, mobile sink visits all nodes in the network, normally using one-hop 
communications. In second category, mobile sink visits some specific sensor nodes in 
the network as in hierarchical network, commonly using two-hop communication.  
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In the third category, mobile sink visits only single node in the network in-order to 
collect data. These categories are also presented in Fig. 4. In Fig. 4(a), mobile sink 
visits all nodes in-order to collect data. In Fig. 4(b), storage nodes (dark blue circles) 
collect data from non-storage nodes (empty circle) and mobile sink visits only storage 
node in-order to collect their and non-storage sensor nodes. In Fig. 4(c), there is only 
one storage node which is responsible for collecting data of all sensor nodes in the 
network. Mobile sink visits only this storage node in-order to collect data of whole the 
network. Note that it is important that this storage node must be provided with high 
storage and high energy, otherwise it will drain its battery quickly before transferring 
data to mobile sink. 

 

Fig. 4. Types of mobile sink trajectories 

In first type of movement, energy is conserved extremely. But this type of 
trajectory is not feasible for time-sensitive environments and large sensing areas 
because visiting each sensor node by mobile sink will take considerable time. In 
second type of movement, mobile sink visits some specific nodes and these specific 
nodes collect data from their neighboring node and transfer this data along with their 
own data to mobile sink. In third type of movement, mobile sink collects data from 
one specific node in the network which is responsible for collecting data from all 
other sensor nodes. Since this specific node is responsible for much high 
communication, therefore it is equipped with high energy and battery power. Next we 
provide some mobile sink trajectories proposed in the literature. 

The idea of making sink to be mobile was first given by [7]. This idea was 
proposed to avoid the hotspot problem. However, the visit time of mobile sink at each 
location was not discussed in this approach. In [8], the trajectory of mobile sink was 
considered using square grid topology. Based on energy consumption of sensor nodes, 
the visit/sojourn times for mobile sink for each grid cell were calculated.  The location 
mobile sink was calculated using linear programming 

Another trajectory of mobile sink is along network periphery proposed in [9].  
The periphery path in this strategy is fixed, therefore periphery nodes have to relay  
the data of whole the network which creates overhead for these nodes. This trajectory 
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is depicted in Fig. 5. In this figure, mobile sink visits along the periphery of the 
network in which nodes at the boundary collect data from other nodes and transfer 
this collected data along with their own data to mobile sink when it visits them. 

 

Fig. 5. Mobile sink peripheral movement 

Self-directed movement strategy is another trajectory of mobile sink presented in 
[10]. In this strategy, mobile sink first gathers the energy information of all sensor 
nodes in data packets. Based on this information, node with minimum energy known 
as ‘MoveDest’ is chosen as next location of mobile sink. Also the sink gathers the 
energy information of sensor nodes from its neighboring nodes only. Thus it might be 
possible that nodes, which are not the neighbor of MoveDest have high energy threat, 
which needs to be visited earlier but mobile sink will not get their energy information. 
In this manner, the energy information of whole network is not obtained by mobile 
sink. 
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In [11], another trajectory of mobile sink based on hexagonal path is proposed in 
which multiple mobile sinks are considered. This trajectory is illustrated in Fig. 6. In 
this figure, multiple mobile sinks follow hexagonal path. In this strategy, all mobile 
sinks are synchronized with each other and follow hexagonal path. Sensor nodes only 
send data to that mobile sink that is at minimum distance. But the movement of 
mobile sink fails when there is no candidate location in the whole cluster. 

 

Fig. 6. Mobile sink hexagonal path movement 

A data dissemination technique along with mobile sink movement is proposed in 
[6]. In this proposal, sensor nodes store information of other square-root N sensor 
nodes in the network and prove that by adopting good data dissemination technique, 
mobile sink can gather information of whole the network by visiting M nodes in the 
network. However, sensor nodes have to store the data of other nodes and there will 
be replication of data. Since they are energy constraints, therefore their battery will be 
drained quickly.  

Another mobile sink trajectory is proposed in [23]. In this strategy, mobile sink 
first follow periphery movement along the network. After completing one cycle, its 
next periphery movement is some closer towards the center and form a spiral around 
the network. Similarly it keeps on moving in spiral movement until the center is 
reached and no further path is available to move in the spiral movement closer to 
center. Then it starts to move towards the boundary of the network, i.e., away from 
the center in the same spiral movement until it reaches to the boundary of the 
network. After then, it again starts its spiral movement towards the center. This 
movement is also illustrated in Fig. 7. In this trajectory, there is no much burden on 
any node because peripheral path is changed after each visit and its visit time is same 
for each node. But this trajectory does not consider the energy of each sensor nodes 
because in wireless sensor networks, sensor nodes might have different energies. 
Some might have greater energy and some might have low. Therefore it is necessary 
to visit nodes with low energy first so that their battery should not be drained until 
mobile sink visits them. 
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Fig. 7. Mobile sink spiral movement 

5.4 Challenges of Mobile Sink When Incorporated between Sensor Nodes and 
Cloud Computing 

The incorporation of mobile sink between WSNs and cloud computing incurs many 
challenges. Some of them are described below: 

5.4.1 Speed of Mobile Sink for Data Collection 
Speed of mobile sink for data collection is of much influential. If the speed of mobile 
sink is very fast, then there will be much packet loss. Otherwise, if the speed of 
mobile sink is too slow and the network is very large then it will take much time to 
collect data from all sensor nodes in the network. So, there is a need to investigate 
speed of mobile for data collection. 

5.4.2 Mobile Sink Traversal Time 
It is very critical that mobile sink will traverse the network in timely and efficient 
manner because if mobile sink fails to visit some sensor nodes then data of these 
nodes will not be collected by mobile sink. Thus it will result in data loss. Also during 
the traversal of mobile sink, if there is a gap then some nodes will be missed and their 
data will not be uploaded to sink which will again result in data loss. Therefore, 
mobile sink traversal time is also another big challenge. 

5.4.3 Multiple Mobile Sinks 
If multiple mobile sinks are incorporated in those schemes which are designed for 
single mobile sink then multiple sinks will not be exploited in those schemes and 
those schemes will not perform efficiently. Therefore, this is an open research issue to 
study the impact of multiple mobile sinks. 
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5.4.4 Security 
Security is another most important issue of incorporation of mobile sink. Security is 
mainly required when sensor nodes are operated in the areas of enemies or in terrains. 
Thus it is very important to investigate that how mobile sink should collect data from 
sensor nodes. 

6 WSN and Cloud Computing: Issues, Challenges, and Future 
Directions 

Although wireless sensor networks based cloud computing with mobile sink are 
widely in used. But still there are many issues and challenges which are needed to be 
investigated.  In this section, we describe several issues, challenges and future 
directions for wireless sensor network based Cloud Computing with mobile sink. 

6.1 Data Storage on Cloud 

When mobile sink collects data from sensor nodes in the network, it should be 
forwarded to cloud. It is still an open issue that how mobile sink will transfer data to 
cloud, what will be the time duration and what will be the frequency of transfer. 

6.2 Speed of Mobile Sink 

The speed of mobile sink for data collection from sensor nodes and forwarding it to 
cloud is another important issue. If the speed of mobile is too fast, then there will be 
high packet loss in data collection. Also, cloud will not be able to collect whole data 
from mobile sink due to high speed. 

Also if the speed of mobile sink is very slow then it will cause delay which is 
harmful to time sensitive applications. Therefore, the speed of mobile sink should be 
investigated in details.  

6.3 Multiple Mobile Sinks 

If multiple mobile sinks are incorporated then it is necessary to revise the schemes 
and design them for catering multiple mobile sinks. Also, it is important that while 
forwarding data to cloud, there should be a mechanism that at one time, only one 
mobile sink should transfer its data to cloud otherwise if multiple mobile sinks try to 
forward their data to cloud simultaneously, then cloud will not be able to handle data 
from multiple sinks which will results in data loss. 

6.4 Coordination between Multiple Mobile Sinks 

When multiple mobile sinks are used, it is very important to initiate coordination 
between them. Because if there is no coordination between mobile sinks, then it is 
possible that multiple mobile sinks collect data from same nodes which will incurs 
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duplication of data. Also it is possible that multiple mobile sinks try to either collect 
data from same sensor nodes or forward data to cloud at the same time which will 
result in data loss because it is not possible for mobile sink and cloud to collect data 
from multiple sources at the same time unless they are not equipped with multiple 
transceivers. 

6.5 Security 

Security is an essential issue in WSN based cloud with mobile sink and needs to be 
studied. There are three aspects of security in WSN based cloud with mobile sink. In 
the first aspect, it is necessary that sensor nodes should transfer their data only to 
reliable and authentic sink. Because in military applications, it is possible that 
enemies send their own mobile sink or drone in-order to collect data from sensor 
nodes in their neighboring terrains. Therefore, if security is not considered then it is 
possible that sensor nodes might transfer their data to enemy mobile sinks and thus 
secret and sensitive information will be collected by enemies. 

The second aspect is that mobile sink should only transfer data to its own cloud. 
Because just like with sensor nodes, it might also be possible that enemies deploy 
their cloud in the region from where mobile sinks travels and in this case, the 
sensitive information will be collected by enemies. This is more severe than previous 
one. Because if enemies collect information from mobile sink, it means that 
information of whole network will be available to enemies. While in the previous case 
when information is collected from sensor nodes, then only the information of that 
specific region will be available. 

In last, the third aspect is that cloud should also only collect information from 
authentic mobile sinks. It is also possible that an attacker should send their mobile 
sink with infectious data towards cloud and when cloud collect data from this 
unidentified mobile sink then it will infect and corrupt its whole data. Therefore it is 
important to ensure that cloud should only collect data from authentic mobile sinks. 

6.6 Multiple Clouds 

It is also possible to have more than one cloud. For example, it is possible that  
multiple clouds are deployed for collecting different information. In this case, mobile 
sinks should be intelligent enough about which information should be forwarded to 
which cloud. It is still an open issue and a lot of work can be done for incorporating 
this issue. 

6.7 Mobile Sink Traversal Time 

Mobile sink traversal time for collecting data from sensor nodes and forwarding it to 
cloud is very critical. A lot of work has been done in this dimension but still there are 
many issues. If mobile sink fails to visit some sensor nodes or there are some gaps in 
its traversal path, then data of all sensor nodes will not be available which will result 
in data loss. Also, traversal time is very important in forwarding data to cloud because 
mobile sink has to forward data of whole the network to the cloud. Thus it will take 
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considerable time. On the other hand, it might be possible that energy of some sensor 
nodes is very low so it is also very important to collect data from them so that their 
data could be collected before draining their energy. Thus it is an open issue that how 
mobile sink should manage its traversal time in-order to collect data from all sensor 
nodes and forward it to cloud. 

7 Conclusion 

In this book chapter, the integration of wireless sensor networks and cloud computing 
and the need of mobile sink in cloud computing based wireless sensor networks for 
resource management is described. Wireless sensor networks are integrated with 
cloud computing for management of resources (storage and processing) due to drastic 
emergence in the applications of wireless sensor networks which require high storage 
and processing resources. But this integration imposes challenges of data collection 
from sensor nodes and forwarding this collected data to cloud for storage and 
processing. In-order to cope with these challenges, the need of mobile sink in cloud 
computing based wireless sensor networks is illustrated in this chapter. Mobile sink 
collects data from sensor nodes and forwards it to cloud using different trajectories. 
This incorporation optimizes resources of sensor nodes because in presence of mobile 
sink, sensor nodes do not have to relay data of other sensor nodes for providing it to 
the cloud, as mobile sink itself collects data from sensor nodes and forwards it to the 
cloud.  But there are still some challenges and future directions in the incorporation of 
mobile sink based wireless sensor networks and cloud computing, which also needs to 
be explored further and are highlighted in this chapter.  
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Abstract. Video traffic dominates internet, and expected to grow by many 
folds. Video sessions are longer, and demands both latency and bandwidth. On 
mobile networks during video play user experience frequent video interruption, 
often rate their user experience as poor quality of experience (QoE). Mobile 
network have constraints such as limited radio resource, time varying band-
width, and finite battery power on the phones. All these factors must be taken 
into considering as part of video service resource management. Video service 
providers and operators have been trying out various resource management 
strategies to improve QoE. Several improvements have been made over the 
years to make streaming experience acceptable to users. In this chapter, we will 
analyse popular streaming techniques, and explore resource management tech-
niques in mobile network architecture to support video streaming. 

1 Introduction 

Video traffic contributes towards major portion of internet traffic.  Due to increase in 
penetration of smart phones and tablets, video traffic will grow by many folds [1]. 
User generated content (UGC) such as YouTube and premium traffic such as Netflix 
are major contributors in USA [2, 3]. Such a sudden explosion of video traffic makes 
network unmanageable. Lessons learnt from deploying Fourth generation mobile 
network such as Long Term Evolution (LTE) and Third generation mobile network 
such as Wideband Code Division Multiple Access (WCDMA) technologies have 
shown that video streaming does not perform well over mobile broadband networks. 
Major reasons for such poor performance are too many parallel developments in ser-
vices, applications that are not network friendly and demand more data, and smart 
phones consuming energy than required. To manage network traffic, wireless opera-
tors move from flat rate billing to the tiered billing and hence usage of mobile net-
work is restricted. Though such measure is considered temporary, but it clearly puts 
the requirement to improve the network infrastructure and service utilization.  

Video streaming session is long duration, demands latency and bandwidth 
throughout the video play. Hence network resource must be made available through-
out the video play. To satisfy these requirements, mobile operators have increased 
their server and network capacity. However, wireless signal strength varies with re-
spect to location, time and environment, and delivering guaranteed bandwidth to vid-
eo streaming application in such non-uniform wireless network condition becomes a 
challenge.   
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Traditionally, to ensure guaranteed service to users, operators measure packet loss, 
jitter, delay, available bandwidth and other network related parameters as part of 
Quality of Service (QoS). Standard techniques and protocols to improve QoS are not 
widely deployed in internet, hence video streaming is delivered as best effort traffic 
over the internet. However, measuring network level information alone is insufficient 
to assess quality of video service. Therefore perceived user quality as QoE needs to be 
included when designing network and services [4].  For mobile networks, it has con-
straints such as energy consumption, limited radio spectrum, radio propagation char-
acteristics, and interference.  It is not possible to deliver video streaming data without 
adaptation at client or server or network. The goal of this chapter is to provide an 
overview of video streaming protocols, and various resource management techniques 
adopted during to improve QoE for users. Section 2 describes mobile broadband ar-
chitecture, section 3 describes overview of video streaming protocols, section 4 and 
section 5 describes various network architecture to support video streaming, section 6 
describes radio network impact and UE energy consumption due to video streaming 
and finally section 7 describes future research activities. 

2 Mobile Broadband Architecture 

Mobile broadband access network consists of Packet Core Network (CN), Radio Access 
Network (RAN) and Transport backhaul Network (TN). Simplified 3G and 4G mobile 
broadband network architecture is shown in Figure 1.  Third Generation RAN shown in 
Figure 1(A) consists of NodeBs and Radio Network Controller (RNC). The functions of 
RAN include radio resource management (RRM), radio transmission and reception, 
channel coding and decoding, and multiplexing and de-multiplexing. Layer-2 radio 
network protocol messages are used to carry both control and user plane traffic from 
RAN to User terminal.  RNC identifies signaling and user plan messages and forwards 
Layer-3 Mobility management messages towards core network HSS for authentication 
and authorization of users. Uplink user plane traffic from UE is received at RNC, and 
RNC performs GPRS Tunneling Protocol (GTP) operation and forward the IP packet 
towards GGSN. Similarly, downlink packets for UE are received at RNC, and GTP 
packets are terminated and inner IP packet is forwarded to UE.  

3G packet core consists of Gateway GPRS Support Node (GGSN) and Serving 
GPRS Support Node (SGSN). The functions of Packet core include IP session man-
agement, Legal Interception functions, Policy based routing and charging functions, 
etc.  User mobility and its associated sessions are handled by SGSN node. SGSN also 
acts as anchor point for ciphering and authentication of session between UE and wire-
less access networks. 

Fourth Generation LTE radio network is shown in Figure 1(B) and it consist of 
eNodeB network element. LTE design is based on flat architecture with reduced 
number of network elements. The RAN functions are consolidated into single net-
work element eNodeB. 3G and 4G RAN networks are not backward compatible as 
their physical layer technologies and radio network protocols are different. 4G uses 
Orthogonal Frequency Division Multiplexing (OFDM), whereas 3G uses WCDMA 
based technologies for wireless physical layer processing.  
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data to client at constant rate, during this period if the available bandwidth falls below 
the required data rate user will experience video interruption. Video interruption hap-
pens because the client has insufficient data in its play out buffer. Client will resume 
play once after it receives received sufficient data. This process is called re-buffering, 
and time to resume play after interruption is called re-buffering time.   

It is not practical to expect a constant bandwidth for entire video session. There-
fore, several possible streaming algorithms exist to avoid video stalls during play. We 
will discuss the common technique, and improvements to deliver video content. Early 
download is one possible streaming techniques, early download is possible when 
available bandwidth is much more than required bandwidth to play a video. Server 
instead of sending video content at constant rate sends data to available network 
bandwidth.  With this approach, client receives video content very earlier than re-
quired and thus eliminate problem of video re-buffering. To have this implementation 
to work, client need to have sufficient buffer equal to that of video play duration. But, 
side-effect of this approach is that, more content is made available to client much 
earlier and if client prematurely terminates video session then downloaded video con-
tent is discarded and results in data wastage.  

 

Fig. 3. YouTube pseudo streaming startup and throttling phase 

To overcome data wastage, YouTube server implements two-phase approach 
namely start-up phase and throttling phase [9]. During startup phase, in order to start 
the video early, server fills client buffer at faster data rate up to certain seconds. As 
shown in figure 3, in order to start the video quickly the server sends at much higher 
data rate to fill in the client buffer. In throttling phase, data is throttled down and 
server sends at constant rate to the client until clients buffer gets filled and is shown in 
figure 4. During the throttling phase, server does constant TCP pacing and pumps data 
equal to 64Kbytes at constant rate.  Client application consumes data from application 
buffer to play video to user, and when data in client buffer falls below the lower wa-
termark, client requests for more video data. YouTube expects that available band-
width is at least 1.2 times of required video rate. Under this condition, video data gets 
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downloaded until client buffer is full, and stops downloading of data. Client will re-
sume downloading of data only when data in client buffer falls below lower mark 
threshold. This behavior is observed as ON and OFF cycle in network traces and is 
shown in Figure (4).   In this streaming approach, if the client buffer is kept low, then 
wastage of data can be low. Traces collected from internet shows that YouTube keeps 
client buffer size between 90 to 100 seconds of video data. In Figure 4, first ON-OFF 
duty cycle is 85-65 seconds respectively, and second ON-OFF duty cycle is 35-65 
seconds respectively and third ON cycle is 35 cycles and last byte downloaded around 
260 seconds for 6 minutes video. This approach improves resource utilization in mo-
bile networks. Because, client pre-fetch only portion of the data, and then releases the 
network for other users. When there is a balance between available client buffer, and 
network capacity will minimize the data wastage and gives the notion of Just-In-Time 
(JIT) delivery. 

Due to very high network fluctuations, it is difficult to achieve balance between 
available bandwidth, JIT, data wastage in pseudo streaming. For example, consider a 
scenario where user starts to play video at a location where there is good signal 
strength and bandwidth. When user starts to move to a new location and experiences 
lower bandwidth, then at the new location video play is interrupted frequently and 
eventually user may stop the video play. This changing network condition must to be 
adapted quickly to avoid video stalling.  

 

Fig. 4. YouTube 6 minutes pseudo streaming trace 

3.2 Adaptive Bit Rate Streaming 

Adaptive bit rate (ABR) streaming adapts quickly to changing network conditions and 
thus overcomes the problems of pseudo streaming. In ABR, client constantly monitors 
its network conditions, when available network bandwidth changes it makes new 
request that is suitable for the changed network condition bandwidth.  This process of 
requesting to different video content based on available bandwidth and play without 
interruption is called stream switching.  ABR is suitable for live and on-demand video 
content, and also minimize data wastage when client prematurely terminates a video 
session. 

ABR streaming algorithms are not standardized, and the parameter that is being 
used by client is vendor dependent. Without going through a vendor specific imple-
mentation, we briefly describe ABR implementation. It consists of two steps namely 
ABR file preparation and ABR streaming. First a raw captured video is encoded at 
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6. While downloading video data, client learns network conditions by combining 
several information including (a) either based on the delay of packets that it is re-
ceiving, or (b) based on the rate of TCP window size or (c) based on the TCP ACK 
it is generating towards to server.  

7. Server responds with video data chunk. 
8. Client after downloading first chunk of data, it has learnt available bandwidth for 

the future chunk request. Depending upon the rate adaptation algorithm, client 
makes future chunk request. For example, if  available network bandwidth is more, 
then client will issue next chunk request with higher bit rate, and this process con-
tinues till it has reached a bit rate that is enough for the given bandwidth. This pro-
cess is called SWITCHING_UP, and this normally happens during  video start. 
How quickly client adapts to network condition from lowest supported bit rate is 
called initial adaptation time. After initial adaptation client continues to learn the 
network conditions, when there is a change in network bandwidth, client request 
chunks that is appropriate for the changed bandwidth. It may be possible that the 
bandwidth change is transient, and to avoid excessive SWITCHING_UP or 
SWITCHING_DOWN, client could wait for certain time  before performing 
streaming switching.  

9. Client choose chunk x of bit that it decides appropriate for the network conditions. 
10. Video server responds with video data for chunk x.  

 
There are three variations of ABR available today (a) Dynamic Streaming over 
HTTP from Adobe (b) Smooth Streaming from Microsoft, (c) HTTP Live Stream-
ing from Apple [10]. Even though all these ABR streaming are conceptually simi-
lar, they differ in their semantics and hence makes them incompatible [11, 12]. 
MPEG standard organization has specified Dynamic Adaptive Streaming over 
HTTP (DASH) as standard to ensure interoperability and compatibility among the 
ABR technologies [13, 14, and 15]. 

4 Video Optimization 

When same video content is delivered to all mobile users inside a mobile network 
user experience will be poor. Because, each mobile user experience different band-
width variation from network, and there is heterogeneity in devices and operating 
system. To overcome this, mobile network video optimizer (VO) is deployed in the 
network. Function of VO is to transform one or more video properties to adapt to 
network conditions and device capabilities without noticeable degradation to QoE. 
Optimizer is a middle-box residing transparently between user terminal and video 
server. VO provides two functions namely media aware optimization such as trans-
coding, and network adaption based optimization, such as for instance traffic pacing, 
smart caching, and rate control [16]. This section illustrates how these techniques is 
applied in mobile networks to deliver video streaming in an effective manner while 
maintaining good QoE.  
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4.1 Video Transcorder 

Video transcoding is an operation that modifies source video streams to target video 
stream based on transcoding inputs. In order to convert each source video stream, 
network adaptation function inside VO performs deep packet inspection (DPI) of 
client request, collects video request type, device preference, learns various network 
conditions and finally combines all these information to choose a appropriate input as 
transcoding parameters for transcoding. Transcoders are broadly classified as homo-
geneous and heterogeneous transcoder [17]. In homogeneous transcoders, transcoding 
happens without changing to video format, whereas in heterogeneous transcoders 
performs conversion of source to different target video formats. Video transcoding 
converts from one video stream to another video streams and includes functions such 
as Format conversion, bit rate conversion, spatial resolution reduction, temporal reso-
lution reduction, and error resilience. To support transcoding functions, three types of 
transcoders architectures exist, namely cascaded-pixel transcoder, open-loop trans-
coder and closed loop transcoder. 

• Cascaded-pixel transoder: In cascased-pixel transcoder, source video stream is 
fully decoded first, then encoded again to target video format. The Quality of the 
target video stream that is achieved by this transcoding operation is high and user 
is not be able to notice degradation. The operation of decoder-encoder is computa-
tionally intensive and not suitable for real-time streaming application.  

• Open-loop transcoder: To overcome the computation complexity of cascaded-
pixel transcoder, open-loop transcoder is used. In open-loop transcoder, on the fly 
information from the source video such as variable length is decoded to extract the 
variable length code words referring quantized DCR coefficients, along with mac-
ro blocks. Then it is translated to target video bit stream by remapping video mo-
tion vectors, requantizing to target bit rate, and applying variable length encoding. 
Remapping process involves predictive coding technique wherein the coded frame 
is predicted from previous frames and only the prediction error is coded, and the 
prediction error accumulates during the entire GOP period.  When decoding is 
done at the client, it results in drift errors. This is the drawback of this approach.  

• Closed-loop transcoder: It addresses drift error problem by taking approximation of 
cascaded-pixel transcoder and feeding it as feedback to compensate for initial predic-
tion errors. Close loop transcoder provides balance between quality and computa-
tional load compared to cascaded-pixel domain and open-loop transcoders. 

4.1.1 Non-adaptive Transcoder 
Transcoder consists of set of algorithm and techniques that gets applied to video 
streams. Transcoding parameters are applied only once in the beginning of the video 
streams, and are not possible to change on the fly. Those transcoders are called  
Non-Adaptive transcoder.  

4.1.2 Rate Adaptive Transcoder 
Non-Adaptive transcoder is not suitable for mobile networks, where the available band-
width keep changing. Therefore, Rate Adaptive transcoder is used, in this architecture 
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VuClip studies show the effectiveness of VO in mobile network [18].  Thirty days 
of traces from video servers were collected, the traces reveals that there are more than 
2000 device model type, tens of different video format resolutions, and large variation 
in number of supported operating system and native codec. It is observed that mean 
video duration of 162 seconds, and video traffic distribution follows Zipf like distri-
bution pattern. VuClip performs transcoding depending upon user devices, and their 
capabilities, and it has been observed that around 73% of requested video content is 
HD quality which requires optimization.  

4.3 Transcaching  

To save bandwidth, on certain architecture transcoding and caching operations are 
performed together [19]. Depending on the design, either source video file or trans-
coded video file content or both are cached inside the network. When a client request 
for video stream, the data is fetched from the video server and transcoded to target bit 
stream on  the fly, and at the same time there is an option to store either the source 
and/or target video bit stream locally to server future request from the clients. The 
advantage of caching the transcoded bit stream is to avoid repeated computation in-
tensive transcoding operation.  But this design approach shifts the problem of com-
pute  to storage of video content and we need to have algorithms to intelligently cache 
only popular content based on content popularity.  

4.4 Deployment of Video Optimizers 

Effectiveness of VO depends upon where it is positioned. VO can be inside the packet 
core network, radio network or outside of the operator network.  

4.4.1 VO Integrated with GGSN 
One possibility is to include VO functions as part of GGSN node itself, so that traffic 
that is flowing inside the wireless access network is optimized for both Transport back-
haul network and Radio access network.  As VO is more computationally intensive 
operations, it will be expensive to have integrated GGSN and VO as one unit. Alterna-
tively architecture is to have cluster of VO nodes collocated with GGSN. The advantage 
of such separate nodes gives the advantage for scaling of both GGSN and VO inde-
pendently. As discussed earlier, that network adaption must include both radio network 
and packet core network. When VO operations are performed at packet core, there must 
be an explicit notification to be made from RAN network about radio congestion to VO. 
3GPP standards do not provide sufficient congestion notification for each IP flow to-
wards packet core network from RAN network. Absence of such information will not 
make smooth VO adaptation and may result in re-buffering of video streams.  

4.4.2 Application Aware RAN 
One of the essential goals of Application aware RAN (ARAN) or Cloud RAN is to 
allow applications to work in radio network friendly manner. ARAN incorporates 
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features to improve radio scheduler based on application requirements.  When VO is 
performed in packet core or in internet it requires the knowledge of UE radio condi-
tions to be made available for smooth streaming. ARAN provides following infor-
mation (a) cell level congestion, (b) UE available throughput based on signal strength, 
(c) available throughput based on UE mobility.  

ARAN provides information about each UE radio condition, and gives throughput 
guidance at regular interval to GGSN. To achieve this operation, ARAN must (a) 
parse each video HTTP request, (b) identifies video flows from HTTP flows (c) per-
form calculation and then summarized the collected data to  GGSN via GTP tunnels. 
VO then uses these information and performs adaptation of video stream content on 
the fly.  

Alternatively it is possible to host VO services as part of ARAN itself. Studies 
have shown that only 20% of cells contribute towards 80% of traffic volume [20].  In 
LTE ARAN architecture servers are part of RAN. When the traffic density is concen-
trated only to fewer base stations, and backhaul traffic is not constrained, proper di-
mensioning of users and usage could benefit both network operator and user. As of 
today this is a newer concept, and we need to see how content provider, operators and 
network vendors will get maximum benefit. 

4.5 Concern Regarding VO Operations 

Even though VO has been proved to be effective to deliver video streaming for vari-
ous devices under dynamic network conditions,  VO operations provide following 
concerns  

• VO when deployed and operated by operator without involving content owner 
breaks net neutrality  

• Video streaming servers perform Advertisement insertion, and caching of content 
inside of mobile network creates problems. It also breaks analytics and reporting 
operations 

• When VO is performed transparently, and UE receives downgraded quality after 
transcoding, and if received quality is not acceptable to user, user will get the im-
pression that video service provided by video service provider is poor rather than 
the middlebox that the operators have deployed. 

• Video transcoding works well for plain content, if the content is encrypted then 
transcoder operation will not be performed. 

To overcome some of the concerns of VO, operator hosted CDN based approaches 
are explored. 

5 Mobile Content Delivery Network 

Due to increase in traffic volume, it has become increasing important to consider 
CDN  inside mobile network. The main reason for such solution is that, 70 msec is the 
latency between client and server in mobile networks and this is more than twice of 
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fixed networks, and  also studies have shown that geographical location dominates 
latency and throughput  [21],[22].   

5.1 CDN Enabled Mobile Packet Core 

In this architecture CDN network is collocated with GGSN or GGSN is considered as 
part of CDN networks as shown in Figure 7(A). The advantage of this solution is that 
data can be pre-fetched before user makes a video request on to CDN. How data is 
pre-fetched involves combination of many factors including predictive analysis and 
machine learning technique. For example parameters that could be included are user 
preference, network load, location of user, video recommendation system etc. The 
effectiveness of such algorithms are still a question and hard to compare. However, 
from CDN perspective that the content could be pre-fetched because of higher band-
width between Mobile packet core and CDN networks.  The ingestion operation such 
as transcoding to different codec formats suitable for mobile devices; video data 
treatment for DASH including chunk/segmentation can be done at the video source, 
and distributed to this CDN. 

CDN at Mobile core does not give substantial gain because radio network and 
transport network inside the mobile network are bandwidth constraint. When concur-
rent access is made to popular content, the content has to be delivered from the core 
network and this may result is congestion in transport network. 

 

Fig. 7. Various CDN deployment inside Mobile Networks 

5.2 Radio Access Networks CDN  

When intelligence such as application aware processing are needed to be part of RAN 
for improving QoE of users, then ARAN or CRAN  must be able to perform DPI for 
applicationflows. When CDN is collocated as part of ARAN and content being served 
from ARAN then transport backhaul congestion is reduced substantially. In these  
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architecture both storage and processing capacity is limited therefore careful engineer-
ing principles must be adopted. Dimensiiong RAN CDN has couple of challenges: 

1. Video data is huge and require storage capacity, and may be difficult to deploy in 
remote BTS sites where energy is not sufficiently available. Netflix one of the 
popular premium service provider prepares video in different format and then the 
content is made available for streaming [20, 23]. Content has to be prepared for 
different display type, screen resolution, different video bit rate, etc. Each of them 
increases the number of different files for each video. Few such combinations of 
video file itself will fillup the storage capacity in ARAN.  

2. For small cell networks that are serving campus networks doing caching or CDN 
inside that network may not give cost benefit.  

3. When network is having lot of transit users, then caching or providing CDN for 
those cells may not give higher benefit. Therefore when selecting RAN CDN it 
must be taken into account about the coverage, number of users accessing through 
the network, and their usage pattern.  

4. In RAN CDN the content is made available locally to improve QoE, when a user 
moves  from a network (say H) to another network (say V) and if the same content 
is not available in RAN network V, then those content must be fetched from inter-
net. This could bring QoE difference to users but if ARAN concept is proven to be 
useful both for operators, content owners and users then eventually all RAN will 
be upgraded and this problem will dimish over time. 

As of today concept of RAN CDN is still a research and experimental topic we 
need to wait for deployment and development of services. 

5.3 Hierarchical Mobile Network CDN 

Hierarchical CDN uses the strength of RAN CDN, and Core Network CDN and over-
comes weakness of both architectures. It operates by combining both packet core 
CDN and RAN CDN.  The CDN is organized in two hierarchical form namely 1st and 
2nd level. Ist level CDN are part of RAN and 2nd level CDN are part of packet core.  
The operation of this network is simpler when user request a video content it is served 
by 1st level CDN when available. If the content is not present in 1st level then it is 
served from 2nd level CDN.  Traces from mobile network reveals that (a) it not needed 
to deploy 1st level CDN at all eNodeBs, (b) It is not required to convert and make the 
different format files to be available at each eNodeBs. By doing predictive analysis, 
storage requirement can be reduced, and also availability of 1st level CDN is restricted 
to few eNodeBs. Intelligent protocols between 1st level and 2nd level will minimize the 
number of request and will minimize the transport backhaul network requirement.  

Netflix encourages operators to deploy the CDN’s based on their suitable architec-
ture, so as to minimize the traffic crossing the operator network [24]. [25] have stud-
ied hierarchical CDN, and via simulation it was observed that there is 24% increase in 
cache hit ratio, and 45% savings in transport network capacity. 

Both in RAN CDN and HCDN understanding of user behavior, and access pattern 
is critical to prove the effectiveness of CDN. Studies [26] reveals that traces collected 
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from fixed network shows that distribution and long tail follows Pareto distribution. 
In mobile networks, placement of caching inside the mobile network is an important 
factor. As discussed hierarchical CDN and caching scheme will bring down the laten-
cy, but caching at small cell radio network may not benefit due to geographical cover-
age hence limited to fewer users.  Nevertheless, power law distribution and video 
skewers are key findings and this helps in storing more popular content intelligently. 

6 Impacts on Radio Resource Control and Energy  

So far, we discussed placement of video servers inside the mobile network, and adap-
tion of video content to stream the video data to improve users QoE. Another important 
aspect of mobile streaming is to consider how radio network signaling is performed 
and energy utilization of user devices.  Already 3G and 4G networks has gone through 
several optimization radio network protocols to efficiently use radio resource and to 
increase UE battery lifetime. When an application that is not designed for mobile net-
works uses the radio resources inefficiently, battery drains quickly. Energy consumed 
by UE, and Radio state machine have direct relation for video streaming. In this  
section we will describe radio resource and UE energy impacts for video session. 

Radio Resource Control (RRC) protocol is used to allocate and release radio re-
source for each UE. RRC protocol has internal states and is maintained both at UE 
and at RAN. Figure 8 describes 3G UMTS protocol state machine. In 4G only two 
states namely connected and disconnected state.  

• Idle mode: When UE is ON, it will be in IDLE state and no radio resource is allo-
cated to UE. UE consumes minimal energy in this state.  

• CELL_DCH (Dedicated Channel): UE is in established state, and a dedicated 
channel is allocated by network that UE can use it exclusively for transferring up-
link and downlink data. As radio resources are dedicated in this state, UE con-
sumes maximum power even when no data is transferred with UE. Radio network 
has finite number of dedicated channel, when more UEs request for video stream-
ing, it will exhaust radio resource quickly.  

• CELL_FACH (Forward Access Channel): This is a shared channel, UE has estab-
lished connection with the network, and network has allocated shared channel re-
source, and UE is in FACH state. Shared channel is used to transmit low volume of 
data say less than 20 Kbit/sec. This type of channel is ideal for application that  
require low data throughput rate. In this state, UE consumes half the power of 
compared to that of  DCH. 

• CELL_PCH (Paging Channel): This optional state offers the lowest current con-
sumption of around 1-2 percent of the consumption in CELL_DCH state, because 
TX is off and RX is in stand-by. If there are downlink packets for the terminal, the 
terminal will be paged. In this state, the terminal is not able to send or receive 
packets, but the terminal will have to enter either the CELL_DCH or 
CELL_FACH state to send or receive.  
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State transitions are based on configured timers and amount of data being exchanged 
in each state. UE will be in FACH state if it has less data to exchange with the net-
work, if more data needs to be transferred then UE moves to DCH state. To be on the 
same state UE must keep maintaining the data rate, when there is no data to send or 
receive, inactivity timer starts and upon expiry of inactivity timer UE moves back to 
low power state. For example, UE could start in IDLE, then it moves to FACH and 
then to DCH. After being in DCH, and no data is exchanged, when inactivity timer 
expires it moves to FACH or PCH state. 

 

Fig. 8. UMTS Radio State Transition  

Two factors that affect the Radio network protocol design are amount of signaling 
messages needed to move UE from one state to another and the amount of time UE 
spends on each state. 

6.1 Fast Resumption  

As per 3GPP specification for 3G PS call setup from IDLE state to operational state, 
it takes 30 RRC protocol messages [27- 28]. These messages exchange introduce 
latency for applications that needs to send or receive data quickly. Therefore, for vid-
eo streaming it is not recommended to go to IDLE state after period of inactivity. 
Alternatively, UE can be made to park in PCH state for longer period of time upto 30 
minutes. (a) when UE is moved from PCH->DCH state it takes around 12 messages,  
and (b) when UE  is moved from PCH->FACH transition it takes only 3 messages. 
Therefore usage of PCH is recommended for always ON type application, and also 
more suitable for real-time ABR streaming. In ABR, data download happens in small 
chunks and no packet flows between two chunks. Therefore, UE instead of moving to 
IDLE state after inactive timer expiry, it  moves to PCH state. 
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6.2 Synchronization of Radio States and Video Data Download 

Figure 8 shows RRC states and possible state transition in 3G UMTS networks. There 
are several possible ways operator could configure the RRC state machine to transi-
tion. Decision to moving from low to high power state depends on the traffic usage. 
Following are possible ways that operator configure their network  

(a) UE that is in IDLE state can make a transition from IDLE->FACH, then from 
FACH->DCH, DCH->FACH and FACH->PCH.  

(b) Alternatively, operator could configure the transition from {IDLE ->FACH or 
IDLE->DCH], {FACH->PCH or DCH->PCH}. 

Video streaming is longer duration session, and downlink traffic is more than up-
link traffic. Following are the possible impact on radio state machine for different 
video streaming strategy. 

• For pseudo streaming, when available network bandwidth is greater than required 
bit rate, then client makes single http request to download entire video data quickly 
at available network bit rate. Amount of data that is downloaded is large therefore 
most of the time UE will be DCH state. When UE is in DCH state it consume max-
imum power. As network is used for short period of time to download all content 
this mechanism may be power and radio efficient. But when user terminates video 
session prematurely data is wasted. It is difficult to achieve balance between radio 
state and data wastage. 

• For YouTube like pseudo streaming as shown in Figure 3 and Figure 4. Even 
though network bandwidth is more than the required video data rate, but requires 
fixed bandwidth and uses TCP pacing techniques. The advantage of this mecha-
nism is that, same amount of data is now spread out in time to avoid network con-
gestion,. the side-effect  is that UE needs to spend longer time in DCH and hence 
consume more UE energy. Also by having fixed TCP pacing during throttling 
phase as shown in Figure 3 it is not allowing UE to go to sleep. Therefore addi-
tional resource management steps needs to be in place to synchronize such activi-
ties. To achieve saving, UE  can implement Discontinous Transmission (DTX) or 
Reception mechanism(DRX). DTX and DRX are time during which the UE trans-
ceiver will be switched OFF to save UE power. If the video server is performing 
TCP pacing and radio network is not aware of such pacing time, it not going to 
improve the RRC protocol efficiency. 

• When ABR is being used, the video data is downloaded in chunks. There will be 
sufficient time gap between two consequentive chunks, and the gap between these 
chunks are not synchronized with radio state machine timers. For example, consid-
er two consequtive chunks (c1 and c2).   

o When content is adapted, and chunk c1 is downloaded quickly, then 
UE will wait for c1 to be downloaded first before start downloading 
next chunk c2. If this wait time is longer than the radio inactivity 
timer, then state machine will transition from DCH->PCH, and al-
located resource for the UE will be used for other UEs. 



478 R.G.L. Narayanan 

 

o  If wait time to download chunk c2 is less than inactivity timer, then 
radio state will remain in DCH, and there will be sufficient silence 
period between chunks download. When DTX and DRX timers are 
configured then those will save power. But time varying bandwidth 
will make both DTX and DRX timer statically configured for a 
network. We therefore need dynamic configuration to maximize 
DTX and DRX timers operation to save UE power. 

• VO operations that we have discussed previously must consider UE power, and 
RRC timer into consideration for streaming the data. If there is no sychornization 
between Radio state, UE power and VO operation. It will waste UE energy and 
poor utilization of radio channels. 

7 Further Research 

There are many open problems yet to be addressed. In this section, a few problems are 
highlighted as future research studies. 

• Device-to-Device Communication: Direct Device-to-Device (D2D), and Wi-Fi 
direct are new forms of communication methods being worked out in standards 
[29, 30]. Recently these types of communication approaches are getting more at-
traction in mobile environment to allow community and proximity based network-
ing. D2D communication is being worked out between two or more mobile nodes 
with or without network assistance over licensed spectrum.  When licensed spec-
trum are being allocated for D2D communication, then operators needs  to ensure 
proper resources are being allocated for proper functioning of D2D based video 
streaming services. It is a new concept and touches on many areas including Peer-
to-Peer streaming, cognitive networks. 

• Contextual analysis and streaming: Factors that influence streaming include  
user preference, user devices configuration, available energy, user location, service 
subscription, recommendation from video recommender system etc. How to effec-
tively use these factors to deliver mobile video streaming service has been ex-
plored as a   research topic. To improve streaming service by using these factors 
involve machine learning approach and do predictive analysis. General principle 
behind machine learning is to pick up a known model and make predication, and 
let the model adapt as it learns from the data set. After initial learning phase,  
machine learning algorithm can give  a good estimate to guide VO and CDN .   

• Streaming over Heterogeneous Networks: Cellular networks gets congested while 
serving more users behind a cell, and offloading users to small cell such as Wi-Fi 
hotspots, and Femto cell are potential techniques. How such techniques impacts 
video streaming needs further study [31]. At this moment, the standards are being 
developed in parallel for Wi-Fi and LTE small cells, and the goal is to ensure 
seamless mobility for applications. 
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Abstract. The data traffic in many cases is specifying the expectations and the 
encouragement of new Mobile services/M-services (Location-based etc) and 
embosoms, through the user-centered awareness, to expose an innovative range of 
on-the-move applications. As today two distinct domains exist, the wireless world 
and the Internet world where, both can be met over a traffic-oriented framework 
providing reliable end-to-end users’ connectivity and exchange of resources. The 
need to allocate and balance resources among different traffic classes to 
accomplish the best usage of network resources while maintaining the topology 
and the wireless connectivity of the users is today even more timely. The user’s 
movements affect the type of connectivity, thus aggravating the degree of 
cooperation among users and degrading the reliability of communication. Traffic 
diversities are being considered in this chapter taking into consideration the traffic 
impact on the energy conservation of the nodes that are changing their location 
according to certain pattern as well as the consideration of the traffic as a 
feedback mechanism to prolong network’s lifetime and nodes lifetime and 
communication duration extensibility. The chapter covers the primary traffic 
techniques and methodologies in order to show the direct dependencies between 
traffic and wireless interfaces’ scheduling mechanisms as well as exposing the 
power-related parameters during the resource exchange process in order to enable 
the wireless communicating nodes to efficiently utilize their energy resources. 
Different variations of the proposed schemes are presented where the energy 
benefit is specified. The performance evaluations through conducted experiments 
were performed in real-time, through wireless sensor nodes, and through 
simulation presenting the effectiveness of the framework which efficiently 
maximizes the reliability of the resource exchange process of the nodes, while it 
minimizes the energy consumption and prolongs the system’s lifetime.  

Keywords: Energy Conservation; Scheduling management; Energy level self-
control; Layered-based Energy Conservation; State-based Energy conservation; 
Mobile Peer to Peer Networks energy management scheme; High Resource 
Availability; Traffic management and composition; One-level Backward Traffic 
Difference scheme; Selective Two-level Backward Traffic Difference scheme; 
Traffic-oriented Energy Conservation; Traffic Volume and Capacity metrics.  
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1 Introduction  

In many cases where traffic flow can be realised and understood in order to show the 
impact on various parameterised features of wireless devices, the reliability increases 
and similarly the fault significantly degrades. When the mechanisms that are 
associated with large scale network management involves several parameterised 
aspects for study like traffic engineering, resources’ planning and provisioning, fault 
management and security, these parameters should be precisely elaborated through 
studies in order to improve the performance and the efficiency of the network 
.Considering the manipulation of the traffic in terms of the nodal traversal (incoming) 
traffic and the overall aggregated traffic in a subsystem [1] could improve the quality 
of service provision [2]. Moreover, there where the traffic can be bounded in a certain 
delay in order to be transmitted to any other host, the study of the behaviour of the 
traversal nodal traffic can be considered as a significant parameter for improving the 
quality and the reliability of the transmission. The traffic that traverses the wireless 
devices can be exploited targeting the minimization of the data delay trade-offs, and 
mitigate the energy consumption of each device. Each node should enable an energy 
conservation (EC) mechanism which could affect only the node according to the 
activity of the traffic that traverses the node [3]. This node-centric approach can be 
effective by considering the traversed nodal traffic and through a model that takes into 
consideration the volume of the traffic, it can then provide a feedback to prolong the 
nodal and/or network lifetime. This chapter describes some quantitative traffic-based 
approaches where energy-maximization mechanism takes place in order to enable 
each node to sleep according to the time duration of the active traffic. This traffic is 
based on the active nodal traffic that each node expects and experiences.  

Different traffic tuning schemes have been proposed in the recent past addressing the 
improvements in terms of energy by traffic manipulation methodologies. Authors in [4] 
enable Sleep-proxies to regulate the activity of each node and use a cross-layered 
architecture to mirror any traffic changes onto different layers. However these schemes 
can be hosted by nodes which are using no delay characteristics in their transmissions. 
The approach is entirely different and the foundations can be disastrous, if the 
transmissions are considered as delay sensitive and are exposed to a bounded end-to-end 
delay -time duration. In the following sections this chapter will present the recent 
foundations in terms of optimizing the activity periods of the wireless devices by 
reducing or increasing the slots –where needed- in order to enable an improvement in 
the performance and the reliability of the transmitted data. Moreover the following 
sections present the approaches exposed by different researches using discrete 
mathematical methodologies like Backward Traffic Difference –aware techniques, in 
order to tune to an optimize duration each node to sleep and therefore provide the node 
with an energy-aware feedback to conserve energy.  

1.1 Using Traffic-Based Schemes to Tune the Wireless Interfaces of the Nodes 

Wireless communication traffic is expected to grow in the next 2 years reaching the 
75% of the overall internet traffic. Therefore the consideration of schemes and 
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efficient mechanisms that will ensure data availability is of vital importance. 
Moreover, since the mobile devices have limited lifetime in action, the energy 
consumption of these devices is becoming timely as the majority of application hosted 
onto wireless devices are dealing with resource-sharing and data exchanging 
activities. As these applications are rapidly gaining ground the traffic assessment and 
its impact onto the energy efficiency is considered of primary importance for enabling 
end-to-end wireless peer-communicating devices. In this regard, the underlying 
traffic-aware mechanisms should ensure that nodes transmit their information with the 
minimum energy consumption.  

Mobility undermines several common assumptions for these devices: the 
intermittent connectivity is frequently occurring since users are moving and utilize 
applications involving physical mobility. In general, the computational context of the 
traffic is considered as unpredictable and cannot be predetermined. It is continuously 
changing in largely unpredictable ways that are usually affected by the users’ mobility 
and resource sharing profile [5]. In resource-sharing applications the delay durations 
are non-guaranteed and cannot be predicted due to intermittent connectivity technical 
aspects of the nodes whereas, at the same time nodes participating in the resource 
sharing processes are consuming more energy [6]. This is due to the dramatic growth 
in the activity duration of the wireless nodes. Usually nodes that are hosting delay 
sensitive applications are experiencing more intermittent connections while on the 
move, causing in essence the nodes to be “energy-hungry” as more energy is needed 
for requesting resources and this result in collapsing. Notwithstanding, the mitigation 
of the resource manipulation mechanisms with the energy conservation schemes 
should be collaboratively balanced when utilizing delay sensitive applications. The 
resource exchange mechanism and the traffic-aware scheme should encompass the 
manipulation of resource sharing process in a middleware reflective manner, which 
will enable a direct impact on EC of each device. As in [4] this reflective scheme has 
to take into consideration the continuity of the incoming traffic, the possible 
intermittent diversities in the end-to-end connectivity and has to assess whether the 
communication (data and control packets) among peers within a period of time 
provides the expected energy conservation for the wireless devices.  

1.2 Traffic-Aware Asynchronous Scheduling Scheme for Energy-Aware QoS 
Provision in Asymmetrical Wireless Devices 

Many recent researches have shown that when considering delay sensitive streaming, 
satisfying some of the basic QoS metrics, the minimum transmission power that is 
required to achieve these transmissions in an end-to-end manner, reaches the optimal 
throughput performance. It can be extracted that the power control in wireless devices 
aims to determine the optimal transmit periods and the associated power level such that 
the energy consumed is steadily reduced. At the same time it aims to guarantee that the 
resource sharing process can be smoothly completed. Since nodes in wireless networks 
typically rely on their battery energy, the work done in [3] [4], propose mechanisms 
which host two variations of a traffic-aware scheme aim to reduce the energy 
consumption of wireless devices. The integrated middleware which merges the schemes 
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in [3] and [4] is shown in figure 1. Figure 1 encapsulates the traffic schemes in a 
middleware and encompasses a feedback mechanism which evaluates the scheduled 
activity periods of each node. This mechanism is taking place in order to measure the 
scheduled time that each node can move into the sleep state in order to conserve energy. 
The framework adaptively enables the node which admits traffic to consider this traffic 
and uses a quantitative model based on the supervision of the Sleep-Proxy (a role-based 
node) which takes into consideration the cooperative caching and the resource exchange 
scheme for enabling Energy Conservation in the Cluster.  

When delay-sensitive or -as called- streaming traffic is traversing mobile devices, the 
end-to-end path should be selected. However this path is not always the best effort in 
terms of energy. The streaming data correspond to audio or video applications’ data and 
requires low packet loss and delay/jitter, whereas the elastic traffic is considered to be a 
“don’t care” packet. This traffic usually corresponds to document transfers and have no 
deadlines in reaching the destination node. An efficient energy conservation scheme 
should be aware of the traffic pattern in order to enable higher QoS achievements by 
considering the class of the data that is being hosted, as well as by assessing the nodes 
that are needed to host these transmissions in the path. Therefore the associated QoS 
parameters have to be maintained below a given threshold and the packet loss 
probabilities should be minimized particularly in cases when users’ mobility maximizes 
such likelihood [7]. Thus the energy conservation mechanism has to be closely 
collaborative with the incoming and outgoing traffic from/to a node, and with the routing 
protocol behavior used by nodes. Figure 1 shows the close dependencies regarding the 
delay sensitive transmissions hosted and being traversed by a mobile node.  

 

Fig. 1. The initial network formation in a peer-to-peer system according to node self-awareness 

In Figure 1 the middleware which hosts the volume and the traffic changes and 
impacts directly the different layers, is shown. The cross layer interaction is 
performed via the traffic-awareness which is then passed to the layers that are 
manipulating the transmission characteristics in the end-to-end path. The real-time 
media traffic such as voice and video typically have high data rate requirements and 
stringent delay constraints for which the proposed middleware considers taking into 
account the deadlines of the packets. As wireless nodes have limited or momentarily 
connectivity the proposed traffic-aware reflective middleware enables the data 

i
kV



 Using Traffic Diversities for Scheduling Wireless Interfaces for Energy Harvesting 485 

 

packets to be traversed and manipulated through the utilized Data Link, Network, and 
Transport layers. These layers are considering the traffic awareness mechanism and 
the model for volume and capacity estimation to be reflected on these layers. The 
middleware of Figure 1 works as follows: the traffic-aware mechanism evaluates -
after the bootstrap process- the estimated capacity that the incoming traffic is 
reserving onto a node (usually this traffic is the destination traffic of the node).  

The traffic association with the mechanisms for affecting the energy conservation of 
the each node will be shown in the next section. The buffering capacity and traffic-
aware mechanisms are considering the duty cycle schedules of each node so that the  
referred node can sleep using optimal schedule durations and in such a way to enable 
energy conservation. This is performed in order to tune the wireless interface of each 
device to sleep/wake according to the activity of each device. Activity of each device 
refers to the active slots of each node that is able to admit traffic by other nodes during 
the resource exchanging process. For this purpose a packet classification methodology 
was used -as in [8]- in order to mark the packets that are participating in the resource 
exchanging process as delay sensitive or not. On one hand if the resource exchange 
process considers the packets as delay sensitive, then strict deadlines are applied by the 
sender, according to the specifications set in the end-to-end resource exchanging path. 
On the other hand where no end-to-end delay deadlines are specified, then a recovery 
mechanism takes place using the promiscuous caching methodology explored in [9]. 
The promiscuous caching methodology enables the claimed and exchanged resources to 
be replicated in order to be available by the recipient node when needed. If the recipient 
node is in the sleep-state then the resource sharing reliability decreases dramatically. For 
facing the resource sharing degradation promiscuous caching methodology allows 
cached packets to be sent to the destination node, by buffering the packets to the 1-hop 
intermediate node. The promiscuous caching methodology is shown in Figure 2, and the 
quantitative analysis is presented in the next section.  

 

Fig. 2. A schematic diagram of the promiscuous caching mechanism addressed in this work 

( )iN iC
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The activity period(s) of a node is primarily dependent on the nature and the spikes 
of the incoming traffic destined for this node [4]. If the transmissions are performed 
on a periodic basis then the nodes’ lifetime can be forecasted and according to a 
model can be predicted and estimated [9]. Each node admits traffic while in the active 
state, whereas if the node is in the sleep-state it can cache the traffic onto the 1-hop 
neighbor node (Node(i-1)) shown in Figure 2. As a showcase this work takes  
the specifications of the IEEE 802.11x that are recommending the duration of the 
forwarding mechanism that takes place in a non-power saving mode lays in the 
interval 1 nsec<τ<1psec. This means that every ~0.125μsec (8 times in a msec)  
the communication triggering action between nodes may result a problematic end-to-
end accuracy. Adaptive Dynamic Caching ([7], [13] and [16]), takes place and 
enables the packets to be “cached” in the 1-hop neighboring nodes. Correspondingly, 
if node is no-longer available due to sleep-state in order to conserve energy (in the 
interval slot T=0.125μsec), then the packets are cached into an intermediate node with 
adequate capacity equals to: ( ) ( ), ( ) , ,

f ft k s t iC t C t> where
ft iC Cα> ⋅ ; where iα  is the 

capacity adaptation degree based on the time duration of the capacity that is reserved 
on node N of

kC ; where ( ), ( )ft k sC t is the needed capacity where i is the destination 

node and k  is the buffering node (a hop before the destination via different paths). 
By using the above estimations a new approach for an end-to-end energy-aware 

service provision is presented using a traffic-based layered asynchronous scheduling 
scheme. This new technique takes into account the asymmetrical spatiotemporal 
nature of the wireless devices, as well as capacity metrics that are responsible for 
optimizing the throughput response for the system. The traffic-aware mechanism 
mitigates the behavior between storage and bandwidth requirements and allows nodes 
to exchange resources in a reliable manner. 

1.2.1 Traffic-Aware Asynchronous Scheduling Scheme  
The main objective is to achieve a reduction in the rate of consumption by enabling an 
association of the active traffic with the sleep-time duration of each node. In Table 1 
the Digital Radio Power States (DRPS) estimations provided by the specifications for 
some commercial transceivers. The rate of consumption in the “receiving” state could 
be less 50% of that consumed in “transmitting” state. It is important to appropriately 
determine when and at what power level a mobile host should attempt transmission or 
retransmission of packets1. The Traffic-aware asynchronous scheduling scheme is 
based on the traffic traces which show structural likeness for a wide range of time 
aggregations as in [4]. Node’s incoming traffic is associated with the next time slot 
time duration. This suggests that examining the traffic Fractality principle and 
behavior, defines a way to mitigate the energy aware slots with the activity periods of  
each node. Different duration of sleep/wake schedules can be applied instead of the 
periodic ones in order to enable nodes to conserve energy by minimizing to the least 
possible and to the best effort communication the activity of their communication  
                                                           
1  Node’s transceiver should be powered off when not in use. 
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interfaces. Figure 3 shows the dissimilar sleep/wake schedules, based on node’s 
incoming sleep-history traffic and the associated discrete time gain in terms of overall 
energy.  

Table 1. Digital Radio Power States for different commercial transceivers 

RADIO INTERFACE 
IEEE 802.11  

Interfaces (2.4GHz) 

TRANSMIT RECEIVE IDLE 
SLEEP 

MODE 
Mbps 

Lucent Silver  1.3 W 0.90 W 0.74 W .048 W 11 

WaveLAN 

Turbo Card  
285mA 185mA 185mA 9mA 11 

Aironet PC4800 1.4-1.9 W 1.3-1.4 W 1.34 W 0.75W 11 

Active Active Active
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Fig. 3. Dissimilar duration of sleep/wake schedules, based on node’s incoming sleep-history 
traffic and the associated discrete time gain (or power loss) in terms of overall energy 

The capacity of the cached data is associated with the time duration ( )i Dt t t−  

which corresponds to the next sleep duration of the destination node. Sleeping time 
for destination node is high enough (according to [4]) when the node during the 

previous time sleep/inactive slot, that is ( )( )1i Dt t t τ −− , did not receive any packets. 

Hence it stands that for time τ:  

 ( ), ( 1),C N C NT Tτ τ −<  then ( ) ( )1D Dt tτ τ+ ≥  for node N, and τ=1,2,3,4...m.  (1) 

where the traffic is ( ),C t NT  where T is the incoming traffic, and C(t),N is the capacity 

in the certain time interval t for node N. it is of considerable interest to see that if Dt  
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is high then the next sleep duration of node N will be in turn higher than the previous 

one (due to inactivity of the node in the ( )1Dt τ − ). In this way each node evaluates 

dissimilar sleep and active states based entirely on each node’s incoming sleep-history 
traffic (in-sleep history) as shown in Figure 3. By applying the simple superposition 
theorem, the power gain aggregation is significant. In the case of delay sensitive 
packets, the sleep time duration can be measured using the following expressions: 

 

_ _
(1 )

_ _ _ _ _
T N

MM

cached MM packs

Total MM packs destined for D
⋅Π = −    (2.1) 

 
( ) ( ) ( )1 1

_
( ) ( )

_ _ _ _new D DD

Packs cached
S t S t S t

Total packets destined for Dτ τ− −

 
= − ⋅  

 
     (2.2) 

where MMΠ  is the streaming factor based on each multimedia stream, T is the time 

that passed since the beginning of MM packet transmission from source node, and N 

is the number of hops in the path from source node to destination. ( )new D
S t  stands 

for the new time duration2 depending on the traffic history of the route destined for D, 

and ( )1( )DS t τ −  is the previous time step (slot) duration. Then the new sleep time 

duration for the destination node is evaluated in: 

 
( ) ( )1( )new new MMDD

S t S t τ −= ⋅Π   (3) 

where MMΠ  is the streaming factor previously mentioned. The capacities of each 

node as well as the durations of the delays of the transmitted packets are expected to 
reach the associated destinations, are normalized as in [9]. PROC packets are purely 
responsible for informing the node for any limitations. If a node does not receive any 
packets for a long period due to the stochastic nature of incoming traffic, the sleep 
time will increase at a level which affects system performance. Thus PROC packets 
by using a specified field PROC_tLIM place a limit on the sleep time of each node to 
avoid increased latency, which results in network partitioning. Also in order to 
prevent a large number of nodes to enter into the sleep state, a maximum number of 
nodes that are allowed to be in the sleep state is set. In this way the traffic aware 
scheduling scheme avoids the potential network partitioning. 

Figure 3 shows the state transition diagram of each node and the transitions from 
the ‘sleep’ state to the ‘active’ and ‘idle’ states. If a node is set in the active state its 
interface can transmit or receive data at any time. This causes an increment in the 
energy consumption. If incoming traffic is continuously traversing a node as a 
destination or as intermediate), then this node is kept in the active state. The referred 
closed “loop” is not energy efficient and it is intermitted if the traversal traffic is  

                                                           
2 New time duration cannot exceed twice the corresponding value. 
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reduced. In order to face this issue, node changes into listening mode for a specified 

amount of time (Equations 2-3). At ( )Dt τ the sleep time is further reduced, because the 

incoming traffic for the time duration ( )1Dt τ −  is negligible. In this way at the time ( )Dt τ  

node has significantly reduced the sleep time duration. The sleep mode of a node is only 
corrupted if serious latency limitations exist, and/or sleep period expires. Figure 4 shows 
the sequence diagram regarding the wireless interface scheduling for a single multimedia 

stream. At the initial state 0S , a node sends route request ( REQr 3) to a candidate next 

hop node. In turn the candidate node answers to source node with a determined and 
specified path, and source node decides whether the route is suitable. Delay sensitive 

packets have transmission expiration time and a TTL tag. At the 0S  state, a node knows 

at any time the candidate next hop node 1+Νi  by sending continuously REQr . Then the 

source node sends back to 1+Νi  the number of MM packets that are destined for di+Ν
node (d is the number of hops to the κ destination, i dκ = + ). Indicative simulation 
experiments are shown in Figures 5 and 6 where the specifications of the WaveLAN 
PC/Card energy consumption were used found in the study by Feeney and Nilsson [10]. 
According to [10] these characteristics can be summarized in Table 2, where the currents 
drawn by the card at 4.74 Volts power supply are measured at 285, 190, 156, and 10 mA 
for transmit, receive, idle, and sleep modes, respectively.  

 

Sleep

Active

Listening

After traffic
measurement
for time T

Communication
process,
Forwarding etc

sleep time expires
or latency limitations

incoming traffic
 for ( )1−τDt

( )1−τDt
reduced traffic
for

Dtafter
with no incoming traffic

 

Fig. 4. Node operation cycle as a state transition diagram 

                                                           
3  Calculates the route request and the end-to-end delay of the requested path. 
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Fig. 5. State-Time (sequence) scheduling diagram for a single multimedia transmission 

Table 2. Energy consumption characteristics of WaveLAN PC/Card (average currents) 

Mbps SLEEP MODE TRANSMIT RECEIVE IDLE 

11 10mA 285mA 190mA 156mA 

 

Fig. 6. Network’s overall EC (μW) with the number of nodes 

Figure 6 shows that by increasing the number of nodes, the network’s overall EC 
in (μW) remains almost the same or fluctuates between a small range of values 
whereas Figure 7 depicts that this scheme can handle in an efficient manner manage 
the energy on a ‘self-tuned’ mode based on the quantitative measures of the buffered 
(cached) traffic onto intermediate nodes.  
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Fig. 7. Mean Energy consumption comparison for periodic and non periodic using MM and 
non prioritized packets 

1.2.2 Using Backward Traffic Difference Asynchronous Scheduling Scheme  
Appropriate and efficient mechanisms are required to estimate the optimal activity 
periods of each one of the nodes. Therefore the traversed traffic can be the 
parameterized input which, in order to evaluate the next sleep-time or the active 
periods, it considers the terminal’s transmission and reception durations. This can be 
achieved through the Backward Traffic Difference evaluation. The network lifetime 
in the presence of symmetric-duration and periodic sleep-wake periods, will be 
significantly decreased [4] due to frequent and redundant activity periods where no 
traffic traverses the node. The Backward Traffic Difference (BTD) estimates the 
traversed traffic of a node and associates these estimations with the previous 
moments, in order to conserve energy. Each wirelessly communicating node uses 
different assignment(s) of sleep-wake schedule estimation, based on the traffic 
difference through time. The traffic difference can be estimated as the difference of 
the incoming traffic to a certain node for time t, with the difference of the incoming 
traffic of the same node for the time instant t-1(previous time moment). The traffic 
can be seen as a renewal process [11] that has aggregation characteristics [12] from 
different sources.  

Let ( )C t be the capacity of the traffic that is destined for the Node i in the time slot 

(duration) t, and ( )iN tC is the traffic capacity that is cached onto Node (i-1) for time t. 

Then, the one-level Backward Difference of the Traffic is evaluated by estimating the 
difference of the traffic while the Node(i) is set in the Sleep-state for a period, as follows: 

 

(1) 2 1

(2) 3 2

( 1) 2

( ) ( 1)

( 1) ( 2)

( ( 1)) ( ( 2))

i

i

i

N

N

N n n

C T T

C T T

C T n T n

τ τ
τ τ

τ τ+

∇ = − −

∇ = − − −

∇ = − − − − −
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where (1)iNC∇ denotes the first moment traffic/capacity difference that is destined for 

Node(i) and it is cached onto Node (i-1) for time τ , 2 1( ) ( 1)T Tτ τ− − is the 

estimated traffic difference while packets are being cached onto (i-1) hop for 
recoverability. Equation (4) depicts the BTD estimation for one-level comparisons, 
which means that the moments are only being estimated for one-level (

2 1( ) ( 1)T Tτ τ− − ). The Traffic Difference is estimated so that the next Sleep-time 

duration can be directly affected according to the following: 

 1 1( ( )) , , { 1, }total totalC T C C C C Tδ τ τ= − ∀ > ∈ −   (5) 

where the Traffic that is destined for Node(i), urges the Node to remain active for 
( ( ))

0prev
total

C T
T

C

δ ⋅ > . 

According to the work done in [11], the Long-Range Dependence of self-similar 
incoming traffic can be measured using the probability density function of the Pareto 
distribution and the corresponding mean value, whereas, the load generated by one 
source is mean size of a packet train divided over mean size of packet train and mean 
size of inter-train gap or it is the mean size of ON period over mean size of ON and 
OFF periods as follows:  

 OFFON
ONL

ii

i
i +
=

   (6) 

Figure 8 shows the traffic aggregation and the difference with the Figure 3 when 
each node considers the ON and OFF durations of the cached traffic.  

 
Fig. 8. ON and OFF periodic durations of a Node with the associated cached periods 
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Considering the above estimations in Equations 4-5, the next Sleep-time duration 
for Node (i) can be evaluated as: 

 

( ( ) | ( , ))
( 1) , ( ( )) 0ft

previ
total

C T A s T
n T C T

CL
δ

δ+ = ⋅ ∀ >   (7) 

and for the case that the ( ( )) 0C Tδ <  it stands that 

1 1( ( )) , , { 1, }total totalC T C C C C Tδ τ τ= − ∀ < ∈ − , and ( ( ))
0,prev

total

C T
T

C

δ ⋅ <
 

, and ( )
ftA T  represents the cumulative amount of traffic arrivals 

in the time space [0..T]. Then, the ( , ) ( ) ( )
f f ft t tA s T A T A s= − , denotes the amount 

of traffic arriving in time interval (s, t]. The total active duration of a node increases 
gradually according to the:  

 
1 1( ) ( ) ( )

i Ni
sleep N CT T t C T t Tτ τ= − − − = − +   (8) 

where the 
Ni

CT  is the estimated duration for the capacity difference for 0
iNC < , 

whereas the Sleep-time duration decreases accordingly with Equations (6) and (7), iff 

the 0
iNC < . The basic steps of the proposed scheme can be summarized in the 

pseudocode of the Table 3. 

Table 3. The main steps of the BTD scheme 

for Node(i) that there is ( )C t >0 { 

  while ( ( )iN tC >0) { //cached Traffic measurement 

    Evaluate ( (1)iNC∇ ); 

Calc(
1 1( ( )) , , { 1, }total totalC T C C C C Tδ τ τ= − ∀ > ∈ − ) 

if (Activity_Period=
( ( ))

prev
total

C T
T

C

δ ⋅ >0)  

//Measure Sleep-time duration 

( ( ) | ( , ))
( 1) , ( ( )) 0ft

previ
total

C T A s T
n T C T

CL
δ

δ+ = ⋅ ∀ >  

else if ( ( ( )) 0C Tδ < ) 

   
1 1( ) ( ) ( )

i Ni
sleep N CT T t C T t Tτ τ= − − − = − + ; 

   Sleep ( sleepT ); 

     } //for 
}//while 

 

( 1)prev prevT T τ∀ > −
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The main observations of the optimizations offered by the BTD scheme are shown 
in Figure 9-11. For the mobility of the users a Fractional Random Walk model was 
used allowing nodes to move from a certain location with a randomly selected speed 
in a randomly selected direction as real time mobile users. These results include  
 

 

Fig. 9. The Average Throughput with the Total Transfer Delay (μsec) 

  

Fig. 10. Network Lifetime with the Number of Mobile Nodes 

 

Fig. 11. CCDF Sharing Reliability with the Number of sharing Peer-users 

0
12
24
36
48
60
72
84
96

100 200 300 400 500 600 700 800 900 1000 1100A
ve

ra
ge

 T
hr

ou
gh

pu
t 

(%
)

Total Transfer Delay (μsec)

Mobile Users (100%)
Mobile Users (80%)
Mobile Users (50%)
Mobile Users (30%) with moderate Mobility

0
500

1000
1500
2000
2500
3000
3500

5 10 15 20 25 30 35

N
et

w
or

k 
Li

fe
ti

m
e 

(x
10

ex
p-

12
 s

ec
)

Number of Mobile Nodes  

Traffic-aware schedulling
Periodic Sleep/Wake

0.0000

0.2000

0.4000

0.6000

0.8000

1.0000

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

CC
D

F 
Sh

ar
in

g 
re

lia
bi

lit
y 

 

Number of sharing Peer users

Real-Time Without fading

Real-Time with Fading

Simulation Results w/out Fading

Simulation Results with Fading



 Using Traffic Diversities for Scheduling Wireless Interfaces for Energy Harvesting 495 

 

comparative evaluations of the BTD in real time with the BTD performance extracted 
by simulation experiments.  

In Figure 9 the Average Throughput with the Total Transfer Delay in (μsec) is 
presented, for different mobility models. Figure 9 shows the benefit and losses for the 
Average Throughput responses with the mobility. The Figure depicts the different 
Throughput responses for the number of mobile users in the system, for full node 
mobility, moderate and low (30%) mobility. Figure 10 shows the network lifetime with 
the number of Mobile Nodes whereas, Figure 11 shows the associated CCDF 
(Complementary Cumulative Distribution Function (CCDF or simply the tail distribution)) 
Sharing Reliability with the Number of sharing Peer-users. The extracted results for 
CCDF Sharing Reliability with the Number of sharing Peer-users, were examined for 
both Simulation experiments and Real-Time estimations. In this way the benefit and the 
convergence or divergence of the extracted results can be shown and a comparison 
between the simulated results and the results extracted from Real-Time Traffic and 
experiments can be drawn. 

2 Conclusions and Open Ended Research Issues 

This chapter has provided an overview of the up-to-date traffic-based schemes that are 
used to optimize the energy consumption and related aspects in wireless devices. 
Efficient energy conservation techniques encompass many different parameterized issues 
which in most cases they affect the resource sharing whereas, they enable high energy 
consumption. The properties of individual wireless nodes pose additional challenges to 
the development of energy efficient communication protocols. These schemes and the 
supported protocols are mainly tailored to provide high energy efficiency whereas, they 
need to ensure the correct transmission and reception during the resource exchanging 
process. To this end, traffic plays a catalytic role in the resource exchanging process and 
a major role in the energy consumption and the power scaling levels of the wireless 
devices. In an end-to-end communication it is u6ndoubtedly true that high energy costs 
and rare or limited resources prevent the establishment of the end-to-end reliability. 
Localized reliability and traffic-aware mechanisms are necessary, instead. Since wireless 
nodes are limited in terms of processing, storage, and energy consumption, traffic-based 
schemes and methodologies aim to exploit the collaborative capabilities of the wireless 
nodes and minimize the potential weaknesses in the communication process to a more 
Physical level communication.  

Many open ended issues remain to be addressed in this context. Firstly the 
exploitation of the traffic pattern to affect the regional capacity. Secondly the mobility 
pattern in contrast to the nodal capacity and the impact of this limited capacity to the 
exchange of information. Third, the exploitation of different infrastructures and 
systems in the resource exchange process as in [13] and [14] where the Cognitive 
Radio configuration was used. There should be a traffic-aware policy for enabling 
efficient and reliable communication whereas the moving nodes should be able to 
consider their motion characteristics to this evaluation. Different nodal motion 
patterns will expose different characteristics for the traffic which in turn will impact 
the scheduling management of the wireless node. This comprises of an open research 
issue for dynamically changing sensor systems where, the nodal traffic and the related 
motion can be modeled to increase the efficiency and the performance of the system.  
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Abstract. Sensor networks contribute to the interconnection of a large variety 
of devices (i.e. transducers, sensors, actuators) thus, enable monitoring and con-
trol processes. While new wireless technologies are emerging, a major issue of 
interoperability has to be addressed in terms of data communications, control-
ling and interfacing in order to confront the heterogeneity of networks and  
connected devices and enable end-to-end communication, as well as efficient 
resource management. A proposed solution to this problem is the provision of a 
unified service access architecture, which will support common interfaces for 
data communications, as well as device management and control that will be 
based on open standards. The concept of object virtualization and IP based net-
working is introduced for resolving interoperability issues. In this context, the 
architecture can serve applications that are in line with Machine-to-Machine 
(M2M) and Internet-of-Things (IoT) concepts. 

Keywords: Wireless sensor networks, information management, object  
virtualization, Low power IP networking, IEEE 1451.x, Machine-to-Machine, 
Internet-of-Things. 

1 Introduction 

Sensor networks provide the means for the monitoring, control and the communica-
tion of connected devices. These devices may include computers, home appliances, 
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sensors, actuators, transducers, mobile devices etc. Dedicated platforms comprised of 
such devices may constitute a monitor and control layer, which is deployed over a 
system that serves a specific purposes (e.g. an industrial manufacturing system). 
Wireless sensor networks (WSNs) support actual measurements, data communication 
and data processing, using multi-hop, as well as ad-hoc networking all combined with 
sensible cost and low power consumption [1]. A large number of applications of vari-
ous fields can be benefitted by WSNs like environment monitoring, health care, home 
automation, industrial control etc. The conventional perception of sensor networking 
is characterizing by a limited number of features that do not allow pervasive sensing. 
The major challenge that has to be addressed is the heterogeneity in terms of device, 
data formatting and networking [2]. The sensor devices are using various communica-
tion and networking protocols, incompatible interfaces and data structures. This kind 
of heterogeneity becomes a serious problem for the design, implementation and de-
ployment of a sensor network. The integration of various types of sensors into a 
common platform is not favored as long as interoperability cannot be ensured in  
a consistent and widely accepted manner. A promising solution is the proposal of a 
unified service access architecture that resolves all the above mentioned issues and 
enables efficient resource management. This architecture will be based on open 
standards and will support common interfaces for data communications, device man-
agement and control. Based on this architecture an integrated platform could be  
designed and implemented. This platform will address the issue of objects interopera-
bility, in terms of networking and communication. A scalable middleware will inter-
connect and manage network objects and their attached devices (sensors, actuators 
etc.). Specially designed interfaces both software and hardware based on open stand-
ards would be implemented. The IEEE Instrumentation and Measurement Society 
Technical Committee on Sensor Technology has already been defined in IEEE 1451, 
a family of smart transducer interface standards, in order to standardize the sensor 
network interface, implement interchanges and operations between sensors [3]. An 
essential feature that will contribute to the concept of interoperability is the object 
virtualization, meaning a software equivalent of real objects through which data man-
agement and control will be possible in a consistent way. IP based networking using 
standardized technologies could be used, in order to resolve multiple network hetero-
geneity. During the design of such an architecture issues like low power consumption, 
scalability and ease of deployment should be considered for following the trend line 
of machine to machine (M2M) and internet-of-things (IoT) concept. 

2 Machine-to-Machine (M2M) 

The Machine-to-Machine (M2M) concept refers to the communication between com-
puters, embedded systems, sensors, actuators and mobile devices with little or no 
human intervention [4]. This concept is trying to cover a basic need for interconnect-
ing objects in order to implement more sophisticated and intelligent applications. 
During the near future, M2M will mark its presence as already predicted [5]. Accord-
ing to these predictions made by market players and researchers, by 2014, 1.5 billion 
devices will work without human intervention and will be wirelessly connected. A 
number of application in various fields have begun emerging (e.g. home automation, 
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smart grids, health care, industry control etc.). The components of M2M systems are 
usually connected using wireless sensor networks (WSNs). This interconnection when 
combined with intelligent functionalities, decision making and control can convert 
such systems into smart ones. M2M is one of the hottest topics found in the agenda of 
ICT applications to the industry domain. M2M services and wireless communication 
technologies have begun bringing considerable profits. A very active and emerging 
market is involved in this business trying to leverage these technologies, by imple-
menting modern applications. A significant factor for a business, which wants to be a 
successful player on this field is the simplicity of platforms, services and potential 
applications offered to the customers. An added value to these products and services 
will be its cost effectiveness. The business model of M2M is based on the mass mar-
ket use and deployment. This is the reason why any solutions offered must be built on 
standards. Standardization will contribute the development of horizontal rather than 
vertical solutions that are tailor made for specific applications and thus, avoiding 
complex integration with existed platforms. Moreover, it will guarantee the interoper-
ability between M2M systems in terms of communications and data transfer. Major 
standardization bodies have acknowledge the need and the importance of introducing 
standards for the M2M industry. Specifically, the European Telecommunications 
Standards Institute (ETSI) has published the first release of its Machine to Machine 
(M2M) service standards. These standards are introduced by a platform having the 
role of managing the complexity of multiple M2M services and technologies [6]. The 
ETSI basic M2M architecture is shown in Figure 1 below. 

 

Fig. 1. ETSI M2M architecture domains 
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According to this architecture, the M2M network is divided into three distinct do-
mains that are: The application for management and monitoring, the M2M area net-
work and the communications network. The M2M network domain is consisted of a 
number nodes along with a gateway. Each node is a device that has sensing and 
communication features (i.e. a mobile wireless device that has is equipped with sen-
sors for real-time monitoring). A node, after collecting data from the sensing devices, 
will make the decision of transmitting them through the network in a single-hop or 
multi-hop manner, towards the gateway. The gateway is responsible for sending these 
data through the communication network to the back-end application supported by a 
platform. Many existing technologies could effectively play the role of the communi-
cation network and provide cost-effective and reliable solutions. These technologies 
could be wired networks (PLC, xDSL etc.) or wireless ones (WiFi, WiMAX, GPRS 
etc.). The application domain will include a server that is responsible for collecting 
and storing the data coming from the M2M network as well as for monitoring and 
control the M2M devices and network. 

The ETSI M2M specifications lay out the service requirements for M2M devices 
on the M2M network, which cover the management, security and addressing of the 
system [7]. Ubiquitous networking along with its services and properties is used by 
M2M platforms, thus implementing features like Quality of Service (QoS), different 
communication modes (multicast, unicast etc.) and IP-based networking (IPv4, IPv6). 
The ETSI standardized M2M is using for the data transfer the representational state 
transfer (REST) architecture. M2M networks integrate these ubiquitous technologies 
in such a way as to facilitate reliable, simple and secure global information transfer 
across an abstracted network for a multitude of applications. M2M use network tech-
nologies and resources for the communication of remote machines with a remote  
application infrastructure, which serves as a monitoring and control mechanism.  
Considering the M2M nodes as smart objects, their interconnection is covered by the 
Internet-of-things concept, thus merging data coming from the physical world by 
sensing devices with those coming from the digital world in terms of communications 
and networking.  

3 Internet-of-Things (IoT) 

Internet-of-Things (IoT) is defined as “a network in which a variety of things inter-
connected on a global scale can uniquely address and access each other using standard 
communication protocols” [8]. The distinctive characteristic is that an IP addressing 
based networking system enables the communication and the interwork of entities that 
are characterized by autonomous and smart features. The term “IoT” is said to have 
been introduced by researchers working in the Auto-ID Labs of Massachusetts Insti-
tute of Technology (MIT) on the topic of RFID tags [9]. An RFID system is based on 
a small reader, which is able to receive a low power radio signal and tags that are 
actually the signal transmitters. RFID tags can be passive, having no power source or 
active with a power source included. These tags are attached to things and transmit 
information about the ID, the properties, the condition and status of a thing. A sensor 
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heterogeneity. The Sensor Web Enablement (SWE) from the Open GeoSpatial Con-
sortium (OGC) is one of the initiative for resolving heterogeneity issues, especially 
when WSNs are connected to the Internet. The proposal of SWE is the usage of a data 
model, which will be standardized by the introduction of an XML schema. this  
schema will be formatted having in mind that the encoded data are coming from 
measurements. Following this concept, a Sensor Model Language (SensorML) is also 
created for describing properties, capabilities and information related to a sensor. 
SWE also describes a number of service protocols for accessing the sensors: Sensor 
Observation Service (SOS) and Sensor Planning Service (SPS) provide access mech-
anisms for sensor data retrieval. The Sensor Alert Service (SAS) is actually an alert 
and notification mechanism. Finally, Web Notification Services (WNS) are a set of 
tools for asynchronous access to SAS and SPS web services. 

The OGC SWE is a remarkable effort for trying to resolve heterogeneity of sensors 
and introduce interoperability. Nevertheless the SWE standards present challenges for 
their implementation and operation [11]. For better understanding and description of 
different systems, a common ontological approach is needed for a standardized de-
scription. Efforts have been made to describe the SWE standards using semantics 
[12]. Other attempts for creating an ontological system for virtual sensor representa-
tion exist [13]. The World Wide Web Consortium (W3C) has created a working 
group (W3C Semantic Sensor Network (SSN) Ontology) that also aims to create a 
standardized sensor ontology. 

A main characteristic of a pervasive system is the context, which includes infor-
mation for the state of an object or for an action that will be useful for the user of the 
application. Context in terms of data may be gathered from various sources, both 
physical and non-physical. For example, if referring to a WSN, the source of context 
data will be captured and transmitted from sensors that are measuring environmental 
parameters. An additional source of context may be the World Wide Web (WWW). 
The current WWW encompasses diverse documents and services that produce and/or 
maintain real-time, as well as static information relating to a wide range of users, 
places, topics, and concepts as shown in Figure 3. The new concepts of Machine-to-
Machine (M2M) and Internet-of-Things (IoT) are based on the availability and  
data exchange of context data. So, sources that provide these data, physical and non-
physical that are interconnected are expected to be rapidly increased in the near fu-
ture.  

A physical sensor is a device that actually measures and monitors a parameter  
(i.e. temperature) found in the physical environment. A virtual sensor is a surrogate  
of the physical object in the digital world and represents a physical sensor or a group 
of them. Soft sensors can also exist as special software components that access  
data from non-physical resources. The continuously increased number of these  
components, software and hardware are part of data exchange network. Their com-
munication, monitoring, control as well as the need for data fusion is an active area of 
research.  
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Fig. 3. A generic taxonomy of context data sources 

5 The Role of a Middleware in M2M 

The increased demand for efficient resource management and control of connected 
objects demonstrates the need that a software platform must exist, which will be able 
to provide a set of services, as well as object abstraction and virtualization in a non-
physical domain as software entities. This platform or framework used in M2M and 
IoT can be defined as a middleware. The middleware will address interoperability 
issues caused by heterogeneous devices, adaptation problems, context awareness, 
device control and management. A middleware will also contribute to the pervasive 
computing and ubiquitous networking [14] and will act as an adaptation layer which 
will support a plug-and-play mode [15].  

A framework acting as a middleware is essential for IoT, M2M systems and appli-
cations mainly for the following reasons: 

• The need of a common way of communication between networked sensor 
devices. 

• The existence of a layer that can “absorb” heterogeneity of components. 
• An abstraction/adaptation layer in order to address applications of diverse 

domains. 
• The provision of an Application Provision Interface (API) for the communi-

cation and offered services that encapsulates the details of diversity.  

In order to address the above mentioned reasons a middleware must have the fol-
lowing features: interoperability, device discovery and management, context detection 
and awareness, data management, data security and privacy. 

Interoperability can be described as the information exchange across diverse do-
mains of applications over different communication interfaces. The categories that 
interoperability has to be applied using an appropriate middleware are network, syn-
tactic and semantics [16]. Network interoperability refers to basic connectivity issues 
that correspond to almost all OSI layers (physical, data-link, network, transport,  
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session and application). Syntactic interoperability deals with the format and structure 
of the information encoding exchanged among components. Semantic interoperability 
defines a set of rules for interpreting in a common way the information content by 
creating a semantic model. 

Device discovery and management is the feature that enables any network compo-
nent been aware of its neighboring devices. This component also make its presence 
known to the network. A proper ontological model can contribute to the device dis-
covery and management especially in the case of heterogeneous devices. A middle-
ware for IoT and M2M must be context aware as one of its purpose is to enable and 
serve smart environments. For this reason a knowledge database must be designed 
and implemented for effectively support of context-aware systems. 

Context awareness is based on two features: context detection and context pro-
cessing. During the process of context detection data are detected and collected while 
identifying any factor that might have been important for a prompt response. Context 
processing is related to the decision making process which follows the extraction and 
processing of data. 

Security and privacy are responsible for confidentiality, authenticity, and non-
repudiation. Managing data volumes must be an essential feature of the middleware. 
Having in mind the number of interconnected devices that is continuously increased 
and the volume of data coming for different sources physical and non-physical, effi-
cient and reliable mechanisms should exist for data management. In this case the  
challenges involve in querying, indexing, process modelling, and transaction handling. 

In Figure 4 the architecture of a middleware is shown. The architecture is based on 
the division of the system to layers. The basic layers are interface protocols, device 
abstraction responsible for providing interoperability, device abstraction, and the 
management module, which is a core component as it includes the functionalities if 
device discovery management and context detection. Application abstraction module 
provides the interface for the communication between remote applications and the 
local one. Local applications mainly run as event driven services. The other compo-
nents like context analysis, knowledge database may reside in remote system essen-
tially generating a need of distributed architecture, which can potentially be hosted in 
a cloud computing environment. 

As M2M and IoT demands a complex distributed architecture with numerous dif-
ferent kind of components, ubiquitous and smart computing must be obtained. This 
facts points out the significance of a middleware system for IoT and M2M that will 
act as a bond joining the heterogeneous domains of applications communicating over 
heterogeneous interfaces. 

A middleware can also be an intermediate layer of virtualization, which will con-
tribute to resolve the issue of interoperability. The term “virtualization” is used  
here for describing a layer of the system that allows the creation, hosting and  
management of virtual objects. A virtual object may be a software equivalent of a 
physical object (e.g. a sensor device) that has inherited all its properties. This way a 
platform or a middleware can efficiently manage the attached resources through 
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Fig. 4. Components of a middleware architecture 

virtual objects that help the context awareness and data manipulation for monitoring 
and control purposes. Virtual objects do not necessarily correspond to physical equiv-
alents. They may correspond to groups of physical objects (i.e. a group of sensors that 
measure temperature in a building) or be custom made virtual objects that gather 
properties from different physical objects, according to the management policies of 
each system. 

In order to exploit the potential of a middleware, proper communication protocols 
have to be used for transferring the data from an end point (sensor) to the application 
through the middleware. Once again, these communication technologies have to be 
bases on open standards that are widely used.  

6 End-to-End Communication Solution  

The development of heterogeneous wireless technologies, such as IEEE 802.11 
(WiFi), Bluetooth, WiMAX or IEEE 802.15.4 has been performed very fast. During 
the last years, these technologies were used for the deployment of wireless sensor 
networks and transducers that were used in IEEE 1451 [17]. Most of the solutions did 
not support end-to-end IP based architecture, thus maintaining the problem of in-
teroperability. Currently, the development of IPv6 over Low power Wireless Personal 
Area Networks (6loWPAN) [18] using on top the IEEE 1451.5 standard allows the 
design of smart sensors fully end-to-end IPv6 based architecture using the physical 
layer IEEE 802.15.4 with low power options and limited computation. 
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The IEEE 1451.5 Standard for a Smart Transducer Interface for Sensors and Actuators 
provides a standardized communication protocol for transducers (i.e. sensors, actuators 
etc.), which incorporates network connection interfaces. A transducer interface module 
(TIM) is a module that contains a transducer as well as logic to implement an interface 
and can interact with a network via a network-capable application processor (NCAP). 
The IEEE 1451.0 standard also states that a compliant TIM must have Transducer Elec-
tronic Data Sheet (TEDS) for each transducer. In addition, it describes the structure of 
many of these TEDSs. A TIM may have many transducers (either sensors or actuators, or 
a combination of the two). IEEE 1451.5 extends this standard to wireless networks for 
these TIMs, referenced as wireless transducer interface modules, or WTIMs. 

6LoWPAN is a very recent technology, which provides a solution that features 
low-power, low-transmission-rate and energy-efficiency. At the same time it supports 
Internet Protocol Version 6 (IPv6) using IP packet and header compression mecha-
nisms, which enable data packets to be transferred over IEEE 802.15.4 hardware. 
Sensors that are part of the WSN using 6LoWPAN can have direct communication 
with the Internet because of the IP- based technology. 

7 Description of the Unified Platform 

The main problem currently faced by various industries is the existence of multiple 
different systems from different manufacturers and with different functions. The basic 
requirement is the unified resource management of these systems or parts of these 
systems at both technical and operational level. The collection and management of 
various information from a single platform would result in better and more effective 
management of problems / processes, minimizing human errors and providing deci-
sion making processes. For addressing these issues, a platform for interoperable man-
agement of heterogeneous sensors and other similar devices is proposed, connecting 
them with the use of network objects implementing M2M and IoT technologies in a 
simple manner, which is transparent to the user. 

The features of the proposed platform are: 

• The system should allow a wide range of heterogeneous sensors, actuators 
and data loggers that are scattered to get interconnected using the platform. 

• Interfacing will be performed by the use of hardware and software objects 
equipped with suitable connection interfaces based on widely used standards. 
An interface will be used for the connection of sensors and other devices to 
the platform by the help of a special designed hardware, while another one 
will be used for the connection to a data network in order to facilitate the  
data transmission from the sensor to the application layer. 

• The platform will provide the means of connectivity with existing systems, 
through recognized standards and the development of appropriate interfaces 
for connection. 

• The management of networking objects and their extensions extension  
(sensors connected to these devices) will be performed by the use of a mid-
dleware, which will introduce the concept of virtual objects with related in-
formation coming from physical objects like sensors. The middleware will 
be considered as a virtualization layer, in terms of hosting virtual objects. 
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• The middleware will have the ability of creating custom virtual objects, by 
grouping multiple objects and heterogeneous sensors into new virtual object 
(i.e. all the lamp posts of a lighting system in a particular street, all the tem-
perature sensors of a building, etc.). This way group of physical objects can 
be monitored and controlled as groups. 

• A communication network will be deployed based on IPv6 protocol, in order 
to provide unique address to network objects. Networking over IPv6 network 
will be based on the 6LowPAN standard for connecting and managing a 
large number of networked objects wirelessly.  

• The platform architecture will be based on clearly defined services in order 
to achieve better flexibility and structure (modularity) combining appropriate 
mechanisms and intelligent data transfer maximum scalability. 

• Automatic discovery and registration of new objects in an ad-hoc way will 
be enabled. 

• The architecture including hardware, software and middleware will be de-
signed and implemented giving emphasis on data security through authenti-
cation and secure connections to ensure the protection and privacy of data. 

8 The Platform Architecture 

Four different hardware components will be the main parts of the platform besides 
any software implantation. Their role is specific and dedicated to certain processes. 
Their operation will be based on embedded microprocessors and software giving them 
smart features and capabilities. The overall system architecture is shown in Figure 5.  

 
Fig. 5. Overall system architecture 
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A hardware device called the S/AP (Sensor/Actuator Peripheral) is a key compo-
nent for the connection of the sensors to the system. Its main role is to provide proper 
interfaces to the peripheral devices (sensor, actuators etc.). Through the connection 
the data collected from these devices can be transmitted to the next level above using 
the network connection. 

The key parts of the S/AP are: 

• A microcontroller processor RISC 8bit of low consumption for analog and 
digital peripherals. 

• An Interface communication bus that connects the S/AP to the next level 
through a wired communication. It is compatible with the industry standard 
ANSI/TIA/EIA-485 [19]. 

• The device is easy to install near the sensor. It will be inside a case that will 
be compatible to the standard EN 50022 (DIN-Rail) for being easily adapted 
to the infrastructure and the premises where the system is located. 

Another hardware device named as Node will have the task of interlinking the in-
dividual S/APs on the network data. At this layer of the system the requirement is the 
gathering of any data coming from the sensors in a structured way, in order to be easi-
ly read and interpreted after sending them to the next layer using the communication 
network. A special device called “Node” will be responsible for these processes, 
which will be performed by the use of special software, while the operating system 
that will run on this level, will be based on Contiki [20]. An enhanced version of the 
Node with multiple interfaces will be able to support through its connections more 
than one S/Aps acting as a local hub for the connection to the communication net-
work. Much like the S/AP, the Node will have the ability for easy installation and 
deployment as its casing will be compatible with standard EN 50022 (DIN-Rail). The 
S/AP and the Node together constitute an object within the network. The main parts 
of the Node are: 

• A unit microcontroller processor RISC 16bit of low consumption for analog 
and digital peripherals. 

• Wireless communication is the core of the circuit wireless connectivity. It 
will have an integrated circuit compatible with IEEE 802.15.4, low-power, 
transmitting at the frequency band of 2.4GHz. Each Node will have a unique 
address in the IPv6 network. 

• An interface communication bus that interconnects the Node with S/AP via 
wired communication, according to the standard ANSI/TIA/EIA-485. 

• Compatibility with standard management sensors IEEE 1451 [21] and IEEE 
1451.5. 

• An Interface - compatible with RS232 that will be used for programming and 
maintenance procedures of the unit. 

The third device that will be developed is an Edge router. Its tasks are: The inter-
connection of Nodes and the network configuration between nodes, promoting data to 
the next level placed inside the middleware. The Edge Router just like the Node will 
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run a Contiki based operating system, interfacing directly with the level of data col-
lection using web sockets. An Edge router will be also easily installed as its casing is 
compatible with standard EN 50022 (DIN-Rail). The key parts of the Edge router are: 

• A unit microcontroller processor RISC 16bit, low consumption for analog 
and digital peripherals. 

• Regional wireless communication by the use of an integrated circuit compat-
ible with IEEE 802.15.4 [22], low-power, frequency 2.4GHz. The intercon-
nection of Nodes will be in full mesh topology, allowing the development of 
a scalable network of Nodes without the need for direct connection of each 
Node with the Edge Router. Some of the Nodes will have the role of expand-
ing the network without being connected to S/AP. 

• Ethernet interface (IEEE 802.3) for transferring data to the collection level. 
• Interface - compatible with RS232 support for programming and mainte-

nance procedures of the unit. 

At the level of collection, a device named Collector will have the role of collecting 
and configuring the information derived from the level below. More specifically: 

• It will accept connections, sending data from the lower levels (via web  
sockets) 

• It will perform appropriate synchronization operations with objects (question 
/ answer opportunities objects, finding / tracking objects in the network) 

• It would impose rules of behavior of objects in the network 
• It maintains a table possible S/AP, which will be displayed in the network 
• It will include a properly configured database for managing information from 

heterogeneous sensors. 
• It has a properly configured software, which will define the level of virtual-

ization of data flows from lower levels to aid in enforcing rules, and automa-
tion. 

• It is compatible with standard IEEE 1451 sensor management. 
• It provides the ability to interface with other systems utilizing technology 

SensorML based on OGC (xml based structure). 
• It will maintain the level of implementation that will be provided to the user 

through an appropriately structured user interface (HMI) and the ability to 
manage the objects of an environment easily accessible (webportal). 

The device named the Collector is a PC based on x86 or ARM architecture and 
may be a real or a virtual machine. A cloud infrastructure hosts the platform as its 
architecture favors its distributed nature capable of collecting data from multiple  
places. Such a Collector installed in appropriate infrastructure can support multiple 
applications and networking items installed in independent and far apart places. The 
Collector will be based on open-source software (linux based) and different levels of  
middleware daemons and applications implemented using appropriate programming 
languages (Python, Perl, C, Java, scripting languages, etc) can play management  
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Fig. 6. Collector architecture 

roles, in terms of scalability. The data management subsystem will address appropri-
ate databases to manage large flows of sensor data. Finally, the platform interopera-
bility is ensured by the use of open standards, which are supported by existing hard-
ware and/or software, as well as by those that will appear at the market in the near 
future. For ensuring interoperability, the platform will provide a modeled markup 
language based n SensorML for handling data from heterogeneous sensors and ob-
jects. Moreover, virtual objects as mentioned in previous sections will play an im-
portant part for addressing interoperability issues. The latter option offers the oppor-
tunity to develop entire ecosystem of applications that can utilize the data obtained 
from this platform. The Collector will support the functions of the middleware is 
characterized in the context of the architecture as a virtualization layer, as it will host 
the virtual objects. 

Finally, the platform will support end-to-end security. To ensure the operation of 
the wireless medium, a mechanism of symmetric encryption AES [23] will be  
applied. Moreover, due to the use of IPv6 addressing security, the protocol stack  
protection IPsec [24] will be used. 

9 Conclusions 

The increased demand for interconnecting objects and the introduction of concepts, 
such as the M2M and IoT have created the need for efficient resource management, as 
well as monitoring and control in an intelligent way. A proposed solution to this prob-
lem is the provision of a unified service access architecture, which will support com-
mon interfaces for data communications, as well as device management and control 
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based on open standards. A platform based on this architecture will involve a mid-
dleware, as well as software and hardware components that will play their role for 
bringing solutions to address the problems of heterogeneity, in terms of devices and 
communications, as well as to ensure the interoperability between systems. 
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Abstract. The increase of computational resources in mobile devices and the 
availability of reliable communication infrastructures provide support for 
acquisition, display, coding/decoding and transmission of high-resolution video 
in a broad set of equipment such as tablets and smartphones. Nevertheless, real-
time video encoding and decoding is still a challenge in such computing 
environments, especially when considering the amount of computational 
resources required by state-of-the-art video coding standards. Moreover, battery 
technologies did not evolve as much as desired, which makes power 
consumption minimization an important issue for the mobile devices industry 
and users. Therefore, in current mobile systems, the available computational 
resources along with battery-life are responsible for imposing significant 
limitations on mobile real-time multimedia communications.  This chapter 
presents an overview of the state-of-the-art research on management of 
computational resources for video encoding systems in mobile communications 
equipment. A review on computational complexity analysis of both H.264/AVC 
and HEVC video coding standards is presented, followed by a description of 
current methods for modelling, reducing and controlling the expenditure of 
computational resources on these video codecs. Finally, future trends on 
computational complexity management for video codecs implemented on 
power-constrained devices are lined out. 

1 Introduction 

The advances of semiconductor technologies in the last decades have fostered a 
considerable growth in the market of multimedia-capable mobile devices, such as 
mobile TVs, tablets and smartphones. The increase of computational resources and 
the availability of reliable communication infrastructures allowed a broad set of 
equipment such as tablets and smartphones to receive and display high-resolution 
digital video. Very common are also portable devices with the capability of capturing 
and transmitting digital video through wired and wireless networks. Furthermore, the 
current trend to embed increasingly higher resolution cameras into these portable 
devices together with the relatively small transmission bandwidth of wireless 
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channels, calls for the addition of high-resolution video encoding and decoding 
capabilities to these devices.  

Despite this recent evolution in portable devices, particularly regarding 
communications technology and computational power, video encoding and decoding 
in real time is still a challenge in mobile computing environments, especially when 
considering the amount of computation required by state-of-the-art video coding 
standards, such as H.264/AVC [1] and High Efficiency Video Coding (HEVC) [2]. 
Besides the real time transmission problem, power consumption is also one of the 
most important issues in the mobile devices industry, since limited battery capacity 
still imposes major constraints in multimedia applications demanding for high 
computational power. Experiments have shown that video encoding is responsible for 
about 2/3 of the total power for video communications over Wireless LAN [3]. It has 
also been noticed that this ratio tends to increase if the required video distortion is 
lower [4], which mandates higher transmission bitrates over the wireless interface.  

These two different problems are actually strongly connected, since they are both 
effectively addressed by methods to manage the use of computational resources by 
controlling the complexity of video encoding/decoding tasks. While academy and 
industry keep researching and developing new and more efficient solutions for 
increasing processing speed and battery life, video coding experts try to decrease 
encoding/decoding time and power consumption by wisely managing computational 
resources usage by their algorithms and systems. 

In a generic video encoder, major signal processing units such as motion 
estimation/compensation, forward and inverse transform and quantisation, and 
entropy coding are responsible for the largest share of calculations. As most of these 
units can operate in multiple modes and setting points, the choice of the operating 
modes and points for each unit that achieves the best overall coding trade-off between 
computational resource use and compression efficiency has become an important 
design challenge. 

Until recently, H.264/AVC has been considered the state-of-the-art video 
compression standard. It introduced several parameter choices that specify the 
encoding/decoding operating modes, including the number of reference frames, the 
use of variable block sizes for motion estimation/compensation, and the resolution of 
motion vectors. The broad number of encoding possibilities allowed the standard to 
achieve bit rate savings of about 50% in comparison to MPEG-2 for the same video 
quality [5]. Currently, the High Efficiency Video Coding (HEVC) standard is 
gradually being introduced to industry and is expected to substitute H.264/AVC 
during the next years as the state-of-the-art video coding standard. This new standard 
is able to reduce bitrates by about 40% over H.264/AVC through the use of several 
new tools and operating modes that complement or improve those already used by 
H.264/AVC [6]. Obviously, as more operating modes are made available, the 
computational complexity involved in the encoding process of HEVC becomes higher 
than that of H.264/AVC and previous standards. As a result, efficient computational 
resource management becomes even more important for next-generation multimedia 
portable devices, which will certainly include HEVC codecs. 
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This chapter presents an overview of the state-of-the-art research on computational 
resource management for video encoding systems in mobile computing environments. 
Section 2 presents an introduction to video compression and an overview of the 
H.264/AVC and HEVC video coding standards, including a brief analysis of their 
computational complexity. Section 3 reviews current works on complexity modelling 
for H.264/AVC and HEVC. Section 4 and 5 present a set of proposed methods for 
complexity reduction and control on both standards, respectively. Future trends and 
challenges on the field are outlined in section 6 and conclusions are presented in 
section 7. 

2 Video Compression and Computational Complexity 

A generic video compression system is based on the following signal and data 
processing operations: (i) spatial and temporal prediction, (ii) decorrelating transform, 
(iii) quantisation and (iv) entropy coding. The prediction step is usually followed by 
the transform and quantisation of prediction residues, which is then followed by 
entropy coding, as shown in Fig. 1, where the basic components of an encoder are 
shown. 

Spatial prediction is also known as intra-frame prediction and is responsible for 
reducing redundancy between regions within the same frame. Temporal prediction, 
also known as inter-frame prediction, which usually also involves motion 
compensation, reduces the temporal redundancy between time-sequentially close 
frames. They are both lossless methods (i.e., no information is lost when these 
techniques are applied), but usually require a large number of operations to be 
performed, specially the motion compensation which involves a costly motion 
estimation procedure. The difference between the original and the predicted frame, 
the residual data, is transformed and quantised in order to reduce spatial redundancy. 
Even though the transformation step does not incur in data loss, quantisation is a lossy 
compression technique. Finally, entropy coding, which is a lossless method, processes 
the transformed and quantised data in order to reduce quantised data redundancy. 

 

Fig. 1. Generic video compression system 

Many methods for intra/inter-frame prediction, data transformation, quantisation 
and entropy coding are used in the existent video coding standards. Most of them 
allow different operating modes, so that the encoding process can be adjusted to the 
video characteristics in order to better exploit the nonstationarities of the video 
source. Choosing correctly the operating mode for each tool in an encoder is essential 
for obtaining high compression efficiency levels. 
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The two important parameters for measuring compression efficiency are the coding 
bit rate (R) and the picture quality or distortion (D). For video transmission 
applications the coding bit rate is determined by the communication channel 
bandwidth. In the case of storage applications usually the coding bit rate is decided 
based on available storage capacities or the retrieval link speed. The picture quality 
can be measured according to several different metrics, such as the Peak Signal-to-
Noise Ratio (PSNR), the Structural Similarity (SSIM) and the Mean Squared Error 
(MSE).  

The Rate-Distortion Optimisation (RDO) method has been proposed in [7] for 
minimizing distortion in video compression algorithms given a certain bit rate 
allocation. Each set of encoding parameters is tested resulting in an operating Rate-
Distortion (R-D) point, which represents the mean bit rate and distortion achieved by 
the coding using that parameter set. When performing RDO, the encoder searches the 
parameter set space looking for the points that are as close as possible to the optimal 
R-D curve, as shown in Fig. 2.  

 

Fig. 2. Rate-Distortion points and optimal curve 

The R-D optimisation task can be solved using Lagrangian optimisation, in which 
the distortion term is weighted against the bit rate term. The minimisation problem is 
represented as in (1), where J is the R-D cost to be minimized and λ is the Lagrange 
multiplier [5, 8].  

RDJwhereJ ⋅+= λ},min{  (1)

The RDO technique is very effective, yielding the best possible choice among all 
the encoding parameter sets. However, if every combination of operating modes is 
tested and evaluated by exhaustive search over the parameter and mode space, the 
computational complexity involved in the task becomes a limiting factor. In practical 
applications, a number of operating modes must be ignored in the RDO process to 
comply with the limitations imposed by available computational resources, but the  
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selection of such modes is not a trivial task. Understanding the operations of video 
coding standards is the key to design a video coding system which manages 
efficiently the computational resources. 

The next subsections will detail the operations of the current state-of-the-art video 
coding standards, H.264/AVC and HEVC. An overview of the computational 
complexity of both standards is also presented. 

2.1 H.264/AVC 

The H.264/AVC video coding standard was developed by the Joint Video Team 
(JVT) with the main target of doubling compression rates in comparison to any  
other existing standard [5]. Several innovations were introduced in the encoding 
process, such as the intra-frame prediction, the Hadamard transform, the use of 
multiple reference frames for inter-frame prediction and the mandatory use of a 
deblocking filter. A significant gain in terms of compression was achieved in 
H.264/AVC in comparison to previous standards at the cost of increased 
computational complexity. 

In H.264/AVC each video frame may comprise one or more slices partitioned into 
macroblocks (MB) with 16x16 luminance samples and two chrominance blocks 
which dimensions depend on the colour sub-sampling scheme. Slices are self-
contained in the sense that they are coded independently from other slices. The 
syntactic elements representing the coded data can be parsed from the bitstream and 
the image samples can be correctly decoded without reference to data from other 
slices provided that the reference pictures are identical at the encoder and the 
decoder [5].  

Type I slices contain only I MBs, which are those encoded using intra-frame 
prediction. Type P slices may contain both I and P MBs, which are those encoded 
using the inter-frame prediction method. Type B slices contain I, P and B MBs. MBs 
of type B are also encoded with inter-frame prediction, but they allow the use of two 
reference frames instead of only one to form predictions. There is another important 
type of MBs, allowed in P or B slices, called SKIP. When it is used, no information is 
encoded for that MB, except for a SKIP mode signalling flag. Usually, type I slices 
require much fewer computational resources to be encoded and decoded than type P 
and B slices, since the prediction is performed only based on the pixels of the current 
frame. Besides that, fewer memory resources are required when encoding I slices, 
because no reference frames need to be stored for temporal prediction. On the other 
hand, the compression levels achieved with P and B slices are usually much higher 
than with I slices. 

The kernel of the H.264/AVC encoder is composed by the following modules: 
intra-frame prediction, inter-frame prediction, direct and inverse transforms (T and 
IT), direct and inverse quantisation (Q and IQ), deblocking filter and entropy coding, 
as shown in Fig. 3. Each one of these modules uses different techniques and encoding 
modes. 
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Fig. 3. H.264/AVC encoder 

The intra-frame prediction in H.264/AVC operates on pixels located in the same 
frame. Each block is predicted from pixels in the neighbouring blocks according to 9 
different modes for 4x4 blocks or 4 different modes for 16x16 blocks. The inter-frame 
prediction comprises the Motion Estimation (ME) and the Motion Compensation 
(MC) modules. During motion estimation each block in the frame is compared to 
blocks in the reference frames (up to 16 reference frames are allowed in H.264/AVC) 
and the best match is used for the motion compensated prediction. Different block 
sizes can be used in the inter-frame prediction (16x16, 16x8, 8x16, 8x8, 8x4, 4x8, or 
4x4). A motion vector is computed to indicate the reference block position in the 
reference frame in relation to its position in the frame being encoded.  

The encoder must take several decisions during the encoding process: whether 
intra-frame or inter-frame prediction is used, which is the best block size (16x16 or 
4x4) and the best mode for the intra-frame prediction, which block size should be 
employed in inter-frame prediction, whether or not the SKIP MB and the bi-prediction 
are used, which one is the best reference block for prediction in the reference frames, 
and so on. If the RDO method is used, every possibility is considered and thus all 
combinations are tested and compared in terms of Rate-Distortion efficiency. The 
amount of resources such as processing and storage elements required to perform all 
these decisions is a major preoccupation of researchers, designers and engineers 
working on H.264/AVC systems. The next section presents a brief overview on 
H.264/AVC computational complexity. 

2.2 H.264/AVC Computational Complexity 

Several works have been published addressing the problem of complexity analysis of 
video encoders and decoders. Processing time has been largely used to measure 
computational complexity, but other approaches such as theoretical analysis, direct 
analysis of reference code and power consumption evaluation have also been 
frequently applied to measure complexity. 

The computational complexity of H.264/AVC is evaluated in [9] by comparing its 
encoding speed to that observed in the H.263 and H.263+ encoders. The 
computational complexity was evaluated under seven different configurations, in  
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which the number of possible block sizes was incremented from 1 to 7. It was 
observed that the H.264/AVC encoder is 1.2 times more complex than the H.263 
encoder when only 1 block size is allowed and 2.8 times when 7 block sizes are 
allowed. The computational complexity of operations composing the Motion 
Estimation was also evaluated, since it is the most time-consuming task of the 
H.264/AVC encoder. 

Several tools of the H.264/AVC encoder are analysed in [10] in terms of 
computational complexity and compression efficiency. Comparisons between 
H.264/AVC and MPEG-4 Part 2 are also presented. The authors analysed 18 possible 
configurations, comparing all of them in terms of computational complexity versus 
PSNR in order to identify the best ones.  The Atomium software profiler was used to 
obtain the complexity data by executing the instrumented code with representative 
test stimuli. The obtained results show that even though a compression efficiency 
increase of up to 50% is achieved with H.264/AVC, the computational complexity 
increases by a factor of 2 in the decoder and by more than one order of magnitude in 
the encoder, when compared to MPEG-4 Part 2. 

2.3 High Efficiency Video Coding 

The High Efficiency Video Coding standard (HEVC), recently approved as 
international standard, is based on the same classic hybrid video coding scheme of 
H.264/AVC, also being based in inter-frame/intra-frame prediction and transform 
coding [11]. The encoding structure of HEVC is similar to the coder structure 
presented in Fig. 3, even though the actual operations performed by each module are 
not exactly the same in both standards. For instance, in HEVC the Filter module of 
Fig. 3 is composed by the Deblocking Filter and the Sample Adaptive Offset, as 
explained later. 

Nevertheless, essential modifications were introduced in HEVC [12]. One of the 
most important changes is the use of quadtree-based frame partitioning structures, 
which are broadly discussed in [13]. In HEVC, each video slice is divided into a 
number of square blocks of equal size called treeblocks (CTB) or largest coding units 
(LCU), which are used as the roots of each coding tree. Each leaf of the coding tree is 
called a coding unit (CU) and its dimensions can vary from 8x8 to 64x64 luminance 
samples (or up to the CTB size), depending on the tree depth. Fig. 4 shows an 
example of how CUs are organised in the form of a coding tree. In order simplify the 
visualisation, Fig. 4 shows only the divisions for the first CU at each depth level. The 
CU at the first depth is a LCU (a 64x64 CU, in the example), which may be divided 
into four smaller CUs (32x32). This process is repeated until the maximum coding 
tree depth allowed is reached (4th CU depth, in the example). This is where a 
significant amount of computational resources are consumed, since the whole 
encoding process must be performed for each possible coding tree configuration if a 
RDO-based decision method is used. 
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Fig. 4. Quadtree-based structure for coding units (CUs) 

For inter-frame prediction, each CU can be divided into two prediction units (PU) 
of up to five different shapes (called 2Nx2N, 2NxN, Nx2N, 2Nx(N/2+3N/2) and 
(N/2+3N/2)x2N). For intra-frame prediction, the CU can be split into four PUs (the 
NxN shape) if it is located at the last level of the coding tree. Otherwise, it is always 
predicted using the 2Nx2N shape. 

When transform coding the prediction residue, each CU is assumed to be the root 
of another quadtree-based structure called residual quadtree (RQT). Each leaf of the 
RQT is known as a transform unit (TU) and can take on sizes from 4x4 to 32x32 luma 
samples. 

Intra-frame prediction in HEVC is an extension of intra-frame prediction in 
H.264/AVC, supporting larger block sizes (from 4x4 to 64x64) and allowing more 
prediction directions: 16 different luma angular modes for 4x4 PUs, 2 luma angular 
modes for 64x64 PUs and 33 luma angular modes for the other PU sizes. Besides 
these directional prediction modes, a DC prediction mode similar to DC in 
H.264/AVC and a planar prediction mode designed to reconstruct smooth image 
segments through bilinear interpolation from the PU borders may also be applied to 
any PU.  

Similarly to H.264/AVC, HEVC inter-frame prediction relies on block-based 
Motion Compensation (MC). Motion compensation uses inter-frame motion 
information obtained by the motion estimation (ME) step, which can use up to 16 
reference frames in HEVC. The ME is based on Advanced Motion Vector Prediction 
(AMVP), which includes a Motion Vector Competition scheme [14] along with a 
Motion Merge [15] technique. The former defines a set of motion vector predictor 
candidates comprising motion vectors of spatially and temporally neighbouring PUs. 
The best motion vector predictor is selected from the set of candidates through RD 
optimisation. Motion merging is based on a similar principle, but in this case the 
motion parameters are not explicitly transmitted. They are instead derived at the 
decoder based on the prediction mode and merge mode parameters.  
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Transform and quantisation follow similar principles to those used in H.264/AVC, 
even though several new features were introduced in HEVC. Besides larger transform 
block sizes (4x4, 8x8, 16x16, and 32x32), mode dependent coefficient scanning, last 
significant coefficient coding, improved significance flag context modelling, 
multilevel significance maps, and sign data hiding are some of these features [16]. An 
integer approximation to the Discrete Cosine Transform (DCT) is applied to the 
prediction residue and a mode dependent integer function based on Discrete Sine 
Transform (DST) is alternatively specified for residuals from 4x4 intra-frame 
prediction [12]. 

Regarding the entropy coding, HEVC supports only Context-Adaptive Binary 
Arithmetic Coding (CABAC), which was already used in H.264/AVC. Even though 
the CABAC structure is basically the same as it was in H.264/AVC, HEVC aims at 
decreasing the computational burden associated with binarisation, context update and 
access by reducing the number of syntax elements to binarise and the number of 
contexts, and also by increasing throughput by enabling parallel processing of 
quantized transform coefficients [17, 18]. 

The HEVC deblocking filter (DF) is applied to boundaries belonging to CUs, PUs, 
and TUs larger than 4x4 pixels [19]. Vertical and horizontal edges are filtered 
according to a border filtering strength, which varies from 0 (no filtering) to 4 
(maximum filtering strength) and also depends on the border characteristics. In 
addition to the DF, HEVC employs the Sample Adaptive Offset (SAO) [20]. SAO 
processes the entire picture as a hierarchical quadtree, classifying the reconstructed 
pixels into different categories and then reducing distortion by adding an offset to the 
pixels in each category. This classification is performed taking into consideration the 
pixel intensity and edge properties.  

Internal bit depth increase may also be used in some encoder configurations in 
HEVC for increased calculation accuracy. In such cases, a 2-bit extension is applied 
to each sample for additional calculation precision, which means that each sample is 
multiplied by 4 before further calculations. 

If the RDO method is used, the encoder must take a huge number of decisions 
during encoding time, such as: the best coding tree configuration, the best PU shape 
division, the best RQT structure, the best intra-frame and inter-frame block shapes, 
the best intra-frame mode for luma and chroma samples, the best inter-frame mode 
and reference block in the reference frames, the best strength for the DF and 
classifications for the SAO, and so on. Therefore, both the encoding structures and 
coding tools used are responsible for an enormous share of the overall amount of 
computational resources used in HEVC, as explained in the next section. 

2.4 HEVC Computational Complexity 

In [21], the computational complexity of the modules composing the HEVC Test 
Model (HM) encoder was extensively analysed using the Intel VTune Amplifier XE 
2011 software profiler [22]. A set of 16 different encoding configurations was used to 
investigate the impact of each tool, varying the encoder parameter set and comparing 
the results with a baseline HEVC encoder and with an H.264/AVC encoder. It was 
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about the distribution of complexity over CUs of different sizes and take into account 
the nested coding structure used in HEVC.  

The HM encoder and decoder complexity and implementation were analysed in 
[24]. The times spent by the main modules were measured with a software profiler, as 
in [21]. It was observed that in the All Intra encoder configuration the most time-
consuming modules are the Transform and Quantisation (24.4%), due to the Rate-
Distortion Optimised Quantisation technique, the Intra Prediction (16.6%) and the 
Entropy Coding (2.2%). In the Random Access encoder configuration, the Motion 
Estimation takes up a significant portion of encoding time (38.8% for SAD 
calculations and 19.8% for fractional pixel search refinement). The decoding 
computational complexity is dominated by the Inverse Transforms (15.9%) and the 
Filters (12.9%) in the All Intra configuration, and by the Motion Compensation 
(24.8%) and the Filters (12.4%) in the Random Access configuration. 

According to [24], HM encoding time is around 5000 larger than the real-time 
encoding requirements. Decreasing its computational complexity is still a serious 
challenge for researchers and engineers, who are expected to develop heuristics for 
simplifying HEVC compatible encoder implementations in the coming years. 

This section and the previous one addressed the importance of computational 
complexity management in video coding systems, especially in those cases in which 
computational resources are not abundant and battery resources are scarce. Besides 
analysing computational complexity, several works have also focused on modelling, 
reducing and controlling the computational complexity of video encoding and 
decoding operations. The next sections will review these works. 

3 Modelling Computational Resource Use 

The key for designing complexity-aware video coding applications which carefully 
manage computation resources use is to be able to detect when the encoding 
operations will exceed the system’s available computational resources. The idea is to 
detect such cases without the need of performing the actual operations. Modelling 
computational complexity of video codecs is an important task, since it allows 
estimating the amount of computational resources that a certain operation will require 
prior to its execution. 

Nevertheless, it is not a trivial task because video encoders are composed of 
several interdependent tools with parameterised functionalities that can deeply affect 
the level of computational complexity. Besides, according to [25], in the case of a 
complex multimedia system an overall view may not be enough for a complete 
comprehension of it; even though detailed information about all the constitutive 
blocks and their theoretical complexity may be available, the overall codec behaviour 
and complexity are very difficult to be understood, because they depend on the input 
data characteristics. 

In the recent past modelling the computational complexity of video encoders and 
decoders was investigated in several works. In [26-28], the authors focus on 
modelling the computational complexity of inter-frame prediction operations at the 
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H.264/AVC decoder due to their large share in the overall complexity. Since different 
inter-prediction modes correspond to different complexities, this was taken into 
account to estimate the overall decoding complexity in [26]. 

The number of motion vectors was used in [27] to estimate the decoding 
complexity of a MB. According to the authors, the decoding computational 
complexity tends to decrease with the number of motion vectors in a MB. In [28], the 
number of interpolation filter operations was used for the complexity estimation. A 
MB with fewer interpolation filter operations should have lower decoding complexity.  

The computational complexities of both intra-frame and inter-frame prediction are 
modelled in [29] for the H.264/AVC decoder. The MC complexity is modelled as a 
linear function of the number of cache misses, the number of interpolation filters and 
the number of motion vectors per MB. The intra-frame prediction decoding 
complexity is modelled as a function of the number of prediction directions for a 
specific intra type. 

There are some approaches, which deal with the computational complexity of 
video encoders and decoders based on their basic data structures. In H.264/AVC, 
these structures are blocks, MBs, frames and Group of Pictures (GOP). In [30], the 
computational complexity of the H.264/AVC encoding process for a frame is 
estimated based on the computational complexity of the previous frame. A frame is 
divided into multiple groups of MBs, which are further used by the complexity 
control algorithm, which assigns different complexity budgets for each group. The 
complexity of the reference frame is computed by simply summing up the complexity 
of each group of MBs, which in turn is computed by summing up the complexity of 
each MB. 

Some works have also proposed computational complexity models for video 
encoders, which are dependent upon configuration parameters used for complexity 
control. The H.264/AVC encoder complexity was modelled in [3] by first dividing it 
into three major parts: ME (Motion Estimation), PRECODING (Transforms, 
Quantisation and picture reconstruction) and EC (Entropy Coding). The ME 
complexity is given by (2), where CSAD is the computational complexity of a SAD 
operation and λME is the number of SAD calculations per frame, which is the 
complexity control parameter for the ME module. The PRECODING complexity is 
given by (3), where CNZMB is the PRECODING computational complexity of one 
nonzero MB and λPRE is the number of nonzero MBs in a frame, which is the 
complexity control parameter for the PRECODING module. Here, a NZMB is a MB 
with nonzero DCT coefficients after the quantisation. Finally, the EC computational 
complexity is given by (4), and it is proportional to the bitrate R. In (4), CBIT is the per 
bit complexity associated to ENC and S is the size of the picture, which is needed 
because R represents the coding bitrate in the unit of bits per pixel. The total 
computational complexity C of the video encoder, is given by (5), where λF is the 
encoding frame rate. The model represents a complexity-scalable architecture for 
video encoding, for which the computational complexity is controlled by the 
parameters λME, λPRE and λF. 

SADMEME CC ⋅= λ  (2)
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NZMBPREPRE CC ⋅= λ  (3)

BITENC CRSC ⋅⋅=  (4)

)(),,;( BITNZMBPRESADMEFFPREME CRSCCRC ⋅⋅+⋅+⋅⋅= λλλλλλ  (5)

Similarly, in [31] the computational complexity of the H.264/AVC encoder is  
also modelled by dividing it into three modules: ME, PRECODING and ENC. 
However, when the RDO method is enabled the encoder executes the ME, Direct 
Transform, Direct Quantisation and Entropy Coding modules for each MB mode 
tested. Therefore, two models can be used: the first considers MB modes in the 
complexity estimation for the cases in which RDO is enabled, while in the second 
model RDO is off. The first model is shown in (6), where CRDOon represents the 
encoding complexity of the frame and Ci

16x16 - C
i
I4x4 represent the complexity of each 

mode at the ith MB. Ci
M is the complexity of Direct Transform, Direct Quantisation 

and Entropy Coding of each mode for the ith MB. Ci
PRE and Ci

ENC are the complexity 
of the PRECODING and ENC modules after the mode decision process at the ith MB. 
The second model is shown in (7) for CRDOoff. Since in this case the RDO method is 
off, the mode decision is only based on the results of the ME process, so that Ci

M is 
removed from (6). 
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In [32], the computational complexity of H.264/AVC encoders is modelled based 
on the complexity of each prediction mode (SKIP, Inter 16x16, Inter 16x8, Inter 8x16, 
Inter 8x8, Inter 8x4, Inter 4x8, Inter 4x4, P8x8, I4x4, I16x16). The model for the full 
computational complexity of a P frame is calculated as in (8), where WRD

i indicates 
the relative R-D computational cost for mode i, WME

i denotes the factor of single-
reference ME for the inter modes, NMB is the number of MBs in the frame, NRF is the 
number of reference frames, WO is the complexity consumed by the remaining 
encoder modules. 
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The computational complexity of the H.264/AVC decoding process is modelled in 
[33] for complexity control, using an approach where each decoding module (DM) is 
separately modelled. Entropy Decoding complexity is modelled as the product of bit 
decoding complexity and the number of bits involved, as shown in (9), where Cvld is 
the DM complexity, kbit is the average number of cycles required for decoding one bit 
and nbit is the number of bits for a frame. Side information preparation, including MB 
sum/clip and deblocking filter strength calculation, is modelled as in (10), where Csip 
is the DM complexity, kMBsip represents the average clock cycles for side information 
preparation per MB and nMB is the number of MBs in a frame. Inverse Transform 
complexity is modelled in (11), where kMBitrans is a constant that describes the 
complexity of MB de-quantisation and inverse transform and nnzMB is the number of 
nonzero MBs per picture. Intra-frame prediction is modelled in (12), as the product 
between the average complexity of intra-frame prediction in one intra-coded MB 
(kintraMB) and nIntraMB is the number of intra MBs per frame. The MC computational 
complexity model is given in (13), where khalf is the average complexity required to 
conduct a 6-tap Wiener filtering and nhalf is the number of filterings to decode a frame. 
The Deblocking Filter is modelled as in (14), where k’α and k’β are the complexities to 
perform strong and normal filterings, respectively, and nα and nβ are the numbers of 
strong and normal filterings, respectively. Finally, the total complexity required to 
decode a frame is expressed as in (15), where kCU(DM) is the complexity to decode a 
basic coding unit (a MB, for example) in a particular module, NCU(DM) is the number 
of basic coding units to be decoded by that module. 

bitbitvld nkC ⋅=  (9)

MBMBsipsip nkC ⋅=  (10)

nzMBMBitransitrans nkC ⋅=  (11)

IntraMBIntraMBIntra nkC ⋅=  (12)

halfhalfmcp nkC ⋅=  (13)

ββαα nknkCdblk '' +=  (14)
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DMframe NkCC )()(  (15)
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4 Computational Resource Saving Strategies 

Low-complexity algorithms for video encoders and decoders have been proposed in 
the last years as an attempt for enabling their use in complexity constrained platforms. 
As the encoder’s computational complexity is much higher than the decoder’s, most 
works focus on its modules and features.  

4.1 H.264/AVC 

As explained in section 2.2, ME and Mode Decision are the most complex tasks in the 
encoding process and this is the reason why most works focus on them to decrease the 
encoding computational complexity. The next sub-sections will present the most 
important works found in the literature for ME and MD complexity reduction. 

4.1.1 Motion Estimation 
Block matching motion estimation (BMME) is used to determine motion vectors 
(MV) representing the displacement of pixel blocks in the current frame in relation to 
the best matching block in the reference frame. Several algorithms have been 
proposed for searching candidate blocks and the algorithmically simplest but the most 
demanding in terms of computation needs is the Full Search (FS). In FS, the best 
match is found by searching all possible candidate blocks in the search window (SA), 
which leads to the optimal result. However, the computational complexity involved in 
this process is very high and faster approaches are used. 

Several Fast Motion Estimation (FME) techniques have been proposed in the 
literature. They may be classified into two categories: (a) those which decrease the 
number of candidate blocks in the SA and (b) those which decrease the computational 
complexity required to compare such blocks to the current block (i.e., distortion 
measure computation, such as SAD or MSE). 

Examples of the first category are the Three-Step Search (TSS) [34], the Block-
Based Gradient Descent Search (BBGDS) [35], the New Three-Step Search (NTSS) 
[36], the Diamond Search (DS) [37, 38], the Hexagon-Based Search (HEXBS) [39], 
the One at a Time Search (OTS) [40], the Dual Cross Search (DCS) [41], and so on. 
All of them are sub-optimal algorithms which present a rate-distortion performance 
equal or less than that obtained with the Full Search, with the advantage of 
significantly decreasing the ME computational complexity.  

Methods from the second category include techniques such as sub-sampling [42], 
Partial Distortion Search (PDS) [43], Normalized PDS [44, 45] and the Successive 
Elimination Algorithm (SEA) [46]. Even though these methods are capable of 
maintaining a good rate-distortion performance, their speedup gain is limited. 

There are still other methods, which reduce ME computational complexity by 
applying different techniques. In [47], the authors propose a strategy based on sorting 
the MVs and coding modes such that the decision process is stopped when the bit rate 
for a MV or coding mode exceeds the average bit rate of any previous MV or mode 
tested, skipping the evaluation of some cases. In [48], a controller is added to the 
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encoder in order to extract from the motion search results on the input signal statistics 
and use them to dynamically configure the ME parameters, such as the number of 
reference frames, valid block modes and search area for each 16x16 block and its sub-
partitions. A method for estimating which MBs can be encoded in SKIP mode without 
trying the other modes is proposed in [49]. The authors propose a Bayesian 
framework using the R-D cost difference between coding and skipping a MB as the 
single decision feature. Savings in processing time of more than 80% for low-motion 
sequences are claimed by the authors at a cost of small quality decrease. 

4.1.2 Mode Decision 
The Mode Decision process involves different operations from various encoder 
modules. If RDO is enabled, then every possible mode is computed and their results 
in terms of R-D performance are compared. Many works based on heuristics have 
been proposed to decrease the number of modes to be tested during both intra-frame 
and inter-frame prediction. 

In [50-53], the authors propose fast algorithms to select only some intra-frame 
prediction modes to be compared in the mode decision stage. The authors in [54] and 
[55] claim that not all intra modes need to have the rate-distortion performance 
evaluated, especially those with a high Sum of Absolute Transformed Differences 
(SATD) value, since they tend to result in high encoding bit rates. This way, only 
those modes with an SATD value lower than a threshold are evaluated and the 
remaining modes are discarded, saving computations. 

In [56], the transforms are applied to the intra-frame prediction residue and the 
transformed coefficients are analysed in order to detect which is the best mode to be 
used. In [57] the low-frequency transformed coefficients for each MB are analysed in 
order to decide the best intra-frame block size (4x4 or 16x16).  

A two-step algorithm for intra-frame mode decision was proposed in [58] based on 
heuristics. The first step consists in performing intra-frame prediction for every mode 
in both 16x16 and 4x4 prediction block sizes and computing the distortion between 
the original and predicted blocks. The mode leading to the smallest distortion is used 
as the best mode for its corresponding block size. In the second step, the MB 
homogeneity is computed in order to decide whether the 16x16 or the 4x4 block size 
is used. A pruned DCT is applied to the original MB in order to compute a subset of 
coefficients, which are enough for detecting its homogeneity level. Accordingly, 
homogeneous areas of the image must be encoded with large blocks, while 
heterogeneous areas must be encoded using small blocks. 

In [59], a hierarchical fast inter-frame mode decision was proposed based on the 
calculation of stationarity, homogeneity and block border strength. The method is 
divided into three steps. In the first one, stationarity is detected by calculating the 
distortion between a MB and its co-located MB in the reference frame. If stationarity 
is detected, the MB is encoded as SKIP and the MD process is terminated. Otherwise, 
the second step takes place and the homogeneity of the MB is computed as in [58] in 
order to decide if the ME is performed with large or small blocks. In the third and 
final step, the intensity variation of luminance samples along the edges of possible 
blocks is calculated in order to detect the block shape which best fits the image for 



 Computational Resource Management for Video Coding in Mobile Environments 531 

inter-frame prediction, eliminating the need of testing all the remaining block shapes. 
This method was integrated with the intra-frame decision heuristics proposed in [58], 
forming a complete mode decision scheme for H.264/AVC in [60]. 

According to [61], only 3% of the modes chosen in P frames are intra prediction 
modes, on average. This way, the evaluation of inter-frame modes prior to the 
evaluation of intra-frame modes is proposed in this work as a way of reducing the 
necessary computational resources without significant decrease in image quality or bit 
rate. In [62] a set of heuristics is presented for speeding-up the complete mode 
decision process (i.e., both intra and inter-frame predictions). The authors observe that 
homogeneous and static regions are mostly encoded with P16x16 and SKIP modes, so 
that a Sobel Operator is used to detect homogeneity and the SAD calculation is used 
to detect stationarity. The proposed algorithm reduces the encoding complexity 
through RDO early termination when one of the specific conditions (homogeneity or 
stationarity) is true. If neither is true, then all the remaining prediction modes are 
evaluated. 

In [63] the inter-frame mode decision complexity is decreased by analysing the 
spatial continuity of the motion field, which is generated by ME using 4x4 pixel 
blocks. A set of experiments led to the conclusion that video regions with high motion 
continuity present a higher probability of being encoded with P16x16, P16x8 and 
P8x16 modes, while regions with low motion continuity are mostly encoded with 
P8x8 and smaller block sizes. As in [62], this work also uses the Sobel Operator to 
identify the borders of objects in an image. 

4.2 HEVC 

Even though the HEVC standard has just been finalized, there is already a small 
number of works published in the literature presenting methods to reducing the 
encoder’s computational complexity. Most of these works aim at decreasing the 
computational complexity involved in the definition of the new quadtree-based 
structures, namely the Coding Units, the Prediction Units and the Transform Units. 
Other works, as in H.264/AVC, focus on decreasing the complexity of the most 
resource demanding functions, such as the Motion Estimation and Mode Decision. 

4.2.1 Coding Unit Size and Depth Decision 
A fast splitting and pruning method for intra coding is proposed in [64]. It was found 
that the main contributor to the computational complexity of intra prediction in HM is 
the calculation of full RD costs (JFRD) for deciding intra prediction modes of CUs at 
all possible coding tree depths using RDO. In order to reduce this, the method allows 
skipping the JFRD calculation for determined CUs and allows terminating subsequent 
CU splitting and pruning process. A low-complexity RD cost calculation (JLRD), 
which does not require the whole encoding process to be completed, is used to 
determine the best intra prediction mode in each possible CU. The early splitting test 
evaluates the possibility of each possible CU being split into sub-CUs based on a 
Bayesian decision rule with the JLRD costs. If it is determined that the CU is to be split 
into its sub-CUs, the computation of JFRD is not necessary. The idea behind the early 
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splitting test is that a CU with sufficiently large JLRD is likely to be split into its sub-
CUs. When the CU is not split based on the result of the early splitting test, the early 
CU pruning test is performed based on the JFRD value of the best prediction mode for 
that CU. The idea is that a CU with sufficiently small JFRD value is likely to be a leaf 
CU and no further tests in lower depths are necessary. The statistical parameters of 
the Bayesian tests are periodically updated online so as to adapt to the changing 
characteristics of the video sequence. Experimental results have shown that the 
method is able to decrease the intra coding computational complexity by 50% with a 
Bjøntegaard Delta [65] bit rate (BD-rate) increase of 0.6%. 

Temporal correlation in neighbouring frames is exploited in [66] in order to reduce 
the number of quadtree splitting decisions. Based on the tree depth used in the co-
located CU in the previous frame and its neighbouring CUs, the encoder decides 
whether or not to split the current CU into sub-CUs. Additionally, an early SKIP 
mode decision at the prediction stage is performed to further reduce the computational 
complexity. Experimental results have shown that a computational complexity 
reduction varying from 20% to 33%, depending on the encoder configuration, was 
achieved with this method. BD-rate increases varied from 0.1% to 0.47%. 

Feature extraction to assist fast decisions of CU splitting is performed in [67]. The 
CU size decision is based on a Bayesian rule to avoid RDO search on all possible CU 
sizes and its modes. Predicting CU split or not is formulated as a two-class 
classification problem and the features include information such as variance of 
prediction error, SATD between original and predicted pixels, MV magnitude, RD 
costs and others. An average complexity reduction of 41.4% was achieved with this 
method, in comparison to the original HM encoder. Average BD-rate increase is 
around 1.88%. 

A fast CU depth decision based on spatial and temporal correlation is proposed in 
[68]. The authors claim that since usually successive frames are strongly correlated, 
especially with the high frame rates lately used in video sequences, the final depth 
information or split structure of co-located coding trees in neighbouring frames is also 
highly correlated. The algorithm first determines the depth search range according to 
the similarity degree between neighbouring CTBs. Three classes of similarity are 
defined (high, medium, low). Then, once the depth range is settled, the final searching 
depths can be derived by selecting depths with high probability of occurrence and 
excluding low probability depths. Experiments have shown that the method is able to 
reduce the encoding computational complexity in 25% with an increase of 0.16% in 
bit rate. 

In [69], a fast coding unit decision algorithm which operates in both frame level 
and coding unit level is proposed for computational complexity reduction of the 
HEVC encoder. The algorithm focus only on the inter mode early selection, since 
intra mode is essential for encoding high resolution video. The main idea of the frame 
level part of the method is to skip those depths which are rarely used in the reference 
frame. The number of CUs encoded at a certain tree depth in a frame is compared to a 
threshold in order to detect its level of usage. The coding unit part of the method 
relies on the fact that motion and texture detail of one particular part of the image 
tends to stay the same from one frame to another. By checking the spatial and 
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temporal neighbouring CUs of a certain CU, the candidate CU depth can be 
predetermined. An average decrease of 45% in the ME computational complexity was 
achieved with this method. Bit rate increases remained under 0.3%. 

4.2.2 Prediction Unit and Transform Unit Size Decision 
A heuristic method to reduce the computational complexity of deciding the Prediction 
Unit (PU) size is proposed in [70]. The Motion Vectors Merging (MVM) merges NxN 
Prediction Units (PUs) in order to compose larger ones instead of performing ME for 
every possible PU partition. The method is applied to decide all PU sizes larger than 
NxN. When certain conditions are met, NxN partitions are merged into 2NxN, Nx2N or 
2Nx2N partitions without performing the ME operations for each one of them. 
Initially, ME is performed only for the four NxN partitions in a CU. If the MV for the 
four partitions is the same, they are merged into one single 2Nx2N PU. If they are not 
the same, the rectangular shapes are tested in a similar manner. Experimental results 
point out an average computational complexity reduction of 34% with an average bit 
rate increase of 1.37% and a PSNR drop of 0.08 dB. 

In [71] a two-stage PU size decision algorithm is proposed to speed up the intra 
coding process in HEVC. In the first stage, before intra-frame prediction starts, 
texture complexity of CTBs and its sub-blocks are measured in order to filter out 
unnecessary PU sizes. The threshold for filtering PU sizes is calculated dynamically 
according to the content of the video sequence and to pre-defined coding parameters. 
The frame texture complexity is calculated by down-sampling each 64x64 CTB to a 
16x16 block and then computing its variance. In the second stage, which takes place 
during the intra-frame prediction, the PU sizes of neighbouring 32x32 blocks are 
analysed in order to skip small PUs. The average computational complexity reduction 
for the intra coding process achieved in this work varies from 28.8% to 44.9%, 
depending on the video resolution. Average bit rate increases and PSNR decreases 
stayed under 0.47% and 0.02 dB, respectively. 

An early Transform Unit (TU) decision method for HEVC encoders is proposed in 
[72]. By analysing the residual information, it was possible to detect that the 
determined TU sizes and the number of nonzero coefficients are strongly correlated. 
This way, the number of nonzero coefficients is used in this method as a threshold to 
stop further R-D cost evaluation. A computational complexity decrease of 61% in the 
TU processing was achieved in this method with little losses in terms of compression 
efficiency. 

4.2.3 Mode Decision and Rate-Distortion Optimisation 
An early SKIP mode detection scheme is proposed in [73] for complexity reduction of 
the HEVC encoding process. According to the authors, SKIP mode is chosen in about 
83% of CUs and detecting its occurrence would allow ignoring all the remaining 
modes in the RDO process. The proposed method pre-detects SKIP mode using the 
differential motion vector (DMV) and coded block flag (CBF) information of inter 
2Nx2N mode. The encoder first searches the best inter 2Nx2N mode (i.e., chooses 
between competition mode and merging mode) and after selecting the one with the 
minimum RD cost, it checks the DMV and the CBF of it. If they are both equal to 
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zero, then the best mode is determined as the SKIP mode and the remaining PU 
modes are not tested. The method reduced computational complexity by about 35% 
with a BD-rate increase of 0.5%. 

Two fast RDO techniques for HEVC are proposed in [74] aiming at saving 
computational resources at small RD performance loss. The first method, the Top 
Skip, avoids checking the RD cost for large block partitions when they are unlikely to 
be chosen. A starting CTB depth is selected based on the minimum depth of the co-
located CTB in the reference frame. The second method, the Early Termination, 
avoids checking smaller blocks unlikely to be selected. The algorithm stops the CU 
splitting process if the best RD cost is already lower than a given threshold. The 
threshold is adaptively computed based on the standard deviation of RD costs relative 
to the CUs at spatially and temporally neighbouring CTBs. When both methods are 
integrated to the RDO process, a computational complexity reduction of 40% is 
achieved for the whole encoding process with an average BD-rate increase of 1.9%. 

In [75], a low complexity RDO coding scheme based in three different solutions is 
proposed. The method reduces the number of available candidates for evaluation in 
the intra-frame prediction mode decision, in the reference frame selection and in the 
CU splitting. Specifically for intra prediction, the direction information of the 
neighbouring blocks is used to speed up the decision. In the reference frame selection, 
the spatial and temporal correlations among neighbouring frames and CUs are used to 
decrease the number of reference frames candidates. For inter CU decision, 
correlation between the energy of prediction residuals and the CU splitting is used to 
accelerate the CU splitting termination process. Experiments have shown that the 
scheme yields an average computational complexity reduction of 30% in the encoding 
process with an average BD-rate increase of 0.8%. 

5 Computational Resources Use Management 

To efficiently manage the available computational resources, it is not enough to 
implement low complexity methods. It is also necessary to design a control system in 
which computational complexity can be adaptively adjusted according to specific 
conditions, such as the device’s battery status, time limitations imposed by the 
transmission environment and user preferences. Therefore such systems generally 
have multiple operation modes, which can be chosen dynamically by accepting the 
option made by a user, by sensing environment changes or even by predicting a user’s 
preference.  

In the last years, dynamic control of computational complexity in video encoding 
has been a very active research field. The ideal solution for a complexity management 
system would be to extend the original RDO problem to a third dimension such as 
Rate-Distortion-Complexity Optimisation (RDCO) or Power-Rate-Distortion 
Optimisation (PRDO). This solution would find the best encoder configuration 
leading to the optimal visual quality under predefined rate and computational 
complexity constraints. However, joint Rate-Distortion-Complexity analysis is an 
extremely complex task due to the huge number of possible combinations of modes 
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and encoding parameters. As exhaustive search is infeasible in complexity 
constrained environments, several heuristic solutions have been proposed to 
dynamically adjust the computational complexity of video encoding in order to 
manage the available computational resources. 

5.1 H.264/AVC 

Due to its high computational complexity, the ME process is used by many methods 
to control the encoding computational complexity of H.264/AVC and other previous 
standards. A complexity control scheme for the MPEG-4 encoder was presented in 
[76] based on adjusting ME parameters and using the search options of Full Search, 
the Three-Step Search and the Spiral Search algorithms. The remaining parameters 
are the search window size, the SAD threshold for early termination of the Spiral 
Search algorithm, the use of pixel sub-sampling and the number of bits used to 
represent a pixel. 

In [77], a classification-based method is proposed for the ME process. MBs are 
classified into different categories according to their importance in the frame and a 
complexity controlled ME scheme applies different operations to each MB according 
to its class. Initially, a total computation budget for the video sequence is divided and 
a computation budget is allocated for each frame. Then, the frame budget is divided 
into three independent sub-budgets, which are assigned for each class of MBs. When 
performing ME, each frame is classified into one of the three classes and a 
computation budget is allocated for each MB according to its class. Finally, according 
to the MB computation budget, the encoder allocates more or less computations into 
each ME step for it. 

Three other adjusting parameters for ME are proposed in [30]: partial cost 
evaluation for fractional motion estimation (FRME), block size adjustment for 
FRME, and search range adjustment for integer motion estimation (IME). By 
combining these parameters, 12 configurations were defined and used in the tradeoff 
between compression efficiency and computational complexity. Based on the 
complexity measure from the previous frames, the complexity control algorithm 
allocates a certain budget for each group of MBs in an image and then for each MB 
within the group. 

A two-stage complexity control method is proposed in [31] based on adjusting the 
ME operation. In the first stage, an encoding time control algorithm is applied. It 
consists of encoding the whole frame only using the P16x16 mode and then, based on 
encoding time information for this mode, estimating the total encoding time, the 
target encoding time and the parameters to be used in the second stage for complexity 
control. In the second stage, the number of SKIP MBs in the frame is used to adjust 
the encoder computational complexity to a determined target complexity level.  

As in other methods aiming just to reduce the computational complexity, many 
complexity control methods are based on the adjustment of MD and ME operations. 
In [78] a scheme to control complexity is proposed which is based on adjusting 
parameters that affect the aggressiveness of an early stop criteria for ME, the number 
of prediction modes tested in the MD, and the accuracy of ME steps for inter modes. 
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Before deciding the number of tested modes, they are ordered based on the statistical 
frequency of the optimal modes for a given type of video, so that the first modes 
tested are those which most probably yield the best R-D performance. The 
computational complexity is controlled by adjusting one single parameter, which is 
mapped to the algorithmic parameters based on a rule tuned by a training process that 
uses several typical video sequences. 

The approach of sorting modes was also used in [79] to control the MD 
computational complexity. A ranking with the most popular ones, including intra and 
inter modes, compose a subset which is tested in the RDO process, while the 
remaining modes are suppressed from the tests. Initially, a few MBs are randomly 
selected for the frequency distribution analysis. Each mode is then associated with a 
frequency of occurrence and a computational complexity. Then, based on the target 
complexity to encode a complete image, the dominant mode set is chosen and used to 
encode the next frame. 

In [80], the computational complexity control is divided into two problems: the 
first one consists in how to allocate the available computational resources to different 
frames and encoding modules, while the second consists on how to optimally use the 
allocated computational resources by adjusting the encoding parameters. To tackle the 
first problem, a computation allocation model is proposed to divide available 
resources among the video frames. The second problem is solved by using a 
complexity-adjustable ME and a complexity-adjustable MD. The ME complexity is 
adjusted by allowing more or less operations (such as fractional pixel ME, searching 
point refinement, etc.) to be executed, while the MD complexity is adjusted by 
allowing more or less modes to be tested in the RDO process. The list of tested modes 
is sorted according to their occurrence frequency in the spatial and temporal 
neighbouring MBs. 

The MD complexity was controlled in [32, 81] by an adaptive computational 
allocation method at the MB level. The computational cost of ME in 16x16 blocks is 
taken as the basic computational unit and the costs for the remaining modes were 
obtained through practical simulations and represented as weighting factors of the 
basic unit. A target complexity is calculated based on the total computational 
complexity estimated for a frame, which depends on the number of MBs in the frame 
and on the computational weighting factors previously defined. The computational 
budget allocated for each MB is computed based on the target complexity, on the 
complexity consumed by the previously encoded MBs in the frame and on the number 
of MBs already coded. The computational budget for a determined MB is then used 
adaptively by choosing which modes are to be tested and which are not. 

A MD early termination method is used in [82] to decrease the encoding process 
computational complexity. By calculating the difference between the cost of encoding 
a MB as SKIP and an estimated coding cost, the encoder is able to stop the MD 
evaluation process just after encoding the MB as SKIP. A threshold calculated using 
conditional probability estimates of skipped and not skipped MBs is used in the early 
termination decision. The authors also propose a complexity control method which 
aims at maintaining a target level of complexity through a feedback algorithm which 
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updates probability models so that small rate-distortion performance losses are 
noticed. 

Other parameters which control other operations besides ME and MD are explored 
in some works. In [83], an empirical study on the controllability of parameters for 
complexity control on video encoding cloud services is presented. The work shows 
experimental results in terms of encoding time, bit rate and objective quality when 
varying the number of B-frames, the level of refinement for sub-pixel ME and the 
operations performed in trellis quantisation. 

In [84], the number of reference frames, the method used for sub-pixel ME, the 
partition sizes allowed for intra-frame and inter-frame prediction and the quantisation 
approach are used as the parameters to adjust computational complexity. Considering 
all possible combinations among these four parameters would result in a total of 3360 
possible parameter settings, which is infeasible for real time applications. Two fast 
algorithms are devised for finding the parameter settings which leads to high 
distortion-complexity performance. The algorithms are based on the generalised 
Breiman, Friedman, Olshen and Stone (GBFOS) algorithm [85] and use training 
sequences to find the best parameter settings. 

The number of motion search positions and the frame rate were the two parameters 
used in the method proposed in [86]. By using the Adaptive Critic Design (ACD) 
technique, a class of approximate dynamic programming methods, an online 
complexity control scheme was developed based on neural networks.  

A two-level method is proposed in [87]. In the frame-level algorithm, the encoding 
process is not changed in order to maintain acceptable image quality, but frames are 
dropped when necessary to decrease the amount of computations. In the per-frame 
algorithm, computational complexity is controlled for each frame in order to achieve 
the target coding time. The frame-level algorithm calculates a target encoding time for 
each frame in the video sequence based on the total delay experienced by the frame in 
the input buffer, as if in a real time case. The target time is then used by the per-frame 
algorithm, which adjusts computational complexity in a frame by increasing or 
decreasing the number of MBs encoded as SKIP, similarly to [82]. 

A dynamic framework which consists of a set of optimised core components is 
proposed in [88]. The ME, DCT, quantisation and mode decision processes can be 
configured to achieve a desired computation-performance tradeoff in the encoder. 
These modules can all be assembled to form an H.264/AVC encoder with various 
degrees of computational complexity, which is able to adapt itself according to the 
available computational resources. Eleven parameters are used to adjust the 
computational effort applied to the different modules, such as the number of ME 
search points and whether or not DCT is applied to the residual MB. As determining 
the best combination of parameters of each video through exhaustive optimisation is 
quite computationally demanding, a simpler, suboptimal greedy optimisation method 
is used. 

Rate-Complexity-Distortion Optimisation (RDCO) and other similar approaches 
have also been proposed in several works, which treat the problem as an extension of 
Rate-Distortion Optimisation (RDO). In [3] and [89], a Power-Rate-Distortion (PRD) 
analysis framework was developed in order to build a parametric video encoding 
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architecture which controls computational complexity of its modules by varying 
encoding parameters. Based on the rate-distortion behaviour of these parameters and 
on their associated computational complexity, a PRD model was created and used to 
determine the best configuration of parameters according to the available power 
supply level of the device in which the encoder is implemented and on the target bit 
rate. The same authors propose in [90] an operational approach for offline PRD 
analysis and modelling based on a wide set of training data. Based on the models 
developed, a control database for online resource allocation and energy minimization 
is proposed. 

Game theoretical analysis is used in [91] to model the power consumption in video 
encoders. The encoder is divided into modules, which are treated as players 
competing for the use of a computational resource on a limited budget aiming at 
maximizing its efficiency. In [92], the complexity dimension was added to the RDO 
strategy. For each particular encoder setup, the total bit rate (R), PSNR (D) and ratio 
between the time spent to encode a training sequence and the time spent by the full-
featured encoder (C) are calculated. The RDC points are then plotted to 2D charts (for 
constant bit rate) and a lookup table is built from the convex hull points in order to 
provide optimal starting RDC points. The trellis quantisation, the level of refinement 
in ME and the number of partitions allowed are the parameters adjusted.  

5.2 HEVC 

Even though recent works have explored computational complexity reduction for 
HEVC, methods for computational complexity control are still rare. Some methods 
developed for H.264/AVC may be adapted for HEVC, especially those which use ME 
parameters to adjust computational complexity. However, there are still no works 
found in the literature besides those in [23, 93-95], which aim at dynamically 
controlling the HEVC encoder computational complexity by adjusting the maximum 
tree depth allowed for coding tree blocks.  

5.2.1 Complexity Control Using Co-located Maximum Tree Depth 
As already mentioned in regard to Fig. 5, the major contributors to the overall 
computational complexity in HEVC are the inner CUs in a coding tree [23]. The 
coding tree behaviour along the temporal domain was also investigated. Experiments 
have shown that the maximum coding tree depth is kept constant during long periods 
of the sequence, which means that once a tree depth is used in a determined area of 
the video, it tends to be used for a long period in co-located areas of adjacent frames. 
Based on these observations, a method aiming at constraining the maximum number 
of possible CUs tested in the RDO process was developed. The goal is to avoid 
processing CUs at large tree depths when computational resources are limited. To 
achieve this, the algorithm encodes periodically some frames without constraining the 
tree depths used in the CUs. The largest depths used in this unconstrained encoding 
process are then used as maximum depths allowed in the next frames. These two  
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types of frames are called unconstrained (Fu) and constrained (Fc) frames, 
respectively. Each Fu frame is followed by a number of constrained frames (Nc), as 
shown in Fig. 6.  

 

Fig. 6. Operation of the complexity control algorithm. Fu: unconstrained frames; Fc: 
complexity controlled (constrained) frames [23]. 

When a Fu is encoded, the maximum tree depth used in each CTB is defined by 
the RDO process and stored into a matrix of size nxm (MTDM[n][m]), where n, m are 
the number of CTBs in the horizontal and vertical axis of a frame, respectively, and 
MTDM stands for Maximum Tree Depth Map. When Fc frames are being encoded, 
the RDO process uses the information in MTDM[n][m] and limits the maximum tree 
depth tested in each CTB to the value saved in the corresponding MTDM position.  

A target complexity is defined as a percentage of the maximum possible 
complexity that can be used to encode a predefined temporal segment of the video 
sequence. This is given by the maximum possible processing time that can be used to 
encode in real time all frames of the temporal segment. In portable devices, the target 
computational complexity can be either derived from a user-defined parameter or 
directly computed according to the battery energy level. The calculation of Nc is 
based on this target computational complexity Tt, on the complexity already spent in 
the encoding process Td, and on a prediction of the encoding complexity for the 
remaining frames within the temporal segment of the video sequence Tp. 

When encoding a Fc frame, if the previously predicted complexity Tp plus the 
complexity already spent in previous frames is smaller than the target Tt, then more 
computation effort can be allocated and less frames need to be constrained. Thus, Nc 
can be decreased. Otherwise, Nc is increased. A new value for Tp is calculated after 
coding each group of Nc+1 frames according to 

( )
,
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Te Nt Nd
Tp

Nc

⋅ −=
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where Te is the encoding complexity of the last Fu frame plus the encoding 
complexity of the last Nc frames of type Fc, Nt and Nd are the total number of frames 
in the video temporal segment and the number of frames processed so far, 
respectively. 

The experimental results show that the computational complexity can be scaled 
down to 40% of the case in which no complexity control is used. A PSNR drop lower 
than 0.8 dB and a bit rate increase lower than 5.7% were noticed for the worst case 
(i.e., when the target complexity was set to 40% of the uncontrolled case). 
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Based on these observations and on the algorithm proposed in [94], in this new 
proposal the maximum coding tree depths allowed for each CTB are decided taking 
into consideration the type of frame (Fc or Fu) as well as the maximum depths used 
in the temporal and spatial neighbouring CTBs and the current Nc value. 

Let CTBk
i,j be a CTB located at position i, j of frame k. If k is a Fu frame, the CTB is 

encoded with no complexity limitation, which means that the maximum coding tree 
depth possible is allowed. If k is a Fc frame, the maximum coding tree depth allowed is 
defined to be the largest of the maximum coding tree depths used at the: 

- Left side neighbouring tree block – CTBk
(i−1,j), 

- Top neighbouring tree block – CTBk
(i,j−1), 

- Top-left neighbouring tree block – CTBk
(i−1,j−1), 

- Co-located tree block in the previous frame – CTBk−1
(i,j), 

- Motion compensated tree block in the previous frame – CTBk−1
(o,p). 

In cases with very small target complexities, the maximum coding tree depth 
allowed is decreased by one additional unit, if the maximum value for Nc is already 
achieved but complexity is still above the target. The Nc limit is defined as half the 
frame rate of the video.  

Experimental results have shown that the computational complexity can be scaled 
down to 60% of the uncontrolled case with this method. In the worst case (target 
complexity equal to 60%), the observed PSNR drop is around 0.07 dB and the 
average bit rate increase is around 1.4%. 

6 Challenges and Future Trends 

As explained in the previous sections, computational resource management for video 
encoding through reduction and control of algorithm complexity had many research 
advances in recent years. However, an optimal solution is still far from being found, 
which is especially true when one takes into consideration how fast are mobile 
devices evolving in terms of computational power and display technologies.  

Challenges come from different sides. The increasing screen resolution of current 
mobile devices and cameras allow higher resolution video sequences to be played, 
recorded and transmitted. Video content with higher resolutions require greater 
computational efforts be processed and transmitted, increasing power consumption in 
such devices. In order to reduce the number of bits and decrease the energy spent on 
transmission, more efficient compression methods must be used, which in turn 
increases even more the computational complexity and power consumption. It is easy 
to perceive that there is no way to avoid or ignore the computational complexity 
increase incurred by the latest mobile technology advances. 

Methods for computational complexity analysis, reduction and control for HEVC are 
currently being developed by researchers. As discussed in the previous sections, many 
encoding parameters can be employed as the reduction and control variables for the 
optimisation of mobile multimedia systems. Large amounts of encoding parameters 
incur in a very complex analysis of the encoder’s Rate-Distortion-Complexity 
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efficiency, but it also allows finding better ways of reducing and controlling 
computational complexity. The HEVC Test Model (HM) reference software includes 
less encoding parameters than H.264/AVC, which on one side reduces the amount of 
Rate-Distortion-Complexity analysis to be performed, but on the other side reduces the 
number of encoding possibilities to be considered when developing a complexity 
controlled system. This is a challenge to be overcome by identifying in the HEVC 
standard which tasks should be parameterised in order to be made complexity scalable. 
Also, as different video sequences with different contents have different Rate-
Distortion-Complexity results, developing efficient and accurate content-aware  
Rate-Distortion-Complexity analysis models is also another important open issue is to 
be solved. 

Some of the methods proposed for previous standards can also be applied to HEVC 
after some adjustments, especially those which focus on reducing complexity of ME 
and MD. However, the overall complexity reduction would most probably not be the 
same for HEVC, since more tools and compression mechanisms have been added to 
the new standard, increasing the complexity of the remaining modules. The same 
problems stand out for other future video coding standards or current extensions of 
H.264/AVC and HEVC, such as the 3D, Scalable Video Coding (SVC) and 
Multiview Video Coding (MVC) extensions, all of which increase even more the 
demand for computational resources on the encoders through the inclusion of more 
tools and coding modes. 

Real-time video coding can also be achieved if parallel computing solutions are 
explored. It is now common to find handheld devices equipped with multicore general 
processors and graphics processing units (GPUs), which can be used to increase 
encoding speed through the divide-and-conquer approach. Co-exploration between 
algorithm and architecture (CEAA) for parallel computing in HEVC has been 
exposed in [96]. For a detailed overview on the use of multicore graphics processors 
for video coding, the reader is referred to [97]. 

The use of computational resources on the decoder side will also become more 
important with the introduction of more complex video codecs and videos with higher 
spatial resolution, such as ultra-HD. Techniques for resources management on video 
decoders will need to be further investigated, especially for those devices with fewer 
computational capabilities. Furthermore, the heterogeneity of mobile devices, varying 
from those with fast multicore processors and GPUs to those with slower single-core 
processors, will also call for methods that allow scaling computational complexity on 
the decoder side according to the target platform constraints. The authors in [98] 
propose a model that allows an encoder to perform different encoding operations, so 
that the generated bitstream is suitable for a determined receiver platform with a 
certain constraint in terms of computational resources. Solutions on this range aiming 
at HEVC decoders are still absent. 

7 Conclusions  

This chapter has presented the main issues on computational resources management 
for video coding systems in resource constrained mobile environments. The 
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operations of the H.264/AVC and High Efficiency Video Coding (HEVC) standards 
and their computational complexity analysis have been discussed based on the main 
works found in the literature. A study on the main works focusing on computational 
complexity modelling, reduction and control for H.264/AVC and HEVC was also 
presented in this chapter. As the HEVC standard draft has just been completed, 
special attention was devoted to the few existing complexity reduction and control 
methods for its encoder that have been published to date. Open research challenges to 
be dealt in the next years were finally discussed.  

Acknowledgments. The authors acknowledge financial support from the National 
Council for Scientific and Technological Development (Brazil) and the Instituto de 
Telecomunicações (Portugal). 

References 

1. International Telecommunication Union, ITU-T Recommendation H.264 (May 2003): 
advanced video coding for generic audiovisual services (2003) 

2. ISO/IEC-JCT1/SC29/WG11, High Efficiency Video Coding (HEVC) text specification 
draft 10, Geneva, Switzerland (2013) 

3. Zhihai, H., Yongfang, L., Lulin, C., Ahmad, I., Dapeng, W.: Power-rate-distortion analysis 
for wireless video communication under energy constraints. IEEE Transactions on Circuits 
and Systems for Video Technology 15, 645–658 (2005) 

4. Ates, H.F., Altunbasak, Y.: Rate-Distortion and Complexity Optimized Motion Estimation 
for H.264 Video Coding. IEEE Transactions on Circuits and Systems for Video 
Technology 18, 159–171 (2008) 

5. Wiegand, T., Sullivan, G.J., Bjontegaard, G., Luthra, A.: Overview of the H.264/AVC 
video coding standard. IEEE Transactions on Circuits and Systems for Video 
Technology 13, 560–576 (2003) 

6. ISO/IEC-JCT1/SC29/WG11, Comparison of Compression Performance of HEVC 
Working Draft 4 with AVC High Profile, Geneva, Switzerland (2011) 

7. Sullivan, G.J., Wiegand, T.: Rate-distortion optimization for video compression. IEEE 
Signal Processing Magazine 15, 74–90 (1998) 

8. Ortega, A., Ramchandran, K.: Rate-distortion methods for image and video compression. 
IEEE Signal Processing Magazine 15, 23–50 (1998) 

9. Hallapuro, A., Lappalainen, V., Hamalainen, T.D.: Performance analysis of low bit rate 
H.26L video encoder. In: 2001 IEEE International Conference on Acoustics, Speech, and 
Signal Processing, vol. 2, pp. 1129–1132 (2001) 

10. Saponara, S., Denolf, K., Lafruit, G., Blanch, C., Bormans, J.: Performance and 
Complexity Co-evaluation of the Advanced Video Coding Standard for Cost-Effective 
Multimedia Communications. EURASIP Journal on Applied Signal Processing 2004,  
220–235 (2004) 

11. Joint Collaborative Team on Video Coding (JCT-VC) (2013),  
http://www.itu.int/en/ITU-T/studygroups/com16/ 
video/Pages/jctvc.aspx 

12. Sullivan, G.J., Ohm, J., Woo-Jin, H., Wiegand, T.: Overview of the High Efficiency Video 
Coding (HEVC) Standard. IEEE Transactions on Circuits and Systems for Video 
Technology 22, 1649–1668 (2012) 



 Computational Resource Management for Video Coding in Mobile Environments 545 

13. Marpe, D., Schwarz, H., Bosse, S., Bross, B., Helle, P., Hinz, T., et al.: Video 
Compression Using Nested Quadtree Structures, Leaf Merging, and Improved Techniques 
for Motion Representation and Entropy Coding. IEEE Transactions on Circuits and 
Systems for Video Technology 20, 1676–1687 (2010) 

14. Laroche, G., Jung, J., Pesquet-Popescu, B.: RD Optimized Coding for Motion Vector 
Predictor Selection. IEEE Transactions on Circuits and Systems for Video Technology 18, 
1681–1691 (2008) 

15. Helle, P., Oudin, S., Bross, B., Marpe, D., Bici, M.O., Ugur, K., et al.: Block Merging for 
Quadtree-Based Partitioning in HEVC. IEEE Transactions on Circuits and Systems for 
Video Technology 22, 1720–1731 (2012) 

16. Sole, J., Joshi, R., Nguyen, N., Tianying, J., Karczewicz, M., Clare, G., et al.: Transform 
Coefficient Coding in HEVC. IEEE Transactions on Circuits and Systems for Video 
Technology 22, 1765–1777 (2012) 

17. Sze, V., Budagavi, M.: High Throughput CABAC Entropy Coding in HEVC. IEEE 
Transactions on Circuits and Systems for Video Technology 22, 1778–1791 (2012) 

18. Sze, V., Budagavi, M.: Parallelization of CABAC transform coefficient coding for HEVC. 
In: 2012 Picture Coding Symposium, pp. 509–512 (2012) 

19. Norkin, A., Bjontegaard, G., Fuldseth, A., Narroschke, M., Ikeda, M., Andersson, K., et 
al.: HEVC Deblocking Filter. IEEE Transactions on Circuits and Systems for Video 
Technology 22, 1746–1754 (2012) 

20. Chih-Ming, F., Alshina, E., Alshin, A., Yu-Wen, H., Ching-Yeh, C., Chia-Yang, T., et al.: 
Sample Adaptive Offset in the HEVC Standard. IEEE Transactions on Circuits and 
Systems for Video Technology 22, 1755–1764 (2012) 

21. Correa, G., Assuncao, P., Agostini, L., da Silva Cruz, L.A.: Performance and 
Computational Complexity Assessment of High Efficiency Video Encoders. IEEE 
Transactions on Circuits and Systems for Video Technology 22, 1899–1909 (2012) 

22. VTuneTM Amplifier XE 2011 from Intel (2013),  
http://software.intel.com/en-us/intel-vtune-amplifier-xe 

23. Correa, G., Assuncao, P., Agostini, L., da Silva Cruz, L.A.: Complexity Control of High 
Efficiency Video Encoders for Power-Constrained Devices. IEEE Transactions on 
Consumer Electronics 57, 1866–1874 (2011) 

24. Bossen, F., Bross, B., Suhring, K., Flynn, D.: HEVC Complexity and Implementation 
Analysis. IEEE Transactions on Circuits and Systems for Video Technology 22,  
1685–1696 (2012) 

25. Mattavelli, M., Brunetton, S.: Implementing real-time video decoding on multimedia 
processors by complexity prediction techniques. IEEE Transactions on Consumer 
Electronics 44, 760–767 (1998) 

26. Valentim, J., Nunes, P., Pereira, F.: Evaluating MPEG-4 video decoding complexity for an 
alternative video complexity verifier model. IEEE Transactions on Circuits and Systems 
for Video Technology 12, 1034–1044 (2002) 

27. van der Schaar, M., Andreopoulos, Y.: Rate-distortion-complexity modeling for network 
and receiver aware adaptation. IEEE Transactions on Multimedia 7, 471–479 (2005) 

28. Wang, Y., Shih-Fu, C.: Complexity Adaptive H.264 Encoding for Light Weight Streams. 
In: 2006 IEEE International Conference on Acoustics, Speech and Signal Processing, 
vol. 2, p. II (2006) 

29. Szu-Wei, L., Kuo, C.C.J.: Motion Compensation Complexity Model for Decoder-Friendly 
H.264 System Design. In: 2007 IEEE Workshop on Multimedia Signal Processing,  
pp. 119–122 (2007) 



546 G. Correa et al. 

30. Rhee, C.E., Jung, J.S., Lee, H.J.: A Real-Time H.264/AVC Encoder With Complexity-
Aware Time Allocation. IEEE Transactions on Circuits and Systems for Video 
Technology 20, 1848–1862 (2010) 

31. Kim, W., You, J., Jeong, J.: Complexity control strategy for real-time H.264/AVC 
encoder. IEEE Transactions on Consumer Electronics 56, 1137–1143 (2010) 

32. Xiang, L., Wien, M., Ohm, J.R.: Rate-Complexity-Distortion Optimization for Hybrid 
Video Coding. IEEE Transactions on Circuits and Systems for Video Technology 21,  
957–970 (2011) 

33. Zhan, M., Hao, H., Yao, W.: On Complexity Modeling of H.264/AVC Video Decoding 
and Its Application for Energy Efficient Decoding. IEEE Transactions on Multimedia 13, 
1240–1255 (2011) 

34. Koga, T., Iinuma, K., Hirano, A., Iijima, Y., Ishiguro, T.: Motion compensated interframe 
coding for video conferencing. In: National Telecommunications Conference, pp. G5.3.1–
G5.3.5 (1981) 

35. Lurng-Kuo, L., Feig, E.: A block-based gradient descent search algorithm for block motion 
estimation in video coding. IEEE Transactions on Circuits and Systems for Video 
Technology 6, 419–422 (1996) 

36. Renxiang, L., Bing, Z., Liou, M.L.: A new three-step search algorithm for block motion 
estimation. IEEE Transactions on Circuits and Systems for Video Technology 4, 438–442 
(1994) 

37. Jo Yew, T., Surendra, R., Ranganath, M., Kassim, A.A.: A novel unrestricted center-
biased diamond search algorithm for block motion estimation. IEEE Transactions on 
Circuits and Systems for Video Technology 8, 369–377 (1998) 

38. Shan, Z., Kai-Kuang, M.: A new diamond search algorithm for fast block-matching motion 
estimation. IEEE Transactions on Image Processing 9, 287–290 (2000) 

39. Ce, Z., Xiao, L., Chau, L.P.: Hexagon-based search pattern for fast block motion 
estimation. IEEE Transactions on Circuits and Systems for Video Technology 12, 349–355 
(2002) 

40. Richardson, I.E.: Video Codec Design: Developing Image and Video Compression 
Systems. John Wiley & Sons, Inc. (2002) 

41. Xuan-Quang, B., Yap-Peng, T.: Adaptive dual-cross search algorithm for block-matching 
motion estimation. IEEE Transactions on Consumer Electronics 50, 766–775 (2004) 

42. Lin, Y.-L.S., Kao, C.-Y., Kuo, H.-C., Chen, J.-W.: VLSI Design for Video Coding: 
H.264/AVC Encoding from Standard Specification to Chip. Springer Publishing 
Company, Inc. (2010) 

43. Eckart, S., Fogg, C.E.: ISO-IEC MPEG-2 software video codec. In: SPIE Conf. Visual 
Communications and Image Processing, pp. 100–109 (1995) 

44. Chok-Kwan, C., Lai-Man, P.: Normalized partial distortion search algorithm for block 
motion estimation. IEEE Transactions on Circuits and Systems for Video Technology 10, 
417–422 (2000) 

45. Lengwehasarit, K., Ortega, A.: Probabilistic partial-distance fast matching algorithms for 
motion estimation. IEEE Transactions on Circuits and Systems for Video Technology 11, 
139–152 (2001) 

46. Li, W., Salari, E.: Successive elimination algorithm for motion estimation. IEEE 
Transactions on Image Processing 4, 105–107 (1995) 

47. Moecke, M., Seara, R.: Sorting Rates in Video Encoding Process for Complexity 
Reduction. IEEE Transactions on Circuits and Systems for Video Technology 20, 88–101 
(2010) 



 Computational Resource Management for Video Coding in Mobile Environments 547 

48. Saponara, S., Casula, M., Rovati, F., Alfonso, D., Fanucci, L.: Dynamic control of motion 
estimation search parameters for low complex H.264 video coding. IEEE Transactions on 
Consumer Electronics 52, 232–239 (2006) 

49. Bystrom, M., Richardson, I., Zhao, Y.: Efficient mode selection for H.264 complexity 
reduction in a Bayesian framework. Signal Processing: Image Communication 23, 71–86 
(2008) 

50. Pan, L.-J., Yo-Sung, H.: A Fast Mode Decision Algorithm for H.264/AVC Intra 
Prediction. In: 2007 IEEE Workshop on Signal Processing Systems, pp. 704–709 (2007) 

51. Chun-Hao, C., Jia-Wei, C., Hsiu-Cheng, C., Yao-Chang, Y., Jinn-Shyan, W., Jiun-In, G.: 
A Quality Scalable H.264/AVC Baseline Intra Encoder for High Definition Video 
Applicaitons. In: 2007 IEEE Workshop on Signal Processing Systems, pp. 521–526 (2007) 

52. De-Wei, L., Chun-Wei, K., Chao-Chung, C., Yu-Kun, L., Tian-Sheuan, C.: A 61MHz 72K 
Gates 1280x720 30FPS H.264 Intra Encoder. In: 2007 IEEE International Conference on 
Acoustics, Speech and Signal Processing, vol. 2, pp. 801–804 (2007) 

53. An-Chao, T., Jhing-Fa, W., Jar-Ferr, Y., Wei-Guang, L.: Effective Subblock-Based and 
Pixel-Based Fast Direction Detections for H.264 Intra Prediction. IEEE Transactions on 
Circuits and Systems for Video Technology 18, 975–982 (2008) 

54. Yu-Ming, L., Yu-Ting, S., Yinyi, L.: SATD-Based Intra Mode Decision for H.264/AVC 
Video Coding. IEEE Transactions on Circuits and Systems for Video Technology 20,  
463–469 (2010) 

55. Hyungjoon, K., Altunhasak, Y.: Low-complexity macroblock mode selection for H.264-
AVC encoders. In: 2004 International Conference on Image Processing, vol. 2, pp. 765–768 
(2004) 

56. Wang, F., Fan, Y., Lan, Y., Liu, W.: Fast intra mode decision algorithm in H.264/AVC 
using characteristics of transformed coefficients. In: 2008 International Conference on 
Visual Information Engineering, pp. 245–249 (2008) 

57. Yu-Ming, L., Jyun-De, W., Yinyi, L.: An improved SATD-based intra mode decision 
algorithm for H.264/AVC. In: 2009 IEEE International Conference on Acoustics, Speech 
and Signal Processing, pp. 1029–1032 (2009) 

58. Correa, G., Diniz, C., Bampi, S., Palomino, D., Porto, R., Agostini, L.: Homogeneity and 
distortion-based intra mode decision architecture for H.264/AVC. In: 2010 IEEE 
International Conference on Electronics, Circuits, and Systems, pp. 591–594 (2010) 

59. Correa, G., Palomino, D., Diniz, C., Agostini, L., Bampi, S.: SHBS: A heuristic for fast 
inter mode decision of H.264/AVC standard targeting VLSI design. In: 2011 IEEE 
International Conference on Multimedia and Expo, pp. 1–4 (2011) 

60. Correa, G., Palomino, D., Diniz, C., Bampi, S., Agostini, L.: Low-Complexity Hierarchical 
Mode Decision Algorithms Targeting VLSI Architecture Design for the H. In: 264/AVC 
Video Encoder, vol. 20, pp. 1–20 (2012) 

61. Jeyun, L., Byeungwoo, J.: Fast mode decision for H.264. In: 2004 IEEE International 
Conference on Multimedia and Expo, vol. 2, pp. 1131–1134 (2004) 

62. Wu, D., Pan, F., Lim, K.P., Wu, S., Li, Z.G., Lin, X., et al.: Fast intermode decision in 
H.264/AVC video coding. IEEE Transactions on Circuits and Systems for Video 
Technology 15, 953–958 (2005) 

63. Liquan, S., Zhi, L., Zhaoyang, Z., Xuli, S.: Fast Inter Mode Decision Using Spatial 
Property of Motion Field. IEEE Transactions on Multimedia 10, 1208–1214 (2008) 

64. Cho, S., Kim, M.: Fast CU Splitting and Pruning for Suboptimal CU Partitioning in HEVC 
Intra Coding. In: IEEE Transactions on Circuits and Systems for Video Technology (2013) 
(accepted for publication) 



548 G. Correa et al. 

65. Bjontegaard, G.: Calculation of average PSNR differences between RD-curves, doc. 
VCEG-M33 (2001) 

66. Tai, S.-C., Chang, C.-Y., Chen, B.-J., Hu, J.-F.: Speeding Up the Decisions of Quad-Tree 
Structures and Coding Modes for HEVC Coding Units. In: Pan, J.-S., Yang, C.-N., Lin, 
C.-C. (eds.) Advances in Intelligent Systems & Applications. SIST, vol. 21, pp. 393–401. 
Springer, Heidelberg (2012) 

67. Xiaolin, S., Lu, Y., Jie, C.: Fast coding unit size selection for HEVC based on Bayesian 
decision rule. In: 2012 Picture Coding Symposium, pp. 453–456 (2012) 

68. Zhang, Y., Wang, H., Li, Z.: Fast Coding Unit Depth Decision Algorithm for Interframe 
Coding in HEVC. In: 2013 Data Compression Conference, vol. 1, pp. 53–62 (2013) 

69. Jie, L., Lei, S., Ikenaga, T., Sakaida, S.: Content Based Hierarchical Fast Coding Unit 
Decision Algorithm for HEVC. In: 2011 International Conference on Mutimedia and 
Signal Processing, vol. 1, pp. 56–59 (2011) 

70. Sampaio, F., Bampi, S., Grellert, M., Agostini, L., Mattos, J.: Motion Vectors Merging: 
Low Complexity Prediction Unit Decision Heuristic for the Inter-prediction of HEVC 
Encoders. In: 2012 IEEE International Conference on Multimedia and Expo, pp. 657–662 
(2012) 

71. Guifen, T., Goto, S.: Content adaptive prediction unit size decision algorithm for HEVC 
intra coding. In: 2012 Picture Coding Symposium, pp. 405–408 (2012) 

72. Kiho, C., Jang, E.S.: Early TU decision method for fast video encoding in high efficiency 
video coding. Electronics Letters 48, 689–691 (2012) 

73. Jaehwan, K., Jungyoup, Y., Kwanghyun, W., Byeungwoo, J.: Early determination of mode 
decision for HEVC. In: 2012 Picture Coding Symposium, pp. 449–452 (2012) 

74. Cassa, M.B., Naccari, M., Pereira, F.: Fast rate distortion optimization for the emerging 
HEVC standard. In: 2012 Picture Coding Symposium, pp. 493–496 (2012) 

75. Ma, S., Wang, S., Wang, S., Zhao, L., Yu, Q., Gao, W.: Low Complexity Rate Distortion 
Optimization for HEVC. In: 2013 Data Compression Conference, Snowbird, Utah, vol. 1, 
pp. 73–82 (2013) 

76. Jain, P., Laffely, A., Burleson, W., Tessier, R., Goeckel, D.: Dynamically Parameterized 
Algorithms and Architectures to Exploit Signal Variations. The Journal of VLSI Signal 
Processing 36, 27–40 (2004) 

77. Weiyao, L., Panusopone, K., Baylon, D.M., Ming-Ting, S.: A Computation Control 
Motion Estimation Method for Complexity-Scalable Video Coding. IEEE Transactions on 
Circuits and Systems for Video Technology 20, 1533–1543 (2010) 

78. Akyol, E., Mukherjee, D., Yuxin, L.: Complexity Control for Real-Time Video Coding. In: 
2007 IEEE International Conference on Image Processing, vol. 1, pp. 77–80 (2007) 

79. da Fonseca, T.A., de Queiroz, R.L.: Macroblock sampling and mode ranking for 
complexity scalability in mobile H.264 video coding. In: 2009 IEEE International 
Conference on Image Processing, pp. 3753–3756 (2009) 

80. Li, S., Yan, L., Feng, W., Shipeng, L., Wen, G.: Complexity-Constrained H.264 Video 
Encoding. IEEE Transactions on Circuits and Systems for Video Technology 19, 477–490 
(2009) 

81. Xiang, L., Wien, M., Ohm, J.R.: Medium-granularity computational complexity control for 
H.264/AVC. In: 2010 Picture Coding Symposium, pp. 214–217 (2010) 

82. Kannangara, C.S., Richardson, I.E., Bystrom, M., Yafan, Z.: Complexity Control of 
H.264/AVC Based on Mode-Conditional Cost Probability Distributions. IEEE 
Transactions on Multimedia 11, 433–442 (2009) 



 Computational Resource Management for Video Coding in Mobile Environments 549 

83. Li, X., Cui, Y., Xue, Y.: Towards an Automatic Parameter-Tuning Framework for Cost 
Optimization on Video Encoding Cloud. International Journal of Digital Multimedia 
Broadcasting (2012) 

84. Vanam, R., Riskin, E., Ladner, R., Hemami, S.: Fast algorithms for designing nearly 
optimal lookup tables for complexity control of the H.264 encoder. In: Signal, Image and 
Video Processing, pp. 1–13 (2012) 

85. Breiman, L.: Classification and regression trees. Chapman & Hall, New York (1984) 
86. Sun, Z., Xi, C., Zhihai, H.: Adaptive Critic Design for Energy Minimization of Portable 

Video Communication Devices. In: 2008 International Conference on Computer 
Communications and Networks, pp. 1–5 (2008) 

87. Kannangara, C.S., Richardson, I.E., Miller, A.J.: Computational Complexity Management 
of a Real-Time H.264/AVC Encoder. IEEE Transactions on Circuits and Systems for 
Video Technology 18, 1191–1200 (2008) 

88. Ismaeil, I.R., Docef, A., Kossentini, F., Ward, R.K.: A computation-distortion optimized 
framework for efficient DCT-based video coding. IEEE Transactions on Multimedia 3, 
298–310 (2001) 

89. Yongfang, L., Ahmad, I.: Power and Distortion Optimization for Pervasive Video Coding. 
IEEE Transactions on Circuits and Systems for Video Technology 19, 1436–1447 (2009) 

90. Zhihai, H., Wenye, C., Xi, C.: Energy Minimization of Portable Video Communication 
Devices Based on Power-Rate-Distortion Optimization. IEEE Transactions on Circuits and 
Systems for Video Technology 18, 596–608 (2008) 

91. Ji, W., Liu, J., Chen, M., Chen, Y.: Power-efficient video encoding on resource-limited 
systems: A game-theoretic approach. Future Gener. Comput. Syst. 28, 427–436 (2012) 

92. da Fonseca, T.A., de Queiroz, R.L.: Complexity-Constrained Rate-Distortion Optimization 
for H.264/AVC Video Coding. In: 2011 IEEE International Symposium on Circuits and 
Systems, pp. 2909–2912 (2011) 

93. Correa, G., Assuncao, P., Da Silva Cruz, L.A., Agostini, L.: Adaptive coding tree for 
complexity control of high efficiency video encoders. In: 2012 Picture Coding 
Symposium, pp. 425–428 (2012) 

94. Correa, G., Assuncao, P., Agostini, L., da Silva Cruz, L.A.: Motion compensated tree 
depth limitation for complexity control of HEVC encoding. In: 2012 IEEE International 
Conference on Image Processing, pp. 217–220 (2012) 

95. Correa, G., Assuncao, P., Agostini, L., da Silva Cruz, L.A.: Coding Tree Depth Estimation 
for Complexity Reduction of HEVC In. In: 2013 Data Compression Conference, vol. 1, 
pp. 43–52 (2013) 

96. Kiho, C., Jang, E.S.: Leveraging Parallel Computing in Modern Video Coding Standards. 
IEEE Multimedia 19, 7–11 (2012) 

97. Ngai-Man, C., Xiaopeng, F., Au, O.C., Man-Cheung, K.: Video Coding on Multicore 
Graphics Processors. IEEE Signal Processing Magazine 27, 79–89 (2010) 

98. Szu-Wei, L., Kuo, C.C.J.: Complexity Modeling of Spatial and Temporal Compensations 
in H.264/AVC Decoding. IEEE Transactions on Circuits and Systems for Video 
Technology 20, 706–720 (2010) 



Resource Allocation and Scheduling for Video
Transmission over LTE/LTE-A Wireless Systems

Nabeel Khan and Maria G. Martini

Kingston University, London
{n.khan,m.martini}@kingston.ac.uk

Abstract. Multimedia applications contribute a major portion of applications in
current and emerging wireless networks. In particular, video streaming is one
of the multimedia applications that must be supported efficiently by the Long-
Term Evolution (LTE) standard. Quality of Service (QoS) requirements for video
streaming are quite stringent and must be met for all active flows. Hence, resource
allocation and scheduling at the MAC layer of an LTE system becomes extremely
important in determining the overall system performance. Different strategies can
be adopted to share the resources among the users. Some of these assume knowl-
edge of channel information and allocate more resources to users experiencing
better channel conditions in order to maximize the cell throughput. However, for
real-time applications such schedulers are incapable of providing fairness among
users. Achieving a good trade-off between efficiency and fairness is critical for
scheduling strategies. This chapter presents the different aspects of scheduling
strategies for multimedia applications in the downlink of LTE networks, high-
lighting how these tackle the aforementioned trade-off, and introduce solutions
proposed by the authors to address it.

1 Introduction

The expectation from a cellular network is now to provide multi-play applications of
Voice over IP (VoIP), video, data to a continuously growing number of cellular users.
The scarcity of the available radio spectrum coupled with the unique traffic handling and
Quality of Experience (QoE) requirements of the converged services poses a huge chal-
lenge to network operators. The evolution of mobile networks to high speed, IP-based
infrastructure has put onus on the network operators to provide quality services to users
running differentiated services on mobile devices. The solution of over-provisioning the
network by increasing the amount of bandwidth is not economical, hence in addition
to adding network capacity, network operators must devise a policy for efficiently par-
titioning the network resources. The diverse Quality of Service (QoS) requirements of
different traffic types are shown in Table 1 [35].

As shown in the table, each service has different QoS requirements in terms of packet
delay, packet loss rate and bit rate. Furthermore, each traffic type exhibits different bit
rate characteristics. For instance, video traffic exhibits variable bitrate characteristic
along with high bandwidth requirements. On the other hand, VoIP traffic exhibits con-
stant bitrate characteristic with low bandwidth needs. Similarly the traffic characteristics
of web browsing, File Transfer Protocol (FTP), and gaming are different. The hetero-
geneity in the bitrate in different traffic classes and strict QoS requirements have to be
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Table 1. Comparison of Quality Expectation and Performance Requirements by Service Type
[35]

Services Quality Expectation Performance Attributes

Internet Low – best-effort Variable bandwidth consumption, La-
tency and loss tolerant

Enterprise/Business
Services

High - critical data High bandwidth consumption, Highly
sensitive to latency, High security

Peer-To-Peer Low - best effort Very-high bandwidth consumption,
Latency and loss tolerant

Voice High - Low latency and jit-
ter

Low bandwidth per call, Highly sensi-
tive to latency

Video High - low jitter and
extremely-low packet loss

Very-high bandwidth consumption,
Very sensitive to packet loss

Gaming and Interactive High - low packet loss Variable bandwidth consumption,
Very sensitive to packet loss, Highly
sensitive to latency

dealt with a dynamic policy management. The policy management depends upon the
network ability to respond to congestion by gracefully degrading the service quality so
that a minimum level of service quality is maintained by the network. Although adding
capacity to the wireless network by increasing the spectrum is an important step which
must be taken by the operators to handle the continuous growth of mobile data, any in-
crease in system capacity by increasing the bandwidth would eventually be consumed
by bandwidth hungry applications such as video and peer to peer traffic.

Advanced Radio Resource Management (RRM) procedures are one of the key fea-
tures of 4G wireless systems which must be exploited by the operators. For instance,
one option is the maximization of the system throughput by allocating the resources
to the most appropriate users (users with the best channel quality). On the other hand,
meeting the service quality requirements of each and every user is also critical. These
two objectives are conflicting and there is a risk in achieving one at the expense of the
other. Therefore, the trade-off between these objectives has to be addressed according
to the policy rules of the operators. Packet scheduling is one of the most important func-
tions of RRM and plays a key role in distributing radio resources among different users
with different service needs.

LTE is a major advancement in terms of physical layer technology in the cellular
paradigm with respect to previous releases of 3GPP, with the adoption of OFDM (Or-
thogonal Frequency Division Multiplexing) as the main new concept in cellular tech-
nology; LTE takes benefit from this technology to achieve its design goals, reported in
Table 2. Some of its salient features include fully switched packet core, only one node in
the radio access network, called eNodeB, which links the mobile stations, called User
Equipment (UE), to the core network which achieves very low latency in user plane
as well as control plane. LTE (like previous 3GPP releases) relies heavily on adaptive
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BS

VS

Fig. 1. Reference scenario

modulation and coding (AMC) and Hybrid Automatic Retransmission reQuest (HARQ)
to achieve gains in throughput.

Similar as in [22] [16] [15] [17] [18] [12] [21], we consider in this chapter the sce-
nario depicted in Figure 1 where a video server (VS) is directly linked to the base sta-
tion (BS) / eNodeB, which transmits different video streams to multiple users. Different
users can be characterized by specific user requirements, different channel conditions
and by the reception of video sequences with different characteristics in terms of video
activity.

Efficiently serving video streaming sessions over a multiple access wireless chan-
nel with shared communications resources is a critical problem that can be afforded at
different layers: dynamic rate control strategies optimized across the users can be con-
sidered at the application layer in order to allocate resources according to users require-
ments and transmission conditions. Packet scheduling schemes across multiple users
can be considered below in the protocol stack, for instance taking into account informa-
tion about the channel conditions experienced by each user. Content-aware scheduling
can also be considered [24].

Channel aware schedulers take channel information into account and maximize the
cell throughput [34]. Maximization of cell throughput for real-time applications does
not provide a fair system. Efficient scheduling schemes must provide a fair service and
all the active flows in the system must get a minimum guaranteed service by efficiently
utilizing the spectrum. AMC and HARQ are the basis which provide a framework for
an efficient channel aware scheduling strategy.

Information about the content of the multimedia data transmitted can be exploited in
content-aware scheduling approaches [24] [22] [25] [15], where priority is given to the
most important information from the user’s perspective.

The remainder of this chapter is organized as follows. Section 2 presents the main
features of LTE systems. A basic review of the most used scheduling strategies is then
presented, together with performance evaluation results in a simulated LTE system.
We then present a novel strategy for scheduling delay sensitive applications over the
downlink of LTE / LTE-A systems and compare its performance with state-of-the art
solutions. QoE-based strategies are also briefly addressed, and recent research trends
are highlighted.
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2 The LTE Standard

The major design goals for 3GPP release 8 are reported in Table 2 [10].

Table 2. LTE design goals [10]

Feature Value

Scalable Bandwidth 1.4, 3, 3.2, 5, 10, 15 and 20 MHz
Peak Data Rate Up to 100 Mbps for 20 MHz in downlink for uplink up to 50

Mbps.
Antenna Configuration Tx (no. of transmit antenna) * Rx (no. of receive antenna)

for Downlink: 4*2, 2*2, 1*2 and 1*1. For Uplink: 1*2 and
1*1.

Spectrum Efficiency 3 to 4 times with respect to HSDPA in Downlink and 2 to 3
times in Uplink

Latency C-plane less than 50-100 ms, U-plane less than 10 ms
Mobility High performance at speed up to 120 km/hr and maintain

link speed up to 350 km/hr
Coverage Optimal performance up to 5 km radius and slight degra-

dation up to 5-30Km, operation up to 100 km may be sup-
ported.

The remainder of this section describes the main functionalities of the different layers
addressed in the standard.

2.1 Packet Data Convergence Protocol (PDCP)

The main function of this layer is to compress the header in the incoming IP packet [5];
as there is no circuit switching, the entire architecture is packet switched, hence com-
pression (especially for VoIP) becomes very important. Robust Header compression
(ROHC) is the protocol used for compression; ROHC can reduce the IP header size
from 40 bytes to approximately 1 to 4 bytes. PDCP is also responsible for the security
of user plane data, RRC (Radio Resource Control) data and NAS (Non access stra-
tum) data. ROHC is performed before the security operation (encryption, decryption,
integrity protection) as ROHC cannot compress encrypted packet.

2.2 Radio Link Control (RLC)

In 3GPP release 7, the main RLC functions (segmentation, concatenation, in sequence
delivery through ARQ) were performed by a separate node called radio network con-
troller (RNC). In LTE there is only one node called eNodeB in the radio access architec-
ture, hence RLC is located in the eNodeB [4]. Apart from segmenting and concatenating
the compressed IP packets, RLC provides reliability through ARQ operation. RLC is
operated in two modes: Acknowledged Mode (AM) and Unacknowledged Mode (UM).
In the first one, RLC requests retransmission of the missing protocol data units (PDUs)
from the transmitting entity; this mode is mainly used for TCP-based applications where
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reliability is more important. For delay sensitive applications (VoIP or video) UM is
used, where missing PDUs are not requested for retransmission. It is important to note
that almost all the errors due to the dynamic nature of the wireless channel are handled
by a much more efficient and fast (ideal for delay sensitive application) retransmission
mechanism called HARQ (Hybrid Automatic Repeat Request). Hence a question arises
about the retransmission mechanism (ARQ) at RLC. MAC (Medium Access Control)
based HARQ can transfer erroneous packets to the RLC in the event of ACK/NAK
(HARQ Acknowledge/Non-Acknowledge) corruption, for instance when NAK (due to
noise) is interpreted as ACK. The possibility of this event to occur is low, approxi-
mately 1% [10], which is however still high when considering that the maximum data
rate which LTE can support is 100 Mbps. According to [23] for TCP based applications
the probability that a packet may be lost should be less than 10−5. Hence ARQ at RLC
becomes extremely important for TCP based traffic. Since RLC and MAC layer resides
in one node in LTE, there is a tighter interaction between RLC and HARQ, hence RLC
retransmissions are faster in LTE than the previous releases of 3GPP.

2.3 MAC (Medium Access Control)

The MAC layer performs HARQ retransmissions, scheduling (both uplink and down-
link) [7], and handles control and traffic channels [6]. For details on scheduling in LTE
refer to section 3. Traffic channels carry user data. Control channels, also called logical
channels, are extremely important for the operation of LTE. From the MAC layer, the
RLC layer uses services in the form of logical channels, as reported below.

Control Channels. Broadcast Control Channel (BCCH): Important system informa-
tion such as operating bandwidth, cell ID and other important configuration information
are transmitted through this channel. UE accesses this information before entering the
system and the eNodeB continuously broadcasts all the configuration information on
this channel. When a UE wants to access the system resources, it acquires all the con-
figuration information broadcasted by the eNodeB.

Paging Control Channel (PCCH): In the event of unknown UE location, this control
channel is used to page the UE so that cell level location of the UE is known to the
network. Paging message is sent to the UE, which returns its cell location to the network.

Dedicated Control Channel: This channel is used to individually configure each UE;
information such as handover message is carried over this channel. Hence whenever
there is a need for an individual configuration of UE, this control channel is used.

Multicast Control Channel: This channel is used to control multicast information car-
ried over Multicast Traffic channel. Control information related to MBMS (Multimedia
Broadcast and Multicast Service) is transmitted over this channel.

Multicast Traffic Channel: All the multicast transmissions (MBMS from eNodeB to
UEs) are carried over this channel. MBMS services, first introduced in Release 6 of
3GPP, make it possible to transmit the same content across multiple users, thus paving
the way for Mobile TV services. MBMS is further divided into broadcast and multi-
cast services. In broadcast, part of the radio resources in a cell is reserved and all UEs
(subscribed to this service) supposed to receive the transmitted signal. It is important
to note that there is no need to track the UEs (as done in unicast transmission) in the



556 N. Khan and M.G. Martini

RAN (Radio Access Network). A user subscribed to this service simply receives the
content without informing the network. On the other hand in multicast services a group
is formed, called a multicast group, where each UE joins this group by notifying the
network so that the appropriate amount of radio resources can be assigned.

Dedicated Traffic Channel: Actual user data is transmitted over this channel.

Transport Channels. In order to offer services to the MAC layer, the physical layer
provides transport channels. Transport channels carry user data, and the format and the
characteristics with which the data is transmitted over the radio interface is specified
by the MAC layer. The MAC layer (MAC scheduler) decides the type of modulation,
coding, the size of the transport block (number of used PRBs) and also antenna map-
ping when MIMO (Multiple Input Multiple Output) mode is used. These characteristics
specify the transportation format of the TB (Transport Block) and are called Transport
Format. One TB (two in MIMO mode) is transmitted over the radio interface in each
Transmission Time Interval (TTI). For information on TTI in LTE see section 2.6.

Broadcast Channel (BCH): It is used to transport information on the BCCH channel.
The format with which this information is transmitted is fixed, generally the most robust
modulation and coding scheme is used, i.e. the Transport Format is always fixed so that
there is a high probability of acquiring the broadcast information over the dynamic
channel.

Paging Channel: It is used to transport information on the PCCH channel. In the LTE
standard paging time is kept fixed, so that mobile terminals remains in the sleep mode
(in the event of no transmission) and wake up only (according to the predefined time)
in the event of paging time instant. This feature saves the battery power of the mobile
terminal.

Downlink Shared Channel (DL-SCH): Downlink data is transported over this chan-
nel. The MAC layer specifies the Transport Format according to which modulation
scheme and coding rate are specified for each user. All the important features like
HARQ, spatial multiplexing and link adaptation are supported by this channel. It is
important to note that this channel transmits user data in the unicast mode only, i.e.,
broadcast and multicast data are not supported.

Uplink Shared Channel (UL-SCH): Similar to the DL-SCH instead of downlink, all
the features are used for uplink.

Multicast Channel: This channel is used to transport multicast and broadcast data
within a cell or from one cell to another. All the MBMS data is transported on this
channel.

2.4 Physical Layer

The main operations of the physical layer include coding, HARQ operation (the phys-
ical layer performs the soft combining operation in which redundancy information is
increased in each retransmission), modulation and multi antenna processing in case of
MIMO (Multiple Input and Multiple Output). The PRB, shown in Figure 3, is the ba-
sic transmission unit. PRBs are controlled by the MAC layer and these are assigned to
different UEs according to certain criteria (such as channel conditions and buffer status
of each user). After MAC layer scheduling, a decision is taken about the assignment
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of PRBs to different UEs. These assigned PRBs are then processed by the physical
layer which performs Cyclic Redundancy Check (CRC). The CRC bits are attached to
each PRB, then FEC (Forward Error Correction) through Turbo coding is applied to
each PRB. After FEC, modulation is performed. It is important to note that modulation
scheme and coding rate are determined by the scheduler at the MAC layer. UE receives
the transmitted signal, demodulates and decodes the signal, and informs the HARQ at
the MAC layer about the status of the transmission. In the event of erroneous transmis-
sion, the erroneous packet is kept at the HARQ buffer and NAK is sent to the MAC
layer scheduler at the eNodeB.

2.5 LTE Transmission Schemes

Physical layer OFDM and MAC layer OFDMA offer considerable improvements over
3GPP’s previous technologies such as Universal Mobile Telecommunication System
(UMTS) and (High Speed Packet Access (HSPA).

The use of OFDM is a novel concept in cellular systems: previously single carrier
modulation was employed, resulting in a considerable amount of Inter Symbol Interfer-
ence (ISI). ISI is the result of the delay spread in a signal due to the multipath effect. In
single carrier systems if the data rate increases the symbol time decreases. In the event
of considerable increase in the data rate one symbol can spill into the adjacent sym-
bol, thus ISI imposes an upper limit on the data rate in a single carrier system. In the
frequency domain, multipath propagation causes different amounts of distortion (phase
shift) and the signal arrives at the receiver out of phase which further limits the capac-
ity of the system. In order to combat multipath propagation, channel inversion or rake
equalizers are employed, which cause a complex channel equalizer implementation.
The complexity exponentially increases above 5 MHz. Contrary to the single carrier
system, OFDM utilizes narrow band subcarriers which results in long symbol duration
and thus an increase in the data rate can be achieved by simply increasing the number of
subcarriers (increase in the parallel data stream). All the subcarriers are tightly spaced
and are orthogonal to the adjacent subcarrier; this causes an efficient and flexible use of
bandwidth. Another remarkable feature of OFDM is the use of cyclic prefix that further
combats the ISI. Cyclic prefix is simply a fixed duration of guard band.

The only disadvantage of OFDM is a considerable increase in the signal’s peak-to-
average power ratio (PAPR). The single carrier system utilizes GMSK (Gaussian min-
imum shift keying) and PSK (phase shift keying) which produces a constant envelope
modulation which results in a linear operation of power amplifiers. In OFDMA larger
PAPR causes the power amplifier to be operated in the clipping regions (maximum and
minimum amplitude of the signal) which decreases the efficiency of the RFPA (Radio
Frequency Power Amplifier). Due to the reduced efficiency, higher RFPA are required
which results in more power consumption at the base station. Due to the limited power
capability of the mobile terminal, Single Carrier-Frequency Domain Multiple Access
(SC-FDMA) is employed. For more information on SC-FDMA the reader can refer to
[10].

This chapter mainly focuses on the downlink, hence the remaining discussion will
focus on LTE downlink transmission.
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2.6 LTE Frame Architecture

In the LTE standard two frame structures are defined, one for TDD (Time Division
Duplexing), referred as frame structure Type 2, and the other one used for both TDD
and FDD (Frequency Division Duplexing), referred as frame structure Type 1. The total
duration of a downlink frame is 10 ms, which comprises 20 slots of 0.5 ms each, as
shown in Figure 2. A frame is further divided into 10 subframes; the duration of each
subframe is 1 ms, i.e., two slots equal one subframe, which is also called a Transmission
Time Interval (TTI). The Physical Resource Block (PRB) is a basic time-frequency
resource which comprises a set of 12 contiguous sub-carriers over one slot as shown
in Figure 3. This is the basic resource unit allocated by the scheduler, i.e., resources
are allocated in units of PRB. The number of PRBs available depends upon the system
bandwidth, ranging from 6 in 1.4 MHz to 100 in 20 MHz bandwidth.

There are seven OFDM symbols in one slot, with each symbol separated by a guard
interval called cyclic prefix (normal cyclic prefix); this makes a total of 84 resource
elements (7 OFDM symbols × 12 sub-carriers). When the extended cyclic prefix is
used, there are six OFDM symbols per slot, which makes a total of 72 resource ele-
ments as compared to 84 resource elements with the normal cyclic prefix. Therefore,
the extended cyclic prefix has more overhead (large guard intervals), but such mode is
more robust in an environment where delay spread is an issue. In the remainder of this
chapter, the normal cyclic prefix mode is considered and frame structure Type 1 (FDD
duplexing) is used.

The remainder of this chapter discusses scheduling strategies used or proposed for
LTE wireless systems.

Fig. 2. LTE radio frame structure [37]

3 Scheduling in the Downlink of LTE Systems

The time-frequency resource is dynamically assigned among the users in LTE, whereas
in HSPA the resources are divided in terms of time and channelization code. In shared
channel transmission the LTE scheduler plays a key role in dividing the resources
among the users. The scheduler decides which user will get what amount of resources in
terms of PRBs. Scheduling decisions are taken at 1 ms intervals. By exploiting multiuser
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Fig. 3. Basic PRB structure [37]

channel diversity, considerable gain can be achieved, hence the throughput achieved by
the scheduler can be highly increased if the scheduler takes channel conditions into
account. The same concept was employed in HSPA, where the scheduler selects the
users whose channel conditions are better, thus maximizing the cell throughput. Be-
cause of the OFDMA technology, LTE utilizes not only time domain variations but
also frequency domain variations. Each UE periodically or aperiodically (depending on
the system configuration) sends instantaneous channel quality information (CQI) to the
base station (eNodeB). Based on this channel quality information, the scheduler allo-
cates the appropriate PRBs which face less attenuation for each UE. There are different
feedback granularities in the standard, for instance the UE can send just a single Chan-
nel Quality Indicator or a separate CQI for each PRB. The scheduler then carries out the
averaging, i.e., it maps the signal to interference noise ratio experienced by the PRBs
into one (equivalent) Additive White Gaussian Noise (AWGN) SNR. One of the mostly
used averaging methods is the MIESM (Mutual Information Effective SNR Mapping)
[36] [11]. After resource allocation, the scheduler uses the Mutual Information Effective
SNR Mapping (MIESM) method to calculate a single Channel Quality Indicator (CQI)
value to be used for all the allocated PRBs of a particular UE.

Scheduling strategies proposed and adopted for several systems, including LTE wire-
less systems, are listed below.
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3.1 Round Robin Scheduler

The Round Robin scheduler is the simplest scheduling algorithm; this scheduler assigns
all the system resources to a flow in a Round Robin fashion. For example if there are
6 PRBs in the system (considering 1.4 MHz bandwidth), all the PRBs are assigned to
one UE with appropriate AMC according to the CQI feedback for a period of 1 TTI.
Time is shared in equal intervals among all the users. For wireless communications this
basic scheduler is ineffective, since it neither provides higher system throughput nor it
provides fairness. UEs with a low CQI will have an extremely low throughput since the
total number of bits transmitted in the corresponding TTI is extremely small because of
the necessity to use a robust AMC mode due to the low CQI value. On the other hand
UEs with better channel quality utilize the channel only for 1 TTI and then their turn
will come after serving all the UEs in the cell.

3.2 Best CQI Scheduler

The most common channel dependent scheduler is the Best CQI scheduler. This sched-
uler exploits channel variations between users to achieve maximum cell throughput:
the higher the difference in the channel quality between users, the higher is the gain in
throughput with respect to channel-unaware schedulers. However, users experiencing
bad channel quality may not be served. For example users at the cell edges or users
experiencing deep fades may not be scheduled compared to users experiencing good

channel quality. Thus user i maximizing the rate R(n)
i,ϕ on a PRB (ϕ) will be assigned the

PRB at scheduling epoch n.

3.3 Proportional Fair Scheduler

A Proportional Fair Scheduler [14] schedules users based on the following criterion:

i∗(n) = arg max
R
(n)
i,ϕ

R(n)
(i,ave)

, where i∗(n) represents the index of the user to be served at

the scheduling instant n, R(n)
(i,ave) is the average rate achieved over a moving average

window. PF compromises cell throughput so that a minimum amount of fairness can be
achieved among the different competing flows. UEs having good channel quality can
still maximize throughput but not at the expense of depleting users with bad channel
quality. Hence there is a trade off between maximum system throughput and fairness
among different competing flows.

3.4 MAXMIN Scheduler

The target of a MaxMin scheduler is to maximize the minimum of the users’ through-
puts. This scheduling strategy is not throughput optimal but maintains a very high level
of fairness in terms of throughput: this scheduler is Pareto optimal, i.e., the rate of one
UE cannot be increased without decreasing the rate of another UE with a lower rate
than the one considered.
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3.5 Resource Fair Scheduler

The resource fair scheduler evenly distributes the resources among all the competing
flows. For instance in 1.4 MHz bandwidth, 6 PRBs are available in each scheduling
instant (1 ms), hence if there are 3 UEs competing for accessing radio resources, a
resource fair scheduler will assign 2 PRBs to each of the UEs. RF also tries to maximize
the throughput by maximizing the sum rate of all the users. This scheduler ensures
minimum fairness through fair distribution of PRBs, i.e., ( N

I ) where N is the number of
PRBs available and I is the number of UEs. When the number of PRBs is not an integer
multiple of the number of UEs some UEs will be assigned

⌊
N
I

⌋
and others

⌈
N
I

⌉
in order

to make up the available resources. In order to ensure fairness a UE assigned
⌊

N
I

⌋
in a

current TTI will get
⌈

N
I

⌉
in the next TTI through uniform randomization.

3.6 Performance Comparison

Simulation Set-Up. A C++ based simulation platform in MATLAB is used for the
performance analysis of an LTE-like system. All the LTE physical layers features such
as HARQ soft combining, Turbo coding, AMC and Cyclic Redundancy Check (CRC)
are implemented in the C++ based simulator in MATLAB. Furthermore some of the
physical layer features such as Fast Fourier Transform (FFT) and Inverse Fast Fourier
Transform (IFFT) are readily available in the communications toolbox of MATLAB.
Therefore, in order to investigate the performance of the scheduling algorithms dis-
cussed above, a link-level simulator built on MATLAB’s object oriented features is
selected as the simulation platform with all the basic features of an LTE MAC and
physical layer.

Table 3 shows all the CQI values used in the LTE standard. Each CQI value cor-
responds to a particular coding rate and modulation scheme. CQI ‘1’ corresponds to
the most robust set of coding and modulation used by AMC when channel quality is
extremely poor, whereas CQI ‘15’ is associated to the least robust modulation and cod-
ing set, used when channel conditions are at its best so that the maximum rate can be
achieved.

According to the LTE standard one CQI value is used for all the PRBs assigned to an
UE, therefore the scheduler, after assigning all the PRBs, performs Signal to Interfer-
ence Noise Ratio (SINR) averaging, i.e., the SINR values experienced on the assigned
PRBs are mapped into a single (equivalent) SNR (Signal to Noise Ratio). MIESM (Mu-
tual Information Effective SNR) specified by [36] [11] is the mostly used technique to
carry out SINR averaging. It has been proved in [31] [30] that the MIESM based wide-
band feedback strategy produces optimum results in terms of throughput. Therefore
MIESM is used as the averaging method throughout the simulation. All the simulation
parameters are shown in Table 4.

Throughput vs. Fairness Comparison. In the following simulations we consider I = 6
users (UEs) with different channel conditions, hence the performance of the scheduler
for different channel qualities for each UE is studied. The simulation parameters are
shown in Table 4. In order to analyse the performance of each scheduler a full buffer
situation is assumed. For the proportional fair scheduler an averaging window of 100
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Table 3. LTE Channel Quality Indicators

CQI MODULATION Coding rate * 1024 Efficiency

1 QPSK 78 0.1523
2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16QAM 378 1.4766
8 16QAM 490 1.9141
9 16QAM 616 2.4063
10 64QAM 466 2.7305
11 64QAM 567 3.3223
12 64QAM 666 3.9023
13 64QAM 772 4.5234
14 64QAM 873 5.1152
15 64QAM 948 5.5547

Table 4. LTE Simulation Parameters

PARAMETERS VALUE

No. of UE 6
Subcarrier Spacing 15 kHz
Bandwidth 1.4 MHz
Number of subcarriers per
slot

72

Cyclic Prefix Normal
Slot Duration 0.5 ms
Scheduling Time (1 TTI) 1 ms
HARQ model Incremental Redundancy.
Total HARQ processes 8
Total Retransmissions 3 (not including the original)
Schedulers Best CQI, PF, MAX-MIN and RF
Mode Tx = 1 and Rx=1 or SISO mode (single input

single output)
Uplink delay 1 ms (ACK/NAK and CQI reporting rate)
CQI Feedback Granularity 1 CQI value for all PRBs
Scheduler Assignment Dynamic (Adaptive Modulation and Coding)
Channel model 3GPP-TU
Fading model Block Fading
Receiver ZF (Zero Forcing)
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Fig. 4. Throughput (Kbps) achieved for different users with different schedulers

subframes (100 ms) is considered, i.e., an average rate of 100 ms is taken into account.
For the Best CQI schedulers if more than one UE have the same channel quality then
PRBs are assigned randomly among the users having the same CQI. Figure 4 reports
the throughput for different users, each characterised by a different value of signal-to-
noise ratio, for different scheduling strategies. It is clear from Figure 4 how efficiently
the Best CQI scheduler utilizes channel variations and produces maximum cell (sys-
tem) throughput, as also shown in Figure 5. The MAX-MIN scheduler produces the
minimum cell throughput but achieves a fairer system in terms of throughput as shown
in Figure 4 and in Figure 6.

In order to measure the fairness of a systems, the Jain’s fairness index [13] can be
used. It is calculated as shown below:

J =
(∑I

i=1 T (i))
2

I ∑I
i=1 (T (i))2 (1)

where T(i) is the throughput achieved by each user i. If all the UEs have the same
throughput, the fairness index is 1. Fairness decreases as the differences between
throughput increase.

In Figure 6, the Jain’s fairness index is used to analyze the fairness performance.
The performance of the PF scheduler is better in terms of fairness as well as system
throughput, as shown in Figure 5. PF is a better choice than RF when a level of fairness
in terms of throughput is required, as PF also produces better system (cell) throughput,
as shown in Figure 5.

The basic scheduling strategies discussed in this chapter exploit multi-user channel
diversity by utilizing the AMC feature. The exploitation of the HARQ procedure fur-
ther increases the system throughput. AMC and HARQ are the most important features
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in optimum exploitation of the link capacity. The channel aware scheduling strategies
discussed in this chapter form the basis of designing a QoS aware scheduling rules.
When spectral efficiency is considered as the performance measure, then the Best CQI
scheduler is the best scheduling rule as it maximizes the system throughput. Other is-
sues such as fairness and QoS provisioning can be addressed at the expense of reduced
system throughput. The MAX-MIN scheduler achieves fairness (in terms of through-
put) at the expense of system throughput. An effective scheduling strategy achieves
a good trade-off between fairness and efficiency, such as the PF scheduler discussed
above. This scheduler finds a good trade-off between fairness and efficiency in terms of
throughput.

We considered in this section a full buffer scenario, where the queue size of each
flow is considered infinitely large. However, in order to design QoS-aware strategies,
the consideration of parameters such as the packet’s waiting time in the queue becomes
extremely important.

4 QoS-Aware Scheduling

The main goal of a packet scheduler is to avoid QoS violations in terms of packet delay
and loss rate. As shown in Table 1, different traffic classes have different QoS param-
eters. A QoS-aware scheduler must guarantee a limit on packet’s delay and loss rate
according to its Quality Class Indicator (QCI). The QCI is the mechanism determining
the QoS requirement of each flow (also called radio bearer). The increase in network
traffic above the system capacity causes the scheduler to increase the packet delay of
best-effort traffic while maintaining the delay of VoIP traffic at a constant level. Since
best-effort traffic can tolerate higher packet delays, its QoE satisfaction level decreases
marginally with the increase in latency and the scheduler maintains satisfactory ser-
vice even under network congestion. QoS-aware scheduling strategies are interesting,
promising and simple in terms of implementation.

However, this type of schedulers require strict admission control as fairness is an
inherent feature of QoS-aware schedulers. Any increase of the incoming traffic above
the system capacity would violate the QoS performance of flows already in the net-
work. Therefore, with a QoS-aware scheduler in place, the admission control policy
must limit the incoming traffic of the real-time flows according to the system capacity.
Video traffic exhibits a highly variable rate (high peak to average rate ratio). Consider-
ing a scenario where all the video traffic flows are admitted according to average rate
requirements and the admission control blocks further flows from entering the network,
the network resources may get under utilized when video traffic is low or may result in
QoS violations in peak traffic conditions.

One of our proposals for QoS-aware scheduling is reported in the following.

5 Opportunistic Packet Loss Fair Scheduling for Delay-Sensitive
Applications over LTE Systems

In this section, we propose a QoS-aware scheduling strategy aimed at guaranteeing QoS
requirements such as delay bound and packet loss rate thresholds of different real-time
flows.
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Besides the basic schedulers presented in the previous sections, there are many
scheduling algorithms designed for single carrier systems to accommodate real time
traffic, such as the Modified Largest Weighted Delay First (M-LWDF) algorithm [9].

This scheduler serves the flow maximizing the product γi H(n)
i R(n)

i , where H(n)
i is the

Head of Line (HOL) packet delay for queue i, R(n)
i is the rate available at scheduling

instant n according to the instantaneous channel condition; γ j is a constant whose value
is adjusted to account for different delay requirements for different flows. There are two
main reasons why M-LWDF is used for delay sensitive traffic: one is the fact that it is
throughput optimal (analytically), proved in [8], and the second is that it is relatively
simple to implement this algorithm, since only time stamping is required for the incom-
ing packets. Due to its simplicity, this algorithm has been widely used in single carrier
systems for real time applications. The use of M-LWDF has been adapted for the LTE
system (which is based on Orthogonal Frequency Division Multiple Access (OFDMA))
in [26]; a comparison is provided among well known packet scheduling algorithms de-
signed for single carrier systems, such as Proportional Fair (PF) [14], M-LWDF [9],
maximum throughput [34], Exponential Proportional Fair (EXP/PF) [28] [27]. Accord-
ing to this paper, M-LWDF, in terms of efficiency and fairness, outperforms the PF,
maximum throughput, and EXP/PF scheduling algorithms.

Some delay based scheduling algorithms have also been proposed for multicarrier
systems. In [19] an Opportunistic Scheduling (OS) algorithm is proposed. This schedul-
ing algorithm is quite complex due to the fact that it performs resource assignment and
resource allocation in different steps, resulting in a more complex scheduling algo-
rithm. The algorithm operates in two steps, where the first step consists of allocating
subcarriers to users with a good channel by exploiting multiuser diversity; if during the
first step some of the subcarriers remain unused, then those subcarriers are allocated to
users having higher HOL delay to incorporate fairness. Hence, the second step consists
of a subcarrier assignment algorithm which assigns the best subcarriers to users which
have suffered from higher HOL delay violations. This scheduling algorithm lacks sat-
isfactory fairness, since there is a high probability that the scheduler allocates all the
subcarriers to good channel users, thus inhibiting the fairness step. Moreover, there is
a need for a joint scheduling and resource allocation step which takes all the necessary
information into account before assigning the resources, in order to allow a tighter con-
trol over the resources with lower complexity. Thus the signalling cost is high with such
an approach. OS performance over LTE is analyzed in [29], where a simple scheduling
algorithm, called Delay Prioritized Scheduler (DPS), is also designed. The DPS algo-
rithm takes only packet delay information into account and assigns the best PRB to the
users whose packets have remained in the buffer for a longer period of time. The best
PRB for each user is determined by taking instantaneous Signal to Noise Ratio (SNR)
in to account. The DPS algorithm calculates the packet delay of all users and assigns
the best PRB to the user with the highest packet delay; in the next iteration the same
process is repeated until all the PRBs are assigned. This delay prioritized scheduling al-
gorithm outperforms the OS algorithm in terms of system throughput and also achieves
very low packet loss rate (PLR) even under loaded conditions. However, in the DPS
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algorithm the only scheduling criterion is the packet delay information, hence users with
bad channel conditions will force the PRB allocation towards themselves, thus limiting
the system capacity. In [32] a Packet Loss Fair (PLF) scheduling rule is proposed for
OFDMA systems in order to provide QoS for diverse real time traffic; the PLF rule
provides short term as well as long term fairness, but this scheduling algorithm lacks
the exploitation of statistically independent multiuser frequency selective fading.

We propose here a scheduling strategy overcoming some of the limits of the preced-
ing scheduling algorithms. This is an Opportunistic Packet Loss Fair (OPLF) scheduling
algorithm, based on calculating a simple dynamic priority function depending on HOL
packet delay, PLR, and achievable instantaneous downlink rate of each user.

The remainder of this section is organized as follows. The system model considered
is described in subsection 5.1, whereas subsection 5.2 presents the proposed schedul-
ing strategy. Simulation set-up and results are presented in subections 5.3 and 5.6,
respectively.

5.1 System Model

The system we consider consists of an OFDM single antenna Single Input Single Out-
put (SISO) multiuser LTE system. We focus here on the downlink. In SISO systems a
PRB can only be assigned to one user at any scheduling instant and hence there is no
overlapping in PRB allocation. We consider a single cell scenario where the serving
LTE base station (eNodeB) is at the center of the cell. The serving eNodeB’s MAC
scheduler controls all the available PRBs by allocating them to active flows competing
for resources. Each user is assigned a buffer at the eNodeB. When a packet reaches the
serving eNodeB, the buffer management system time stamps and queues each packet in
a First In First Out (FIFO) order. At the start of each scheduling instant, i.e., before the
multiuser scheduling decision, the HOL packet delay for each user’s packet is calculated
by subtracting the arrival time of the packet from the current time. If the HOL packet
delay is above the considered threshold Dmax, depending on the QoS requirements for
the application, the packet is discarded by the buffer management system.

In the network, users report their instantaneous channel quality by means of CQI.
After resource allocation, the scheduler uses the MIESM method to calculate a single
CQI value to be used for all the allocated PRBs of a particular user.

5.2 Opportunistic Packet Loss Fair Scheduler

Although delay sensitive applications often tolerate losses, they typically require that
the PLR is kept below a threshold. Hence we propose an Opportunistic Packet Loss Fair
(OPLF) scheduling algorithm, based on calculating a simple dynamic priority function
which depends on the HOL packet delay, the PLR and the achievable instantaneous
downlink rate of each user.

The packet scheduler exploits channel information in order to achieve multiuser di-
versity gain, by assigning PRBs to the users experiencing lower attenuation. However, it
is important to note that relying only on the diversity gain can lead to an unfair treatment
of users experiencing lower average channel quality. Our proposed scheduling strategy
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addresses this issue by providing fairness and at the same time exploiting multiuser
frequency diversity.

The available resource blocks are allocated to users through an iterative process,
where the total number of iterations is equal to the total number of PRBs available at
each Transmission Time Interval (TTI) and at each iteration only one PRB is allocated
to the user which maximizes a priority function.

The proposed priority function of user i (OPLF rule) at scheduling epoch n is:

PRF(n)
i =

R
(n)
i H(n)

i plr(n)i

Hmax plrthri

(2)

with

H(n)
i = n− nenter(i) (3)

and

plr(n)i =
∑n

m=n−tw P(m)
dropi

∑n
m=n−tw

(
P(m)

transmiti
+P(m)

dropi

) . (4)

H(n)
i is the HOL packet delay of user i at current scheduling instant n, nenter(i) is the time

at which a packet of user i enters the buffer of the eNodeB and is time stamped by the

buffer manager. plr(n)i is the packet loss rate of user i at scheduling instant n calculated

over the moving average transmission window tw, P(m)
transmiti

and P(m)
dropi

are the number
of transmitted and dropped packets over the moving average transmission window tw.

plrthri
is the maximum PLR tolerated for user i. R

(n)
i is the instantaneous rate of user i

averaged over all the unallocated PRBs:

R
(n)
i =

1
|ΦURB(n,k)| ∑

ϕ∈ΦURB(n,k)

R(n)
i,ϕ (5)

where ΦURB(n,k) denotes the set of unallocated PRBs during iteration k at scheduling

instant n and |ΦURB(n,k)| its cardinality; R(n)
i,ϕ is the instantaneous rate of user i on PRB

ϕ .
The priority function above is high when the instantaneous PLR of user i is high

with respect to the threshold (hence the user should get more resources to reduce it)
and also when the HOL delay is high with respect to the maximum tolerated delay.

R(n)
i improves the system efficiency by exploiting the statistically independent multiuser

frequency selective fading. The priority function tends to favor the user with the highest
HOL delay and the highest PLR; however, if some of the PRBs of such a user are under

a deep fade, the factor R(n)
i ensures that those PRBs are not allocated to such user.

The OPLF scheduling strategy is described as a pseudo-code in Algorithm 1.
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Algorithm 1. Opportunistic Packet Loss Fair Scheduler
repeat

Calculate H(n)
i , for all i, according to (3)

Calculate plr(n)i , for all i, according to (4)
while |ΦURB (n,k)|> 0 do

Calculate R(n)
i , for all i, according to (5)

for i = 1 to Nactiveflows do
Calculate PRF(n)i according to (2)

end for
i∗ = arg maxPRF(n)

i

ϕ∗ = arg maxR(n)
i∗,ϕ where ϕ ∈ ΦURB(n,k)

ΦPRB,i∗(n,k+1) = ΦPRB,i∗ (n,k)+{ϕ∗}
ΦURB(n,k+1) = ΦURB (n,k)−{ϕ∗}
if packet of user i∗ is scheduled then

H(n)
i∗ = n−nenter(i∗)

end if
If a user is scheduled on more than one PRB, then MIESM is applied to calculate the
average CQI.

end while
TTI = TTI + 1

until END OF SIMULATION

ΦPRB,i∗(n,k) denotes the set of PRBs allocated to user i∗ which maximizes the prior-

ity function PRF (n)
i by iteration k at scheduling instant n. It is important to note that at

each iteration only one PRB is allocated to the user which maximizes the priority func-
tion, i.e., the total number of iterations is equal to the total number of PRBs available
at each TTI. In order to fully utilize the available resources, if more than one PRB have
the same instantaneous CQI, then the PRB which experiences the maximum fading for
other users, or in other words has the lowest quality for the other users, is selected. In
this way, multiuser frequency diversity is exploited. We highlight here that the priority
function is dynamic, since when a best quality PRB is allocated to the user, in the next

iteration the factor R
(n)
i will be changed as user i∗, which maximizes PRF(n)

i , is allo-
cated its best remaining PRB ϕ∗. Our proposed scheduling algorithm is different from
the M-LWDF rule, which also exploits HOL delay but relies on the the proportional fair
rule in order to provide fairness. Our proposed scheduler provides fairness by exploit-
ing multiuser frequency diversity, since in frequency selective fading the same PRB for
different users undergoes a statistically independent fading, hence a PRB which is un-

der a deep fade might be the best PRB for another user. The plr(n)i term in the priority
function equation provides a degree of fairness for users having poor average channel
condition. Simulation results as seen in Section 5.6 confirm that our proposed scheduler
provides better fairness and throughput than the M-LWDF and the PLF rule which uses
proportional fair characteristics.
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We summarize in the following the positive features of the proposed algorithm.

1. The bandwidth is utilized efficiently, as each user is scheduled on its best remaining
PRBs and the scheduler will not assign resources to a user whose channel is under
a deep fade, as indicated by the priority function.

2. Real-time traffic with diverse QoS requirements can be accommodated, and only
information on the delay threshold Hmax and on the packet loss threshold PLRthr is
required.

3. QoS parameters are used in the scheduling decisions, which ensures that users will
get a minimum proportion of resources even if the average channel condition is
low.

4. For real time applications fairness is guaranteed when the current packet loss rate
is distributed proportionally equal among all the users competing for resources. In
our context we aim to ensure fair PLR distribution over the moving average trans-
mission window of size tw. Therefore we achieve short term fairness; as highlighted
in [20] short term fairness guarantees long term fairness, but not vice versa.

5.3 Simulation Environment

The assumptions we considered in the simulations are reported below.

– The channel quality of each user remains constant during the subframe period of 1
ms, although it changes from subframe to subframe.

– CQI feedback from UE to the eNodeB is error free. The error free assumption of the
feedback channel is satisfied by using efficient and heavily coded feedback stream
as is anyway customary for LTE system.

– It is assumed that equal downlink transmit power is allocated on each PRB.
– It is assumed that, at any time instant, pathloss is fixed on each PRB. Multipath

induced fading is represented by a tapped delay line model (Typical Urban). The
propagation model used follows the guidelines in [1][3].

Simulation parameters are reported in Table 5.

Video Traffic Model. In order to analyze the performance of channel aware schedulers
on real-time traffic, a Near Real Time Video (NRTV) model [2] is used. The parameters
of the NRTV model are given in Table 6. In order to model the variability in size and
inter-arrival time between packets, a Truncated Pareto Distribution is considered, with
probability density function (pdf) reported below:

fx(x) =

⎧⎪⎨
⎪⎩

aka

xa+1 k ≤ x < m,

(
k

m
)a x = m

(6)

The values considered for the parameters of the distribution a,m and k are reported in
Table 6.
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Table 5. Simulation parameters - Downlink LTE scheduling for real time applications

PARAMETERS VALUE

Bandwidth 3 MHz
Carrier frequency 2.1 GHz
No. of PRBs 15
No. of users Variable (40 to 60)
UE distribution Uniform
Cell radius 2 km
Application NRTV
Admission Control No Admission control
Mode Tx = 1 and Rx = 1 (SISO mode)
Channel 3GPP-TU (Typical Urban)
Pathloss model Hata-Cost-231 model (urban pathloss model)
HARQ Synchronous retransmissions (Up to 3 retrans-

missions)
Channel Fading Block Fading (1 ms)
UE speed 15 to 100 km/h (users moving independently at

variable speed)
Hmax 50 ms
PLRthri 1%
tw 1s

The total number of slices in a frame is deterministic and each slice corresponds
to one packet; in the scenario we consider eight slices (packets) per frame. The total
duration of one frame is also deterministic, considered here as 50 ms, which results
in 20 fps. Based on these parameters, packets are produced and streamed into the user
buffer at the eNodeB. Before entering the buffer of each user, packets are time stamped
and served in FIFO order. According to the parameters below, the average rate of video
streaming is approximately 120 kbps. QoS requirements are assumed the same for each
flow. The maximum tolerated delay Hmax is set to 50 ms and the packet loss rate thresh-
old plrthri

is set to 1%. When scheduled and transmitted successfully through the air
interface, packets are assumed to be played. A packet is assumed to be lost if, due to
retransmissions, the deadline of the packet is reached.

5.4 Benchmark Scheduling Strategies

The priority functions of the PLF, M-LWDF, and PF rules, considered in the following
for comparison, are reported below:

PLF Scheduling Rule

PRF(n)
i,ϕ =

⎛
⎝ R(n)

i,ϕ

R(n)
i,ave

⎞
⎠∗

(
plr(n)i

plrthr ∗Hmax

)
(7)
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Table 6. Video traffic model parameters

Streaming Information Distribution Parameters

Inter-arrival time between frames Deterministic 20 fps:
duration of one frame is 50 ms

Total packets or slices in one frame Deterministic 8
Inter-arrival time between packets Truncated Pareto distribution Min time k=4 ms

Max time m= 8 ms
a=1.2

Packet (slice) size Truncated Pareto distribution Min size k=65 bytes
Max size m= 150 bytes
a=1.2

M-LWDF Scheduling Rule

PRF(n)
i,ϕ = γi ∗

R(n)
i,ϕ

R(n)
i,ave

∗H(n)
i (8)

PF Scheduling Rule

PRF(n)
i,ϕ =

R(n)
i,ϕ

R(n)
i,ave

(9)

In the equations above R(n)
i,ave and γi are respectively the moving average of the rate

achieved over a transmission window size tw for user i at time t, and a constant whose
value is adjusted to account for different delay requirements of different flows.

It is important to note that all the scheduling rules are implemented in a way that
the priority functions of all active flows are calculated on each PRB and the scheduler
allocates the PRB to the user which maximizes the priority function. Hence, all these
rules exploit multiuser frequency diversity and we have a fair comparison among the
scheduling rules.

5.5 Performance Metrics

The performance of the proposed algorithm is evaluated and compared with the bench-
mark scheduling strategies above. The comparison is performed in terms of cell PLR
and its standard deviation, system throughput, and average system delay.

The cell throughput or system throughput represents the total amount of packets
successfully transmitted through the air interface from eNodeB to all the active flows
in the time unit. The cell PLR is the ratio of the total number of lost packets to the
total number of packets produced. The first two metrics evaluate the efficiency of each
algorithm.

In order to analyze the fairness of the different scheduling strategies, the standard
deviation of the PLR of each user is also calculated. The lower the standard deviation,
the higher the level of fairness among the users.
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The average packet delay corresponds to the average amount of time packets reside
in the buffer. The characteristics of all the considered schedulers are summarized in
Table 7.

Table 7. Characteristics of different schedulers

Scheduler Channel
aware

Delay
aware

Packet loss
aware

PF yes no no
M-LWDF yes yes no
PLF yes no yes
OPLF yes yes yes

5.6 Simulation Results

The system throughput performance of the proposed algorithm and the reference ones is
shown in Figure 7. It is clear from the figure that OPLF outperforms the M-LWDF, PF
and PLF scheduling rules. When the load is above 45 users, the PLF rule outperforms
the M-LWDF rule, mainly because the PLF rule does not incorporate HOL delay infor-
mation, but uses only PLR and the proportional fair rule, therefore users having higher
PLR will get higher priority irrespective of the packet’s deadline, whereas the propor-
tional fair term in the PLF rule ensures that bad channel users do not affect the system
efficiency. The performance of the PF algorithm is the worst mainly because this rule
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574 N. Khan and M.G. Martini

neither takes HOL delay nor PLR information into account in the scheduling decision.
It is important to note that the system throughput of all the schedulers decreases after
55 users as this is an extreme load condition. This means that the QoS of most of the
users is affected as more users are added and, since fairness is incorporated in all the
algorithms, the effective throughput decreases due to the limited number of resources
available, which results in more deadline violations.

The cell PLR performance of all the algorithms is shown in Figure 8. It is clear from
the figure that OPLF outperforms the M-LWDF, PF and PLF rules also with this metric.
Note that the PLR threshold considered for this application is 1%. It is important to note
that when the number of users is 45, M-LWDF is slightly better than the PLF scheduling
rule, however under high load PLF performs better than the M-LWDF rule which does
not exploit PLR information in the priority function.

Figure 9 can be considered for evaluating the fairness performance of the algorithms.
Fairness is an important criterion as algorithms may provide higher cell throughput at
the expense of lower throughput (and hence quality) for users with bad channel condi-
tions. In order to analyze the fairness performance of all the algorithms, we consider
here the standard deviation of the PLR of all the users; a higher standard deviation im-
plies that some users receive good service whereas some receive bad service, hence
fairness is low. Our proposed scheduler achieves lower standard deviation in compari-
son with the other considered algorithms. When a user suffers from HOL packet delay
violation, such an event is characterized by a higher priority function value in the case
of PLF and OPLF schedulers. Therefore more resources are assigned to such a user so
that further delay violations are avoided. This is not the case in M-LWDF, delay aware
and packet loss blind, and PF, delay and packet loss blind, schedulers. The fairness per-
formance of the OPLF scheduler is better than the PLF scheduler mainly because OPLF
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is deadline aware. If users have the same PLR violation, OPLF adapts to this situation
by giving more priority to the user having a higher HOL packet delay, therefore further
delay violations are avoided. It is important to note that, although M-LWDF results in
a slightly better system throughput than the PLF scheduling rule when the number of
users is 45, PLF outperforms M-LWDF in terms of fairness, as the scheduling decision
in PLF is mainly based on the PLR. The fairness performance of the PLF rule is better
and close to the OPLF rule under heavy load.
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6 QoE-Aware Scheduling

Video traffic contributes a major proportion of network traffic. QoE-aware packet
scheduling strategies are specifically designed for video streaming traffic. By consider-
ing the content of the video traffic, the scheduler aims to maximize the perceived video
quality. The information on the contents of different video traffic is provided through
cross-layer signaling. Under congestion, the scheduler exploits the redundancy in the
video traffic by either dropping the redundant quality layers present in the video stream
or sending a feedback signal to the video server to perform timely rate adaptation. These
type of schedulers consider different objective functions based on video quality in the
scheduling decision, the main goal of the scheduler being to maximize the video quality
of the users. When the network is heavily congested, the scheduler can exploit the qual-
ity, temporal and spatial redundancy in the video stream, and drops packets having little
contribution towards the overall video quality. Different information can be provided to
the scheduler such as the decoding deadline of a video frame, packet’s dependency on
other packets, packet’s contribution to the overall video quality.
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Optimizing video traffic by designing a specific scheduling function has been gaining
importance mainly because most of the mobile network traffic will be video in the near
future. There are many content aware scheduling strategies designed for video traffic.
Examples include [24] [22] [25] [15] [33].

However, content aware scheduling strategies pose a limitation from an implemen-
tation point of view because of the extensive cross layer signaling requirements. Com-
plex application layer information such as distortion associated with each video packet,
video frame size and its dependency level, rate and quality of each video layer are
required by the scheduling function. Operators intending to use video quality based
scheduling strategies must introduce new network elements which can parse a video
packet and provide information to the scheduler regarding the reduction in video qual-
ity if the packet is not successfully scheduled and other information related to the video
quality.

Research is ongoing to investigate novel strategies for content-aware scheduling re-
quiring less signaling information and providing the best trade-off between efficiency
and fairness in terms of quality among the users.

7 Conclusion

After an introduction on LTE wireless systems and on scheduling over the downlink of
LTE systems, we presented our proposed OPLF algorithm for downlink scheduling of
delay sensitive traffic at the MAC layer of wireless systems based on OFDMA. This
algorithm outperforms state-of-the art algorithms, such as M-LWDF, PF, and PLF, in
terms of throughput, packet loss rate and fairness, also keeping packet delay below a
fixed threshold. With respect to existing algorithms, the proposed algorithm will thus
enable the allocation in a cell of a higher number of users served with satisfactory qual-
ity. QoE-aware scheduling is finally presented, with a discussion on the main achieve-
ments and open issues.
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Abstract. Epidemic routing is considered one of the most effective routing 
schemes for delay-tolerant networks; indeed, epidemic routing ensures the 
shortest routing delays. In this chapter, first the epidemic routing is introduced 
and then the network and mobility models are presented. Finally, we analyze 
the performance of epidemic routing in two different ways. Most of the 
analytical work in the technical literature concentrates on the performance 
metric equation from a macroscopic view, for example, delivery delay, which is 
the time from packet generation to delivery at the destination. However, insight 
into the temporal nature of the epidemic routing process can add significant 
value; e.g., in designing new variations of the epidemic routing protocol. This 
chapter focuses on the second method of performance analysis. We investigate 
the probability distribution function of the number of infected nodes, the 
average number of infected nodes, and the probability of all nodes becoming 
infected, all as functions of time.  

1 Introduction 

In traditional communication networks, the notion of “store-and-forward” routing is 
employed, where it is assumed that a path exists between the source node and the 
destination node before communication commences. However, in some 
communication environments, such as low node density, short communication range 
mobile networks, links between nodes are established only for short periods of time. 
Thus, owing to the intermittent nature of links between nodes, a complete path 
between the source and destination nodes is unlikely to exist at any particular time. 
Thus, various works have proposed a new routing scheme called “store-carry-
forward”, in which a packet carrier stores a packet in its buffer, carries the packet, and 
forwards it to other nodes. This scheme exploits opportunistic connectivity and leads 
to significant routing delays. Such a routing scheme may be useful only if the network 
(and the underlying applications) can tolerate the resulting delays— hence the name, 
delay tolerant networks (DTNs). DTNs have many applications, for example, wildlife 
tracking and habitat monitoring networks [1], vehicular DTNs [2], and underwater 
networks [3]. 
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Epidemic routing (ER) [4], adopting the “store-and-forward” paradigm, has been 
proposed as an efficient routing scheme for DTNs. Analogous to the spread of an 
infectious agent [5], in ER a node that carries a packet passes on a packet copy to 
every other node with which it can communicate. Owing to mobility, links are 
sporadically created and copies of the packet spread from the source node to all the 
other network nodes. Nodes that carry the packet are referred to as infected, while 
nodes that are yet to receive a copy of the packet are called susceptible. In particular, 
the packet will be received by the destination node if the destination node encounters 
an infected node.  

Various works have been focused on reducing redundant transmissions and 
improving the performance of the epidemic routing. As the creation of each new copy 
of a packet in the network requires energy to transmit the packet to minimize the 
energy required for the routing operation, some schemes have been proposed that 
reduce the number of copies of a packet. Typically, such studies involve models based 
on Markov Chains ([6], [7]). SWIM (the Shared Wireless Infostation Model) [8] 
introduces the notion of an “anti-packet”, which is a small packet created by the sink, 
and which propagates within the network deleting obsolete packets from network 
nodes. Social feature-based multi-path forwarding [9] has also been proposed.  

In this chapter, we investigate performance analysis of epidemic routing in DTNs. 
The method in [10] calculates the packet delivery delay in a two-hop multiple-copy 
protocol and an unrestricted multiple-copy protocol, while obtaining the number of 
packet copies of a packet at the time of delivery to the destination node. In both 
forwarding protocols, the source node replicates the packet to all other nodes without 
the packet. However, whereas in the unrestricted multi-copy protocol an infected node 
can transmit the packet to any susceptible node if there is a communication 
opportunity between them, in the two-hop multiple-copy protocol an infected node 
can only forward the packet to the destination node. Furthermore, a rigorous, unified 
framework based on ordinary differential equations [11] has been used to investigate 
various forwarding and recovery schemes, which delete unnecessary packets from the 
networks to obtain the formulas for packet delivery delay, number of copies sent, and 
buffer occupancy. The authors in [12] proposed (p, q)-epidemic routing using the 
“anti-packet” notion introduced in [8], and derived the distribution of delivery delay. 
In (p, q)-epidemic routing, when a susceptible node encounters the source, it accepts a 
packet copy with probability (0 1)q q≤ ≤ . When a susceptible node encounters an 
infected node (excluding the source), it obtains a packet copy with probability 

(0 1)p p≤ ≤ . When the destination node encounters an infected node for the first time, 
the packet is forwarded to it with probability 1. Compared with the above works, the 
study in [15] investigated the temporal aspects of the process of packet propagation in 
epidemic routing. The novel contribution of this paper is the use of random graph 
theory [16] together with epidemic modeling to study the temporal packet spread in a 
DTN. In particular, we develop an analytical iterative formulation that can be used to 
derive temporal functions for the probability of infection, the distribution function of 
the number of infected nodes, the average number of infected nodes, and the 
probability of all nodes being infected. Finally, the theoretical models are verified 
through simulations. 
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2 Epidemic Routing 

In ER [4], a node copies all of its packets to any node that it encounters. Fig. 1 
illustrates how ER routing works in a DTN. Node S has a packet for delivery to node 
D in Fig. 1(a). However, owing to low node density, a fully connected path does not 
exist between nodes S and D. In Fig. 1(b), node S copies the packet to node A because 
they are within transmission range of each other. As a result of node mobility, node A 
meets node D and copies the packet to it, as shown in Fig. 1(c). Thus, the packet is 
delivered to its final destination. ER uses every possible forwarding opportunity for 
quick distribution of copies of the packet, resulting in the shortest possible delivery 
delay and maximal delivery ratio.  
  

              

    (a)                             (b)                               (c) 

Fig. 1. Epidemic routing in DTNs 

3 Network and Mobility Models 

We assume that the network consists of N nodes, randomly placed within a square 
L[m]-by-L[m] network, which is assumed to be closed (i.e., forming a toroid), so that 
no “boundary effects” need be considered. Nodes move with some mobility pattern; 
for our analytical study, we do not specify a particular mobility model, but only 
require that the mobility pattern is random, independent, unconstrained, and 
stationary. In other words, we assume that the velocity (speed and direction) of a node 
is chosen randomly from some fixed distribution and independently of that of the 
other nodes; that a node can move freely to any location within the network (i.e., there 
are no “exclusion zones” within the network area); and that the mobility parameters 
(e.g., the spatial and temporal distribution) remain constant over time. We further 
assume that all nodes move with the same mobility pattern (although this restriction 
could be lifted), and that the transmission range of a node is fixed at r[m], where 
r L≪ . 

Given this network model, we postulate that the inter-meeting times of any two 
particular nodes can be modeled as an exponentially distributed random variable [10, 
17] with rate β, where the inter-meeting time is defined as the time between two 
consecutive meeting instances of any two specific nodes. For the random direction 
(RD) mobility model and the random waypoint (RWP) mobility model in particular, 
estimates for the exponential rate β are found and given by the following lemma. 

A 

S 

D 

B 

A 
S 

D 

B 

A 
S 

D 

B 



582 Q. Wang and Z.J. Haas 

 

Lemma 1: The exponential rates β for the RD and RWP can be represented as:  

*

2

2 IE[ ]
RD

r V

L
β ≈     and    

*

2

2 IE[ ]
RWP

r V

L

ωβ ≈  

respectively, where *IE[ ]V  is the expected relative speed between two nodes, and 

1.3683ω ≈  is a constant for the RWP. 
2

8
RD

rv

L
β

π
≈  and 

2

8
RWP

rv

L

ωβ
π

≈  if the two nodes 

have an identical and constant speed v.  
Because of the memory-less property of the exponential distribution, the 

probability of two nodes meeting within the next tΔ  is given by: 

1 tp e β− ⋅Δ= − ,                                     (1) 

where we assume that tΔ  is sufficiently small, so that the probability of more than 
one encounter between the two specific nodes is negligibly small. 

There are two special nodes in the network, the source node and the destination 
node, where the source node generates a message that is intended for delivery to the 
destination node. Because the union of the transmission areas of the nodes is 
significantly smaller than the entire network area, i.e. 2 2N r Lπ ≪ , the average number 
of neighboring nodes is significantly smaller than one. Therefore, typically, when the 
message is generated, there is no end-to-end path between the source and the 
destination nodes.  

For simplicity, we consider “propagation” of a single packet only and we assume 
that such copying occurs at a “very high” transmission data rate, so that any encounter 
between two nodes allows each node to copy the packet from its memory to the other 
node’s memory (see [8] for treatment of the case where this assumption does not 
hold). Such propagation continues uninterrupted until the destination node or all 
network nodes have received the packet.  

4 Performance Analysis of Epidemic Routing 

ER has been proposed as an efficient approach for routing in DTNs. Several works [8, 
11-15] have evaluated the performance of ER, including delivery delay, number of 
copies, and delivery probability. These works can typically be divided into two 
groups: those focusing on the performance metric equation from a macroscopic 
perspective, for example, delivery delay from packet creation time until its delivery to 
the destination node, and those that obtain insight into the temporal nature of ER. 

4.1 Performance Metric Equation from a Macroscopic Perspective 

4.1.1   Ordinary Differential Equations Model 
A rigorous, unified framework based on ordinary differential equations (ODE) [11] 
has been presented to model the delivery delay of a packet in ER. A Markovian chain 
is constructed, as illustrated in Fig. 2, before delivery of a copy to the destination. Let 
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( ) [1, ]In t N∈  be the number of infected nodes at time t. Thus, the transmission rate 

from state In  to state 1In +  is given by 

( 1)

( ) ( 1 ) ( 1) (1 )
1 1

N
I I

N I I I

n n
r n n N n N

N N

λ β
β λ

= −

= − − = − −
− −

.                (2) 

Based on Theorem 3.1 in [18], it can be proved that, as N increases, the fraction of 
infected nodes ( ) / ( 1)In t N −  converges asymptotically to the solution of the following 

equation 

'( ) ( )(1 ( ))i t i t i tλ= − , for 0t ≥                              (3) 

with the initial condition (0) lim (0) /N Ii n N→∞= . We obtain a differential equation for 

the average number of infected nodes ( )I t  thus: 

' ( ) ( )( ( ) 1)I t I t N I tβ= − −                               (4) 

with the initial condition I(0)=1. Therefore, ( 1)( ) ( 1) / (1 ( 2) )N tI t N N e β− −= − + − .  

 

 

Fig. 2. Markovian chain giving the number of copies before delivery of a copy to the 
destination 

Let the packet delivery delay be denoted by dT  and its cumulative distribution 

function be ( ) Prob( )N dP t T t= < . Then, we have 

( ) ( )N NP t dt P t dt+ − + = Prob{ }dt T t dt≤ ≤ +  

= Prob{ destination meets an infected node in [ , ] | } { }d dt t dt T t T t+ > × >Prob  

= Prob{ destination meets one of the ( )In t  infected nodes in [ , ]} (1 ( ))Nt t dt P t+ × −  

= E[Prob{ destination meets one of the ( )In t  infected nodes in 

[ , ] | ( )}] (1 ( ))I Nt t dt n t P t+ × −  

≈ E[ (t)dt](1 ( ))I Nn P tβ −  

= E[ (t)](1 ( ))I Nn P t dtβ −  

= E[ (t) / (N -1)](1 ( ))I Nn P t dtλ −  

Thus, we define the following equation: 

( )
E[ (t) / ( -1)](1 ( ))N

I N

dP t
n N P t

dt
λ= − .                       (5) 

(N-2)β 
1 2 

2(N-3)β
3 …

(N-2)β 
N-1
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With N increasing, E[ (t) / (N -1)]In  converges to i(t), and ( )NP t  converges to the 

solution of the following equation: 

' ( ) ( )(1 ( ))P t i t P tλ= − .                                (6) 

With the initial condition P(0)=0, we obtain ( 1)( ) 1 ( 1) / ( 2 )N tP t N N eβ −= − − − + . 
Therefore, the average delivery delay can be expressed as  

0
[ ] (1 ( )) ln( 1) / ( ( 1))dE T P t dt N Nβ

∞
= − = − − .                     (7) 

Moreover, the ODE model can be used to model more complex variants of 
epidemic routing with a “recovery process”. When a node forwards a packet to the 
destination node, it should delete the copy so as not to infect other susceptible nodes. 
At the same time, to avoid infection again, an anti-packet [8] is created. This recovery 
scheme is called the IMMUNE scheme. If the anti-packet is also propagated to 
infected nodes and susceptible nodes, the corresponding schemes are called the 
IMMUNE_TX and VACCINE schemes, respectively. The number of copies and the 
average storage requirements under these recovery schemes are also investigated.  

4.1.2   Continuous Time Markovian Chain Model 
In [12], (p, q)-epidemic routing using the notion of “anti-packet” is presented. This 
approach implements the delivery delay by exploiting a continuous time Markovian 
Chain (CTMC) with an absorption state. When a susceptible node encounters the 
source, it accepts a packet copy with probability (0 1)q q≤ ≤ . Moreover, when a 
susceptible node encounters an infected node (excluding the source), it accepts a 
packet copy with probability (0 1)p p≤ ≤ . When the destination node meets an 
infected node for the first time, it is infected with a probability of 1. 

The following four special situations are included in (p, q)-epidemic routing: direct 
source-destination delivery when 0p q= = , two-hop forwarding when 0p = , 1q = ,  
probability forwarding when 0 1p q< = < , and epidemic routing when 1p q= = .  

The (p, q)-epidemic scheme can be modeled as a CTMC { ( ); 0}X t t ≥  with N states 
from 0 to N-1 as shown in Fig. 3. ( ) (1 1)X t k k N= ≤ ≤ −  indicates that there are k 
packet copies, and state 0 is the only absorbing state. Thus, the packet delivery delay 

dT  is the first passage time to the single absorbing state. ( )a k in Fig. 3 is given by 

( ) ( 1)(( 1) )a k N k k p q= − − − + .                           (8) 

The transition rate from state k to state k+1 (1 2)k N≤ ≤ −  is equal to 

( ) ( 1)(( 1) )a k N k k p qβ β= − − − +  since there are k  infected nodes (including the 
source) and 1N k− −  susceptible nodes (excluding the destination). The transition 
rate from state (1 1)k k N≤ ≤ −  to state 0 is kβ , which means that the destination has 
received a copy of the packet. Based on the CTMC in Fig. 3, [ ]dE T  is given by  
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= ,                                    (9) 

where kr  is the probability of the absorption from state k to state 0, and is expressed 

as  

1

1
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k
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a m m a k k

−

=

=
+ +∏ .                               (10) 

 

Fig. 3. Transition rate diagram of the absorbing Markovian chain 

By analogy, a continuous time Markov framework is introduced to calculate the 
packet delivery probability [13] for both two-hop and probabilistic epidemic 
forwarding. In two-hop routing, the source can copy the packet to any susceptible 
nodes (excluding the destination node) with probability (t) [0,1]p ∈ , and forward the 
packet to the destination node with probability 1 at time t. However, other nodes can 
only forward the packet to the destination with probability 1. In probabilistic epidemic 
forwarding, an infected node can replicate the packet to any susceptible nodes, except 
the destination node, with probability (t) [0,1]p ∈  at time t. However, infected nodes 
forward the packet to the destination with probability 1.   

( )X t  is also modeled as a CTMC. Let F(t) be the delivery probability that the 
packet has been delivered to the destination node at time t, given by 

0

( ( ))

( ) 1

t

E X s ds

F t e
β− 

= − ,                              (11) 

where F(0)=0, and the expectations ( )X t  of two-hop forwarding and probabilistic 

epidemic forwarding are 0

( )

( (0))

t

p d

N N X e
β ς ς− 

− − , and 
0

0
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(0)e

(0) (0)e
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− +

, 

respectively. 

4.2 The Temporal Nature of the Packet Spreading 

4.2.1   Example  
The second kind of performance analysis studies the temporal packet spread process 
[15] in DTN by using the random theory. As an example, Fig. 4 shows the probability 

0 

a(1)β 
1 2 

a(2)β 
3 …

a(N-2)β
N-1

β 2β 3β (N-1)β 
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of packet infection as a function of time. The results were obtained by 1000 
simulation runs of a network of size 1000[m]-by-1000[m], with 30 nodes that are 
moving with random direction mobility pattern ([12]). Rather intuitively, the 
probability first increases while the number of susceptible nodes is still large; but 
although the number of infected nodes continues to increase, after achieving its 
maximum, the probability of infection decreases due to the decreasing number of 
susceptible nodes. Thus, the graph in Fig. 4 is a result of the two trends: increase in 
the number of infected nodes and decrease in the number of susceptible nodes. The 
location and the value of the maximal probability, the average time of infection, and 
the spread of the infection time are all functions of the network parameters, such as 
the nodes’ mobility pattern(s) and the number of network nodes. 
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Fig. 4. Probability of a node infection as a function of time 

4.2.2   Performance Evaluation 
We are interested in understanding how the propagation of the packet occurs within 
the network as a function of time. Thus we establish the following main metrics: the 
probability function of the number of infected nodes as a function of time, the average 
number of infected nodes at a particular time, and the probability of all nodes being 
infected by a particular time.  

To carry out our study, we use random graph theory. The network is modeled as a 
graph, where the nodes are modeled as vertices, and the encounter between any two 
nodes as an edge between the two corresponding vertices in the graph. Initially there 
exists one infected node (vertex), while all the remaining N-1 nodes are susceptible. 
Finally, time is slotted in slots of size tΔ . 

Let kp  be the probability that a particular node meets exactly k different nodes out 

of the other N-1 network nodes within the next slot of tΔ . That is the degree of the 
node is k in the corresponding graph. Thus, because of the independent mobility of 
the nodes, kp  is given by  

( )1 1(1 )N k N k
k kp p p− − −= − .                            (12) 
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The probability generating function is applied to the above result, and we obtain the 
following lemma.  

Lemma 2: The probability generating function (PGF) of the degree of a vertex in 
the graph is: 

                   
1

0 0
( ) ( ) ( )

NK k
kk

G x E X p x
−

=
= = ⋅  and 

1

1 1
( )

N

kk
z k p

−

=
= ⋅ ,         (13) 

where 1z is the average degree of the nodes in the graph. 

Our analysis is based on the derivation of the probability generating function of the 
number of infected nodes as a function of time. We assume that time is slotted and 
that every slot is of duration Δt (i.e., first slot is (0, Δt], second slot is (Δt, 2Δt], …, 
and the mth slot is ((m-1)⋅Δt, m⋅Δt]).   

We first introduce two basic definitions: 

Definition 1: ( )( 0,1,2, )mGe x m =   is the generating function of the number of 

infected vertices at time t, where t= m⋅Δt. 

Definition 2: ( 0,1,2, )ms m =  is the average number of infected vertices at time t, 

where t= m⋅Δt. 

Of course, ' (1)( 1,2, )m ms Ge m= =  . 

At time zero, there is only one infected node, i.e., the source node. Thus 

0 ( )Ge x x= , and 0 1s = . During the time period of (0, Δt], the single infected node (the 

source node) will infect new nodes based on the probability generating function of the 

degree of the infected vertex 
1

0 0
( )

N k
kk

G x p x
−

=
= ⋅ . Therefore, the probability 

generating function of the number of infected vertices at time t = Δt can be expressed 
as: 

1 1
1

1 0 ,1
0 0 1

( ) ( )
N N N

k k k
k k k

k k k

Ge x G x x p x x p x p x
− −

+

= = =
= ⋅ = ⋅ ⋅ = ⋅ = ⋅   ，           (14) 

where ,1 1k kp p −= . 

Based on Def. 2 and Eq. 14, we can obtain the current average number of infected 
vertices as: 

'
1 1 1(1) 1s Ge z= = + ,                                  (15) 

where 
1

1 1

N

kk
z k p

−

=
= ⋅ .  

We define the set of infected nodes at time t m t= ⋅ Δ  as ( )clusters m , and when not 

ambiguous we drop the time index and simply refer to the set as clusters . (Note that ms  

represents the average size of ( )clusters m ; i.e., | |m clusters s= . ) 

Naturally, we should now move on to calculate ( )mGe x  for 1m > . However, we 

realize that there is a difficulty with the extension for large m due to the following two 
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scenarios. First, as for 1m >  the set of infected nodes, clusters , will typically be larger 

than 1. Second, within the same time-slot, for 1m >  it is possible that within tΔ  a 
node will be infected more than once (i.e., by more than one encounter, each with a 
different infected node). In both cases, not every encounter of an infected node leads 
to a new infection. In other words, for | | 1clusters >  the probability generating function 

of the degree of a vertex, 0 ( )G x , overestimates to the number of new infections in a 

time-slot. We discuss this problem next in more details. 
More specifically, when the number of infected vertices is larger than 1, we 

consider an encounter event where two already infected nodes meet with each other 
within a time-slot. We refer to this type of an event as a repeated infection or an RI 
event. The probability of an RI event is provided by the following theorem: 

Theorem 1: Suppose that the number of infected vertices equals ms , and the 

probability of one particular vertex doesn’t meet any other infected vertices is labeled 
as ( )mp s . Then, the probability of two infected vertices meeting within a time-slot is 

1.0 ( ) ( 1) ... (2)m mp s p s p− × − ×  where 
( )
( )1

0

( )
mm

N sN s
k

m k N
k k

p s p
−−

−
=

= × . 

To proceed now with our calculation of the probability generating function of the 
number of infected nodes as a function of time, we make a simple assumption that, for 
large networks and for small values of t, the likelihood of an RI event is negligible. In 
particular, when the size of the set of infected vertices is very small relative to the 
total number of vertices; i.e., | |clusters N≪  based on Theorem 1, the chance of an RI 

event can be neglected. 
Thus, at the beginning of the second slot, ( tΔ , 2 tΔ ], the number of infected vertices 

is k with the probability of ,1( 1,2, , )kp k N= ⋅⋅⋅ . Therefore, based on the property of 

probability generating functions ([18]), the distribution of the number of infected 
vertices at the end of the second slot is 0( ( ))k kG x x⋅  with the probability of 

,1( 1,2, , )kp k N= ⋅⋅⋅ . Therefore we obtain the probability generating function of the 

number of infected vertices at time t = 2Δt as: 

2 ,1 0 ,2
1 1

( ) ( ( ))
N N

k k k
k k

k k

Ge x p G x x p x
= =

= ⋅ =  ,                       (16) 

and the average number of infected vertices is: 

' 2
2 2 1(1) (1 )s Ge z= = + .                                   (17) 

In general, for t = m⋅Δt  (m= 1,2, …) the probability generating function of the 
number of infected vertices can be written as:

 

, 1 0 ,
1 1

( ) ( ( ))
N N

k k k
m k m k m

k k

Ge x p G x x p x−
= =

= ⋅ =  ,                      (18) 
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where 0 11

0 1 1

1 2 1

, , 1 0 1 1
1 , 0 1 1

2 ( 1) ,

!
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! ! !
N

N

N

k
u uu

k m u m N
u u u u u N

u u N u k u
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u u u
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⋅⋅ ⋅  , where 

0 1 1
, , ,

N
u u u −⋅ ⋅ ⋅

 are integers in [0, u]. 

Based on Eq. 18, the probability distribution of the number of infected vertices at 
time t = m⋅Δt (m = 1, 2, …) is given by , (1 )k mp k N≤ ≤ , and the average number of the 

infected vertices is given by the follow theorem. 
Theorem 2: The average number of the infected vertices at time t = m⋅Δt (m = 1, 2, 

…) is 1(1 ) ( 1,2, )m
ms z m= + = ⋅⋅⋅  when | |clusters N≪ . 

Using Eq. 12 for large N and small p, we obtain that 

1

1

1
(1 ) ( )

k
k N k

k
i

N
p p p e

k i
λλ− − −

=

− 
= − ≈ 
 

∏  where ( 1)N p N pλ = − ⋅ ≈ ⋅ . Thus, the random 

graph has a Poisson distribution of vertex’s degrees and 1z N p= ⋅ . Consequently, the 

mean size of the set of the infected vertices is given by: 

1
1(1 ) (1 )m m

ms z Np−= + = + .                               (19) 

Finally, the probability of all nodes being infected at time ( 1,2, )t m t m= ⋅ Δ =   can 
be obtained from Eq. 18 by calculating ,N mp . 

We now consider our assumption that the probability of an RI event is negligible. 
Clearly, as m increases, the validity of our assumption diminishes and, based on 
Theorem 1, the error introduced in Eq. 18 becomes more significant. We choose some 
probability Pth and we find the largest time t= maxm t⋅ Δ at which the probability of an RI 

event is still below Pth. Using Theorem 1 and Eq. 19, we obtain: 

(1 ) ( ( 1))max Np thm log P N+ = ⋅ −  .                         (20) 

Therefore, we state that Eq. 18 is accurate for maxm m≤  within the probability error 

of Pth. 
For completeness of discussion, we also present an alternative approach, which is 

valid for , 1maxt m t m m= ⋅ Δ ≥ + . This approach will allow us to fully compare our 

analytical results with simulation in following sections.  
In this approach, we assume that the time-slot is small enough so that the 

probability of more than one encounter between any two nodes within a time-slot is 
negligible. We emphasize that this includes encounters between infected and 
susceptible nodes.  

Let mq  be the number of infected vertices at time , 1maxt m t m m= ⋅ Δ ≥ + , and 

( )mp q k=  be the probability that the number of infected vertices is ( 1,2, )k k =  . We 

define 1( )p k  and 0( )p k  as the probabilities of an infection and of no infection 

within a time-slot, respectively, when the number of infected vertices is k. We obtain 

0( ) ((1 ) )k N kp k p −= − , because any of the N-k susceptible vertices don’t meet any of the 
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k infected vertices. Based on the assumption that there is at most one infection within 
the time-slot, we conclude that 1 0( ) 1 ( )p k p k≈ − . 

Using the above definitions and the Markovian model in Fig. 5, we write down an 
iterative equation for ( ) ( 2)mp q k k= ≥ , as: 

1 0 1 1( ) ( ) ( ) ( 1) ( 1)m m mp q k p q k p k p q k p k− −= = = + = − −               (21) 

and 0( )p k  is as defined above. The initial condition for Eq. 21 could be the value of 

max ,( )
maxm k mp q k p= = , where , ( 1,2, , )

maxk mp k N= ⋅⋅ ⋅  is calculated based on Eq. 18 at time 

maxt m t= ⋅Δ . 
We note that the iteration of Eq. 21 could also be started from 2k =  in which case 

we use the fact that 0( 1) 1p q = =  and 0( 1) [ (1)]m
mp q p= = . 

The average number of infected nodes by time t = m t⋅Δ  can then be written as 
follows:  

1

( )
N

m m
k

s p q k k
=

= = ⋅ .                                (22) 

Finally, the probability of all nodes being infected at time , 1maxt m t m m= ⋅ Δ ≥ +  can 

be obtained from Eq. 21 by calculating ( )mp q N= . 

 

 

 

 

 

Fig. 5. Markov Chain of the number of infected nodes [15] 

The size of the time-slot, Δt, is important to ensure the validity of our analytical 
model; e.g., if the slot-size is too large, the probability of more than one event with 
the time-slot cannot be neglected, and our model would introduce an error by 
underestimating the number of encounters. In a DTN with N nodes, the infection rate 
is maximal when there are approximately N/2 infected vertices and N/2 susceptible 

nodes. We can obtain the size of the time-slot 2ln[1 / ( / 2) ] /t Nε βΔ = − − [15]. 

4.2.3   Simulation Results 
We start with simulation to verify our analytical model. Nodes are randomly placed in 
a square area of 4000×4000[m2], and are moving according to the random direction 
(RD) mobility ([20]). The speed and travel time of a node are chosen uniformly from 
the interval [0, 10[m/sec]] and [0, 120[sec]], respectively. The network area wraps 
around ([21]), so a node that hits the area boundary reenters the network at the 
opposite boundary. The transmission range of a node r is set to be 25[m]. To estimate 
the encounter rate β, we run our simulation model with only two nodes, and we record 

1(1)p  
2 

0(2)p

1(2)p  
… 

1( 2)p N −

1  

N 
1( 1)p N −

0( 1)p N −  

N-1 

0(1)p  

1
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the time at which the two nodes firstly meet. The simulation results are obtained from 
an average of is on topN  runs. 

For comparison purposes, we assume in our analytical model that ε  and Pth equal 
1.0×10-2 and 0.001, respectively. Unless otherwise stated, N = 150 and topN  = 1000. 

We choose the basic metric of the probability distribution of the number of infected 
nodes as a function of time in Section 4.2.2 as the performance metric.   

In order to compare the analytical and the simulation results, we use the 2χ (Chi-
Square) statistical test ([22]). In particular, for the performance metric of distribution 
of the number of infected nodes as a function of time, the range of integers from 1 to 
N is divided into k bins, where a bin is assigned a range of integers that correspond to 
the number of infected nodes at a particular time instance. The ith bin counts the 
number of simulation runs, iO , in which the number of infected nodes fits within the 

range assigned to the bin. Furthermore, we define iE  as the expected number of runs 

based on the proposed model, whose number of infected nodes belongs to the ith bin. 
In particular, we choose the k-1 integers (1 1)in i k≤ ≤ −  to partition the integers’ range 

from 1 to N, as to define the k bins. We determine in to be the smallest integer, so that 

the number of simulation runs whose number of infected nodes is expected to fall 
within the [1, ni] range is at least /topN i k× , where topN is the number of simulation 

runs. The 2χ  statistical test is defined by the following formula: 

2
2

1

( )
k

i i

ii

O E

E
χ

=

−= ,                                (23) 

and the hypothesis that the simulation results agrees with the analytical is rejected if: 

2 2 ( 1)kαχ χ≥ − ,                                  (24) 

where α  is the significance level, and 2 ( 1)kαχ −  is the critical value of the test. 

Otherwise, the hypothesis is accepted. In our evaluation, we assume that 0.01α = . k is 

set to 4. Thus, the critical value is 2 2
0.01( 1) (3) 11.35kαχ χ− = =  ([22]). 

The probability distribution of the number of infected nodes as a function of time 
provides an important insight into the process of the packet spread. Fig. 6 shows the 
probability distribution of the number of infected nodes at the times of 2600[s], 
3400[s], 4200[s], and 5000[s], when topN  = 10000. Note that Fig. 6(b) is a zoomed in 

version of Fig. 6(a). For the probability distribution of infected nodes at 2600[s], the 
2χ  statistic in Fig. 6, as compared with the analytical results, is 3.55, which confirms 

a very good match between analysis and simulation. As a point of reference, the 
maximal gap between our analytical model and simulation at the above four time 
instances is less than 2.9%. From the results presented in this section, we conclude 
that our analytical model faithfully represents the infection-based spreading process 
of packets in a DTN.  
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(b)  

Fig. 6. Probability distribution of the number of infected nodes [15] 

5 Summary 

In this chapter, we first presented an overview of epidemic routing in DTNs. We then 
introduced the network and mobility models. We also carried out a performance 
analysis of epidemic routing, including obtaining a performance metric equation from 
a macroscopic perspective, for example, delivery delay, and gaining an understanding 
of the temporal aspects of the process of packet spread in DTNs. By emphasizing the 
latter analysis, we derived three metrics: the probability distribution of the number of 
infected nodes, the average number of infected nodes, and the probability of all nodes 
being infected, all as functions of time.  
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