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Preface

The revised and updated version of the original Real-Time Stability in Power Sys-
tems is most timely, given the myriad changes in the electric power industry and the 
significant technology advances in computing, control and communications fields 
since its initial publication. Dr. Savulescu and his hand-picked group of experts 
have accomplished an impressive effort to provide in a single tome a comprehen-
sive treatment of the power system real-time stability assessment area.

While the physics of the power systems has not changed in the liberalized, 
competitive electricity market environment, within which they operate, the deci-
sion making process has undergone major transformations as an aftermath of the 
restructuring in the industry. The rapidly evolving implementation of the smarter 
grid has impacted significantly the quality and quantity of data available around 
the clock to system operators. Indeed, the establishment of the Advanced Metering 
Infrastructure ( AMI) in many power systems and the growing presence of Phasor 
Measurement Units ( PMUs) in interconnected networks are two salient features of 
the new power system. The massive amounts of data brought in 24 × 7 by these new 
devices—the so-called Big Data explosion—represents the reality of the environ-
ment in which today’s operators make real-time decisions. The new book provides 
the basis for the construction of the analytics to deal with the multiple facets of the 
huge masses of data that are collected, stored and processed for arriving at decisions 
based on improved and more timely information.

The original version of the book was an explicit acknowledgment that the electric 
power industry was shifting away from the seat-of-the-pants, hand waving meth-
ods of the past to formal approaches based on a solid analytical footing that make 
detailed use of system and network theoretic concepts. Since that time, many of 
the approaches have matured and come of age and the power industry has garnered 
valuable experience in their deployment. Indeed, we have witnessed the broader 
acceptance of the metrics to quantify the distance to instability as a useful measure 
to reflect the risk of a reliability event. In addition, the introduction of effective 
visualization tools has made possible the improved comprehension of the power 
system state in the dynamic regime. Also, the better understanding of dynamic phe-
nomena in voltage stability, the application of appropriate tools from control and 
communications domains and the advancements in computing have brought about 
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major progress in the formulation and implementation of effective control strategies 
for the power grid.

The new version of the book captures all these important developments and in-
corporates them in the revised edition. Together with the newly added chapters, 
the book offers a comprehensive treatment of the essential components of decision 
support systems for dynamic stability. Their effective deployment can undoubtedly 
result in more timely decisions, incorporating better information, in this critically 
important area of power system operations and control. The book is destined to 
become an essential reference for industry practitioners and academic researchers.

I conclude this section with my heartfelt congratulations to Dr. Savulescu and his 
team of experts in the production of this new and important reference tome. I also 
express my hope that, given the many new developments underway in microgrids, 
renewable resource integration and distributed decision making, to name just a few 
areas, the updated version of the next edition will be available with a shorter lapse 
in time than the present one.

April 8, 2014
George Gross
Department of Electrical and Computer Engineering
University of Illinois at Urbana-Champaign
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Introduction

In the aftermath of the series of blackouts that had affected utilities in the US, UK 
and mainland Europe in 2003 and 2004, the August 2004 cover of the IEEE Spec-
trum was telling its readers that “studies of electrical networks come to the same 
conclusion: big blackouts are inevitable” (left side picture1 in Fig. 1).

Less than two months later, the industry and academia experts invited to the 
Real-Time Stability Challenge panel session at the IEEE Power Systems Confer-
ence & Exposition (PSCE) on October 13, 2004 in New York (right side of Fig. 1) 
sent a different, yet upbeat message to the power system engineering community: 
stability applications capable of providing for the early detection of the risk of 
blackout were available and ready for being used and relied upon in power system 
control centers.

The proceedings of that memorable event, complemented with contributions 
from leading experts in the field, were assembled by Springer in 2005 in the volume 
Real Time Stability in Power Systems, the first book that was ever published on this 
transcendental topic.

The real-time stability theme was again focused upon: in subsequent panel ses-
sions, held at the IEEE PES PSCE meetings in Atlanta, GA, 2006 and Seattle, WA, 
2009; and in a 2009 book2, which documented the experience from actually using 
real-time stability applications in energy control centers.

Now it’s time to step back and assess the broad picture.
Certain approaches that originally seemed promising did not, or not yet, materi-

alize, but the overall balance is positive:

1 © 2004 IEEE. Reprinted, with permission, from IEEE Spectrum Volume 41, Issue 8.
2 Savulescu, S. C., Real-Time Stability Assessment in Modern Power System Control Centers 
(Editor), Wiley & IEEE Press, 2009, New York, NY.
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•	 Two	major	system	vendors	have	seamlessly	integrated	real-time	stability	moni-
toring tools in their SCADA/EMS baselines and now are offering them as off-
the-shelf products3,4

•	 Third-party	stability	software	continues	to	be	implemented	on	an	“add-on”	basis	
in new and existing systems

•	 Utilities,	practitioners	and	academia	have	a	clearer	picture	of	what	works,	what	
doesn’t and why; and, last but not least

•	 The	stability-related	applications	of	PMUs	and	synchrophasor	technologies	have	
matured and are increasingly being accepted by the industry.

The second edition of Real-Time Stability in Power Systems addresses all these 
developments and much more. Before we get into more details, though, let us first 
summarize the key points that will be addressed in the book.

3 Eichler, R., Heyde, C. O., Stottok, B. O., Composite Approach for the Early Detection, Assess-
ment and Visualization of the Risk of Instability in the Control of Smart Transmission Grids, in 
Real-Time Stability in Power Systems, 2nd edition, Springer, 2014, New York, NY.
4 Giri, J., Parashar, M., Avila-Rosales, R., and Wilson, D., The Case for Using Wide-Area Monitor-
ing and Control to Improve the Resilience and Capacity of the Electric Power Grid, in Real-Time 
Stability in Power Systems, 2nd edition, Springer, 2014, New York, NY.

Fig. 1  Are blackouts inevitable? The community of power system engineers does not think so
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Talking Points

The talking points set for the October 13, 2004 PSCE panel session (Fig. 2) are still 
valid today. Consider, for example, the need for metrics that define the distance to 
instability and quantify the risk of blackout.

In order to be truly useful in the control room, where, in addition to other duties, 
the operators monitor limits, an important requirement for the stability software is 
the ability to identify, quantify and visualize the stability limit, or limits, as opposed 
to just determining if a postulated contingency may cause instability.

However, according to Professor Kundur, many stability programs in the market 
would not pass this test—they “determine whether a given condition is stable or 
unstable, [but] have not been efficient in quickly and automatically determining the 
stability limits”5.

Let us add that, traditionally, the research community focuses on transient and 
voltage stability techniques, but when it comes up to quantifying system-wide 

5 Kundur, P., Introduction to Techniques for Power System Stability Search, a special publication of 
the Power System Dynamic Performance Committee of the IEEE PES, 1999, TP-138-0, pp. 1–3.

Fig. 2  October 13, 2004 Real-Time Stability Challenge panel session “talking points” slide
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stability limits, one has to rely on steady-state stability6, where concepts such as 
stability reserve and distance to instability are introduced naturally and can be un-
ambiguously defined and computed, as shown in the first four chapters of the book.

Another question was whether controlled approximations rather than heuristics 
can tame the otherwise complex and computationally intensive stability algorithms 
and make them suitable for real-time while ensuring the precision and validity of 
the results. The answer is “yes” and it has been proven in the field, as documented 
in Chapters 2 through 4.

But what is it meant by “online” and “real-time”? As we see it, in order to qualify 
for the “real-time” label, the stability software should get input from the most recent 
state estimate and produce the results and visualize them way before the start of the 
next state estimation cycle, so that the operator would have plenty of time to assess 
the situation and make a decision. In spite of this obvious requirement, some ap-
plication designers claim that “results are needed typically at every 5–30 minutes”, 
which would certainly feel like an eternity in a control room where, during a major 
system event, hundreds of alarms pop-up and critical online operating decisions, 
e.g., to shed load, have to be made on the spot7.

Last on the list of talking points, but not least, is the ease of implementation 
of the stability software in the control center. From the perspective of a SCADA/
EMS designer, the stability software should ideally run on the system servers like 
any other native application. Solutions that entail multi-computer configurations 
specifically dedicated to the stability software are cumbersome and further congest 
the computer rooms and the operator desks, which are already jammed with the 
system’s own processors and display monitors.

The Book

It might have been tempting to structure this volume in two parts: theory and imple-
mentations. We preferred, however, to let the contents flow freely along the lines 
traditionally recognized in the industry—from steady-state stability, to transient 
stability and then to voltage stability, followed by trajectory sensitivities and user-
interface concepts.

Chapter 1, Power System Dynamic Equilibrium, Power-Flow, and Steady-State 
Stability, by P. W. Sauer and M. A. Pai, establishes a solid theoretical background 

6 By “steady-state stability” we refer to the classical concept as described by: Crary, S. B., Power 
System Stability, General Electric Series, Schenectady, New York, 1945; Kimbark, E. W., Power 
System Stability, Wiley, New York, 1950; IEEE, PES Task Force on Terms and Definitions, Pro-
posed Terms and Definitions for Power System Stability, IEEE Transactions on PAS, PAS-101, 
7, pp. 1894; and Anderson, P. M., Fouad A. A., Power System Control and Stability, The Iowa 
University Press, Ames, Iowa, 1990, among many others.
7 The post-mortem analysis of the July 1977 blackout in New York revealed that the catastrophe 
could have been avoided if the ConEdison dispatcher would have activated the load shedding but-
ton when he was asked to do so by the New York Power Pool system operator.

Introduction
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for steady-state stability. It presents material on the analysis of steady-state equi-
librium in electric power systems and reveals the connections between dynamic 
models, dynamic equilibrium and load-flow analysis, as well as the significance of 
singularities of Jacobian matrices involved in various computations.

Chapter 2, Fast Computation of the Steady-State Stability Limit, by S. C. 
Savulescu, addresses the theoretical foundation of a field-proven software tool that 
quickly and reliably quantifies and visualizes the risk of blackout due to steady-
state instability. The approach is inspired from Paul Dimo’s REI technology and 
uses the Bruk-Markovic reactive power stability criterion to determine how far the 
current system conditions are from a state where voltages may collapse and genera-
tors may lose synchronism. Metrics that quantify the distance to instability and to 
the security margin are also discussed, along with an innovative approach to display 
essential information that visualizes the risk of blackout.

Chapter 3, Practical Aspects of Steady-State Stability Assessment in Real-Time, 
by J. S. Vergara P., T. A. Thai, N. D. Cuong, H. S. Campeanu and S. C. Savulescu, 
addresses the: accuracy testing of the approach; tracking of the distance to instabil-
ity on SCADA trending charts; and the ability to compute the instantaneous voltage 
and angle stability sensitivities by using PMU data. The validation of the stabil-
ity reserve computed by the stability software and the trending of the distance to 
instability are illustrated with actual examples. The use of phasor measurements, 
which, although conceptually different from the conventional SCADA data model, 
can help assess the voltage and angle stability sensitivities when large blocks of 
power are transferred across long transmission lines, is exemplified by a successful 
experiment conducted in Vietnam. Additional considerations are provided to make 
the case for deploying steady-state stability tools in real-time.

Chapter 4, Composite Approach for the Early Detection, Assessment and Visual-
ization of the Risk of Instability in the Control of Smart Transmission Grids, by R. 
Eichler, C. O. Heyde and B. O. Stottok, tackles the problem of determining and pre-
senting the relevant information that can assist a power system operator in assessing 
the risk of blackout due to instability in a timely, efficient and effective manner. 
Algorithmic approaches and numerical indicators that can help identify the instant 
status of the degree of operating reliability are also presented. Three concepts to 
detect, quantify and visualize the risk of blackout are introduced and extensively 
illustrated with speedometer diagrams, stability trending charts and snapshots taken 
directly from actual SCADA system user interfaces.

Chapter 5, Preventive and Emergency Control of Power Systems, by D. Ruiz-
Vega, L. Wehenkel, D. Ernst, A. Pizano-Martínez and C. R. Fuerte-Esquivel de-
scribes a general approach to real-time transient stability control, yielding various 
complementary techniques: pure preventive, open loop emergency and closed loop 
emergency controls. Recent progress in terms of a global transient stability con-
strained optimal power flow are presented, yielding in a scalable nonlinear pro-
gramming formulation which allows to take near-optimal decisions for preventive 
control with a computing budget corresponding only to a few runs of standard op-
timal power flow and time-domain simulations. These complementary techniques 
meet the stringent conditions imposed by the real-life applications.

Introduction
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Chapter 6, Online Dynamic Security Assessment, by J. L. Jardim, describes the 
implementation of an online dynamic security assessment system based on time do-
main simulation, in which the dynamic models incorporate all the necessary details 
and are identical to those used offline for planning studies. The foundations of the 
power flow, continuation power flow, time domain simulation, energy functions, 
single machine equivalent, and Prony spectral decomposition techniques used by 
the application are reviewed and their numerical and computational performance is 
discussed. The utilization of these methods to realize complex security tasks such 
as dynamic contingency analysis and security region computations is described and 
illustrated with practical results obtained online and comparisons between online 
and offline planning cases.

Chapter 7, Practical Issues for Implementation of Online Dynamic Security As-
sessment Systems, by Lei Wang, Xi Lin, Fred Howell and Kip Morison, discusses 
the issues associated with the successful design and implementation of an online 
dynamic security assessment system. The need for, the benefits of, and the current 
application status of such systems are presented. The discussions are primarily fo-
cused on the practical issues for implementing an online DSA system, based on the 
experiences gained from recent applications. Finally, an overview of some future 
directions on the online DSA technologies is provided.

Chapter 8, The Case for Using Wide-Area Monitoring and Control to Improve 
the Resilience and Capacity of the Electric Power Grid, by Jay Giri, Manu Parashar, 
Rene Avila-Rosales and Douglas Wilson, explores modern techniques to improve 
grid reliability by enhancing and extending control center capabilities and substa-
tion capabilities. The use of automatic, wide-area protection schemes to mitigate 
cascading blackouts is examined. Also explored is the use of: wide-area control 
strategies; new and emerging technologies and communications; software and hard-
ware architectures; and state of the art EMS technologies as the keys to more reli-
able operations.

T. Van Cutsem and C. Vournas address voltage stability issues in Chapter 9, Emer-
gency Monitoring and Corrective Control of Voltage Instability, and Chapter 10, 
Online Voltage Security Assessment. After reviewing the basic voltage instability 
mechanisms, they describe emergency measures that can be used in order to contain 
voltage instability and prevent voltage collapse. An actual voltage collapse event 
in Greece is presented and analyzed. The emergency measures presented include 
existing or projected controls acting on bulk power delivery transformer load tap 
changers, as well as direct load shedding. The design and application of a load 
shedding controller in the Hydro-Quebec system is also addressed. Then, the au-
thors deal with voltage security assessment and its online application. Methods for 
contingency analysis are briefly reviewed. Methods for preventive security control 
are outlined. An application of online voltage stability assessment in the control 
center of a real system is then described and typical results available to operators 
are presented.

T. B. Nguyen and M. A. Pai, in Chapter 11 Trajectory Sensitivity Analysis for 
Dynamic Security Assessment and other Applications in Power Systems, indicate 

Introduction
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that real-time stability evaluation and preventive scheduling in power systems offer 
many challenges in a stressed power system. Trajectory Sensitivity Analysis (TSA) 
is a useful tool for this and other applications in the emerging smart grid area. The 
authors outline the basic approach of TSA, to extract suitable information from the 
data and develop reliable metrics or indices to evaluate proximity of the system 
to an unstable condition. Trajectory sensitivities can be used to compute critical 
power system parameters such as clearing time of circuit breakers, tie-line flow, 
etc., by developing suitable norms for ease of interpretation. Metrics are developed 
from these sensitivities. The TSA technique can be extended to perform preventive 
rescheduling. A brief discussion of other applications of TSA in the placement of 
distributed generators is also included.

Chapter 12, Model Predictive Control of Electric Power Systems under Emer-
gency Conditions is authored by M. Zima and G. Andersson. Model Predictive 
Control (MPC) is a widely used method in industrial applications for the control of 
multi-input, multi-output systems. It possesses features that make it attractive for 
power systems, which exhibit complex characteristics such as mixed continuous 
and discrete dynamics, nonlinear dynamics and very large size. The MPC optimiza-
tion computations further increase the challenge, thus the reduction of the computa-
tional burden becomes a crucial factor for real-time use. The chapter describes a for-
mulation of MPC for power systems based on trajectory sensitivities and explores 
application possibilities for MPC in new, previously restricted areas.

Chapter 13, The Role of Power System Visualization in Enhancing Power System 
Security, by T. Overbye, focuses on techniques for the rapid analysis and display 
of information that can allow operators and engineers to quickly assess the state of 
a large power grid, and then make effective operating decisions. While the opera-
tion of much of the electric power grid is automated, the operators and engineers 
are still very much “in the loop.” During times of emergency operation, when the 
system may be close to instability and collapse, having access to timely, pertinent 
information about a potentially rapidly changing system state could prove crucial in 
preventing major blackouts.

Prior to starting the work on this second edition of our book, we invited all the 
contributors to the first edition to review and edit their original work, remove text 
that was obsolete or is less important today, and refresh, if needed, their views about 
the subject matter. They all replied enthusiastically. Large portions of the text were 
significantly updated, for example the last section in chapter three and the entire 
chapter eight where the synchrophasor technologies received extensive coverage. 
New material was also incorporated for the benefit of practically oriented readers 
(Chapter 4) and to clarify some subtle theoretical aspects of the computational tech-
niques (Chapter 6).

It was our goal to address all the key issues that emerge when designing and 
implementing applications intended to prevent blackouts. We hope that the second 
edition of the book Real-Time Stability in Power Systems provides answers to many 
questions and that it will assist practitioners and researchers in their quest for the 
ultimate real-time stability tool.

Introduction
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Real-time stability assessment has been a goal of power system engineers ever since 
the North East blackout of 1965. It was realized that fast real-time security analysis 
tools need to be developed. The industry responded quickly and following the de-
velopment of reliable state estimation techniques in early 1970s, real-time network 
analysis also became possible. That was the beginning of static security assessment.

Continued availability of better computer hardware and improved computational 
algorithms has been a driving force behind much of the advances since then. Re-
search, which began in the 1970s in this area, has resulted in a large amount of 
analytical and computational techniques.

A further impetus for this effort is now emerging with the development of Wide 
Area Measurement System (WAMS) based on synchrophasor technology that has 
been documented well in the literature. Many of the techniques developed in com-
bination with concepts from areas of Control, Communication and Computer Sci-
ence are now beginning to look like practical tools in addressing the problems of 
real-time stability evaluation.

The current restructured power system offers a huge challenge in terms of imple-
mentation of these tools. Computation of stability margins, available transfer capa-
bilities, congestion management and dynamic visualization are some of the much-
needed tools that are now emerging. This requires constant interaction between the 
practical needs of the industry and the new theoretical advances being made. The 
ultimate goal in all these efforts is the efficient monitoring and control of the power 
system as well as having suitable preventive control methodologies in place.

Recognizing this need, Dr. Savu Savulescu has taken the initiative in bringing 
out this revised edition of his Springer 2005 book. Its purpose is to keep the power 
engineering community, both industry as well as the academia, informed about the 
current developments in the field. All the three aspects of stability namely steady-
state, transient and voltage stability have been covered in a well-structured way.

Dr. Savulescu has been at the forefront of applications of real-time tools for 
efficient and reliable operation of power systems since the 1970s. It is therefore a 
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pleasure to welcome this latest effort by him especially when the power Industry 
has undergone radical transformation with the impact of WAMS, visualization tech-
niques and closer to real-time stability monitoring tools that are implementable. The 
present book is therefore a logical sequel to his earlier one in 2005.

15 March 2014
M. A. Pai
Electrical and Computer Engineering, 
University of Illinois at Urbana-Champaign, Champaign, USA
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Abstract The material in this chapter focuses on the relationship between power 
system dynamic equilibrium, power flow, and operating point stability. It addresses 
issues relating steady-state equilibrium in electric power systems with possible 
implications about stability of the associated operating point. It presents various 
connections between dynamic models, dynamic equilibrium, power-flow analysis, 
and the significance of singularities of Jacobian matrices involved in various com-
putations. It includes advances on earlier work on this subject and provides recent 
results on computing the equilibrium of “post-contingency” models. These post-
contingency models are created to enforce the concept of “constant control inputs” 
in the steady-state analysis. This impacts subtle things such as post-contingency 
speed (frequency) and remote voltage regulation. The concepts are illustrated on 
small system models. Different methods of computation are presented to provide 
alternatives for possible practical implementation.

Keywords Steady-state stability · Power-flow Jacobian · Power system dynamics · 
Contingency analysis · Equilibrium · Small-signal stability

1.1  Introduction1

There are many subtle issues associated with power systems and the viability of 
mathematical models associated with the physical system. A number of these issues 
have to do with voltage collapse, voltage instability, and equilibrium conditions. 
These include the concept of maximum loadability. The issue of load modeling 
alone raises many questions about the proper modeling techniques and assumptions 

1 Portions of this chapter were previously published with IEEE copyright in the paper by P. W. 
Sauer and M. A. Pai, “Power System Steady-State Stability and the Load flow Jacobian,” IEEE 
Transactions on Power Systems, Vol. 5, No. 4, November 1990, pp. 1374–1383, reprinted here 
with permission from IEEE.
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about aggregate behavior. This chapter focuses primarily on equilibrium analysis 
and information that can be obtained from various types of steady-state analysis. 
The subjects of voltage collapse and voltage instability have created interest in 
power-flow Jacobian singularities and their relationship with steady-state stability 
and voltage collapse.

In 1975, Venikov et al. published a paper that proposed that, under certain condi-
tions, a direct relationship exists between the singularity of the standard power-flow 
Jacobian and the singularity of the system dynamic state Jacobian (Venikov et al. 
1975). This paper has been cited as the primary justification for studying the power-
flow Jacobian matrix to determine critical load levels.

In this chapter, we clarify this result in the context of a fairly general dynamic 
model and show that the result should be considered optimistic for any type of 
steady-state stability analysis. This chapter includes a tutorial on the role of power 
flow in dynamic analysis.

1.2  Detailed Dynamic Model Without Stator/Network 
Transients

This section presents a basic nonlinear multi-machine dynamic model that includes 
the fundamental features of voltage and frequency control, but assumes that all sta-
tor/network transients have been eliminated. The elimination of the stator/network 
transients leads to algebraic equations that accompany the multi-machine dynamic 
model as follows:

 (1.1)

 (1.2)

 (1.3)

 (1.4)

 (1.5)

 (1.6)

 (1.7)

( ) 1,...,i
i s

d
i m

dt

δ ω ω= − =

( ) 1,...,qi di di qi
i

i qi i i sMi qi didi i m
d

M T E X I I E X I I D
dt
ω ω ω  

  
   

= =− − − + − −′ ′ ′ ′

′
′

− ′ − += − ′( ) =T
dE

dt
E I Edoi

qi
qi di diX X i mdi fdi 1,...,

′
′

= − ′ + − ′( ) =T
dE

dt
E X X I i mqoi

di
di qi qi qi 1,...,

T
dE

dt
K S E E V i mEi

fdi
Ei Ei fdi fdi Ri= − + ( )( ) + = 1,...,

T
dV

dt
V K R

K K

T
E K V V i mAi

Ri
Ri Ai fi

Ai Fi

Fi
fdi Ai refi i= − + − + − =( ) ,...,1

T
dR

dt
R

K

T
E i mFi

fi
fi

Fi

Fi
fdi= − + = 1,...,
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(1.8)

 (1.9)

 (1.10)

 
(1.11)

 (1.12)

 (1.13)

 (1.14)

where the notation is standard for a machine with one damper winding plus field 
(two-axis model), IEEE type I excitation system, and simplified turbine/governor 
model (Sauer and Pai 1998). The notation for an m-machine, n-bus system is,

 
(1.15)

 (1.16)

 (1.17)

 (1.18)

 (1.19)

The algebraic variables P Qi iand  are introduced so that the standard power-
flow equation (1.14) is preserved for any load models (1.12) and (1.13). Note 
that these equations can be supplemented with algebraic or dynamic models 
that have an output of P V jQ VLi i Li i( ) ( )+ . This full dynamic model contains 10m 
dynamic states CH SV( , , , , , , , , , ),2 4q d fd R f ME E E V R T P P m nδ ω +′ ′  real algebraic states 

T
dT

dt
T

K T

T
P

K T

T
P iRHi

Mi
Mi

HPi RHi

CHi
CHi

HPi RHi

CHi
SVi= − + −







+1 == 1,...,m

T
dP

dt
P P i mCHi

CHi
CHi SVi= − + = 1,...,

1
1,...,SVi i

SVi SVi ci
i s

dP
T P P i m

dt R

ω
ω

 
= − + − =  

( )( ) ( )

( ) ( )

/ 2

/2
1,...,

0 i i

i

jj
di

qi didi qi

i si qidi

j
qiX X i m

V e R jX I jI e

E I jE e

δ πθ

δ π 


−


  

−

=

− =′ ′

+ + +′

− + +′ ′

( ) ( ) ( ) ( )/ 20 1,...,ii jj
i i i di qi Li i Li iP jQ V e I jI e P V jQ V i mδ πθ − −= − − + − + + =

0 = − − + ( ) + ( ) = +P jQ P V jQ V i m ni i Li i Li i 1,...,

( )

1

0 1,..., ,
i k ik

j i k ik
n

i i
k

V V YP jQ i n
θ θ α− −

=
= − − + =∑

voltage at bus 1,...,ij
iV e i nθ = =

( ) ( / 2) 1,...,i ij j
i di qiV e V jV e i mθ δ π−= + =

( ) ( / 2) 1,...,i ij j
Gi di qiI e I jI e i mγ δ π−= + =

standard power-flow bus admittance matrix entry , 1,...,ikj
ikY e i k nα = =

net injected power into busifrom a path not 

                included in thebus admittance matrix 1,..., .
i iP jQ

i n

+ =
=
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( , , , , , ), 2d qI I P Q V and mθ  inputs ( , )V Pcref
. Equation (1.11) is the stator algebraic 

equation, which is normally expressed either as a phasor diagram or as a quasi-static 
phasor circuit in the literature (Sauer and Pai 1990). There are m n+ 2  complex 
algebraic equations, which should in principle be solved for the 2 4m n+  real alge-
braic states as functions of the 10m dynamic states.

The machine currents Id
 and Iq  can easily be eliminated by solving (1.11) and 

substituting into (1.2)–(1.12). The P and Q algebraic states can easily be eliminated 
by substituting (1.12) and (1.13) into (1.14), leaving only n complex algebraic equa-
tion (1.14) to be solved for the 2n real algebraic states θ  and V. These remaining 
algebraic equations cannot normally be solved explicitly.

In the special case of constant impedance loads, it is customary to use an internal 
generator bus model and include all loads and the machine impedance R jXs d+ ′  in 
the bus admittance matrix (enlarged to m n+  buses).

With the additional assumption of ′ = ′X Xq d ,  all algebraic states can be explicitly 
eliminated with a reduced ( )m m×  admittance matrix. For nonlinear load models, 
the algebraic equations must be retained. This chapter does not introduce internal 
machine buses.

Wind turbine generators can be included in this model using the basic model of 
Pulgar and Sauer (2011), where the wind turbine controls add additional dynamic 
states to the traditional blade rotation and generator electrical transients.

1.3  Standard Power Flow

Standard load flow (or power flow) has been the traditional mechanism for comput-
ing a proposed steady-state operating point. For this chapter, we define standard 
power flow as the following algorithm (Pai 2004):

•	 Specify	bus	voltage	magnitudes	numbered	1	to	m
•	 Specify	bus	voltage	angle	number	1	(slack	bus)
•	 Specify	net	injected	real	power	 Pi  at buses numbered 2 to m
•	 Specify	load	powers	 PLi

 and QLi  at all buses numbered 1 to n
•	 Solve	the	following	equations	((1.13)	and	(1.14)	rewritten)	for	 2 1,..., , ,...,n m nV Vθ θ +

 
(1.20)

(PV buses)

 
(1.21)

( )
1

0 cos 2,...,
n

i i k ik i k ik
k

P VV Y i mθ θ α
=

= − + − − =∑

( )
1

0 cos 1,...,
n

Li i k ik i k ik
k

P VV Y i m nθ θ α
=

= − + − − = +∑
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(PQ buses)

 (1.22)

(PQ buses)
where

and 1θ  are the specified numbers. The standard power-flow Jacobian matrix is the 
linearization of (1.20)–(1.22) with respect to 

2 1,..., and ,...,n m nV Vθ θ + . After the 
power-flow solution, compute

 (1.23)

 (1.24)

This standard power flow has many variations, including the addition of other de-
vices such as Tap Changing Under Load (TCUL) transformers, switching Volt–
Ampere Reactive (VAr) sources, and High-Voltage Direct Current (HVDC) con-
verters. It can also include inequality constraints on quantities such as Qi

, and can 
be revised to distribute the slack power between all generators.

We would like to make one important point about power flow. Power flow is nor-
mally used to evaluate operation at a specific load level (specified by a given set of 
powers). For a specified load and generation schedule, the solution is independent 
of the actual load model. That is, it is certainly possible to evaluate the voltage at a 
constant impedance load for a specific case where that impedance load consumes a 
specific amount of power.

Thus, the use of “constant power” in power-flow analysis does not require or 
even imply that the load is truly a constant power device. It merely gives the volt-
age at the buses when the loads (any type) consume a specific amount of power. 
The load characteristic is important when the analyst wants to study the system in 
response to a change such as contingency analysis or dynamic analysis. For these 
purposes, standard power flow usually provided the “initial conditions.”

1.4  Initial Conditions for Dynamic Analysis

For any dynamic analysis using (1.1)–(1.14), it is necessary to compute the initial 
values of all dynamic states and to specify the fixed inputs ( , )V Pcref

. In the power 
system dynamic analysis, the fixed inputs and initial conditions are normally found 

( )
1

0 sin 1,...,
n

Li i k ik i k ik
k

Q VV Y i m nθ θ α
=

= − + − − = +∑

( 2,..., ), ( 1,..., ), ( 1,..., ), ( 1,..., )i i Li LiP i m V i m P i m n Q i m n= = = + = +

( )1 1

1 1 1 1
1

k k
n

k k
k

j
P jQ VV Y e

θ θ α

=

− −
+ = ∑

( )
1

sin 2,..., .
n

i i k ik i k ik
k

Q VV Y i mθ θ α
=

= − − =∑
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from a base case power-flow solution. That is, the values of Vref
 are computed such 

that the m generator voltages are as specified in the power flow.
The values of Pc

 are computed such that the m generator real power outputs are 
as specified and computed in the power flow for rated speed ( )sω . To see how this 
is done, we assume that a power-flow solution (as defined in Sect. 1.3) has been 
found. The first step in computing initial conditions is normally the calculation of 
generator currents from (1.12) and (1.17) as:

 (1.25)

and machine relative rotor angles from the manipulation of (1.11) and the algebraic 
equation from (1.4)

 (1.26)

With these quantities, the remaining dynamic and algebraic states can be found by

 (1.27)

 (1.28)

followed by E fd from (1.3), (1.4), (1.11), and (1.16)

 (1.29)

With this field voltage, R V Vfi Ri refi, , and can be found from (1.5)–(1.7) as

 
(1.30)

 (1.31)

 (1.32)

The initial values of ′Eqi  and ′Edi
are then found from (1.3) and (1.4):

 
(1.33)

 (1.34)

( )( ) ( )( ) ( ) 1,...,i ij j
Gi i Li i i Li i iI e P P V j Q Q V V e i mγ θ− = − − − = 

( )angleof 1,..., .i ij j
i i si qi GiV e R jX I e i mθ γδ  = + + = 

( / 2) 1,...,i ij
di qi GiI jI I e i mγ δ π− ++ = =

( )/ 2 1,...,i ij
di qi iV jV V e i mθ δ π− ++ = =

E X I V R I i mfdi di di qi si qi= + + = 1,..., .

R
K

T
E i mfi

Fi

Fi
fdi= = 1,...,

V K S E E i mRi Ei Ei fdi fdi= + ( )( ) = 1,...,

V V V K i mrefi i Ri Ai= + ( ) =/ ,..., .1

′ = − − ′( ) + =E X X I E i mqi di di di fdi 1,...,

′ = − − ′( ) =E X X I i mdi qi qi qi 1,..., .
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Note that, if the machine saturation is included, this calculation for ′Eqi  and ′Edi
 

may be iterative. The mechanical states and Pc
 are found from (1.1), (1.2), and 

(1.8)–(1.10) as:

 (1.35)

 (1.36)

 (1.37)

 (1.38)

 (1.39)

This completes the computation of all dynamic state initial conditions and fixed 
inputs.

For a given disturbance, the inputs remain fixed throughout the simulation. If 
the disturbance occurs in the algebraic equations, the algebraic states must change 
instantaneously to satisfy the initial condition of the dynamic states and the new 
algebraic equations. Thus, it may be necessary to re-solve the algebraic equations 
with the dynamic states specified at their initial conditions to determine the new 
initial values of the algebraic states.

From the above description, it is clear that once a standard power-flow solution 
is found, the remaining dynamic states and inputs can be found in a straightforward 
way. The machine relative rotor angles 

iδ  can always be found provided

 (1.40)

If control limits are enforced, a solution satisfying these limits may not exist. In this 
case, the state that is limited would need to be fixed at its limiting value, and a cor-
responding new steady-state solution would have to be found.

This would require a new power-flow solution specifying either different values 
of generator voltages, different generator real powers, or possibly generator reac-
tive power injections, thus allowing generator voltage to be a part of the power-flow 
solution. In fact, the use of reactive power limits in power flow can usually be traced 
back to an attempt to consider excitation system limits or generator capability limits.

1.5  Angle Reference

In any rotational system, the reference for angles is arbitrary. Examination of (1.1)–
(1.14) clearly shows that the order of this dynamic system can be reduced from 10m  
to 10 1m −  by introducing the new relative angles (arbitrarily selecting 1δ  as reference)

1,...,i s i mω ω= =

T E X I I E X I I i mMi di qi qi qi di qi qi di= ′ + ′  + ′ + ′  = 1,...,

P T i mCHi Mi= = 1,...,

P P i mSVi CHi= = 1,...,

P P R i mci SVi i= + ( ) =1/ ,..., .1

( ) 0 1,..., .i ij j
i si qi GiV e R jX I e i mθ γ+ + ≠ =
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 (1.41)

 (1.42)

The full system remains exactly the same as (1.1)–(1.14) with each 
iδ  replaced by 

iδ ′ , each 
iθ  replaced by 

iθ′ , and 
sω  replaced by 

iδ ′  in (1.1). During a transient, 
the angle 

1δ  still changes from its initial condition (as found in the last section) as 
1ω  changes, so that each original 

iδ  and 
iθ  can be easily recovered if needed.

The angle 
1δ ′  remains at zero for all time. Thus, for dynamic simulation, the 

differential equation for 
1δ  is normally replaced by the algebraic equation which 

simply states 
1 0δ =′ . Notice that 

1θ  is normally arbitrarily selected as zero for the 
power-flow analysis.

This means that the initial value of 
1δ  is normally not zero. During a transient, 

1θ′  and 
1θ  change as all angles except 

1δ ′  change. If the inertia of machine 1 is set 
to infinity, 

1ω  and 
1δ  remain constant for all time.

1.6  Steady-State Stability

The steady-state stability of multi-machine systems is usually evaluated by comput-
ing the eigenvalues of the system dynamic state Jacobian matrix that is the linearized 
version of (1.1)–(1.14) with all algebraic equations eliminated. This dynamic model 
has one zero eigenvalue corresponding to the angle reference discussed above.

Elimination of 1δ  through the use of (1.41) and (1.42) would eliminate this zero 
eigenvalue. The system is linearized around a steady-state operating point found us-
ing standard power flow. The Jacobian matrix for this standard power flow appears 
as a sub-matrix in the lower right block and is denoted as JLF

 below:

 

(1.43)

where v contains the power-flow variables 
2 1,..., , ,...,n m nV Vθ θ + . In order to evalu-

ate the stability of the dynamic system, the algebraic equations must be eliminated. 
This requires the nonsingularity of the algebraic equation Jacobian ( ) :JAE

 

(1.44)

1 1,...,i i i mδ δ δ− =′ =

1 1,..., .i i i mθ θ δ= − =′

1 2

1 11 12

2 21

0

0 LF

d y
A B B ydt
C D D z

C D J v

∆ 
  ∆   
     = ∆     
     ∆   
 

J
D D

D JAE
LF

=






11 12

21
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For B equal to the submatrices B1 and B2 and C equal to the submatrices C1 and C2, 
the stability of the steady-state equilibrium point is then determined by the system 
dynamic state Jacobian:

 (1.45)

Special cases where the three Jacobians J J Jsys AE LFand, , can be more explicitly 
related are given in the following section.

1.7  Special Cases

There are two special cases where the standard power-flow Jacobian can be directly 
related to the system dynamic state Jacobian. We do not claim that these are neces-
sarily realistic cases, only that they lead to cases where the three Jacobians can be 
explicitly related.

a. The first special case makes the following assumptions:
(a1) Stator resistance of every machine is negligible R i msi = =( )0 1, ,..., .
(a2) Transient reactances of every machine are negligible 

′ = ′ = =( )X X i mdi qi0 0 1, , ,..., .
(a3) Field and damper winding time constants for every machine are infinitely 

large ′ = ′ = =( )E E i mqi diconstant, constant, 1,..., .
(a4) Constant mechanical torque to the shaft of each generator 

T i mMi = =( )constant, 1,..., .
(a5) Generator number one has infinite inertia. This together with (a1)–(a3) 

makes 
1 1constant, constantV θ= =  (infinite bus).

(a6) All loads are constant power P V Q V i nLi i Li i( ) ( ) ,..., .= = =( )constant, constant, 1

With these assumptions, each 
iδ  is equal to its corresponding 

iθ  plus a constant, 
and each Vi

 is constant. Choosing 
1ω  as 

sω  and 
1θ  as zero, the dynamic model 

for this special case (after eliminating Pi
 and Qi

) is

 
(1.46)

 (1.47)

 (1.48)

 (1.49)

J A BJ Csys AE= − −1

2,...,i
i s

d
i m

dt

θ ω ω= − =

( ) ( )
1

 cos 2,...,
n

i
i Mi Li i k ik i k ik i i s

k

d
M T P VV Y D i m

dt

ω θ θ α ω ω
=

= + − − − − − =∑

( )
1

0 cos 1,...,
n

Li i k ik i k ik
k

P VV Y i m nθ θ α
=

= − + − − = +∑

( )
1

0 sin 1,...,
n

Li i k ik i k ik
k

Q VV Y i m nθ θ α
=

= − + − − = +∑
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with

 (1.50)

 
(1.51)

 
(1.52)

 
(1.53)

 
(1.54)

The linearized form of this model is,

 

(1.55)

where 
L LVθ∆  is the vector Vt t

L L

tθ  ∆ ∆  of incremental load angles and voltages.
For this case (a), the algebraic equation Jacobian ( )( )JAE

a  is K4
. For nonsingular 

K4
, the system dynamic state Jacobian for this case (a) is

 

(1.56)

The determinant of J a
sys
( )  is (Sauer and Pai 1990)

 
(1.57)

The standard power-flow Jacobian as previously defined can be written in terms of 
these submatrices as

 
(1.58)

Again, for nonsingular K4 ,  the determinant of the power-flow Jacobian is (Sauer 
and Pai 1990)

T i mMi = =constant 1,...,

V i mi = =constant 1,...,

P i nLi = =constant 1,...,

Q i nLi = =constant 1,...,

1 0θ =

1 2

3 4

0 I 0

00

g

g
g

g

L L

d

dt
d

M = K D K
dt

K K V

θ

θ
ω

ω
θ

∆ 
 
  ∆   ∆     − ∆     
     ∆   
 
 

J
I

M K K K K M Dsys
a

1 1
 

( ) =
0

− − −−( ) −











1 2 4

1
3

det
det

det sys
aJ

K K K K

M
m( ) =

−( )
−( )

−
−1 2 4

1
3 1

1

J
K K

K KLF =
− −
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 (1.59)

For this case, a clear relationship between the determinant of the standard power-
flow Jacobian and the determinant of the system dynamic state Jacobian exists as

 
(1.60)

This means that under these assumptions, monitoring the power-flow Jacobian de-
terminant can detect a possible dynamic instability. The basic structure of this case 
(a) is used frequently, but assumptions (a1)–(a3) are slightly different. The same 
structure of (1.46)–(1.49) can be obtained by assuming a constant voltage behind 
transient reactance model with the terminal buses eliminated. This leads to a non-
standard power-flow Jacobian matrix that includes machine parameters in the bus 
admittance matrix.

The results of (1.58)–(1.60) above, which were previously published in Sauer and 
Pai, (Sauer and Pai 1990), were questioned by M. K. Pal, a discusser of Rajagopalan 
et al. (1992). The question had to do with the assumption of a nonsingular K4

. A sin-
gle-machine example was presented by Pal in his discussion to Yorino et al. (1992).

This example had a special structure where the determinant of K4
 was in fact 

zero at the same condition as det  and det LF sys
aJ J ( ) . However, additional analysis was 

not done to determine the general validity of the test. Additional testing by Vera-
stegui (Verastegui 2000) indicated that, for more general systems, the power-flow 
Jacobian and system Jacobian can become zero while maintaining nonsingular K4

. 
Figure 1.1 shows a three-bus power system that was used to illustrate the result.

The impedance of the two lines is purely reactive with an impedance of 0.1 pu. 
The load at bus 3 starts out at 1.0 pu (power base is 100 MW). The two-generator 
bus voltages are maintained at 1.0 pu. The load at bus 3 remains at unity power fac-
tor for the entire example.

For this example, the load at bus 3 is increased from 1 pu while monitoring the 
values of det det and det LF sys

aK J J4 , , ( ) . The values of these three quantities as the 
load is increased are shown in Figs. 1.2, 1.3, 1.4.

b.  A second case where such a relationship can be firmly established was proposed 
in principle by Venikov et al. (1975). This special case makes the following 
assumptions:

det det  detLFJ K K K K K
m= −( ) −( )− −

4 1 2 4
1

3

1
1

det 
det 

det det sys
(a) LFJ

J

K M
=

4

~ ~

Bus 3

Bus 2

Bus 1

1.00 pu
1.00 pu

1.00 pu

100 MW 0 MW
100 MW

0 MVAr

Fig. 1.1  Three-bus power system
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(b1) Stator resistance is negligible R i msi = =( )0, ,...,1
(b2) No damper windings or speed damping

′ = = =( )T D i mqoi i0 0, , ,...,1

0.00

200.00

150.00

100.00

50.00

de
t J

sy
s

0.000000 2.000000 4.000000 6.000000 8.000000
P3

Fig. 1.4  Plot of detJsys
(a) versus load P3
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Fig. 1.3  Plot	of	−	detJLF versus load P3
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Fig. 1.2  Plot of detK4 versus load P3
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(b3) High gain and fast excitation systems so that all generator terminal voltages are 
constant V i mi = =( )constant, ,...,1

(b4) Constant mechanical torque to the shaft of each generator

(b5) Generator number one has infinite inertia and negligible reactances. This to-
gether with (b1)–(b3) makes 

1 1constantand constantV θ= =  (infinite bus)
(b6) All loads are constant power

With these assumptions, the special case dynamic model (after eliminating Pi
 and 

Qi
) is

 (1.61)

 (1.62)

 

(1.63)

 
(1.64)

 (1.65)

with

 (1.66)

 (1.67)

 (1.68)

 (1.69)
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The m n+ − 2 complex algebraic equations must be used to eliminate the 2 2 4m n+ −  
real algebraic variables , , ( 2,..., ), ( 2,..., ), ( 1,..., ).qi di qi i iE I I i m i n andV i m nθ= = = +′
We begin by first noting that from (1.63) and (1.64),

 
(1.71)

This can be substituted into (1.62). Second, we note that (1.63) and (1.64) can be 
rewritten as

 (1.72)

 (1.73)

 
(1.74)

 
(1.75)

Eliminating ′E I Iqi di qi, , and  (simply equating Iqi  in (1.72) and (1.75)) gives

 

(1.76)

Using (1.71), (1.76), and (1.65), this special case dynamic model with 
, , and ( 2,..., )qi di qiE I I i m=′ eliminated is
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 (1.78)

 

(1.79)
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(1.80)

 
(1.81)

with

 (1.82)
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 (1.84)

 (1.85)

The linearized form of this dynamic model is

 

(1.86)

For the case (b), the algebraic equation Jacobian J AE
( )b  is
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and (Sauer and Pai 1990)

 (1.90)

Note that the eigenvalues of Jsys
b( )  will all be either pure imaginary or will include 

one or more values which are positive real. We will consider the dynamic system 
case (b) to be stable as long as no eigenvalues are positive real. By rearranging rows 
and columns of the matrix in (1.86) (Sauer and Pai 1990),

 (1.91)

where JLF
 is as in (1.58). This gives the following relationship between the deter-

minants of the standard power-flow Jacobian, the algebraic equation Jacobian, and 
the system dynamic state Jacobian:

 (1.92)

This means that under these assumptions, monitoring the power-flow Jacobian de-
terminant can detect a possible dynamic instability. This is discussed in the follow-
ing section.

1.8  Instability and Maximum Loadability

When studying a proposed load or interchange level, a power-flow solution is re-
quired before steady-state stability can be analyzed. If a power-flow solution can-
not be found, then it is normally assumed that the proposed loading exceeded the 
“maximum power transfer” capability of the system. This maximum power transfer 
point is normally assumed to coincide with a zero determinant for the standard 
power-flow Jacobian.

Using this as a criterion, any load level that produces a zero determinant for the 
standard power-flow Jacobian is an upper bound and hence an optimistic value 
of the maximum loadability. It is also important to note that non-convergence of 
power-flows is also a matter of solution technique. Cases have been cited where 
Gauss–Seidel routines converge when Newton–Raphson routines do not.

If a standard power-flow solution and associated dynamic system equilibrium 
point are found (as described in Sects. 1.3 and 1.4), the stability of the point must be 
determined. In order to do this, the algebraic equation Jacobian must be nonsingu-
lar. This matrix is given by (1.44) in general, by K4

 for case (a), and by (1.87) for 
case (b). Assuming these algebraic equation Jacobians are nonsingular for a given 
case, steady-state stability must be evaluated from the eigenvalues of the system 
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dynamic state Jacobian. This matrix is given by (1.45) in general, by (1.56) for case 
(a), and by (1.89) for case (b).

A system is at a critical point when the real part of one of its eigenvalues is 
zero. If a real eigenvalue is zero, then the determinant is zero. In the general case 
of (1.45), the zero eigenvalue due to the angle reference can easily be removed by 
using a dynamic model reduced in order by 1 (see Sect. 1.5). Clearly, many cases 
can be found where an equilibrium point can be critically unstable (at least one ei-
genvalue has a zero real part) and the power-flow Jacobian is nonsingular.

In cases (a) and (b), all detailed model dynamic states have been eliminated by 
making rather drastic assumptions. In special case (a), as long as detM and det K4

 
are nonzero and bounded, a dynamic equilibrium point exists and has a system 
dynamic state Jacobian that is singular if and only if the power-flow Jacobian is sin-
gular. In special case (b), we need to look at the matrix K5

. Examination of (1.79) 
shows that K5

 is diagonal with the ith diagonal entry equal to

 

(1.93)

From (1.74),

 (1.94)

and from (1.73),

 (1.95)

In steady state, (1.4) and (1.11) give (with Rsi = 0 )

 

(1.96)

This means that K i5
 can be zero (for nonzero Vi

) only if (see (1.17))

 (1.97)

This also shows that K i5
 is proportional to the magnitude of the voltage behind X qi  

in steady state. This was discussed in Sect. 1.4 as a condition for the existence of a 
dynamic equilibrium from a power-flow solution. Thus, if a dynamic equilibrium 
point exists (Eq. (1.40) is satisfied), then K5

 cannot be singular. Thus, if detM and 
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(b)  are nonzero and bounded, then the system dynamic state Jacobian of case 
(b) is singular if and only if the power-flow Jacobian is singular.
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Since Jsys
(b)  must have all pure imaginary eigenvalues to be stable, det Jsys

(b)  must 
be positive to be stable. Venikov et al. (1975) originally proposed the monitoring 
of the power-flow Jacobian determinant during power-flow iterations to see if it 
changed sign between the initial guess and the converged solution. The implica-
tion was that if it did, then the case (b) dynamic model would be unstable at that 
solution, and if it did not then the case (b) dynamic model would be stable (all pure 
imaginary eigenvalues).

Our interpretation indicates that they did not account for possible values of 
det K5

 and det JAE
b( ) . A change in sign of either of these would affect stability issues. 

We have shown that det K5
 would probably never change sign, but whether the 

det JAE
b( )  changes sign or not remains an open question.

1.9  Post-Contingency Equilibrium Analysis

The earlier sections of this chapter presented a method to compute the equilibrium 
condition based on standard Power-Flow Methods (PFMs) assuming generator volt-
ages and rated frequency. When contingencies occur, the equilibrium immediately 
following the contingency will be based on the constant control inputs. This sec-
tion proposes and analyzes several techniques for computing this “post-contingency 
equilibrium condition.”

Traditional contingency analysis of power systems uses either standard power-
flow analysis or full transient simulation. The full transient simulation is normally 
only used to assess stability information following a hypothetical disturbance. It is 
rarely used to compute the steady-state equilibrium condition. The reference values 
fed into the control systems of a generator eventually determine the real power out-
put and some desired bus voltage magnitude (possibly modified by a compensation 
circuit).

In a dynamic simulation, these control inputs are normally computed from a 
base case power-flow solution as discussed in Sect. 1.4. If the base case is subjected 
to a contingency (loss of line), the dynamic model (and therefore presumably also 
the real system) would respond according to these fixed control inputs until they 
are changed by an operator or other higher-level control. This means that the post-
contingency equilibrium is determined by the fixed controls. This may not produce 
the same result as a simple power-flow solution modified to reflect a line outage.

This section reports on various techniques to compute the post-contingency equi-
librium with fixed control inputs, and compares the results with simple power-flow 
results. Clearly, running a dynamic solution until steady state is reached (for stable 
systems) would give the nearly exact post-equilibrium condition and would be con-
sidered the benchmark for all other approximate or alternative solution techniques.

The nearly exact post-equilibrium condition should also be computable using 
analytical methods. However, commercial power-flow programs already solve a 
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subset of the equilibrium equations and can be utilized to solve for part of the post-
contingency equilibrium state. So, rather than creating a completely new Newton-
based program to solve the entire problem, an alternative would be to create a new 
program only for the machine dynamic equilibrium equations and couple this in an 
iterative fashion with the standard power-flow program.

The potential for decoupling each of the machine equations is also a motivation 
for pursing this technique. The remainder of this chapter focuses on these tech-
niques and compares them with the “Time Domain Method” (TDM) and “PFM”.

The basic dynamic model that describes a power system has been given in 
Sect. 1.1 above. It includes the dynamics of the generator, exciter, and turbine gov-
ernor along with the algebraic network constraints. The model was changed slightly 
from above to coincide with the model used in the commercial software known as 
PSS/E (Power System Simulator for Engineering).

The change included the use of power over per unit speed for the generator me-
chanical torque, and (( ) / )i i s iD ω ω ω− −  rather than ( )i i sD ω ω− −  for the damping 
torque. This was important because the post-contingency generator speeds may not 
be equal to the nominal rated speed.

The power system equilibrium equations were obtained by setting the time de-
rivatives of the dynamic model to zero. The equations are for an n bus system where 
the first m buses are connected to a generator. Also, all the machine and bus voltage 
angles were referenced to the machine angle 1( )δ  of the generator at bus number 1 
(also the slack bus for the power-flow portion of the analysis). This is denoted by 
the prime above all the angle variables.

These post-contingency equilibrium equations include the power-flow equations 
and the steady-state machine equations. The post-contingency equilibrium con-
ditions contain the voltages (magnitude and angle) of a contingency analysis (2n 
states) plus the states introduced by the machine, referred to as the reduced machine 
states (5m states).

 (1.98)

These are referred to as the reduced machine states because the other machine dy-
namic states have been eliminated by substitution. Their equilibrium values can 
be recovered by simple substitution at the end if desired. Collectively, there are 
5 2m n+  equations to be solved for the 5 2m n+  states.

The challenge of post-contingency analysis is to compute the solution of the 
equilibrium algebraic equations. A solution of these equations by a “Full Newton 
Method” (FNM) should produce nearly the same post-contingency solution as the 
full dynamic simulation run to steady-state TDM.

, , , , , 1,..., 2,...,T
m j di qi fdi MiI I E P i m j mω δ = = =′ x



20 P. W. Sauer and M. A. Pai

1.9.1  Partitioned Newton Method

In the “partitioned Newton method” (PNM), the equilibrium equations are divided 
into two sets. The power-flow program is used to solve the power-flow equations. 
The dependent and independent variables for the power-flow equations are

 (1.99)

 (1.100)

where PGj
 is defined as P Pj Lj− . This power-flow step includes the solution of 

2 1n m− − equations for 2 1n m− −  states. The remaining 6 1m +  equations are 
solved using Newton’s method for the 6 1m +  states. The dependent and indepen-
dent variables for this set of machine equations are:

 (1.101)

 (1.102)

The steps for computing the equilibrium condition by the PNM are shown in 
Fig. 1.5.

Starting from the base case power-flow solution and the reference values of the 
generators that satisfy this condition, a disturbance in the network is introduced that 
changes the network topology. The machine equations are then solved using New-
ton’s method to give a new voltage value of the slack bus generator and a new volt-
age magnitude and real power output of the Power–Voltage (PV) bus generators.

These are the new independent variable values for the power-flow equations. 
Then the power-flow is solved to provide the new network voltages that are used 
to solve the machine equations. This loop of updating the independent variables in 
each equation set is made until the change in the power and voltage values of the 
generators becomes negligible.

In this technique, the calculation of the power and voltage values of the gen-
erators was done by solving all of the machine equations together using Newton’s 
method. This method alternates between this Newton solution and a standard pow-
er-flow solution. It does not exploit the natural decoupling between generator dy-
namics.

1.9.2  Decoupled Newton Method

All the machines are coupled together by the synchronism of the machine speed at 
equilibrium. In fact, the speed term ω  is the only term that couples the different 
machines together among the machine states. In the “decoupled Newton method” 

, 1,..., 2,...,T
i jpf V i m n j nθ = = + =′ x

1, , , , 1,..., 2,..., 1,...,T
i Gj Lk Lkpf V P P Q i m j m k nθ = = = =′ u
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(DNM), the speed term is solved for by only using the power-flow solution and 
the machine states of the slack bus generator. This decouples the calculation of the 
power and voltage values of the generators from other generator machine states.

As before in the PNM, the power-flow program is utilized to solve the power-
flow equations. Then the slack bus voltage magnitude and angle are calculated by 
solving the machine equilibrium equations for i = 1 using Newton’s method. The 
dependent and independent variables for this calculation are shown in (1.103) and 
(1.104). The decoupling of the machines allows the voltage magnitudes and angles 
of all the other buses, including generator buses, to be independent variables. These 
voltage values are obtained from the power-flow solution.

 
(1.103)

 (1.104)

The slack bus calculation must be made first in the DNM. This is because, while all 
the voltage magnitude, real power output, and machine speed values of each gen-
erator are updated after the calculation is made for all the generators, the slack bus 

1 1 1 1 1 1 1, , , , , ,T
d q fd Mmd V I I E Pθ ω = ′ x
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Fig. 1.5  Post-contingency 
equilibrium calculation. (Yeu 
2005)
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angle must be updated before the calculation of the next set of power and voltage 
values of the PV buses.

An update in the slack bus angle along with the other updates would just change 
the angle reference value of the power flow and would neglect the control of the 
power output of the slack bus generator driven by the power reference, Pc1

. The 
update in the slack bus angle is made before the other updates so that the power 
and voltage updates of the PV bus generators take into account not only its own 
control but also the slack bus generator power requirements through the network 
constraints.

The calculation of the remaining generator voltage and power values can be 
made in an arbitrary order using Newton’s method. The dependent and independent 
variables for this calculation are shown in (1.105) and (1.106) for , ,j m= …2 .

 
(1.105)

 (1.106)

The steps of the DNM are similar to those of the PNM. The starting point is the 
base case power flow. Then power and voltage reference values of the generators 
are calculated to satisfy the base case condition. After a line is opened, the slack 
bus voltage magnitude and angle are calculated and the slack bus angle is updated. 
Then the PV bus generator real power and voltage magnitude values are calculated 
in arbitrary order or in parallel as previously described.

If the change in the power and voltage values of the generators is within the 
tolerance range, then the equilibrium solution is reached. Otherwise, the power and 
voltage values of the generators are updated and used to calculate a new power-flow 
solution. Another set of power and voltage values of the generators are then calcu-
lated using the new power-flow solution and this loop of calculating the updates and 
calculating the power flow is repeated until the change in the updates is within the 
tolerance range.

Figure 1.5 with one modification describes these steps. The block for calculating 
the voltage and power values is replaced by m blocks. The first block represents the 
calculation of the slack bus voltage values and the update of the slack bus angle, 
and the remaining blocks represent the voltage and power update of each PV bus 
generators.

Since the machines are decoupled, the size of the Jacobian used in each of the 
Newton’s methods to calculate the machine states is 7 7×  for the slack bus calcula-
tion and 6 6×  for each of the m −1  PV bus calculations.

This is a significant reduction in the size of the Jacobian from the one used in 
the PNM, which is ( ) ( )6 1 6 1m m+ × + . Another advantage of the DNM is that dif-
ferent machine models can be incorporated for the equilibrium analysis easily. This 
is because of the fact that independent variables for a given machine stay the same 
for different machine models while the dependent variables are independent from 
other machine states.
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1.9.3  Test Cases

The post-contingency equilibrium analysis was done on two power-system cases 
using five methods:

•	 TDM
•	 FNM
•	 PNM
•	 DNM
•	 PFM

As a benchmark reference, a dynamic simulation using the PSS/E-30 software was 
run to equilibrium to calculate the post-contingency equilibrium state for the TDM. 
The next three methods were programmed in Matlab 7.0.1. The Power System 
Toolbox 2.0 power-flow program was used to solve the power-flow equations in 
the PNM, DNM, and PFM. The first test case was the so-called Western Electric 
Coordinating Council (WECC) nine-bus power system (Sauer and Pai 1998). This 
system contains three machines and nine transmission lines. Only three single line 
outage cases were stable according to the PSS/E simulations.

Out of these three cases, the maximum per unit differences of the voltage mag-
nitude and real power output from the four methods were compared to the results 
from the TDM equilibrium analyses with the results shown in Tables 1.1 and 1.2. 
The maximum differences are shown only for the generator buses.

The second case was the 57-bus test case (Power System Test Case Archive 
2014). This system contains 6 machines and 80 transmission lines. All but two sin-
gle line outage cases were stable.

The maximum per unit differences of the voltage magnitude and real power out-
put from the four methods were compared to the results from the TDM equilibrium 
analyses with the results shown in Tables 1.3 and 1.4. As before, the maximum dif-
ferences are only shown for the generator buses.

The results of the post-contingency equilibrium analysis using the FNM, PNM, 
and DNM and the results from the TDM are basically the same as would be ex-
pected. The only explanation we have for the errors shown is the truncation error of 

Table 1.1  Maximum pu voltage magnitude difference from TDM (nine-bus case)
Bus FNM PNM DNM PFM
1 0.0001 0.0001 0.0001 0.0031
2 0.0004 0.0004 0.0004 0.0088
3 0.0002 0.0002 0.0002 0.0131

Table 1.2  Maximum pu real power difference from TDM (nine-bus case)
Bus FNM PNM DNM PFM
1 0.0052 0.0052 0.0052 0.0311
2 0.0036 0.0036 0.0036 0.0184
3 0.0014 0.0014 0.0014 0.0177
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numerical integration to steady state and convergence mismatch of iterative solvers. 
This shows that the different equilibrium analyses with fixed control inputs accu-
rately characterized the post-contingency equilibrium states.

On the other hand, there are some significant differences between the PSS/E 
simulation (TDM) and the traditional contingency analysis (PFM). This is also ex-
pected since the voltage magnitude and the real power output of a generator do not 
necessarily stay constant from the base case to the post-contingency equilibrium 
state as is generally assumed in standard power-flow contingency analysis.

Generally, the voltage and power values did not deviate by a great amount from 
the base case to the post-contingency state. However, significant deviations such as 
the 0.06 pu voltage difference on bus 2 for the 57-bus case can occur. Deviations 
of this magnitude can affect the reliability of a power system considerably and can 
introduce errors in a contingency analysis.

1.10  Conclusions

Standard power flow is used to find system voltages for a specified level of loading 
or interchange (regardless of the dynamic load model). It is also the starting point 
for determining the initial conditions for dynamic analysis. The standard power-
flow Jacobian can provide information about the existence of a steady-state equilib-
rium point for a specified level of loading or interchange. There are two very special 
cases when the determinant of the standard power-flow Jacobian implies something 
about the steady-state stability of a dynamic model.

Table 1.3  Maximum pu voltage magnitude difference from TDM (57-bus case)
Bus FNM PNM DNM PFM
1 0.0001 0.0001 0.0001 0.0054
2 0.0003 0.0003 0.0003 0.0653
3 0.0004 0.0004 0.0004 0.0141
6 0.0002 0.0002 0.0002 0.0162
8 0.0001 0.0001 0.0001 0.0015
9 0.0004 0.0004 0.0004 0.0372
12 0.0002 0.0002 0.0002 0.0058

Table 1.4  Maximum pu real power difference from TDM (57-bus case)
Bus FNM PNM DNM PFM
1 0.0058 0.0058 0.0058 0.2793
2 0.0027 0.0027 0.0027 0.0442
3 0.0076 0.0076 0.0076 0.0453
6 0.0021 0.0021 0.0021 0.0440
8 0.0045 0.0045 0.0045 0.0532
9 0.0027 0.0027 0.0027 0.0440
12 0.0054 0.0054 0.0054 0.0501
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While these two cases have been presented previously, the extensions here il-
lustrate the validity of the basic results. Both of these cases involve very drastic 
assumptions about the synchronous machines and their control systems. The load 
level, which produces a singular power-flow Jacobian, should be considered an 
optimistic upper bound on maximum loadability. The actual upper bound would be 
either the same or lower since it requires both the existence of a solution and stable 
dynamics.

For voltage collapse and voltage instability analysis, any conclusions based on 
the singularity of the standard power-flow Jacobian would apply only to the phe-
nomena of voltage behavior near maximum power transfer. Such analysis would not 
detect any voltage instabilities associated with synchronous machine characteristics 
or their controls.

This chapter also addressed the issue of post-contingency steady state condi-
tions. New analytical methods of computing the post-contingency equilibrium state 
of a power system have been described and illustrated. The main observation is 
that all of the methods provide a solution, which agrees reasonably well with the 
so-called exact solution of a dynamic simulation run to steady state. The particular 
illustrations also indicated that there can be substantial error between this true post-
contingency equilibrium and standard power-flow contingency analysis.

The FNM is a brute force analytical method requiring an entirely new software 
program to solve all of the machine and network equations simultaneously. The 
PNM is an alternative method that divides the solution into two parts—one utilizing 
a standard power-flow program and another new one for the machine equations—
alternating solution updates. The DNM is the most promising method because it 
exploits the utilization of a standard power-flow program and also decouples the 
machine equations so that they can be solved by a very low-order iterative program. 
This also allows the extension to more detailed generator dynamic models that in-
clude more complex local dynamics and control actions.

Recent activity in this area has focused on using phasor measurement unit data 
to detect steady-state stability criteria. This activity is summarized in Reinhard 
et al. (2013) where Thévenin equivalents are used to represent complete systems 
on either side of each transmission line. The results propose that as the system ap-
proaches a steady-state stability limit, the angle across the entire system approaches 
90° (between the two Thévenin equivalents) for at least one line in the system.
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Abstract This chapter addresses the theoretical foundation of a field-proven 
real-time steady-state stability tool (The commercial name of this tool is Siemens 
Spectrum Power QuickStab. The software is owned by Siemens AG, Germany, 
and is seamlessly integrated with the Spectrum Power SCADA/EMS platform 
and SIGUARD® Dynamic Security Assessment suite) that quickly and reliably 
quantifies and visualizes the risk of blackout due to instability. The approach is 
inspired from Paul Dimo’s steady-state stability analysis method and uses the 
Bruk–Markovic reactive power stability criterion in the REI Nets framework to 
determine how far the power system is from a state where voltages may col-
lapse and generators may lose synchronism. The technique derives its speed and 
robustness from Dimo’s sound approximations and simplifying assumptions, 
which are analyzed and substantiated. Metrics that quantify the distance to insta-
bility and to the security margin are also discussed, along with innovative tools 
that extract and visualize essential information from the large amount of compu-
tational results.

2.1  Introduction

Modern transmission networks must sustain megawatt (MW) transfers that can be 
quite different from those for which they were planned. This is because energy 
transactions across multi-area systems may cause parallel flows, excessive network 
loadings, and low bus voltages. Under certain conditions, such degraded states may 
lead to blackouts—but how to quantify the risk of blackout? How to do it quickly in 
real time, using input from the most recent state estimate and displaying the results 
before the immediately next state estimation cycle, so that the operator could make 
truly online, split-second decisions? And how to extract essential information from 
large amounts of data and computational results and present it in formats that can 
be instantly understood and relied upon?

AQ1
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The industry has taken for granted concepts such as the Available Transfer Capability 
(ATC), Total Transfer Capability (TTC), and Transmission Reliability Margin (TRM), 
but was slow to recognize the need to run real-time stability checks after every single 
state estimation solution and after each market clearing computation.

According to the North American Electric Reliability Corporation (NERC; 
NERC 1966), the TTC is given by

Thermal and voltage limits can reliably be defined off-line. They are predictable 
and can even be briefly violated. But how about “stability limits?” NERC’s Policy 
9 (NERC 2000) requires reliability coordinators to compute “stability limits” for 
the current and next-day operation processes to “foresee whether the transmission 
loading progresses or is projected to progress beyond the operating reliability lim-
it.” This is easier said than done, for detecting thermal and voltage violations is 
relatively straightforward, whereas defining, quantifying, and computing “stability 
limits” is an altogether different proposition, especially if it has to be done online.

In order to qualify for real-time deployment, the stability software must, of 
course, be fast and reliable but, in addition, it should also provide the ability to iden-
tify, quantify, and visualize the stability limits, as opposed to just assessing whether 
a given condition is stable or unstable.

Many, if not most, stability tools available until a few years ago, would not meet 
both these requirements. They “determine whether a given condition is stable or 
unstable, [but] have not been efficient in quickly and automatically determining the 
stability limits” (Kundur 1999).

Actually, Professor Kundur’s statement was an understatement, in the sense 
that the term “stability limit” was used without having been explicitly defined or 
mathematically quantified—not only in this widely quoted reference but also in 
the literature available at that time. Common sense suggests that if conventional 
techniques can neither quantify the stability limit, or limits, nor perform split-
second computations, an alternate paradigm, perhaps entailing simplifications, 
should be used—provided that such simplifications would come from sound as-
sumptions and lead to algorithms that are fast and provide dependable answers as 
well.

Indeed, a method that meets these requirements was developed in Europe in 
the early 1960s by Paul Dimo (Dimo 1961, 1975) and introduced in the USA in 
the 1990s (EPRI 1992, 1993; Savulescu et al. 1993; Erwin et al. 1994). It quickly 
became obvious that, if taken from the drawing board to the real life, this approach 
does have the potential to overcome the real-time stability challenge. As a result, 
practical features were incorporated and a commercial-grade stability tool was de-
veloped and, then, deployed in actual power system control centers (Gonzalez 2003; 
Avila-Rosales et al. 2004; Savulescu 2004; Tweedy 2004; Avila-Rosales and Giri 
2005; Vergara et al. 2005a; Campeanu et al. 2006; Virmani et al. 2007; Vickovic 
et al. 2009; Arnold et al. 2009; Eichler et al. 2011; Stottok et al. 2013).

TTC Min Thermal Limit  Voltage Limit  Stability Limit= { }, ,
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The subsequent sections of this chapter:

•	 Discuss	the	general	background
•	 Address	the	benefit	of	approaching	the	real-time	stability	problem	through	the	

steady-state stability prism
•	 Review	 the	mathematical	 foundation	 of	Dimo’s steady-state stability analysis 

method
•	 Briefly	close	the	gap	from	theory	to	implementation	and	review	a	set	of	user-

friendly visualization tools inspired from the otherwise cryptic Nodal Images 
originally introduced by Dimo half a century ago.

2.2  General Background

2.2.1  In Search of the Stability Limit

Conceptually, the “stability limit” is a local property of the system state vector: For 
each new solution of the system of equations that describe the system state, there 
is a new stability limit. For example, the stability conditions change when static 
capacitors and shunt reactors are switched. Likewise, transformer tap changes, line 
outages, load variations, and generator trips affect the distance to instability. To 
further complicate things, the stability limit also depends upon the path followed to 
approach it: different search paths may lead to different stability limits.

Simply stated, stability limits exist, are not fixed, and change with the total 
MW system grid utilization,1 bus voltage profile, network topology, and the path 
followed to approach them. It is precisely because of this changing nature of the 
stability limits that they must be recalculated as often as possible—assuming, of 
course, that a metric has previously been defined so that such stability limits could 
be quantified.

Furthermore, instability develops instantly and leaves no time to react, so, in ad-
dition to the need of indices that quantify the distance to instability, the ability must 
also be provided to rapidly recompute the underlying indices for each new system 
state, after each state estimate, and after each load flow.

2.2.1.1  Transient and Voltage Stability Limits2

The main directions investigated in the industry during the past two decades point 
primarily at transient stability and voltage stability. On the transient stability venue, 

1  When the system is importing power, the total MW system grid utilization is calculated by sum-
ming up the total MW generation with the total imported MW; when exporting power, the total 
MW system grid utilization is the total generated MW. In other words, this number shows how 
many MW are currently “circulating” in the transmission system.

2 Portions of this section have been reprinted with permission from Savulescu, S.C. (2004).
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much work was done to develop “transient stability indices” aimed at computing 
the “degree of stability”3 (Kundur 1999).

Regardless of the specific details, these methods follow similar scenarios:

•	 Start	with	a	base	case	and	a	postulated	major	contingency
•	 Derive	a	“severity	index”	for	this	contingency
•	 Compute	new	power	flows for successively degraded states
•	 Repeat	the	sequence	until	either	the	load	flow	diverges	or	an	unstable	case	has	

been obtained

Their limitations are similar, too:

•	 Computational	burden,	which	some	authors	attempted	to	alleviate	by
−	 merging	all	the	machines	into	an	equivalent	generator,	which	makes	it	impos-

sible to identify the dangerous generators and their impact on the system sta-
bility conditions

−	 using	 the	 infinite	bus	assumption,	 i.e.,	 implying	 that	voltages	are	constant,	
although, in real life, the bus voltages drop when the power system is 
approaching a state where instability might occur

•	 Need	to	examine	a	huge	set	of	disturbance	scenarios,	thus	further	escalating	the	
computational complexity

Voltage stability, also known as load stability (Venikov 1977; Barbier and Barret 
1980; Vournas et al. 1996), refers to the maximum MW that can be transferred to a 
given load bus prior to the occurrence of voltage collapse. But in order to develop 
a system-wide view from such bus-oriented calculations, the procedure must be 
repeated for all the load buses, which becomes computationally expensive for large 
system simulations.

A more serious limitation comes from the load model. If the load is modeled 
as constant impedance, the bus MW initially increases up to a maximum, then it 
gets smaller and dual power states (same power at different voltages) are obtained 
(Ionescu and Ungureanu 1981)—and this is what actually causes the “nose” pattern 
of the P–V curves. But dual states cannot happen in real life, and the validity of any 
P–V curve drawn on this basis is questionable.

Let us mention en passant the inadequacy of “assessing stability” by running 
load flows at successively increased load levels and stopping when the load flow 
diverged. While it is true that Newton–Raphson load flows diverge near instability 
(Venikov et al. 1975), they may diverge for many reasons. Sauer and Pai (Sauer 
and Pai 1990) have demonstrated that “for voltage collapse and voltage instability 
analysis, any conclusions based on the singularity of the load-flow Jacobian would 
apply only to the voltage behavior near maximum power transfer. Such analysis 
would not detect any voltage instabilities associated with synchronous machines 
characteristics and their controls.”

3  With all the respect due to Professor Kundur, this often-quoted paper uses the term “degree of 
stability” as an a priori concept but neither defines nor quantifies it.
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Perhaps the most significant challenge is the representation of generators, which 
must be taken into account (Barbier and Barret 1980; Ionescu and Ungureanu 1981; 
Sauer and Pai 1990; Kundur and Morison 1993). In the world of continuation load 
flows, this is a classic catch-22 situation: If the generator reactances are not in-
cluded in the power system model, the ensuing load-flow calculations are meaning-
less from the point of view of stability; if the machine reactances are represented, 
the values of the generators’ internal electromotive force (emf), which are typically 
much higher than 1.0 pu, would cause the load-flow calculations to diverge.

One way out of this dilemma is to represent the machines in detail, via transfer 
functions, in which case, much more complex algorithms would have to be de-
ployed (EPRI 1992; Morison et al. 2004), thus significantly increasing the compu-
tational burden—or, even better, to change gears entirely and move into the much 
more promising realm of steady-state stability.

2.2.1.2  The Steady-State Stability Connection

Steady-state stability4 is the stability of the system under conditions of gradual or 
relatively slow changes in load (Crary 1945). Accordingly, the steady-state stability 
limit (SSSL) of a power system is “a steady-state operating condition for which the 
power system is steady-state stable but for which an arbitrarily small change in any 
of the operating quantities in an unfavorable direction causes the power system to 
lose stability” (IEEE 1982; Navarro-Perez and Prada 1993).

Voltage collapse, units losing synchronism, and instability caused by self-ampli-
fying small-signal oscillations are all forms of steady-state instability. Empirically, 
the risk of steady-state instability5 is associated with low real/reactive power re-
serves, low voltage levels, and large bus voltage variations in the presence of small 
load or generation changes.

Recurring “temporary faults” where breakers trip without apparent reason, i.e., 
are disconnected by protection without being able to identify the fault, might also be 
indicative of steady-state instability. Breaker trips can happen when loads increase 
due to “balancing rotors” of generators that trip near instability and then get back in 
synchronism. In some cases, “the resynchronization happened after the rotor turned 
360°, which, in turn, led to lower voltages” (Dimo 1968).

The possibility of operating for a very short time in an unstable operating state 
and resynchronization due to the action of fast voltage controllers has been known 
for a long time (Magnien 1964). Also, according to the same report, “any network 

4  By “steady-state stability,” we refer to the classical concept described by Crary (1945), Venikov 
(1977), IEEE (1982), and Anderson and Fouad (1990), as opposed to “small-signal stability,” as 
it is understood nowadays (IEEE/CIGRE 2004).

5  Throughout the remainder of this chapter and, in general, in the literature that addresses Dimo’s 
concepts and related stability applications, “steady-state instability” actually refers to “aperiodic 
steady-state instability” and assumes that self-amplifying system oscillations either do not occur 
or have been prevented by the existence of power system stabilizers.

AQ3
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that meets the steady-state stability conditions can withstand dynamic perturbations 
and end in a stable operating state” (Magnien 1964).

The SSSL spans a promising landscape. First and foremost, it is quantifiable, as 
shown in the Sect. 3.4.1. Then, it does represent an operating limit, in the sense that 
operating conditions immediately below SSSL become unstable if a small change in 
any of the operating quantities in an unfavorable direction takes place.

Simplicity is another benefit: For a given topology, load and generation condi-
tions, and reactive compensation scenario, the SSSL is simply the total MW grid 
utilization of the transmission system, including both internal generation and tie-
line imports, where voltages may collapse and units may lose synchronism.

Furthermore, although the SSSL depicts an unsafe state, the algorithm used to 
compute it can be reversed to determine a security margin, thus potentially eliminat-
ing the need to perform dynamic simulations, if the total base case MW system grid 
utilization is below such “security margin” (Moraite et al. 1966).

On this basis, a metric of system-wide indices emerges and provides for quanti-
tatively assessing “how far from SSSL” and “how safe” is a given operating state. 
One pillar of this metric is the steady-state stability reserve index; the other one is 
the security margin index. Both these indices change, and need to be computed, for 
each new system state—and, together, they span the concept of stability envelope, 
as shown in the following section.

2.2.2  Transient stability limit , total transfer capability, and the 
Stability Envelope

A Transient Stability Limit (TSL) also exists (Navarro-Perez and Prada 1993), but, 
as opposed to SSSL, and because of the computational algorithms and strategy used 
to detect transient instability, it is not quantifiable through a specific formula. In 
order to find it, transient stability simulations would have to be performed for each 
potential fault starting from a base case scenario and continuing with a sequence of 
successively degraded operating states until the first unstable state has been found.

The intrinsic computational complexity and the large number of credible contin-
gencies render such a problem practically unsolvable.

However, intuition suggests (Fig. 2.1) that:

•	 For	a	given	set	of	relay	settings,	TSL depends, just like the SSSL, upon topology, 
voltage levels, and total MW system grid utilization.

•	 For	any	system	state,	SSSL and TSL are interrelated and move in the same direc-
tion: if SSSL is high, TSL is also high, and vice versa.

In the past, empirical values approximating the TSL/SSSL ratio have been used to 
compute a “safe” MW system grid utilization, referred to as security margin, such 
that, for any system state with a steady-state stability reserve smaller than it, no 
contingency, no matter how severe, would cause transient instability (Moraite et al. 
1966; Dimo et al. 1971).
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The security margin, which is expressed as a percentage of the steady-state sta-
bility reserve, depends upon topology, loads, generators, and reactive compensa-
tion. It changes from system to system and, for a particular power system, must be 
reassessed periodically and for alternate operating scenarios.

For example, extensive studies and operational experience with the Romanian 
power system, as it was in the 1960s and 1970s, led to setting the security margin 
at 15 % for normal operating conditions and 8% for contingency cases (Dimo et al. 
1971).

We do not know if a mathematical formula relating TSL and SSSL can be devel-
oped analytically, but the empirical approach described in Vergara et al. (2005a) can 
be expanded to build the following heuristic:

1. Start with a base case load flow for peak load conditions and compute the SSSL 
and related security margin.

2. Run an extensive suite of transient stability simulations. If no instability has been 
detected, go to Step 5. If at least one contingency (fault) case was found to be 
unstable, go to Step 3.

MW

δ

SSSL = Maximum Power Transfer Limit  = 
EV
 X

VE

X

Operating states below TRM are
supposed to be safe 

TSL = TTC = Total Transfer Capability
TRM = Transmission Reliability Margin

Fig. 2.1  TTC and TRM seen from the steady-state stability perspective
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3. Use the security margin MW generation schedules from Step 1 to calculate a new 
base case load flow.

4. For the load flow computed in Step 3, run an extensive suite of transient stability 
simulations.

5. If no instability has been detected, repeat Step 4 for successively increased MW 
levels until at least one contingency causes transient instability. The steady-state 
stability reserve for the immediately precedent state is the security margin of the 
system under evaluation.

6. If the Step 4 calculations detected at least one contingency (fault) that would 
cause instability, build a new load-flow case for a slightly reduced load level and 
repeat the transient stability checks. If no instability has been detected, recalcu-
late the SSSL and the steady-state stability reserve, which is the security margin 
of the system under evaluation.

The MW value of the security margin represents a “safe system MW loading limit” 
that can be interpreted as a stability envelope (Fig. 2.2).

Assuming there are no thermal violations, i.e., if the TSL in Fig. 2.2 is the same 
as NERC’s TTC, the stability envelope corresponds to NERC’s definition of TRM 
and is obtained as follows:

Fig. 2.2  The “stability envelope”
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•	 First: Starting from a state estimate or solved load flow, determine the steady-
state stability reserve, i.e., the distance to SSSL.

•	 Subsequently: For a postulated x% value of the security margin, determine the 
corresponding safe system MW loading below the SSSL.

The computation of the steady-state stability reserve can be accomplished both by 
detailed analysis and via approximate methods. Detailed steady-state stability meth-
ods have been proposed (Arie et al. 1973) but do not seem to have been actually 
implemented.

By contrast, approximate methods, if fast and reasonably accurate, are attractive 
both for real-time and for off-line stability checks. Dimo’s technique belongs to this 
category. At the time when it was introduced, it was used in operations and long-
range planning. Its recent extensions improved the computational speed and robust-
ness and, with the newly added visualization capabilities, it has been implemented 
and successfully used in real time for several years. This topic is addressed in the 
following section.

2.3  Overview of Paul Dimo’s Steady-State Stability 
Analysis approach

2.3.1  General

Paul Dimo’s methodology is predicated on the following major concepts:

•	 Short-circuit	current’s	network	transformation that leads to an REI Net
•	 Vectorial	representation	of	the	short-circuit	currents	on	a	Nodal	Image
•	 Use	of	the	reactive	power	voltage	and	steady-state	stability	criterion in conjunc-

tion with the Nodal Image
•	 ase-worsening	 procedure	 for	 computing	 successively	 degraded	 power	 system	

states when performing system-wide stability analysis

2.3.2  Short-Circuit Currents and REI Nets

Let us consider a typical power system network (Fig. 2.3) and let I , Y  and V  be 
the vector of complex injected currents, matrix of complex nodal admittances, and 
vector of complex bus voltages. The steady-state conditions of this network are 
given by

 (2.1)

 (2.2)

I YV=

S I Vk k k= *
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where Sk
is the complex power injected into the bus k, Ik

*  is the conjugate of the 
complex current injected into the bus k, and Vk

is the complex bus voltage of the bus 
k. The load buses are numbered sequentially after the generator buses as follows: 
1 … m … G generator buses and i … N load buses, where, for convenience, G + 1 
was noted as i.

The standard approach to evaluate the system generators’ impact on a specific 
load bus, let us say the load bus L1, is to linearize all the other load buses, i.e., 
replace the injected currents with constant admittances, include these admittances 
in the diagonal term of Y , and perform Gauss–Seidel eliminations to reduce the 
system to a network encompassing only the 1 … G generator buses and the load bus 
L1. Figure 2.4 shows how the power system network depicted in Fig. 2.3 is “seen” 
from the load buses L1 and L2.

This process, which allows seeing the system generators from any load bus in the 
power system network, has been used extensively in the voltage stability literature, 
e.g., (Barbier and Barret 1980) and is known as the short-circuit currents trans-
formation. The currents that flow from generators to the load bus in the reduced 
network are none other than the currents from the bottom equation obtained from 
Eqn (2.1) after eliminating the linearized buses (Fig. 2.5).

If the bus voltages of the generator nodes are the internal voltages of the genera-
tors applied at the ends of their internal reactance (synchronous, transient, etc.), then 
the two components of the current Ii

 in Fig. 2.5 are short-circuit currents (perma-
nent, transient, etc.):

•	 ΣY Eim im  is the symmetric threephase short-circuit current flowing into the bus i 
in the case where the voltage Vi = 0

•	 ( )ΣY Y Vi io i+  is the “no-load short-circuit current” of the bus i and corresponds 
to the short-circuit current at the bus i if the load current was equal to zero before 
the short circuit.

G2G1

G3

L2

L1

Fig. 2.3  Typical power 
system network
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REI Net representing the
generators and the study bus i 

Power system network after retaining
only the generators and the study bus i 

Imshc = Ishc
full-load short-circuit current
into the study bus i 

no-load short-circuit current load current

1

i

m

G
Imshc

Ishc-0 I

E1 EG

Em

Yim

Yio

iVi

Ii = Yim Em - Yii Vi
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Ii = Yim Em - ( YΣ

Σ

Σ

Σ

ii + Yio) Vi Ii = Ishc - Ishc-o
Fallou's Theorem

Σ

Fig. 2.5  Short-circuit currents and short-circuit admittances. The REI Net
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Fig. 2.4  System generators “seen” from load buses
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This radial network of short-circuit admittances, or REI Net,6 in Dimo’s terminol-
ogy (Dimo 1962), is built for a reference state, or base case, for which a load-flow 
computation has been performed and converged. The base case may depict a peak 
load case or some other system state involving certain particular features, e.g., high 
percentage use of hydraulic power, single or multiple line and/or generator contin-
gency, and so on.

The study-bus retained in the model may be actual or fictitious. If it is an actual 
load bus connected directly to generators, the machines are “seen” via the short-cir-
cuit currents that flow across the actual admittances between generators and load. If 
the study-bus is an actual load bus connected to generators through a typical trans-
mission network, the generator buses are “seen” via short-circuit currents flowing 
across short-circuit admittances between generators and the load bus.

If the study-bus is a fictitious load center, i.e., an equivalent bus where all the 
system loads have been aggregated by inserting a Zero Power Balance Network 
and reducing the system to the particular type of REI Equivalent shown in Fig. 2.6, 
the machines are “seen” via the short-circuit currents that flow across short-circuit 
admittances between generators and the fictitious load bus.

The generator buses may correspond to either actual synchronous machines or 
virtual generators introduced to model tie-line imports, static VAr compensators 
(SVCs), Direct Current (DC) injections, etc. It must also be strongly emphasized 
that in the model built for the purpose of assessing stability, as opposed to a con-
ventional REI Equivalent, the machines, either real or virtual, must be represented 
explicitly, and should not be merged into an equivalent generator.

The REI Net, without introducing any approximations, allows “seeing” the 
power system network from any bus, either real or fictitious, radially connected 
with generators via admittances, either actual, i.e., internal generator admittances, 
or virtual, i.e., short-circuit admittances. As such, it provides a certain amount of 
information, although rather limited, about the base case for which the short-circuit 
admittances have been computed.

For example, the module of a short-circuit admittance gives a preliminary in-
dication about the effect of the associated generator on the state of the study-bus. 
Since, for normal states, the voltages Em

 may vary only within a narrow range 
around the nominal value, it is the short-circuit admittance, i.e., the admittance of 
the radial branch and the angle across it that have the main impact. Actually, this is 
a simple way to identify generators and tie-line injections that are negligible when 
seen from a study bus and to recognize system areas whose impact on the study-
bus is significant. The short-circuit admittances’ ability to visualize how significant 
the machines are as seen from a load bus has also been noted by other authors, e.g. 
Barbier and Barret (1980).

6  The REI Net is quite different from the so-called REI Equivalent. The former is a radial network 
of short-circuit admittances that connect the generators to a specific bus, whereas the latter is 
a reduced model of the power system where the generators have been aggregated into one or 
several equivalent generators and the loads have been aggregated into one or several equivalent 
load centers (Dimo 1968, 1975; Tinney and Powell 1977; DyLiacco et al. 1978; Wu and Nara-
simhamurti 1979; Oatts et al. 1990; Savulescu 1981).
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We will return to this topic in Sect. 4.2.2. For the moment, let us just say that 
the short-circuit admittances can help understand the structure of the transmission 
system, but not more than that. It is only when the REI Net is associated with its 
“nodal image” that a large amount of meaningful information can be obtained by 
simple “visualization.”

2.3.3  The Nodal Image

The Nodal Image of a bus, either actual or fictitious, is a diagram that shows in 
 detail the short-circuit currents that flow from generators towards that bus across 
the short-circuit admittances. It is a vectorial representation of the short-circuit cur-
rents in a system of coordinates defined as follows:

•	 The	ordinate	axis	is	in	the	direction	of	the	active	current	Iw.
•	 The	abscissa	axis	is	in	the	direction	of	the	reactive	current	Id.

We will illustrate this concept in two steps—first, an elementary Nodal Image of a 
synchronous machine connected to a load, then a generalized Nodal Image that can 
be used to depict the state of any network as “seen” from any actual or fictitious bus.

Let us consider a generator with internal emf and impedance equal to E  and Z
, respectively,connected at full load to a bus where the voltage has the value V  and 
its phasors are used for reference (Fig. 2.7).

Synchronous Machines

Other Injections

IFL, SFL

Loads

Ground

YFL

VFL

I'FL

Yi-o

m i

Fictitious Load Center

Fictitious Ground

Fig. 2.6  Dimo’s Zero Power Balance Network used to build a fictitious load center

 



40 S. C. Savulescu

The symmetric threephase short-circuit current of the generator is given by

 (2.3)

If the machine was functioning in no-load conditions prior to the short-circuit, its 
short-circuit current would be given by

 (2.4)

and with the notation

 (2.5)

I
E

Z
Y Eshc = =

I
V

Z
YVshc− = =0 ,

tan
X

R
ϕ =

Generator (emf = E) injects the current I into the bus O (bus voltage module = V)

Ishc = full-load short-circuit of the generator

= angle between E and V, where V is used as reference
Ishc-o = no-load short-circuit of the generator 

 
Id

Id

Iw

Iw

I

 

O

φ

δ

δ

γ

Fig. 2.7  Nodal Image of a synchronous machine connected to a load bus
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we have |Z ϕ and |Y ϕ .
By taking V  as phase origin and noting with δ  the angle between E and V , the 

full-load current of the machine can be expressed as:

 (2.6)

The complex power on the machine’s terminals is given by

 (2.7)

 (2.8)

 (2.9)

With the notations 90γ ϕ°= −  and tan
R

X
γ = , we get:

 (2.10)

 (2.11)

The real, or “watted,” and reactive, or “de-watted,” components of the generator 
currents are given by

 (2.12)

 (2.13)

respectively, and since YV  and YE  are the moduli of the of the no-load and full-
load short-circuit currents of the generator, respectively, we obtain:

 (2.14)

 (2.15)

The general case of G generators connected to a load bus, either actual or fictitious, 
through short-circuit admittances is illustrated in Fig. 2.8.

Simple vectorial algebra manipulations result in the following equations:

 (2.16)

( ) .I E V Yδ ϕ= − −

2( ) .P jQ E V VY EVY V Yδ ϕ ϕ δ ϕ+ = − − = − −

2cos( ) cosP YEV YVϕ δ ϕ= − −

2sin( ) sin .Q YEV YVϕ δ ϕ= − −

2sin( ) sinP YEV YVδ γ γ= + −

2cos( ) cos .Q YEV YVδ γ γ= + −

w sin( ) sinI YE YVδ γ γ= + −

d cos( ) cos ,I YE YVδ γ γ= + −

0sin( ) sinw shc shcI I Iδ γ γ−= + −

0cos( ) cos .d shc shcI I Iδ γ γ−= + −

0 0sin sin sin( )wm shc m m w shc m m shcm m mI I I Iγ γ δ γ− −Σ + Σ = + Σ = Σ +
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 (2.17)

In other words:

•	 The	real	component	 Iw
 of the total current flowing from generators to the load 

bus is equal to the sum of the full-load short-circuit currents projections on the 
ordinate axis minus the sum of the no-load short-circuit currents projections on 
the ordinate axis.

•	 The	reactive	component	 Id
 of the total current flowing from generators to the 

load bus is equal to the sum of the full-load short-circuit currents projections on 
the abscissa axis minus the sum of the no-load short-circuit currents projections 
on the abscissa axis.

With the notations from Fig. 2.8 and remembering that V is the phase origin, the 
Eqs (16) and (17) can be rewritten as:

 (2.18)

0 0cos cos cos( ).dm shc m m d shc m m shcm m mI I I I Iγ γ δ γ− −Σ + Σ = + Σ = Σ +

0 0 .shc shc m m m

m m

I I I Y E Y Y V−= − = − +
 
  ∑ ∑

Iw

Id

O2

O1

Om

Om-1

O0

I

OG-1 OG

Ishc-oIshc

I Iw

Id

1
m2

G

I
V

δ

γ

Fig. 2.8  Multiple generators connected to a bus via short-circuit admittances
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In addition to the information about currents and powers, the Nodal Image also 
provides information about voltages:

•	 The	angles	 mδ  measure the angle between the phasors Em and the voltage V , 
which is used as reference—therefore, the angle differences between the internal 
voltages of the generators retained in the model can be visualized by simply 
comparing their full-load short-circuit currents with the no-load short-circuit 
 currents.

•	 The	magnitude	of	the	V voltage is proportional to the projection of the total full-
load short-circuit current on the abscissa axis and may be measured by using a 
conveniently established scale.

Let us note that a generator injection represents an actual current only if the respec-
tive branch corresponds to a machine directly connected to the load bus. If this is 
not the case, the currents calculated with the previous formulae represent the con-
tribution of each machine to the total current injected into the load bus. If similar 
REI Nets are built for all the load buses, the actual currents injected in generator 
buses can be calculated by adding the contributions of each generator node to the 
REI Nets.

Also important is the representation of generators. The base case is obtained from 
a load-flow calculation by modeling either the high-voltage busbars of the power 
stations, which is typical in planning studies, or the machine terminals, which is the 
current practice in real-time and study-mode network analysis as deployed in sys-
tem operations. But neither approach can represent the internal admittances of the 
generators because, due to the ensuing emf values, which are higher or much higher 
than 1.0 pu, the load flow would diverge. Stability calculations, however, must take 
into account the behavior of the generators—otherwise, they would be meaningless.

Dimo solved this problem in a simple and elegant way. After the base case has 
been obtained, but prior to computing the short-circuit currents, the Y matrix is 
extended with the generators’ internal admittances, which may correspond to syn-
chronous reactances or some other reactance.

If synchronous reactances were used, the Nodal Images would give information 
about permanent short-circuit currents (without regulation) and about the “natural” 
stability of the system. For steady-state stability studies, where the effect of fast 
voltage controllers must be reflected, the generators are represented through tran-
sient reactances. Further details about the representation of generators are provided 
in the Sect. 3.4.2.

2.3.4  Reactive Power dQ/dV Stability Criterion

2.3.4.1  Exact, Algebraic and Practical Steady-State Stability Criteria

The conventional method of the small oscillations for estimating the steady-state 
stability (Anderson and Fouad 1990; Sauer and Pai 1990; Venikov 1977) consists of 
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examining the eigenvalues of the characteristic equation associated with the system 
of differential equations that describe the free transient processes after a small dis-
turbance takes place in an automatically controlled power system.

The necessary and sufficient condition for steady-state stability is that all the real 
parts of the eigenvalues be negative (Venikov 1977, p. 216). The analysis encom-
passes the following steps:

•	 Describe	the	transient	processes	in	the	form	of	a	system	of	nonlinear	differential	
equations

•	 Linearize	the	equations	around	the	solution	point	by	expanding	them	into	a	Tay-
lor series and retaining only the linear (first order) terms

•	 Calculate	the	main	(characteristics)	determinant	and	its	minors	and	develop	the	
characteristic equation

•	 Determine	the	sign	of	the	real	roots	and	the	sign	of	the	real	part	of	the	complex	
roots of the characteristic equation.

The approach is laborious and is replaced by determining relationships between the 
roots and the coefficients of the characteristic equation. Venikov calls these rela-
tions steady-state stability criteria (Venikov 1977, p. 216) and classifies them into 
algebraic (Routh–Hurwitz), frequency-domain (Nyquist), and practical.

A necessary condition for steady-state stability is derived from the Hurwitz cri-
terion by evaluating the sign of the last term of the characteristic equation, which is 
the Jacobian determinant D. A change of sign from positive to negative (all Hurwitz 
determinants are positive) with further loading of the system indicates aperiodic 
instability. The instability in the form of self-oscillations, however, remains unre-
vealed by this method (Venikov 1977, p. 138).

If the generators are radially connected to a nodal point, and if, based on practical 
considerations, it may be assumed that some operating variables are constant, the 
condition D = 0 leads to “practical criteria” that are valid within certain limits, for 
example, the synchronizing power criterion / 0dP dδ > , which assumes constant 
frequency and constant voltage at the nodal point, and the reactive power voltage 
and steady-state stability criterion / 0dQ dV < , which assumes that the frequency 
is constant and the power balance is maintained at the load node (Venikov 1977, 
p. 138).

At the first sight, the requirement that the network be radial may seem impos-
sible to meet, for power system transmission networks are never radial. However, 
Dimo recognized that the practical criteria match perfectly with the case of a power 
system network that has been replaced with an REI Net, which, in fact, is a radial 
network—not a radial network of physically identifiable admittances, except for 
the particular case of generators directly supplying a load, but a radial network of 
short-circuit admittances connecting the system generators to a central node. This 
is the case of both REI Nets built for actual load buses and REI Nets where all the 
system loads have been aggregated into a fictitious load bus, as shown in Fig. 2.9.

Dimo used the reactive power voltage and steady-state stability criterion 
/ 0dQ dV <  in conjunction with the Nodal Image and obtained a simple and efficient 
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steady-state stability evaluation algorithm (Dimo 1961, 1975), which is  described 
in detail in Sect. 3.4.4.

But before developing the general expression of Dimo’s formulation of the 
 reactive power voltage and steady-state stability criterion / 0dQ dV < , we need to 
discuss further aspects of generator and load modeling.

2.3.4.2  Modeling the Generators

Two approaches are possible for modeling the machines: representing in detail the 
excitation control systems, or using approximate models.

In planning studies where system alternatives must be explored in detail, e.g., 
when simulating past events that have actually occurred, or when developing pro-
tection schemes and operating criteria to maintain the power system stability, ac-
curate modeling is necessary and requires detailed generator models. In the ini-
tial stages of such studies, though, or in operations planning studies, “simplified 
 models may be adequate for real-time determination of operating limits and for 
some  contingency analysis studies” (IEEE 1990).

The simplest model is the classical model, which consists of a constant voltage 
E′ = const.  behind the transient reactance 'dx (IEEE 1990; Anderson and Fouad 
1990; Venikov 1977; Dimo 1975). E′  is determined from the pretransient con-
ditions. During the transient condition, the magnitude E′  is maintained constant 
while its angle δ  is considered the angle between the rotor position and the voltage 
V  on the machine’s terminals.

Bus-Level Stability AnalysisSystem-Wide Stability Analysis

Bus Load

Real Part: P [MW]

Imaginary Part: Q =  YV2

Option 2: Y at cos φ constant 
Option 1: Y = constant 

E1 EG

Em

Actual Load Bus

Real Part: P [MW]

Imaginary Part: Q = YV2

Option 2: Y at cos φ constant 
Option 1: Y = constant 

Total System Load

E1 EG

Em

Equivalent Load Center

Fig. 2.9  Short-circuit current models for steady-state stability assessment
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As shown by Venikov, machines equipped with forced-action voltage controllers 
can be modeled as a constant voltage V  and 0genx =  (Venikov 1977, pp. 214). Ac-
tually, this is how generators are represented, or, rather, not represented, in load-flow 
calculations, where the assumption is implicitly made that the generator bus volt-
ages either at the machine terminals or on the high voltage side of the step-up trans-
former are and remain constant. In real life, however, these voltages are not constant 
and some “further constant voltage point must be found, such as the emf behind the 
synchronous reactance of an alternator” (Barbier and Barret 1980, p. 681).

Taking a more conservative approach, Dimo always represents the generators 
and, depending on how they are modeled, classifies the steady-state stability into 
“natural stability,” in the absence of voltage regulation, and “artificial stability” if 
there is voltage regulation (Dimo 1975 p. 129). The natural stability is determined 
by extending the network with the synchronous reactances, whereas the artificial 
stability corresponds to the case where the network is extended with the transient 
reactances of the machines.

Relatively, recent research (Dobson and Liu 1993; Van Cutsem 1993) confirmed 
these early findings. Accordingly, generators that operate at the reactive power limits 
under light load conditions will cause the steady-state stability to decrease but not to 
be destroyed. At sufficiently high loadings, however, encountering the reactive pow-
er limits will immediately destabilize the system and precipitate a voltage collapse.

On this basis, an important extension of the original Dimo’s method has been 
proposed (EPRI 1992/1993; Savulescu et al. 1993) and subsequently incorporated 
in the fast steady-state stability software documented in (Gonzalez 2003; Avila-
Rosales et al. 2004; Savulescu 2004; Tweedy 2004; Avila-Rosales and Giri 2005; 
Vergara et al. 2005a; Campeanu et al. 2006; Virmani et al. 2007; Vickovic et al. 
2009; Arnold et al. 2009; Eichler et al. 2011; Stottok et al. 2013).. It consists of 
simulating this behavior of the synchronous machine by changing its model from a 
constant emf 'dE  behind the transient reactance 'dx  to a constant emf E  behind 
the synchronous reactance xd  when the reactive power at the machine terminals has 
reached the MVAr limit.

2.3.4.3  Modeling the Loads: Voltage Collapse and Dual Power States

Once a steady-state stable power-flow case has been obtained, the next step is to 
determine how far it is from instability. The limit, or critical state, is approached 
through a series of degraded states where, at each step, the generators produce more 
power and the bus voltage magnitudes become lower, until the point of voltage col-
lapse is reached.

The results of this system stressing process, which is referred to as “case wors-
ening,” are affected significantly by how the loads have been represented. Three 
hypotheses can be made about modeling the load: constant admittance; constant P 
and Q; and a combination of the two.

AQ4



472 Fast Computation of the Steady-State Stability Limit

Hypothesis 1: Load Modeled as P = GV2 and Q = BV2

Successive load increases cause the real powers flowing from generators into the 
study-bus to increase until the point of maximum power transfer, while the bus 
voltage magnitudes get smaller and smaller. Beyond that point, the power supply 
starts to decrease, the bus voltage continues to drop, and dual power states (same 
power at different voltages) are obtained. Ionescu and Ungureanu have demonstrat-
ed that, in this case, all the states are theoretically feasible, including the dual states, 
and a steady-state stability limit cannot be obtained (Ionescu and Ungureanu 1981; 
 Ionescu 1993).

Hypothesis 2: Load Modeled as P = const and Q = const

In this case, the condition stated by the maximum power transfer theorem does cor-
respond to the steady-state stability limit, and the dual states are unstable and have 
no physical meaning. This hypothesis is rigid and provides conservative results (Io-
nescu and Ungureanu 1981; Ionescu 1993).

Hypothesis 3: Load Modeled as P = const and Q = BV2

This hypothesis, which was used extensively by Dimo, implies that the real part of 
the load does not vary with the bus voltage, and that the reactive component of the 
load can be represented as a fixed susceptance. This model implies that, while the 
real power increases, the load’s susceptance is maintained constant and a reduction 
of the bus voltage implies a reduction of the reactive power. In this case, the state as-
sociated with the maximum power transfer is critical and occurs when dQ dV/ = 0 .

This model can further be refined by considering that the reactive power of the 
load varies proportionally with the power factor in the base case. If we note the 
power factor of the load in the base case with tan bcϕ , the reactive part of the load 
for the base case is given by

 (2.19)

and the load’s susceptance at different values of P  [MW] can now be recomputed 
with formula (20)

 (2.20)

With the notation, 2tan /bc bc bcc Vϕ= , where cbc
is constant, we get:

 (2.21)

2tan ,bc bc bcQ P BVϕ= =

2

n
.

ta bc

bc

P
B

V

ϕ
=

2
bcQ c PV=
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The formulation (2.21) of Hypothesis 3 corresponds to an average scenario and is 
well suited for steady-state stability simulations.

2.3.4.4  General Expression of Dimo’s Formulation of the Reactive Power 
Voltage and Steady-State Stability Criterion

As shown in Sect. 3.4.1, the only assumption required to apply the reactive power 
voltage and steady-state stability criterion to the case of a slow and small variation 
of the voltage or of the reactive power at a bus connected radially to generators 
through short-circuit admittances is for the system frequency to be maintained con-
stant (Venikov 1977). In order to build the REI Net and the associated Nodal Image, 
we start from a solved base case and, then, extend the network with the internal 
reactances of the generators in accordance with the criteria discussed in Sect. 3.4.2.

When performing a system-wide stability study, all the system loads are ag-
gregated into a single load center as shown in Fig. 2.6. If we perform a bus-level 
analysis, the study-bus is retained with its actual identity. In either case, the real and 
reactive parts of the load at the central node of the REI Net are modeled as shown 
in Fig. 2.9 and in accordance with Hypothesis 3 in Sect. 3.4.3.3.

Dimo derived his version of the dQ dV/  criterion for a Nodal Image associated 
to an REI Net of reactances, in which case the angles mγ  in Fig. 2.8 are equal to 
zero. In the following, we will prove the reactive power voltage and steady-state 
stability criterion for the general case, and then, by substituting 0γ = , we will 
obtain the original Dimo’s formula.

Let us consider an REI Net with n generators. The total real and reactive powers 
supplied by these machines are:

 (2.22)

 (2.23)

and, by using the relationships (10) and (11), the Eqs (2.22) and (2.23) may be writ-
ten as:

 (2.24)

 (2.25)

the reactive load being given by

 (2.26)

P P P Pg n= + + +1 2 ...

Q Q Q Qg n= + + +1 2 ... ,

1 1 1 1 2 2 2 2
2 2 2

1 1 2 2

sin( ) sin( ) ...

sin( ) sin sin ... sin
g

n n n n n n

P Y E V Y E V

Y E V YV Y V Y V

δ γ δ γ
δ γ γ γ γ

= + + + +
+ + − − − −

1 1 1 1 2 2 2 2

2 2 2
1 1 2 2

cos( ) cos( ) ...

cos( ) cos cos ... cos

g

n n n n n n

Q Y E V Y E V

Y E V YV Y V Y V

δ γ δ γ

δ γ γ γ γ

= + + + +

+ + − − − −

Q YVl l= 2 .
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Applying the dQ dV/ criterion (Venikov 1977, pp. 138–139) to Eqs (2.25) and 
(2.26), we obtain:

 (2.27)

The partial derivatives 
1 / ,..., /nV Vδ δ∂ ∂ ∂ ∂ are obtained from Eq (2.10) by 

 considering that the real powers are constant (Hypothesis 3, Sect. 3.4.3.3) and the 
angles 1 2, ,..., nγ γ γ  do not depend upon V

 (2.28)

 (2.29)

whence

 (2.30)

 (2.31)

By substituting Eqs (2.30) and (2.31) in Eq (2.27), we obtain:

 

(2.32)

and, with the notation (2.33)

 (2.33)

1 1 1 1 2 2 2 2

1 2
1 1 1 1 2 2 2 2

1 1 2 2

( )
cos( ) cos( ) ... cos( )

sin( ) sin( ) ...

sin( ) 2 cos 2 cos ... 2 cos 2 .

g l
n n n n
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n n n n n n l

d Q QdQ
Y E Y E Y E

dV dV

Y E V Y E V
V V
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δ γ δ γ δ γ

δ δδ γ δ γ

δδ γ γ γ γ

−
= = + + + + + +

∂ ∂
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∂ ∂
∂
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1 1
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δδ γ δ γ γ∂
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∂
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∂
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we obtain the general expression of Dimo’s formulation of the reactive power 
 voltage and steady-state stability criterion:

 
(2.34)

If the REI Net branches are approximated through pure reactances, i.e., if 
1 2 ... 0nγ γ γ= = = = , we get the original formulation of Dimo’s reactive power 

voltage and steady-state stability criterion (Dimo 1961., 1977)

 
(2.35)

2.3.4.5  Distance to Instability: The Case-Worsening Procedure

In voltage and steady-state stability problems, it is not the base case, which presum-
ably comes from a fully converged load flow or state estimate, that is of primary 
importance, since, in most cases, the base case is stable. What really counts is the 
ability to characterize the system state by its “distance” from an unstable one.

The steady-state stability calculations per se, either via simplified techniques 
such as practical stability criteria or based on detailed simulation, e.g., evaluating 
the eigenvalues of the Jacobian associated with the system of dynamic equations, 
would not give such information. In order to find the distance to instability, the 
steady-state stability calculation must be combined with a “system stressing,” or 
“case-worsening,” procedure, whereby various system parameters are changed in a 
direction that is unfavorable to stability.

When using Dimo’s methodology, there are several ways to perform case wors-
ening without having to recalculate the base case load flow:

•	 Increase	 the	 total	generated	power	 to	supply	successively	 increased	MW	load	
levels—this is achieved by rotating the Nodal Image vectors anticlockwise (trig-
onometrically) and, as far as the load model is concerned, by considering that the 
reactive load is modeled by a susceptance that either:

•	 has	a	fixed	value,	as	per	Hypothesis	3	in	Sect.	3.4.3.3	or
•	 varies	proportionally	with	 the	power	 factor	 in	 the	nominal	 (base)	case,	as	per	

Eq (21) in Sect. 3.4.3.3.
•	 Represent	the	loss	of	excitation	on	one	or	several	machines—on	the	Nodal	Im-

age, this is done by reducing the length (module) of the short-circuit currents of 
the generators.

•	 Sudden	change	of	the	operating	conditions	of	generators	that	have	reached	the	
reactive power limits—if this happens under

•	 light	load	conditions,	replacing	the	transient	reactance	with	the	synchronous	re-
actance will cause the steady-state stability to decrease but not to be destroyed.

•	 high	loadings,	the	same	machine	model	change	may	destabilize	the	system	and	
precipitate a voltage collapse.
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Some structural changes can also be simulated on the Nodal Image, for example, 
adding or removing capacitor banks. But if the network changes are significant, 
e.g., after single and/or multiple line and/or generator contingencies, a new load-
flow solution is required to correctly apply Dimo’s technique. Once the new base 
case has been calculated, the REI Net and the Nodal Image are updated and, then, 
the steady-state stability index and distance to instability for the new system state 
are evaluated.

Another situation appears frequently in power systems where, due to specific 
network topology and load characteristics, significant reactive compensation re-
sources, such as shunt capacitors and MVAr generating units, must be brought on 
line during peak-load conditions in order to maintain an “adequate” system voltage 
profile, “adequate” meaning that the bus voltages are sufficiently high to preclude 
the risk of blackout.

When the same power system operates at medium and light load levels, the reac-
tive compensation goes the other way—capacitors are removed, shunt reactors are 
reconnected, synchronous condensers and/or units that were running essentially for 
generating MVArs are taken off-line, and major high-voltage transmission lines are 
disconnected.

It is obvious that during peak-load conditions, such operating procedures push 
the network’s “maximum loadability,” i.e., its steady-state stability limit, at val-
ues much higher than the maximum loadability at medium and light load levels. 
Accordingly, the voltage and steady-state stability calculations should be initiated 
from different base cases, each one reflecting the structurally different operating 
scenarios. A fine example that illustrates this situation is described in the reference 
Vergara et al. (2005).

2.3.4.6  P–V Relationship at the Study Bus

As indicated in Sect. 3.2, the short-circuit current’s model has been used extensively 
in the voltage stability literature to develop power–voltage relationships at load bus-
es. Two references come immediately to mind: the Appendix of Barbier and Barret 
(1980) and the paper by Ionescu and Ungureanu(1981). The former calculates the 
critical voltage at the study bus by assuming that the load is modeled as a constant 
impedance, whereas the later discusses P f V= ( )  P–V relationship for a network of 
reactances when the load is represented as per Hypothesis 3 in Sect. 3.4.3.3. In both 
cases, it is assumed that the voltages at the generator buses are constant, i.e., they 
correspond to the emf behind some internal generator reactance.

In the following, we will generalize Ionescu and Ungureanu’s approach and 
develop a P f V= ( )  function for a network of complex admittances with a load 
P jQ+ at the study bus, with Q given by Eq (2.21). In order to simplify the nota-
tions, the formula will be initially developed for an elementary REI Net (Fig. 2.7), 
then it will be extended for the general case.

AQ5
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Let us consider again the Eqs (2.8) and (2.9) and, using (2.21) to express Q as a 
function of P and V 2, rewrite them as follows:

 
(2.36)

 (2.37)

By eliminating δ  between Eqs (2.36) and (2.37), we obtain:

 (2.38)

then

 (2.39)

With the notations (2.40) and (2.41)

 (2.40)

 
(2.41)

Eq (2.39) can be successively be rewritten as:

By effecting all the substitutions and algebraic manipulations, we finally obtain 
the P f V= ( )  function that expresses the relationship between the power supplied 
by a generator to a bus and the voltage at that bus

 (2.42)
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With the substitution 0γ = , which corresponds to the case of a generator con-
nected to a load through a reactance, e.g., a high-voltage transmission line with 
resistance practically equal to zero, we obtain the formula developed by Ionescu 
and  Ungureanu in Ionescu and Ungureanu (1981)

 
(2.43)

Formula (2.42) can easily be generalized to relate the voltage V  of a bus, where the 
power P  is supplied by 1,..., ,...,m n  generators with internal voltages E E Em n1,..., ,...
through an REI Net of complex admittances 1 1, ..., , ...,m m n nY Y Yϕ ϕ ϕ− − − , with 

1 190 ,..., 90 ,..., 90m m n nγ ϕ γ ϕ γ ϕο ο ο= − = − = −

 (2.44)

When applying the formula (2.44), it must be remembered that the

•	 Powers	 Pm
that flow from generators towards the load bus enter the branches of 

the REI Net after the equivalent shunts near the generator buses (Figs. 2.4 and 2.5) 
and reach the point i (Fig. 2.5) before the equivalent shunt Yi0. In other words, 
the total power supplied by generators to the study bus covers both the load 
and whatever shunts resulted after linearizing and eliminating all the other load 
buses.

•	 Internal	reactances	of	the	generators	must	be	included	in	the	model	after the load-
flow case has been calculated but before reducing the system to the REI Net.

2.4  Practical Considerations

2.4.1  Visualization Capabilities of Nodal Images

Dimo used Nodal Images to characterize the power system structure and operating 
conditions: “Once the network representation has been established, a more general 
characterization of it can be achieved with the help of the geometry of the result-
ing Nodal Images. For example, a Nodal Image built for an arbitrary node allows 
grasping the interdependence between the represented node and every other node 
retained in the REI Net. The aspect of the vector which appears in the chain com-
posing the vector of the short-circuit current, compared with the resultant vector and 
with the other component vectors, supplies the necessary indications” (Dimo 1975).
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In the following, we will focus on the ability to extract information from the 
results of steady-state stability analysis calculations and, using the Nodal Image 
analogy, to display the results in graphical formats suitable for use with modern 
computing technologies.

2.4.2  Displaying the Results of Steady-State Stability 
Calculations

2.4.2.1  Distance to Instability and Security Margin. Steady-State Stability 
Reserve

The search for the steady-state stability limit begins with a Nodal Image for the 
base case and continues by rotating the chain of vectors in trigonometric sense until 
dQ dV/  becomes positive. The state immediately before instability is called critical 
state. Once the critical state has been obtained, the security margin is calculated by 
reversing the case-worsening algorithm and “derotating” the Nodal Image until the 
system full-load short circuit current vector projection on the ordinate axis becomes 
equal to, or smaller than, a predefined threshold, e.g. 15 % below the critical state.

The angle between the system full-load short circuit current vector in the base 
case and the system full-load short circuit current vector in the critical state mea-
sures the distance to instability. These vectors can be mapped on a speedometer 
chart normalized on a 90°-wide proportional scale where the system state is rep-
resented by a needle situated between 0°, corresponding to 0 MW, and 90°, which 
corresponds to instability.

If the security margin MW is also shown on the speedometer, the area between 
it and the critical MW depicts the set of potentially unsafe operating states, whereas 
the area to its left corresponds to states where there is no risk of instability.

If the needle’s position maps the value of the dQ dV/ derivative rather than the 
amount of generated MW, a nonproportional scale speedometer is obtained. On 
this type of speedometer, the needles corresponding to two different system states 
with the same total MW generation but different dQ dV/  values would be shown 
at different distances from instability. The linear (MW) and nonlinear ( dQ dV/ ) 
speedometers can be combined on a two-speedometer chart, as shown in  Fig.  2.10.

This ergonomically powerful representation embodies the stability envelope con-
cept illustrated in Fig. 2.2, where the “safe” operating region is shown in green (or 
blue on the dQ dV/ speedometer) and corresponds to system MW grid utilization 
values smaller than the MW security margin. Let us also note that the red sector does 
not depict an operating area for the very simple reason that, after instability, a system 
state would not exist: it is blackout, so there would be no system state any longer.7

7  Technically speaking, the “red area” should have been just a thin line; however, for ergonomic 
reasons, it is shown with some depth so that it could be easily identified on the display. Accord-
ingly, for the speedometers in Fig. 2.10, the distance to instability is conveyed by the position of 
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Figure 2.11 illustrates a two-speedometer chart where the base case and the 
worst contingency case, respectively, are represented side by side.

As opposed to the Nodal Image, which requires a thorough familiarity with 
the theoretical background that substantiates the visualization of system states via 
short-circuit current vectors, the speedometer charts make it possible to see, and 
instantly evaluate, both how far a system state is from instability and how far it is 
from the security margin—without reading numbers, and without the need to under-
stand the underlying technology. Furthermore, the speedometer charts facilitate the 
comparison between different system states and, just through the movement of the 
needles, allow monitoring the system evolution towards, or away from, instability.

2.4.2.2  Impact of Generators on Steady-State Stability. System-Wide and 
Bus-Level Unit Ranking

Another capability of the Nodal Image is its ability to show which generators are 
important and how they impact the steady-state stability of the system, in system-
wide analysis, or of the load-bus, in bus-level calculations. For example, a short-
circuit current vector that is negligible with respect to the module of the resultant 

the needle with respect to the left edge of the red sector and, on the right-hand speedometer, is 
quantified by the stability reserve below the SSSL.

Fig. 2.10  Two-speedometer chart depicting base case system conditions. The left-hand  speedometer 
is rated in dQ/dV units whereas the right-hand speedometer is rated in MW
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vector and has a small angle corresponds to a machine that has little or no effect 
upon the bus that is being investigated.

The unit impact bar chart illustrated in Fig. 2.12 is built from the information 
conveyed by the Nodal Image. It depicts the impact of synchronous machines, 
SVCs, tie-line injections, etc. on the system’s steady-state stability conditions in the 
descending order of the normalized values of / cosm m mY E δ .

2.4.3  Real-Time Implementation

At the outset, it is important to define what is actually meant by “real time.” For 
instance, an application may use real-time input but, due to lengthy calculations, 
may not be able to converge quickly enough for the results to be used online. This, 
of course, is not quite … real-time.

On the other hand, an application that is fast enough to produce real-time results 
and graphics from real-time input can be implemented in two ways:

•	 Seamlessly integrated with the Supervisory Control And Data Acquisition/En-
ergy Management System (SCADA)/EMS, i.e., executing on the application 
servers and triggered, automatically, upon event and/or operator request, by the 
real-time scheduler of the SCADA/EMS system.

Fig. 2.11  Two-speedometer chart depicting a contingency case developed from the base case con-
ditions shown in Fig. 2.10. Note how the black needle has moved to the right, thus indicating that 
the system’s steady-state stability reserve has decreased
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•	 In parallel with the real-time system, i.e., using real-time data computed on the 
SCADA/EMS but running on an off-line processor.

Due to its remarkable solution speed, the steady-state stability assessment technique 
described in this chapter has been both seamlessly integrated on SCADA/EMS 
servers and used on off-line processors with state estimation results imported from 
the real-time system.

Figure 2.13 depicts the early seamless integration of this tool with third-party 
SCADA/EMS installations. Updated information about the current implementation 
and use of Siemens Spectrum Power QuickStab is provided in the Chap. 4 of this 
book (Eichler et al. 2014).

Fig. 2.12  Unit ranking chart. The generators are shown in the order of their impact on the system-
wide steady-state stability conditions
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2.5  Conclusions

The main purpose of this chapter was to set the stage for the use of steady-state 
stability analysis tools to compute the risk of steady-state instability in real time. 
The approach was illustrated with a field-proven technique that has been success-
fully deployed in multiple SCADA/EMS installations to assess the power system’s 
distance to instability both in real time, in conjunction with state estimators, and 
off-line, with conventional power-flow programs.

The method, inspired from Paul Dimo’s steady-state stability assessment meth-
od, determines quickly and reliably how far the transmission network is from a state 
where voltages may collapse and units may lose synchronism.

The underlying assumptions were extensively analyzed and their validity was 
substantiated. For the theoretically oriented reader, this chapter also included the 
detailed development of the generalization of Dimo’s formulation of the reactive 
power steady-state stability criterion, and an extension of the P f V= ( )  relation-
ship for the case where the bus loads are modeled as P + j Q, rather than constant 
impedances, and their reactive parts vary proportionally with the power factor in the 
nominal (base) case.
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Fig. 2.13  Seamless SCADA/EMS integration of the fast steady-state stability tool
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Both the theoretical analysis and the actual implementation experience, includ-
ing accuracy and validity tests performed in several control centers, which are sum-
marized in Chap. 3 of this book, point to a mandatory tool for the online computa-
tion and monitoring of the distance to instability.

Acknowledgement The display pictures shown in Fig. 2.10 through 2.13 have been provided by 
and used with permission from Siemens AG, Nuremberg, Germany.
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Abstract Amid the many practical aspects of performing steady-state stabil-
ity assessment in real time, this chapter addresses the: accuracy testing of the 
approach, tracking of the distance to instability on Supervisory Control And Data 
Acquisition (SCADA) trending charts, and the ability to compute the instan-
taneous voltage and angle stability sensitivities by using Phasor Measurement 
Unit (PMU) data. The validation of the stability reserve predicted by the sta-
bility software and its tracking on SCADA trending charts are illustrated with 
actual examples taken directly from early QuickStab user sites prior to the June 
2010 acquisition of this software by Siemens AG, Nuremberg, Germany. The 
use of phasor measurements, which, although conceptually different from the 
conventional SCADA data model, can help assess the voltage and angle stability 
sensitivities when large blocks of power are transferred across long transmission 
lines, is exemplified by a successful experiment conducted in Vietnam. Addi-
tional considerations are provided to make the case for deploying steady-state 
stability tools in real time.
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3.1  Introduction

Speed, reliability, and ease of use are key requirements that any software meant 
to run in a control center must meet. These attributes are even more critical for 
programs that perform complex algorithms and entail extensive user interaction, 
e.g., network analysis applications such as load flow and state estimation. Stabil-
ity assessment  is no exception. In order to qualify for being deployed in real time, 
the stability software must, of course, be fast, reliable, and easy to use—but, un-
like other network analysis applications, which fit naturally in a SCADA/EMS, it 
invites special scrutiny to appraise its ability to identify, quantify, and visualize the 
stability limits, as opposed to just determining whether a given condition is stable 
or unstable.

Many, if not most, stability programs available until a few years ago, would 
not pass this test. They “determine whether a given condition is stable or unstable, 
[but] have not been efficient in quickly and automatically determining the stability 
limits” (Kundur 1999).

Actually, Professor Kundur’s statement was an understatement, in the sense that 
the very concept of “stability limit” he was talking about was used loosely and 
without being quantified not only in this widely quoted reference but also in the vast 
majority of the papers available at that time and/or published afterwards.

So, then, what is “stability limit?”
Theoretically, it is a local property of the system state vector: For each new 

system state, there are one or several stability limits. Simply stated, “stability lim-
its” exist, are not fixed, and change with the total MegaWatt (MW) system grid 
utilization,1 voltages, topology, and the path (trajectory) followed to approach them. 
Due to their changing nature and assuming that a metric has been defined to quan-
tify them, the “stability limits” need to be recomputed quickly and as often as pos-
sible. This is because, when the system is close to instability, the collapse happens 
instantly and leaves no time to react.

Therefore, in addition to a metric that would quantify the stability limits, there 
is also a need to rapidly reevaluate such limits—after each state estimate and after 
each load flow. In fact, North American Electric Reliability Corporation’s (NERC) 
Policy 9 (NERC 2000) required that reliability coordinators compute the “stability 
limits” for the current and next-day operation processes to “foresee whether the 
transmission loading progresses or is projected to progress beyond the operating 
reliability limit.”

Was this being done after NERC released its injunction?
The wave of blackouts that affected US, UK, and mainland Europe utilities in 

2003 and 2004 suggests that this was not the case, perhaps because detecting ther-
mal and voltage violations was straightforward whereas defining, identifying, and 

1 When the system is importing power, the total MW system grid utilization is calculated by sum-
ming up the total MW generation with the total imported MW; when exporting power, the total 
MW system grid utilization is the total generated MW. In other words, this number shows how 
many MW are currently “circulating” in the transmission system.
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computing stability limits in real time were an altogether different problem that 
conventional stability methods did not and could not solve. Moreover, since dis-
patching a power system without knowing its actual stability limit was like walking 
on thin ice, a “fresh” approach to this difficult challenge was needed.

Actually, such a “fresh” approach had already been at hand since the early 1960s 
under the umbrella of steady-state stability, as this paradigm was understood at 
that time, and consisted of determining the stability reserve, i.e., the distance from 
any given operating point to the state where voltages may collapse and units may 
lose synchronism, by alternately evaluating a steady-state stability criterion and 
computing successively worsened system states. Although the speed, precision, and 
potential for visualization of this solution technique2 were known for a long time 
(Magnien 1964; Moraite et al. 1966; Dimo 1975), a true production-grade imple-
mentation of this technology became available only in 1994 with the advent of 
QuickStab®.3

At the outset, however, let us make it clear that by “steady-state stability” we re-
fer to the classical concept described by Crary (1955), Anderson and Fouad (1990), 
and IEEE (1982), as opposed to “small-signal stability” as it is understood nowa-
days (IEEE/CIGRE 2004). The appeal of steady-state stability paradigm is unique. 
By using the practical stability criteria (Venikov 1977) in conjunction with a con-
veniently designed network equivalencing scheme (Dimo 1975), it allows quantify-
ing the system-wide stability index called stability reserve,	local	sensitivities	ΔV/
ΔP	and	Δδ/ΔP4 that apply explicitly, without system reduction, to selected topolo-
gies such as long transmission lines that accommodate the transfer of significant 
blocks of MW power.

In the following, from the myriad of practical issues related to performing steady-
state stability assessment in real time, we will address just three important aspects:

•	 Accuracy	testing	and	validation	of	the	software	tool	that	implements	the	steady-
state stability algorithm, which, in this case, is Dimo’s method.

•	 Integration	of	the	stability	software,	 in	this	case	QuickStab,	with	a	third-party	
SCADA/EMS and the real-time tracking of the stability reserve on SCADA dis-
plays and trending charts.

2 Introduced by Paul Dimo in 1961 (Dimo 1961) and addressed extensively in Savulescu (2005, 
2009) and related references.
3 Introduced in 1994 by Savu C. Savulescu, this software was first deployed in real time at Com-
panhia de Transporte de Energia Elétrica de São Paulo (CTEEP) in 1999. Continuously improved 
solutions followed at OPSIS (Venezuela), ETESA (Panama), Transelectrica (Romania), Indepen-
dent System Operator in Bosnia and Herzegovina, Transmission System Operator of Serbia, Az-
erEnerji (Azerbaijan) and LIPA (New York, USA), and were documented in Savulescu (2004, 
2009a), Campeanu et al. (2006), Virmani et al. (2007), Arnold and Hajagos (2009), Vickovic and 
Eichler (2009). This tool is now owned by Siemens and its commercial name is Siemens Spectrum 
Power QuickStab. The software is seamlessly integrated with the Spectrum Power SCADA/EMS 
platform and SIGUARD® Dynamic Security Assessment suite.
4 Not to be confused with the dP/dV and dP/dδ “practical steady-state stability criteria” (Venikov 
1977; Dimo 1975; Savulescu 2005, 2009b).
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•	 Use	of	the	phasor	measurements provided by Phasor Measurement Units (PMUs) 
deployed at both ends of a long transmission line to compute explicitly, without 
using state estimation results, the steady-state stability of the MW transfer across 
the line.

3.2  Accuracy Testing and Validation

3.2.1  Background

The very nature of stability applications makes it difficult, if not impossible, to 
check the accuracy of their predictions: Conceptually, it is not possible to depict 
instability, which is a system state that does not exist. In the case of QuickStab, 
further complexities arise if one attempted to compare it with conventional stabil-
ity applications. This is because QuickStab computes the distance to instability, 
whereas conventional stability programs can only say whether the system is stable 
or not but do not quantify the distance to the state where voltages would collapse 
and generators would lose synchronism.

Recognizing the need to thoroughly test the application before relying on it, 
the National Dispatch Center (CND) of Empresa de Transmisión Eléctrica S.A. 
(ETESA), Panamá, where, in 2002, QuickStab was deployed in real time on the 
SCADA/EMS by Bailey Network Management, Inc. (today Ventyx-ABB, Inc.), 
and the National Load Dispatch Center (NLDC) of Vietnam Electricity (EVN), 
Vietnam, where QuickStab has been used off-line since 2004 in system dispatching 
and operations planning functions, used a systematic approach to perform accuracy 
and consistency tests.

3.2.2  Load Flows and Instability

It is well known that near the stability limit of a power system, voltages are low and 
load flows may diverge (Venikov et al. 1975). However, a nonconverging load flow 
does not necessarily imply system instability. It was demonstrated that the system 
load where the load flow diverges is just an upper bound, for one or several units 
may lose synchronism before that point (Sauer and Pai 1990; Vournas et al. 1996).

The situation is quite interesting. On the one hand, “for voltage collapse and 
voltage instability analysis, any conclusions based on the singularity of the load-
flow Jacobian would apply only to the voltage behavior near the state of maximum 
power transfer. Such analysis would not detect any voltage instabilities associated 
with synchronous machines characteristics and their controls” (Sauer and Pai 1990, 
pp. 1380).

On the other hand, running load flows at increasingly high load levels until di-
vergence is the only way to obtain a base case near the limit of stability, which 
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then could be used as a starting point by stability assessment tools to perform volt-
age, steady-state, and/or transient stability checks. This suggests that by alternately 
performing load-flow calculations and stability checks, one can verify, at least ap-
proximately, that the system conditions predicted at, or near, instability correspond 
to an unsolvable state.

3.2.3  Methodology

The QuickStab accuracy testing procedure, which can be used to validate any type 
of stability software that has the ability to quantify stability limits, involves using 
QuickStab in conjunction with a pair of reliable load flow and transient stability 
programs (in this case, the Siemens PTI PSS/E) as follows.

Given a state estimate or a solved load-flow solution of a power system network, 
QuickStab computes, in addition to several other indicators, the total MW system 
grid utilization and the MW generation schedules for the:

•	 Critical state where voltages collapse and units may lose synchronism
•	 Security margin state that corresponds to a user-defined x% security margin, 

typically 15 % below the critical state

The goal is to demonstrate that critical states are indeed critical, and that the x% 
parameter, e.g., 15 %, used for the security margin is adequate.

The critical MW is not a fixed, permanent constant. It depends upon the topol-
ogy, reactive compensation, and voltage schedules in the system state being evalu-
ated. It is larger if the case entails high bus voltages and large amounts of reac-
tive sources, and it is smaller when voltages are lower and the reactive sources 
are fewer. Therefore, the validation must encompass both normal and contingency 
system states over a broad range of system load, network topology, bus voltages, 
and reactive compensation scenarios.

3.2.3.1  Testing the Accuracy of the Critical State Predictions

When running a load-flow calculation with the MW generation schedules computed 
for the critical state, one of the following mutually exclusive outcomes should be 
expected:

a. The load-flow solution converges and either produces a state that QuickStab 
identifies as being critically stable5 or, by slightly further increasing the load, 
produces an unstable state.

b. The load-flow solution produces a state that QuickStab finds to be unstable.
c. The load flow diverges, in which case the generation of MW schedules has to be 

reduced until a proper solution has been obtained.

5 In QuickStab parlance, a state is “critically stable” if its steady-state stability reserve is < 1 %.
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Therefore, the idea is to compare the stability limits predicted for the base case with 
the stability limits actually computed from a load-flow solution that is known to be 
near instability and to repeat the procedure for different system MW and voltage 
levels.

Step 1 of the testing procedure entails solving a base caseload flow for peak-load 
level conditions.

Step 2 consists of running QuickStab for the base case and then retrieving the:

•	 MW	output	of	the	generators	for	the	critical	state
•	 MW	output	of	 the	generators	 for	 the	security	margin state corresponding to a 

steady-state stability reserve of 15 %

Step 3 entails running a new load flow, called “critical state load flow”, by using the 
generators’ MW predicted for the critical state in the base case. If the critical state 
load-flow converges, then:

•	 Run	QuickStab—the	expectation	is	that	this	case	will	be	found	either	unstable	or	
critically stable

•	 Increase	the	slack-bus	generation	while	maintaining	the	critical	state MW sched-
ules and run new load flow(s) until the load-flow program diverges

•	 Run	QuickStab	for	the	system	conditions	produced	by	the	most	recent	converged	
load flow—this case should be found unstable

If the critical state load flow diverges, reduce the slack-bus generation in small in-
crements until convergence has been reached, then:

•	 Run	QuickStab	 again—this	 case	 should	 be	 found	 either	 unstable	 or	 critically	
stable.

•	 Reduce	by	1	%	the	total	generation	and	run	a	new	load	flow,	then	execute	the	
stability calculations—this case should be found either critically stable or stable 
but close to the stability limit.

Since at smaller MW grid utilization levels, which entail less reactive compensa-
tion, the stability limits are expected to be lower, the Steps 1 through 3 should be 
repeated for medium–high and medium–low load levels.

3.2.3.2  Validating the Security Margin

The security margin state corresponds to a safe total MW system grid utilization, 
or security margin, such that, for any system state with a stability reserve smaller 
than this value, no contingency, either single or multiple and no matter how severe, 
would cause transient instability (Magnien 1964; Moraite et al. 1966; Savulescu 
2005). The security margin is related to the stability limit associated with a particu-
lar system state and is a by-product of the computations described in Sect. 3.3.1. 
The accuracy of its prediction can be validated as follows:



693 Practical Aspects of Steady-State Stability Assessment in Real-Time

•	 Calculate	“security	margin load flows” by using the generators’ MW schedules 
predicted by QuickStab for peak, medium–high, and medium–low load cases.

•	 Run	QuickStab	for	the	“security	margin load flows” and compare the results.

Please note that, just like the critical MW system grid utilization, the security mar-
gin, expressed as a percentage below the critical MW, is not a universal constant. 
It depends upon the specific combination of topology, load amounts and locations, 
generators, and reactive compensation, and must be determined and periodically 
reassessed for each particular transmission system through extensive transient sta-
bility simulations.

The expected outcomes of such transient stability calculations are as follows:

a. For load-flow cases with total MW system grid utilization levels higher than 
the security margin, at least one fault or contingency should result in transient 
instability.

b. For load-flow cases at the critical MW level, all the faults and contingencies 
cases should be unstable.

c. For load-flow cases where the system MW load is equal to, or below the security 
margin, all the fault and contingency cases should be stable.

However, transient stability calculations are time consuming and require significant 
effort to prepare the data and set up the study cases. If, for practical reasons, the ac-
curacy testing must be kept to a reasonable level, a shorter computational sequence 
can be followed as follows:

•	 Identify	a	relatively	small	number	of	faults	and	contingencies	known a priori to 
correspond to worst-case scenarios.

•	 Perform	transient	stability calculations for the base case and the security margin 
state in the peak-load scenario—skip the critical state because, most probably, all 
the faults and contingencies would result in transient instability anyway.

•	 Repeat	 the	procedure	 for	medium–high	and	medium–low	load-level	scenarios	
and run transient stability for the critical states as well.

3.2.3.3  Accuracy Testing for Line Contingency Scenarios

The theory predicts that, during line contingencies, the system gets closer to its 
stability limit—when lines trip, the overall system equivalent reactance increases 
and, accordingly, the steady-state stability reserve decreases. If the procedure for 
testing the accuracy of the critical state predictions was repeated for a contingency 
case, one should expect that the critical MW in the contingency case would be 
lower than the critical MW in the base case, i.e., the contingency case would have 
a smaller steady-state stability reserve and the same should be true for the security 
margin, too.

Therefore, in order to verify the accuracy of the stability limits predicted for a 
contingency case, the same validation suite, as executed for a specific load level in 
the base case, must be repeated by starting at the same load level but from a new 
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base case that corresponds to a major line contingency. The procedure is then re-
peated for other contingencies and load-level scenarios.

3.2.4  The Panamanian Experience6

Until recently, ETESA’s CND was equipped with a SCADA/EMS7 that incorpo-
rated, in addition to an extended array of network analysis functions, a real-time 
version of QuickStab. The program was seamlessly integrated with the real-time 
network analysis sequence and was used both in real time and off-line to monitor 
the risk of blackout caused by instability.

Although the operating reliability measures adopted at CND had prevented ma-
jor disturbances, nearly critical situations have occurred, as it was the case on Au-
gust 22, 2002, when the system experienced low voltage conditions. The situation 
was quickly identified and successfully acted upon by the system operator and se-
curity engineers. As shown in Gonzalez (2003) and Vergara et al. (2005), QuickStab 
was used to assess post facto the incident and correctly determined that the system 
was indeed approaching conditions that could have caused a blackout. With the ad-
vent of the coordinated operation in Central America, it was felt that the impact of 
significant MW transfers in the region would have to be continuously monitored in 
order to detect and prevent the risk of blackouts. Since operators and security engi-
neers must rely on the predicted distance to instability, CND considered it important 
to validate the accuracy of the QuickStab computations by comparing their outcome 
with results from simulations performed with PSS/E.

The calculations were conducted at CND. The power flow modeled the entire in-
terconnected system in Central America but the stability calculations focused only 
on the actual transmission network of ETESA. The study assumptions were based 
on the actual operating guidelines adopted at CND, and the QuickStab computa-
tional options were set to match the way PSS/E calculates load flows.

3.2.4.1  Load-Level Scenarios

The validation suite used to compare the QuickStab calculation results with PSS/E 
load-flow computations included the following load-level scenarios:

•	 Maximum Expected Demand: In this scenario, all the shunt capacitors are on-
line, the shunt reactors are disconnected, and a small unit that normally is not 
needed to generate MW is brought in service to generate MVAr. These reactive 

6 The tables and charts presented in Sect. 2.4 have been reprinted, with permission, from an inter-
nal study conducted by the CND.
7 At the time of this writing, the ETESA’s SCADA/EMS was being replaced with a new system 
that incorporates a different suite of network analysis applications.
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compensation sources help meet the highest possible MW load without risk of 
voltage collapse.

•	 Medium–HIgh Demand: In this scenario, several steps are taken to reduce the 
reactive compensation: 15 MVAr in capacitor banks are taken off-line, 40 MVAr 
in shunt reactors are reconnected, and the machine used to generate MVAr is not 
activated. These provisions in the load-flow setup emulate the CND operating 
procedures for lower MW levels where the amount of reactive compensation is 
reduced to ensure that the system voltages would not violate the higher limits.

•	 Medium–Low Demand: This scenario is similar to the medium–high scenario, 
but at a further reduced MW load level and 15 MVAr less in capacitor banks.

3.2.4.2  Results of the Accuracy Tests Performed at CND

The detailed numerical outcome of the accuracy testing calculations performed at 
the CND of ETESA is documented in Table 3.1. In order to facilitate the interpreta-
tion of the results, which unequivocally attest the excellent precision of QuickStab, 
they are summarized on charts and further discussed in the following sections.

Maximum Expected Demand Scenarios

Figure 3.1 depicts the main results of the accuracy testing calculations performed 
for the maximum expected demand scenario. Five cases were developed and ana-
lyzed as follows:

•	 Case	1:	957	MW	base	case	calculated	with	PSS/E. The QuickStab application 
predicted that instability, i.e., the critical state, occurs at 1018 MW, with a se-
curity margin of 15 % at 861 MW, and calculated critical MW schedules for the 
critical state and security margin MW schedules for the security margin state.

•	 Case	2:	PSS/E diverged with the critical MW schedules from Case 1. The slack-
bus generation was then slowly decreased, while maintaining all the other MW 
generation schedules unchanged, until convergence was obtained at 1007 MW. 
The fast voltage and steady-state stability application evaluated this case as un-
stable. The concept of security margin does not apply when the state is unstable, 
and, therefore, it was not calculated.

•	 Case	3:	A	new	PSS/E load flow was executed by reducing the slack-bus genera-
tion by 10 MW, i.e., approximately 1 %. The case converged at 995 MW. For this 
case, QuickStab determined that the system is critically stable with a stability re-
serve of 0.91 % from the new limit of stability of 1005 MW. The security margin 
for Case 3 was evaluated at 850 MW.

•	 Case	4:	The	MW	generation	in	Case	4	was	further	reduced	by	another	1	%	to	
983 MW. QuickStab determined that the system is stable, with 2 % stability re-
serve, and predicted that instability occurs at 995 MW. The security margin for 
Case 4 was evaluated at 842 MW
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•	 Case	5:	The	MW	generation	in	Case	5	was	set	at	861	MW,	which	corresponds	to	
the 15 % security margin predicted for the Case 1. The steady-state stability limit 
computed by QuickStab was 997 MW.

Medium–High Demand Scenario

Figure 3.2 illustrates the simulation results for the Medium–High Demand scenario. 
Three cases were analyzed as follows:

Table 3.1  Total MW, average system voltage, and steady-state stability reserve for the maximum 
expected, medium–high and medium–low demand scenarios
Study case State Total 

MW
Average sys-
tem voltage

Stability 
reserve 
[%]

Expected 
maximum 
demand: 
Cases 1 
through 4

Base case Actual 957 1.0487 6.07 Stable
Security margin 861 1.1167 15.34
Critical 1018 0.9723 0

Critical MW Actual 1008 1.0177 0 Unstable
Security margin n/a n/a n/a
Critical 1008 1.0177 0

Critical MW: 
1 % less load

Actual 995 1.0406 0.91 Critically 
stableSecurity margin 850 1.0132 15.34

Critical 1005 0.9667 0
Critical MW: 

2 % less load
Actual 983 1.0498 1.12 Stable
Security margin 842 1.1442 15.79
Critical 995 1.0388 0

Medium high 
demand: 
Cases 1 
through 4

Base case Actual 798 1.0567 12.26 Stable
Security margin 766 1.0377 15.67
Critical 909 0.9985 0

Critical MW Actual 906 1.0240 0 Critically 
stableSecurity margin 765 1.1741 15.52

Critical 906 1. 0240 0
Critical MW 

raised to 
divergence

Actual 931 1.0194 0 Unstable
Security margin n/a n/a n/a
Critical 931 1.0194 0

Base case + new 
unit for 
MVAr

Actual 798 1.0567 14.85 Stable
Security margin 763 1.0338 18.56
Critical 937 0.9885 0

Medium–low 
demand: 
Cases 1 
through 3

Base case Actual 742 1.0517 15.75 Stable
Security margin 742 1.0517 15.75
Critical 881 0.9840 0

Critical MW Actual 881 1.0543 0 Critically 
stableSecurity margin 748 1.1924 15.11

Critical 881 1.0543 0
Critical MW 

raised to 
divergence

Actual 913 1.0175 0 Unstable
Security margin n/a n/a n/a
Critical 913 1.0175 0
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•	 Case	1:	798	MW	base	case	load-flow	calculated	with	PSS/E. QuickStab predicts 
that instability occurs at 909 MW, with 15 % security margin at 766 MW, and 
calculates the MW generation schedules for both the critical and the security 
margin states.

•	 Case	2:	The	PSS/E load flow was executed with the critical MW schedules pre-
dicted by QuickStab in Case 2 and converged at 906 MW. This case was evalu-
ated as critically stable. The security margin of Case 2 was 765 MW.

Cases Developed for the Medium-High Demand [MW]
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Fig. 3.2  Medium–high demand cases. Fewer reactive compensation devices are on line and, 
accordingly, the system’s maximum transfer capability is lower, too
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Fig. 3.1  Expected maximum demand cases. All the reactive compensation devices are on line. 
The system’s maximum transfer capability is at its highest value
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•	 Case	3:	A	new	PSS/E load flow was executed by increasing the generation in 
small steps at the slack bus, while maintaining all the other MW schedules un-
changed, up to the point where the load flow would diverge. The last converged 
load flow was obtained at 931 MW and evaluated by QuickStab as unstable.

•	 Case	4:	A	special	case	was	derived	from	the	Case	1	by	including	a	small	machine	
that did not generate any MW in the base case but was allowed to pick up some 
load during the case-worsening calculations performed by QuickStab during the 
search of the steady-state stability limit.

The purpose of running Case 4 was to simulate the actual operating conditions in 
Panama where, in order to operate the transmission system at higher load levels, the 
actual practice is to bring this small generating unit online to generate the MVAr 
needed for reactive compensation. As shown in Fig. 3.2, starting from a 798 MW 
case, the fast voltage and steady-state stability application correctly predicted a 
higher stability limit, i.e., 937 MW versus the 909 MW in Case 1.

Medium–Low Demand Scenario

The Medium–Low Demand scenario calculation results are shown in Fig. 3.3. The 
following cases were analyzed:

•	 Case	1:	742	MW	base	case	load	flow	calculated	with	PSS/E. QuickStab predicts 
that instability (critical state) occurs at 881 MW, with a security margin of 15 % 
at 742 MW, and calculates the MW generation schedules both for the critical 
state and for the security margin state.
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Fig. 3.3  Medium–low demand cases. Most capacitors are disconnected and shunt reactors are on. 
The system’s steady-state stability limit gets even lower than in the preceding cases
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•	 Case	2:	The	PSS/E load flow was run with the critical MW schedules predicted 
by the fast voltage and steady-state stability application in Case 1 and converged 
at 881 MW. QuickStab evaluated it as critically stable. The security margin was 
computed at 737 MW.

•	 Case	3:	A	new	PSS/E load flow was solved by increasing the slack-bus genera-
tion in small steps until the load-flow calculations diverged. The last converged 
solution was at 913 MW and was evaluated as unstable.

•	 Case	4:	This	case	was	supposed	to	be	created	with	the	MW	schedules	computed	
for the security margin in Case 1, but since the security margin in Case 1 was 
already 15 %, Case 4 is identical to Case 1 and is shown in Fig. 3.3 for reference 
only.

Major Line Contingency

Figure 3.4 illustrates the calculation results for a major line contingency case simu-
lated for the medium–high demand scenario.

Four cases were analyzed as follows:

•	 Case	1:	799	MW	base	case	load	flow	calculated	with	PSS/E. The QuickStab ap-
plication predicts that instability occurs at 885 MW, with 15 % security margin 
at 738 MW, and calculates the MW generation schedules for both the critical and 
the security margin states.

•	 Case	2:	The	PSS/E load flow was executed with the critical MW schedules pre-
dicted in Case 2 and converged at 890 MW. QuickStab evaluated this case as 
critically stable. The security margin of Case 4 was evaluated at 751 MW.

Contingency Cases at Medium-High Demand [MW]
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Fig. 3.4  Contingency cases on medium–high demand base case. As expected, the contingency 
cases have smaller steady-state stability limits when compared with the cases shown in Fig. 3.2
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•	 Case	3:	A	new	PSS/E load flow was run by increasing the generation in small 
steps at the slack bus, while maintaining all the other MW schedules unchanged, 
up to the point where the load flow would diverge. The last converged load flow 
was obtained at 902 MW and was evaluated as unstable. The security margin was 
not calculated.

•	 Case	4:	This	case	was	built	with	the	MW	schedules	computed	for	the	security	
margin in Case 1. An 895 MW stability limit was computed, with a 15 % security 
margin of 739 MW, which was identical to the load-flow case loading.

Transient Stability Simulations

The following transient stability calculation scenarios were evaluated for the Ex-
pected Maximum Demand, Medium–High Demand, and Line Contingency Cases:

1. Major generating unit trip in the western area.
2. Major generating unit trip near large load centers.
3. All units of a midsized power plant out of service.
4. Major transmission line contingency.

The results were similar in all the cases and are synthesized as follows:

•	 Actual State (Base Case), corresponding to the “Case 1” conditions described 
in the previous sections: the system withstood the fault scenarios 1 and 2, but 
became unstable for the faults scenarios 3 and 4.

•	 Security Margin State, i.e., MW loading 15 % lower than the critical MW in the 
base cases: the system withstood all the fault scenarios.

•	 Critical State, corresponding to the critic MW in the corresponding base cases: 
all the transient stability simulations resulted in instability.

3.2.4.3  Analysis of CND Cases

In all the scenarios, QuickStab accurately determined the critical state, regardless 
of how near or how far it was from the base case. As predicted by theory, the peak-
load stability limits were higher than those at medium–high and medium–low load 
levels. Indeed, in system states with less reactive compensation, we expect that the 
voltage would collapse at MW levels smaller than the maximum MW loadability of 
the same network where significant amounts of reactive compensation were added.

In all the cases evaluated, the input load-flow model represented the entire Cen-
tral American interconnection, but the stability calculations were performed only 
on the area corresponding to ETESA’s transmission network. Accordingly, the pro-
gram computed MW schedules only for the generators situated in the study area. 
These MW values were then used in PSS/E to create new load-flow cases, but all 
the other load-flow data remained the same. The calculations’ accuracy thus con-
firms the usefulness of the multi-area approach used by the program to assess local 
stability aspects within large interconnections.
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Although the amount and extent of the transient stability simulations were rather 
limited, they did help getting a good understating of the concept of security mar-
gin. In all the cases evaluated, the system was stable when the transient stability 
simulations were executed for the security margin system MW grid utilization, but 
became unstable in various fault scenarios when the system loading was higher than 
the security margin MW. Furthermore, for all the transient stability calculations 
performed at the critical system, MW grid utilization level resulted in instability.

As far as the computational speed is concerned, all the simulations performed 
converged instantly, which was actually expected both because the program is in-
trinsically fast and because the network area that was evaluated for stability was 
just a subset of the load-flow model of the Central American interconnected power 
system.

3.2.5  Validating QuickStab Results in Vietnam8

Due to frequent and severe faults that, in some cases, have adversely affected sys-
tem reliability and security, the NLDC of EVN undertook, in 2003 and early 2004, 
a series of studies aimed at evaluating the risk of blackout caused by instability. 
Among several initiatives, NLDC assessed the maximum transfer capability of the 
transmission system by using the QuickStab software.

The analysis revealed that the power system’s steady-state stability margins 
might be inadequate. The stability reserve indices varied from 6 % in the 2005 rainy 
scenario to 13 % in the 2006 rainy scenario, with a relatively better margin in the 
dry season of 2006.

Since contingencies would certainly push the system even closer to the steady-
state stability limit where voltages may collapse and units may lose synchronism, 
NLDC concluded that the actual operations of the transmission network for the 
next couple of years will have to be closely and continuously monitored in order to 
detect and prevent the risk of blackouts.

Accordingly, NLDC expanded the array of network analysis applications with 
QuickStab,9 which, in addition to the then-existing load flow and transient stability 
programs, was used for some time to support the system dispatching, operations 
planning, and market clearing functions. The distance to voltage and steady-state 
instability was calculated three times a day based on the most recent data retrieved 
from the SCADA/EMS or computed by the market-clearing engine on the Market 
System.

Since this information had to be relied upon in system and market operations, 
NLDC developed a series of simulations aimed at validating the accuracy of 
the QuickStab predictions by following procedures similar to those described in 

8 The tables and charts presented in Sect. 2.5 have been reprinted, with permission, from an inter-
nal study conducted by the NLDC.
9 At the time of this writing, the NLDC’s SCADA/EMS is being replaced with a new system that 
incorporates a different suite of network analysis applications.
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Sect. 3.3 of this chapter. A brief summary of the most relevant aspects and compu-
tational results is provided in the following sections.

3.2.5.1  Testing Scenarios: Simulation Results

The power system of Vietnam has a markedly longitudinal characteristic. It extends 
over approximately 2000 km and consists of three major subareas, which are loose-
ly interconnected and encompass 220 and 110 kV transmission facilities, attached to 
an Extra High Voltage (EHV) “backbone” of two 500-kV circuits that go from the 
extreme south all the way to the northern part of the country (Fig. 3.5).

The operating difficulties that stem from this particular network topology are 
further worsened by:

•	 Severe	power	transfers	from	the	Southern	Region	to	the	Northern	Region.
•	 Relatively	low	load	density	in	the	Central	Region.
•	 Large	seasonal	variations:	a	rainy scenario, where the hydro generation is maxi-

mized, and a dry scenario, where the generation is primarily thermal.
•	 Significant	MVA	injection	into	the	Northern	area	across	the	500	kV	lines,	dispro-

portionately higher than the flow in the only 220-kV tie-line that interconnects 
the Northern and Central areas.
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Fig. 3.5  South–North MW transfers in the EVN power transmission network 
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•	 There	 are	 no	 shunt	 capacitors:	 due	 to	 insufficient	 reactive	 compensation, the 
generating units are used to hold voltages at remote locations.

Two scenarios were used for performing the accuracy testing: Dry and Rainy. Both 
of these scenarios were built for peak load conditions and evaluated under two volt-
age control assumptions as follows:

•	 Some	generators	are	allowed	to	control	remote	buses.
•	 All	the	generators	control	their	own	terminal	bus	voltages.

The results of the simulations performed for the “dry” cases, where two additional 
cases were run by successively increasing the load in the critical state load-flows by 
1 %, are shown in Table 3.2 and illustrated in Fig. 3.6.

The results of the calculations performed for the “rainy” cases are shown in 
Table 3.3 and illustrated in Fig. 3.7.

3.2.5.2  Analysis of NLDC Cases

At the outset, it must be noted that, regardless of the study scenario, it was not pos-
sible to obtain converged critical state load flows with voltage profiles similar to the 
ones predicted for the critical state QuickStab.

Table 3.2  Total MW, average system voltage, and steady-state stability reserve for the dry cases. 
In sub-scenario A, some generators control voltages at remote buses. In sub-scenario B, all the 
generators control their own terminals and the overall voltage profile is slightly higher
Study case State Total 

MW
Average sys-
tem voltage

Stability 
reserve (%)

Sub-Scenario 
A: Cases 1 
through 4

Base case Actual 9516 1.05093 7.17 Stable
Security margin 8699 1.10416 15.14
Critical 10,251 0.9450 0

Critical MW Actual 10,250 1.0222 1.17 Stable
Security margin 8754 1.1346 15.60
Critical 10,372 0.9699 0

Critical 
MW + 1 % 
additional 
load

Actual 10,347 1.0178 0.97 Critically 
stableSecurity margin 8856 1.1299 15.24

Critical 10,449 0.9667 0

Critical 
MW + 2 % 
additional 
load

Actual 10,447 1.0078 0.71 Critically 
stableSecurity margin 8861 1.11357 15.79

Critical 10,522 0.9698 0

Sub-Scenario 
B: Cases 5 
and 6

Base case Actual 9494 1.0783 7.8 Stable
Security margin 8717 1.1246 15.34
Critical 10,296 0.9389 0

Critical MW Actual 10,488 1.0402 1.22 Stable
Security margin 8926 1.1434 15.93
Critical 10,617 0.9828 0
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Whatever might be the reason(s), the fact that the starting system voltage pro-
file in the critical state load-flow cases was higher suggests that the corresponding 
maximum transfer capability would also be higher, i.e., the system would still have 
a small steady-state stability reserve, perhaps close to, or slightly below, 1 %, thus 
qualifying the state as critically stable.

In all the scenarios, QuickStab accurately determined the critical state, regard-
less of how near or how far it was from the base case. However, the precision was 
not as good as the accuracy of the Panamanian experiments. A possible explanation, 

Table 3.3  Total MW, average system voltage, and steady-state stability reserve for the rainy cases. 
In sub-scenario A, some generators control voltages at remote buses. In sub-scenario B, all the 
generators control their own terminals and the overall voltage profile is slightly higher
Study case State Total MW Average sys-

tem voltage
Stability 
reserve [%]

Sub-scenario 
A: Cases 1 
and 2

Base case Actual 9008 1.0857 10.53 Stable
Security margin 8535 1.1108 15.23
Critical 10,068 0.9377 0

Critical MW Actual 10,063 1.0368 1.02 Stable
Security margin 8546 1.1399 15.95
Critical 10,167 1.0234 0

Sub-scenario 
B: Cases 3 
and 4

Base case Actual 8983 1.1012 11.87 Stable
Security margin 8654 1.1081 15.10
Critical 10,193 0.9261 0

Critical MW Actual 10,206 1.0344 0.55 Critically 
stableSecurity margin 8698 1.1371 15.25

Critical 10,263 1.0270 0
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Fig. 3.6  Dry scenario cases
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as suggested in the opening paragraph of this section, might be the fact that in all the 
“critical MW load flows”, the voltages were higher than the target voltage profile, 
which obviously should bias the calculation results towards higher stability limits, 
as predicted by theory.

The load-flow model encompassed the complete interconnected power system 
of Vietnam, but in order to keep the effort involved in simulations to a reasonable 
level, only the system-wide cases were considered for testing by running load-flow 
computations near the stability limits and repeating the voltage and steady-state 
stability calculations for these new cases.

In real life, however, stability calculations are routinely performed on a subsys-
tem, or area, basis. For the Northern Region, which usually imports a significant 
amount of power from the Central Region, production grade studies revealed that 
the MW flows in the 500-kV circuits reach the steady-state stability limits way be-
fore getting even close to the thermal limits.

For practical purposes, this means that the system operator should monitor not 
only the steady-state stability reserve but also, and most importantly, the amount of 
power being transferred into the Northern Region across the 500-kV interconnec-
tion.

For the Southern Region, area-level stability simulations have indicated genera-
tion capacity limitations, which means that in the south, for the reactive compensa-
tion levels normally considered in operational studies, the system is steady-state 
stable even if all the generators have reached their maximum MW limits. As far as 
the Central Region is concerned, the load is relatively low and no stability problems 
are anticipated.

Cases Developed for the Rainy Scenarios
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Fig. 3.7  Rainy scenario cases
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3.3  Tracking the Steady-State Stability Reserve on 
SCADA Trending Charts

3.3.1  Real-Time Implementation of QuickStab on the 
SCADA/EMS of Transelectrica

The steady-state stability framework that allows computing and monitoring the dis-
tance to instability has been developed, and is well known, in Romania for a very 
long time (Dimo 1961, 1975), but a true production-grade embodiment of this tech-
nology became available only in 2002 when QuickStab was implemented in real 
time on the SCADA/EMS of Transelectrica,10 Romania, by Alstom (Avila-Rosales 
and Giri 2004).

Figure 3.8 illustrates how the QuickStab computational engine that determines 
the voltage and steady-state stability reserve was seamlessly integrated within the 
real-time network analysis sequence.

The program is triggered automatically after each successful run of the state 
estimator and determines both the current value of the system-wide stability reserve 

10 At the time of this writing, QuickStab was being used in real time at the National Dispatch Cen-
ter (DEN) in Bucharest, Romania, as shown in this section. However, neither the authors of this 
chapter nor the editor of this book make any implied or explicit assumptions about the continuing 
use of this application at Transelectrica in the future.

Fig. 3.8  Real-time integration of the fast voltage and steady-state stability analysis computations 
with the SCADA/EMS state estimator at Transelectrica, Romania
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and the steady-state stability reserve for each one of the five critical security cut-sets 
identified for the Romanian transmission system.

3.3.1.1  Critical Security Cut-Sets

A “security cut-set” identifies a group of transmission lines:

•	 That	 form	a	 topological	cut-set,	 i.e.,	 their	 removal	causes	 the	 islanding	of	 the	
transmission network in two disjoint components.

•	 Whose	maximum	transfer	limit	in	terms	of	stability	is	smaller	than	the	aggregate	
thermal limit, i.e., may cause voltage and steady-state instability even if the total 
MW flow across the cut-set has not reached the combined maximum MVA of the 
lines.

In a sense, the concept of “security cut-set” is similar to the concept of “conges-
tion path” with the difference that the former stems from stability considerations 
whereas the latter is driven by thermal violations.

Security cut-sets may appear in any multi-area power system where large MW 
blocks are transferred between areas across relatively weak internal interconnec-
tions. This is common in longitudinal transmission networks that span system areas 
with significant load-generation unbalances, e.g., the Vietnamese power transmis-
sion system depicted in Fig. 3.5 where the topologically clustered Northern, Cen-
tral, and Southern regions are separated by such security cut-sets.

In Romania, where the populated areas and industrial zones are aggregated in 
concentric areas divided by the Carpathian mountain chain, the security cut-sets are 
generated by the specific pattern of the MW flows between the center area and the 
outer ring. The center area is surrounded by mountains and encompasses a dense 
110-kV network sustained by a 220–400-kV backbone. Around the central area, 
there is an outer ring of major power plants that inject their output into a strong 
220–400–750-kV transmission system.

The power is transferred primarily from south–southwest towards the center, 
from south–southeast towards the northeastern part of the outer ring, and from the 
northern part of the central area towards the northeastern part of the outer ring. DEN 
has identified five critical security cut-sets. The system subareas circumscribed by 
these critical security cut-sets are not necessarily disjoint, and some of them over-
lap. They are not fixed, either, and change depending upon the pattern of load, 
generating reserves, transmission outages, line flows, voltage levels, and reactive 
resources.

The configuration of the critical security cut-sets is periodically reassessed off-
line with an application developed in-house that identifies, for a given load-flow 
solution, all the security cut-sets and computes the steady-state stability reserve 
index for each one of them. The approach is described in Pomarleanu and Savulescu 
(2009) and combines an REI-Dimo equivalencing procedure (Dimo 1975; Tinney 
and Powell 1977; Dy Liacco et al. 1978; Oatts et al. 1990; Savulescu 1981), which 
assigns one REI generator to each side of the security cut-set, with a steady-state 
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stability calculation for the model consisting of two REI equivalent generators and 
the link between them.

The security cut-sets are then ranked in the descending order of their steady-
state stability reserve and the most critical five are selected. This procedure is 
executed twice a year. Quite obviously, the actual stability limits across the criti-
cal security cut-sets may differ substantially from those computed off-line for the 
postulated conditions and need to be reassessed continuously based on the actual 
system conditions as determined by the state estimator. The problem is now solved 
in real-time QuickStab, which computes the steady-state stability reserves both 
for the entire system and for each security cut-set. Figure 3.9 shows a real-time 
display taken directly from the SCADA/EMS, which depicts the current values of 
the steady-state stability reserves of the system and across the five critical security 
cut-sets.

Fig. 3.9  System and security cut-set speedometers. (Reprinted with permission from DEN)
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3.3.1.2  Real-Time Trending of the Distance to Instability

The real-time computed values of the system-wide steady-state stability reserve 
and the steady-state stability reserve of each critical security cut-set is stored in the 
real-time database and can be subsequently displayed on SCADA trending charts. 
Figure 3.10 shows a typical trending chart of the system-wide stability reserve over 
a 24-hour period.

At Transelectrica, Alstom developed an innovative visualization concept, which, 
on the left side of the monitor, displays the distance to instability for the entire sys-
tem with each one of the security-cut sets evaluated, and, on the right side, tracks 
the evolution in time of the stability reserves displayed on the left by using standard 
SCADA trending charts (Fig. 3.11).

Fig. 3.10  Real-time trending of the distance to steady-state instability on the SCADA/EMS of 
Transelectrica, Romania. The light color line shows the security margin. The bottom line cor-
responds to the steady-state stability limit. The gray line in between is the alarm limit. (Reprinted 
with permission from DEN)
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3.4  Using PMUs to Track Voltage and Angle Stability 
Sensitivities Across Long Transmission Lines in 
Vietnam

3.4.1  Introductory Background

The need to increase the power transfers across the existing power system infra-
structure, which is characterized by long line distances and large separations be-
tween generation and load, and, also, improve the quality of the service, has led 
EVN to devote significant amounts of talent and resources to the implementation of 
smart-grid technologies in the country.

In addition to an extended population of Substation Automation Systems (SAS), 
at the core of this program is the deployment of a vast Wide Area Monitoring Sys-
tem (WAMS) aimed at improving power system performance and reliability.

The plan and scope and the expected applications encompassed by this effort are 
illustrated in Figs. 3.12 and 3.13, respectively.

This is a two-phase program. The expected WAMS architectures in each one of 
these phases are illustrated in Figs. 3.14 and 3.15.

Fig. 3.11  Real-time display from Transelectrica’s SCADA/EMS, which combines the linear 
speedometers with the trending charts. (Reprinted with permission from DEN)
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3.4.2  Real-Time Monitoring of Available Power Transfer 
Capability Across Long Transmission Corridors

Among the key objectives of the ongoing WAMS effort in Vietnam, which generally 
aims at improving performance and reliability, is the need to address the fact that 
one of the primary causes of wide-area disruptions in the current EVN power system 
is the existence of long transmission corridors that are susceptible to voltage and 
angle instabilities when major unbalances between load and generation take place.

Fig. 3.12  Plan and scope of the expected WAMS model in Vietnam

 

Real-Time
Applications

• Voltage and Current Phasors Monitoring;
• Angle Difference Monitoring;
• Power Flow Monitoring;
• Voltage and angle Sensitives Monitoring;

• Forensic analysis of faults/grid incidents;

• Validation of steady state network model for calculation;

• Calculation of stability margins;

• Support to operational planning & post-dispatch analysis.

• Additional and completing of state estimation (SE) model;

• Real-time Alarming of the operational situations of power system.

• Frequency and Rate Change of Frequency Monitoring;

Off-line
Applications

Fig. 3.13  Expected WAMS applications in Vietnam
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Fig. 3.15  WAMS architecture implementation in Vietnam—Phase 2
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3.4.2.1  Classical Concepts in the Context of the Synchrophasor Technology

Quoting from the classical steady-state stability theory, the real power transfer 
across a transmission line between two adjacent network buses is determined by the 
voltage magnitudes at each bus, the phase angle difference between them, and the 
line reactance (Crary 1955; Anderson and Fouad 1990; Venikov 1977).

Accordingly, the real power transfer between the two bus terminals of a trans-
mission line, say A and B, is calculated with the following equation:

where P is the real power transfer, XL is the transmission line reactance between the 
two buses, δ is the phase angle difference across the transmission line, and VA and 
VB are the bus voltage magnitudes at the terminals of the transmission line.

The amount of maximum power that can be transferred across the line, or its total 
MW transfer capability, is given by

and the line’s reserve margin (available transmission capability) Pmarg% of the line 
is calculated as:

From these equations, the total and available transfer capabilities across the trans-
mission line can be computed in real time by using the voltage and current synchro-
phasor data, respectively, collected at the lines’ terminals. Three additional metrics 
can also be defined as shown in Figs. 3.16, 3.17, 3.18.

3.4.2.2  Demonstration of the Synchrophasor Technology on the Vietnamese 
500-kv Transmission System

A demonstration of the synchrophasor technology developed in Vietnam11 was 
recently conducted at EVN. The functionality, architecture, data flow, and alarm 
blocks of the application (SmartWAMS) are illustrated schematically in Figs. 3.19, 
3.20, 3.21.

The model used for simulation encompassed 17 substations of the Vietnamese 
500-kV transmission grid.

11 The synchrophasor technology was introduced in 2012 in Vietnam by Advanced Technical Sys-
tems Co. Ltd (ATS) under the trade name SmartWAMS (patent pending).

A B

L

sin ,
V V

P
X

δ×
=

P
V V

Xmax
A B

L

=
×

,

P
P P

Pmarg
max

max
% .=

−
×100



J. S. V. Perez et al.90

What can cause the bus voltage angle difference to change?

Node 1 Node 2
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Sinusoidal Waveform and
Phasor Representation
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Knowledge of the angle difference helps synchronization
during system restordation

Note: a common reference signal is required to compare the phase angles and to
calculate ∆δ. This common reference signal is available from GPS

→ Transmission line outages or restorations
→ Generator trips
→ Sudden large load changes, e.g., load crash / load throw off 
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Fig. 3.16  Voltage angle difference concept in synchrophasor technology
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Fig. 3.17  Voltage sensitivity concept
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Fig. 3.19  SmartWAMS 
functionality
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Two demo scenarios were run as follows:

•	 Scenario	1:	running	the	test	with	the	actual	data.
•	 Scenario	2:	running	test	with	solved	cases	developed	with	the	PSS/E	software.

Each scenario included both normal operation conditions (Case 1) and the outage of 
the 500-kV transmission line PLEIKU—DAKNONG (Case 2).

Some illustrative interfaces and representative results of the simulations are il-
lustrated in Figs. 3.22, 3.23, 3.24, 3.25.

Voltage;
Angle & Angle

Difference
Voltage &

Angle 
Sensitivities

Frequency &
Rate Change
of Frequency

Power Flow
(MW, MVAr)

Fig. 3.21  SmartWAMS visu-
alization alarm blocks

 

Fig. 3.20  SmartWAMS architecture and dataflow
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Fig. 3.23  SmartWAMS voltage sensitivity displays

 

Fig. 3.22  SmartWAMS angle sensitivity displays
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Fig. 3.25  SmartWAMS voltage sensitivity displays before and after the outage

 

Fig. 3.24  SmartWAMS angle sensitivity displays before and after the outage
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3.5  Conclusions

This chapter addressed several practical aspects of performing steady-state stabil-
ity assessment in real time. The application validation for accuracy and reliability, 
which is of paramount importance, has been covered in detail and illustrated with 
practical experience results obtained by two early users of QuickStab—ETESA, 
in Panama, and NLDC, in Vietnam. At the time when these tests were performed, 
ETESA and NLDC were using QuickStab in real time in system dispatching func-
tions and off-line in operations scheduling and market clearing functions. The ap-
plication validation results confirmed the theory and are consistent with earlier ex-
perience with this technology.

The deployment of the steady-state stability assessment in energy control centers 
was illustrated with an actual example that reflects the benefits of the online moni-
toring of the risk of blackout via speedometer charts and by trending the distance to 
instability as it evolves in real time. At the utility site selected for this purpose, the 
stability computations have been seamlessly integrated with the real-time system by 
the SCADA/EMS provider.

The potential to use synchrophasor technologies to track voltage and angle sta-
bility sensitivities across long transmission lines was also discussed and illustrated 
with practical results obtained recently in Vietnam. According to the Vietnamese 
operational experience, the synchronized phasor measurements, which are ideal for 
monitoring the dynamic power system performance especially during high-stress 
operating conditions, should be viewed as a complement to, rather than a replace-
ment of, conventional SCADA/EMS tools.
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Abstract The present chapter tackles the problem of determining and presenting 
the relevant information which can assist a power system operator in assessing the 
risk of blackout due to instability in a timely, efficient, and effective manner. Algo-
rithmic approaches and numerical indicators that can help identify the instant status 
of the degree of operating reliability are also presented. Three concepts to detect, 
quantify, and visualize the risk of blackout are introduced and extensively illustrated 
with speedometer diagrams, stability trending charts, and snapshots taken directly 
from supervisory control and data acquisition (SCADA) system user interfaces.

4.1  Introduction

The increase of consumption of electric energy during the past decades has led to 
an expansion of synchronously operated AC systems as well as to higher voltage 
levels. All around the world, technical and economic advantages of combined op-
eration have brought forth the interconnection of adjoining grids. With a view to 
needed reduction of CO2 emissions, there will be a significant change in utilized 
resources as well as the energy mix. As in the past, transmission and distribution 
network structures were developed in accordance with the then available generation 
and load structures – to address the forecasted resources and energy mix, structural 
and operational changes will have to be applied (Eichler et al. 2012) to move to-
wards the smart grid of the future.

Blackouts do not happen out of the blue and without prior signals of distress. 
Unplanned transmission outages, decaying voltages, and other events that push a 
power system towards an unsafe modus operandi usually develop slowly; however, 
when the unsafe status is reached, the events occur almost instantly within milli-
seconds and hence do not leave sufficient time for the operator to react. This is the 
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reason why one needs to detect when the operating conditions of the power system 
are developing towards a state where a blackout will become unavoidable as early 
as possible. As the operating conditions are changing continuously, quantifying and 
posting the risk of instability needs to be performed for every new operating state 
(Eichler et al. 2011).

Blackouts and large-area outages in America and Europe have confirmed that the 
interconnection of adjoining networks is beneficial in terms of operation and econ-
omy; however, this also bears the risk of uncontrollable, cascading outages (Eichler 
et al. 2012). This is especially true when grids are operated close to their thermal 
limits in certain areas, as stability and protection problems will occur (Buchholz 
et al. 2008). In order to have enough time to take early corrective actions and to pre-
vent approaching states that may be too dangerous, one first needs to detect that the 
power system is moving in the wrong direction at all. This is also a continuous pro-
cess which consists of monitoring how the stability conditions change in real time 
and then issuing appropriate warnings if and when necessary (Eichler et al. 2011).

An important goal of dynamic security assessments is to determine if a power 
system is able to withstand a series of major contingencies. Another important goal 
is to evaluate the risk of possible instability if the power system tumbles slowly 
towards a dangerous state, which could be the result of either a small topology and/
or load change together with slow bus voltage changes that might trigger a voltage 
collapse. Slow load increases may also finally cause one or several generators to 
lose synchronism. Instability in a power system can also be caused when attempt-
ing to transfer large MW blocks to compensate load increases and/or generation 
outages in certain areas of the power system, thus increasing generation somewhere 
else. Instability also will take place when units lose synchronism because of self-
oscillations (Eichler et al. 2011).

In today’s control room environment, there are basically three approaches that 
in some respect complement each other and help the operator to assess the risk 
of blackouts successfully. All of them support the operator in monitoring how the 
stability conditions change in real time and then issue warnings if and when needed 
(Stottok et al. 2013).

4.2  Supervision and Analysis of Synchrophasors

The use of synchrophasor measurements from Phasor Measurement Units (PMUs) 
for wide-area monitoring enables the view to dynamic phenomena in the transmis-
sion network (Phadke and Thorp 2008). The basic idea is to supply the control 
center operators with a dynamic and precise real-time view into the voltages, cur-
rents, and phase angles of the electric grid by use of a Phasor Data Processing (PDP) 
system (Styczynski et al. 2009). This enables them to quickly understand the actual 
stability situation and trend in the system (Eichler et al. 2011). No system topology 
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information is necessary, so the engineering of such a system on the control center 
side is relatively simple.

However, to observe that a blackout is approaching solely from monitoring PMU 
data either requires an immense level of expertise or support with further informa-
tion from additional applications (Stottok et al. 2013). An overview about current 
and possible future applications for PMU measurements can be found in Novosel 
(2009). Due to the complexity of the issue, the user interface has to provide opera-
tors with the ability to quickly identify and analyze areas of criticality within the 
power system (Stottok et al. 2013) using components adapted to the various appli-
cations. The following applications of synchrophasor measurements can support the 
system operator in analysis and prediction of system stability:

4.2.1  Frequency Monitoring

Figure 4.1 shows a frequency measurement by a PMU during a scheduled power 
plant switching at 8:00 pm in the ENTSO-E network in Europe. The east-west-
mode (0.2 Hz) can be seen quite well with a small amplitude. Such a frequency 
curve enables checking of the existing network model and the known power swing 
modes. Frequency curves from PMUs can indicate upcoming problems such as 
power swings or active power imbalance.

4.2.2  Phase Angle Monitoring

Phase angle differences indicate the power flow between two locations in the power 
grid. Increasing phase angel differences indicate increasing power flow between re-
gions. If they differ from the expected load flow, this is an early problem indicator. 
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Fig. 4.1  Example for frequency measurement with PMU
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The schematic diagram (Fig. 4.2) shows that the upcoming blackout could have 
been seen in advance if actual phase angle measurements had been available.

Figure 4.3 shows phase angle measurements from PMUs during a switching off 
of coupling lines between two regions.

The phase angle of the voltage changes immediately and goes with a well-
damped oscillation into the new state. These curves show that the system state re-
mains stable. If the phase angle did not trend towards a new constant value, the 
operator would be immediately made aware that predefined corrective/preventive 
actions have to be taken.

In a real-life PDP system, the charts window displays time series (Fig. 4.4) and 
vector diagrams (Fig. 4.5) of individually measured values or calculated values over 
a time period (Stottok et al. 2013).

4.2.3  Power Swing Recognition

The idea of power swing recognition is to analyze selected measurements continu-
ously to detect power swings. The parameters’ damping, amplitude, and frequency 
(mode) of the power swing determine when an alarm is generated. With the automat-
ic continuous supervision of the measurements, the PDP wide-area monitoring tool 
provides a reliable, fast indication of critical system states with several visualization 
possibilities (geographic, alarm, event, and technical data of power swing mode).

To ensure that the operator is made aware of the situation, the power swing is 
displayed in a geographic overview of the system. The map window (Fig. 4.6) of the 
PDP shows the network topology of the power supply system. Substation symbols 
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and transmission lines are color coded to indicate whether those objects are in a 
normal or critical power state. Objects which are colored in blue are normal, yellow 
objects are approaching a critical state, and red objects have already reached a criti-
cal state. A swing detected in the electrical power system is shown in the schematic 
diagram as colored circular areas around the substations. The circular areas can also 
be connected by colored rectangular areas, if the swing affects several substations 
(Stottok et al. 2013).
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A further display especially designed for fast interpretation is shown in Fig. 4.7. 
The diagram indicates all recognized power swings for the current time point as 
dots in the frequency damping diagram. The colors of the dots visualize the critical-
ity of the swings (red = critical, yellow = dangerous) and are defined based on their 
damping as well as from the amplitudes of the swings. The dotted lines represent a 
damping ratio of 3 or 5 %, respectively (Stottok et al. 2013).

4.2.4  Island State Detection

Because every PMU sends a frequency measurement to the wide-area monitoring 
system, it is possible to compare them. If a difference is detected, this is a hint for a 

Fig. 4.6  Map-based visualization of power swings and critical equipment states
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system separation which generates an alarm. Additionally, the detected islands can 
be shown on a geographic map.

4.2.5  Voltage Stability Curve

The voltage stability curve (Fig. 4.8) shows the actual operating point of a line on 
a voltage–power curve. Two PMUs on both ends of the line supply the application 
with the actual voltages and currents. With the known impedance of the line, the 
dynamic difference with respect to the stability limit of the line can be shown in the 
widespread shape of a PV diagram (“nose curve”).
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Fig. 4.7  Recognized power swings diagram overview of PMU data or power swings (frequency 
over damping)
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4.2.6  Line Thermal Estimation

Using the measured current and voltage on a line, it is possible to estimate the 
line temperature. This gives an impression of actual thermal load and the current 
reserves on the line. Figure 4.9 shows how the estimated temperature on a line in-
creases where a heavy load is switched on.

4.2.7  Power System Status Curve

The so-called power system status curve, illustrated in Fig. 4.10, actually is not 
another application that supports the operator’s fast comprehension of the power 
system status; rather it serves as an initial overview visualizing the trend of the 
power system stability conditions (Stottok et al. 2013).

The power system status curve is calculated using all available measured values 
for which the limiting values are defined. The user can specify which measured val-
ues are to be included in the calculation. The curve is calculated from the weighted 
distances between the measured values and their limiting values. Critical values of 
the power supply system are displayed as a red curve in the part of the display above 
the dotted middle line. The higher the value is represented on the y axis, the more 
critical it is. In addition, the critical time range is highlighted in light red. Thus, the 
power system status window provides a single go/no go indication of system health 
and criticality for both real time and past, e.g., for the past 2 h (Stottok et al. 2013).

4.3  Real-Time Calculation of the Steady-State Stability 
Limit

Another approach to assessing the risk of blackouts is to run rapid, albeit approxi-
mate real-time stability tools with input from the state estimator (SE), i.e., to quickly 
calculate the power system stability (QuickStab) (Stottok et al. 2013). As opposed 
to the PDP based approach, QuickStab does not depend on a particular hardware 
in the field; rather it uses data that are available in a supervisory control and data 
acquisition/Energy Management System (SCADA/EMS) anyway and it only needs 
a few pieces of data beyond what is needed for running SE.

A well-suited and field-proven index for power system stability monitoring in 
real time is the Steady-State Stability Limit (SSSL) (Savulescu 2014). The SSSL of 
a power system is “a steady-state operating condition for which the power system 
is steady-state stable but for which an arbitrarily small change in any of the operat-
ing quantities in an unfavorable direction causes the power system to lose stability” 
(IEEE 1982). Known as steady-state stability reserve, this index was introduced 
in Europe by Paul Dimo (Dimo 1961, 1975). The algorithmic foundation of this 
technology has been extensively documented elsewhere (e.g. Savulescu 2014). The 
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algorithm combines well-known stability index calculation approaches with inher-
ent characteristics of power system parameters in a way that this calculation can 
be done in the SE periodicity – even if it includes the consideration of contingency 
cases as well as some capabilities for providing preventive measures in cases of 
insufficient stability reserve (Eichler et al. 2011).

The SSSL is mathematically quantifiable, can be computed, and represents an 
operating limit – albeit one that is local, rather than global, and which is unsafe in 
the sense that operating states even just below this limit may become quickly, or 
even instantly unstable (Eichler et al. 2011).

The SSSL can be quantified in terms of the total MW loading of the transmis-
sion system, considering both internal generation and tie-line imports (Eichler et al. 
2011). Based on this, a metric (Savulescu 2004) can be defined to quantify “how 
far from SSSL” a given power system operating state is (Eichler et al. 2011). A 
visualization of the SSSL concept is given in Fig. 4.11. Please note that for sake of 
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Fig. 4.10  Power system status trend curve display of PDP

 

Fig. 4.11  Simplified 
visualization of the steady-
state stability limit (SSSL)
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easy visualization, a simplification was applied by only illustrating the curve of load 
MW versus rotor angle for a single-line-single-generator configuration (Eichler 
et al. 2011).

One of the key displays that are continuously updated on an operator console is 
the so-called Two-Speedometer Chart depicting side by side the base case, i.e., the 
current system state as computed during the most recent successful run of the SE, 
and the worst contingency case (Fig. 4.12).

The left-hand speedometer displays the distance to instability in the base case, 
i.e., the current state. The needle corresponds to the total MW system grid utiliza-
tion. The left edge of the red sector identifies the critical state, which is quantified 
by the SSSL. Several important remarks need to be made:

•	 The	red	sector	does	not depict an operating area for the very simple reason that, 
after instability, the system state does not exist: it is blackout, so there is no sys-
tem state any longer. Technically speaking, the “red area” should have been just 
a thin line, but for ergonomic reasons, we chose to build it with some depth so 
that it could be easily identified on the display.

•	 The	distance to instability is conveyed by the position of the needle with respect 
to the left edge of the red sector and is quantified by the stability reserve in [%] 
below the SSSL.

•	 The	width	of	 the	yellow	 sector	 is	 proportional	 to	 the	percentage	value	of	 the	
security margin.

Fig. 4.12  QuickStab Two-Speedometer Chart depicting the distance to instability ( red) and to the 
security margin ( yellow)
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•	 This	ergonomically	powerful	representation	should	be	viewed	in	relation	to	the	
“stability envelope” concept illustrated in Fig. 4.11, where the “safe” operating 
region is shown in green and corresponds to total system MW grid utilizations 
smaller than the MW security margin (Stottok et al. 2013).

•	 The	speedometer	chart	per se is both intuitively relevant and quantitatively cor-
rect: On the one hand, it shows instantly how safe are the system conditions and 
if there is any risk of blackout; on the other hand, the needle position and the 
width of the yellow sector are thoroughly recalculated after each state estimation 
cycle, and so, they truly depict the current power system state as it changes in 
time. And if, in addition to the “distance” to instability, the operator also wants 
to know the exact MW amount of the stability reserve and, respectively, the se-
curity margin, those numbers are shown at the bottom of the display.

The right-hand speedometer in Fig. 4.12 shows the distance to instability not for 
the base case but for the worst contingency that has been simulated. In the example 
shown, the worst contingency would reduce the stability reserve from 33 % in the 
base case down to 7 % and thus drive the system right into the middle of the yellow 
area. This indicates to the operator that the power system would be severely at risk 
once this double branch outage would occur (Stottok et al. 2013).

It is of paramount importance for the system stability indices, e.g., the distance 
to SSSL, to be continuously updated for the operator. Therefore, their computation 
and visualization must be connected to the SCADA/EMS of the transmission grid 
control center. In order to efficiently support the operator monitoring and control-
ling of a transmission grid facing rapid loading and generation pattern changes, it is 
important that there are provisions for (Eichler et al. 2011):

•	 Immediate	information	for	the	operator	on	the	distance	from	instability,	periodi-
cally as well as after each significant system change, e.g., a circuit breaker trip-
ping;

•	 Display	of	the	decisive	results	in	the	user	interface	of	the	SCADA/EMS,	espe-
cially the trend curve of the “distance to SSSL”;

•	 Capability	to	evaluate	system	instability	for	perceived	situations	via	the	familiar	
SCADA/EMS study case management and in the same convenient manner as in 
real time.

The trending of the stability reserve is the main display of the SCADA/EMS 
watched by the control room operator for monitoring the power system stability. 
Figure 4.13 shows an example from the Transmission System Operator of Bosnia-
Herzegovina. The 24 h curve shows significant changes due to some outages that 
have occurred that day. Phases of decreasing reserve, recovery at a lower level, and 
again increasing reserves become apparent. The current value of the stability reserve 
is also shown at a prominent location in the always visible Basic Signaling Display 
(right in the middle of the upper display part of Fig. 4.13). Additional SCADA/EMS 
displays showing QuickStab results include a list of generators sorted according to 
their influence on the stability reserve. This list identifies those generators where 
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generation has to be increased (or decreased) in order to enlarge the stability reserve 
(Stottok et al. 2013).

4.4  Dynamic Stability Assessment

The third approach to increase the situational awareness with respect to power sys-
tem stability is to perform an online Dynamic Stability Assessment (DSA). This 
mainly model-based approach uses precise time-domain simulations with an au-
tomatic determination of critical situations. Time domain simulations are the most 
accurate technique; however, they are also the most time consuming. The main 
procedure of an online DSA application is depicted in Fig. 4.14.

This application needs to work in periodic cycles. Each cycle starts with receiv-
ing an SE snapshot and/or system forecasts. This is followed by parallel time-do-
main contingency simulations on a computation server cluster. The parallelization 
is done to save time and to be able to process as many contingencies as possible. 
After the results are available, the system automatically analyzes and ranks and vi-
sualizes them to the user. In case stability problems are discovered, an online DSA 
system must be able to pre-simulate remedial measures in order to propose the most 
successful corrective steps and actions to the user. The user now decides which ac-
tion to take and the DSA cycle can start over again.

Fig. 4.13  Trend curve of the stability reserve integrated in a SCADA/EMS UI
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In the following, the most important features and benefits an online DSA ap-
plication should provide are explained on the example of an existing DSA solution.

4.4.1  Technology

DSA is using the power of full time-domain contingency simulations. Similar as in 
the QuickStab approach, it uses a certain load flow case as the basis for all simula-
tions. Such load flow cases can come from diverse sources such as:

•	 SCADA/EMS	state	estimator
•	 Linear	PMU-based	state	estimator
•	 Power	flow calculation considering short-term forecasts (including, e.g., renew-

able generation), day-ahead/outage scheduling, and switching plan
•	 Long-term	planning	cases

The accuracy of a DSA system is strongly related to the quality of the power system 
model and the state estimate. Important is the detailed representation of the power 
system including all devices and controllers affecting its electromechanical behav-
ior. Additionally, modeling the system-relevant protection devices can increase the 
quality of DSA results. Hence, a modern DSA system should be able to analyze the 
primary and secondary equipment at the same time, such as (Eichler et al. 2011):

•	 Generators
•	 Compensation

Fig. 4.14  Procedure of online DSA application
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•	 FACTS
•	 HVDC
•	 Dynamic	loads
•	 Wires
•	 Cables
•	 Transformers
•	 Distance	protection
•	 Generator	protection

Depending on the stability phenomena being studied, simulation time, time steps, 
and modeling details can vary. For example, for transient and short-term voltage 
stability studies, a 5-20 s study period is sufficient. Long-term voltage stability stud-
ies however require a study period of several minutes. During the simulations, the 
complete network is observed and in case any stability criteria are violated, the 
contingency is marked as critical.

The main advantages of using the DSA approach are:

•	 No	model	simplification
−	 Full	topology	as	in	SCADA/EMS	and	planning	model
−	 Influence	of	each	power	system	element	can	be	determined

•	 All	physical	stability	phenomena	as	categorized	in	Kundur	(1994) can be ana-
lyzed
−	 Short-	and	long-term	effects
−	 Angle,	voltage,	frequency	and	oscillatory	stability

•	 Operational	rules	compliance	can	be	determined	in	addition	to	pure	stability
•	 Definition	of	contingencies	can	include	sequences	of	events

−	 Subsequent	tripping	of	lines	or	generators
−	 Automatic	reclosure	cycles
−	 Different	durations	of	short	circuits

•	 Inclusion	of	protection	behavior	and	different	special	protection	schemes
−	 Generic	function	of	differential	or	generator	protection	devices	which	are	sys-

tem relevant
−	 Load	shedding	mechanisms	or	other	special	protection	schemes

•	 Direct	possibility	to	simulate	and	validate	measures
−	 Preventive	measures	(rescheduling,	topology	changes,	and	so	forth)
−	 Corrective	measures	(switching,	load	shedding,	and	so	forth)
−	 Automatic	 corrective	 measures	 only	 armed	 in	 critical	 situations	 (system	

integrity schemes, operation tripping, and so forth).

All these advantages have to be paid at the cost of computational power. Twenty 
years ago, this was a serious problem because CPU power was extremely expen-
sive. The trend however shows that the costs per CPU are constantly decreasing 
while CPU power is constantly increasing. Due to this fact, together with smart ac-
celeration techniques, DSA can be integrated in the online environment of today’s 
transmission system control rooms.
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Compared to static stability assessment methods, the purpose of DSA is not to 
determine the margin to instability in terms of MVA, but it rather gives a qualitative 
degree of stability. This means that DSA finds all instable cases where the system 
collapses and determines cases which are close to instability. However, the DSA 
approach does not allow for determination of an allowable MVA change up to reach 
instability. In order to do so, a case degradation would have to be applied during 
each contingency simulation.

The results from case degradation approaches also strongly depend on the as-
sumed deterioration pattern. By nature, power systems behave in a heavily nonlin-
ear fashion, especially when the system is close to its stability limit. Hence, a small 
change in that deterioration pattern can cause large changes in the calculated MVA 
margin. Similarly, this is true for the qualitative degree of stability calculated in a 
DSA solution. The result “relatively stable” can change to “instable” after small 
changes have been applied to the base case load flow. To mitigate this drawback, the 
DSA approach offers the possibility to take into consideration not only theoretical 
stability criteria but also any other criterion such as sensitivity indices, operational 
limits, grid-code constraints, and protection induced limits.

Instead of determining the exact MVA margin, the DSA approach rather deter-
mines the duration until instability. This is possible by taking into account the most 
probable system development for the next few hours. If an operator knows that the 
system is far from instability for the current point in time and for the next 2 h, there 
is no need to take any action. This concept is depicted more closely (Heyde 2010) 
in Fig. 4.15, which shows three axes plus the information on the coloring scheme.

Fig. 4.15  Principle of DSA margin with respect to time
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The x-axis represents the different contingencies being simulated, for example, 
events such as short circuits in critical regions or outages of important network ele-
ments. The y-axis shows the progress within the time-domain simulations, whether, 
for example, a voltage collapse will occur 5 s or 5 min after the contingency event. 
The z-axis (time to insecurity – tti) shows the forecasting horizon.

The coloring depicts the results of the contingency simulations. Green means 
that the system is perfectly stable, whereas yellow, orange, red, and black indicate 
that the system would face stability problems if the contingency actually occurred. 
In this case, the power system would be in an acceptable state until tti. When this 
time is reached, at least one contingency would cause unwanted limit violations 
(first orange-colored contingency). Please note that for the sake of clarity, only four 
simulation results are shown completely. In reality, each of the squares in Fig. 4.15 
would have an expansion in y-direction.

4.4.2  Visualization

The visualization of the results of dynamic security assessment performed in real 
time is realized in several levels of details. The very first display should continu-
ously show the risk of blackout in a traffic light fashion to the control center staff. 
Such a first display is shown in Fig. 4.16 (Stottok et al. 2013).

Fig. 4.16  DSA cockpit
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This diagram shows three curves (black, dark blue, and light blue). The x-axis 
represents the time from the operator’s point of view. It allows viewing of the re-
cent history, the current situation, and the short-term forecast (next few hours). The 
y-axis represents the severity of possible contingencies. This severity is scaled be-
tween 0 and 1, where 1 means high risk and 0 means low risk (Stottok et al. 2013). 
The coloring in this cockpit corresponds to the coloring in the previous Fig. 4.15.

The black curve indicates the state of the overall power system with respect 
to stability limits without applying any faults or contingencies (base case or pre-
contingency). The risk for this pre-contingency curve is determined from the state 
estimate-based load flow. Alternatively, this value can also be derived from the 
evaluation of PMU measurements (Stottok et al. 2013).

The dark blue curve represents the results from the most severe contingency. If 
this curve reaches a high level, the power system would be insecure because at least 
one contingency would lead to limit violations. In the case shown, the dark blue 
curve reaches the value 1 on the right-hand side of the diagram. This means there 
is one system forecast where instability has been observed. This is the forecast for 
1 h from now on. The operator has now 30-45 min left to find successful counter-
measures.

A powerful DSA system can also help the operator in finding countermeasures 
because any measure can be simulated prior to its activation in the field. Possible 
measures could be among others re-dispatching or topology changes as well as 
curtailment of renewable generation or loads. Once these measures are known by 
the DSA system, they can be automatically processed whenever a stability threat 
is recognized. The results of such measure simulations are exactly the same as for 
contingency simulations, which is why their effectiveness can easily be displayed 
in the DSA visualization screens.

In Fig. 4.16, this is done with the light blue curve. In this example, the operator 
knows from the first view that the system would actually be instable; however, there 
is a measure available which successfully mitigates the instability.

The advantages of a model-based DSA system can be formulated as follows:

•	 Preventing	blackouts	due	to	increase	of	situational	awareness;
•	 Higher	exploitation	of	existing	assets	by	lower	security	margins	due	to	knowl-

edge of actions to take in the unlikely event of a contingency.

The cockpit displayed in Fig. 4.16 is intended to show all relevant information to 
the operator in the control room. This information can be summarized as follows:

•	 What	is	the	current	risk	of	a	blackout?
•	 Do	the	historic	or	forecasted	results	show	a	threatening	trend?
•	 Is	my	pre-contingency	condition	already	problematic?
•	 If	a	high	risk	of	blackout	is	indicated,	how	many	contingencies	are	involved?
•	 If	a	high	risk	of	blackout	is	indicated,	is	a	remedial	measure	available?

In case that high risk has been identified and/or no successful measure could be 
found automatically, a DSA system must offer the possibility of a detailed analysis 
of the situation. In conventional planning tasks, the engineer usually focuses on a 
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selected portion of the power system and performs a limited number of contingency 
simulations. An online DSA system always has to consider the system as a whole. 
Hence, the detailed results should be presented to the user in such a way that the 
following questions can be answered subsequently:

•	 Which	contingency	or	contingencies	caused	the	problem?
•	 Which	physical	phenomena	are	involved	(frequency,	angle,	or	voltage	stability)?
•	 Is	the	problem	local	or	global?
•	 What	assets	are	involved?

The DSA system described in this section solves this problem with the multilayer 
visualization approach. In addition to the cockpit with the most aggregated informa-
tion (Fig. 4.16), the system uses three layers plus single-line views up to a highly 
detailed expert view (Fig. 4.17). It depends on the user’s experience if all layers are 
explored or if, for detailed analysis, the control room staff consults an expert from 
the planning department to study the security problems and to answer the questions 
above. In order to collaborate across departmental borders, the DSA system must be 
designed for multiusers on client-server architecture.

Figure 4.17 gives an overview about the multilayer results visualization. Other 
than in power system planning tasks, the user of an online DSA system does neither 

Fig. 4.17  Multilayer visualization with contingency listing ( top left), data aggregation view ( top 
right), expert view ( bottom left), and single-line diagram ( bottom right)
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have the time nor the knowledge to work through the results of several hundred con-
tingency simulations in order to find the critical ones. Hence, the visualization of 
an online DSA must at all times find the most important information automatically 
thus guiding the user through large amounts of data and producing a clear visualized 
result which is easy to interpret. This is done by ranking of results and by coloring 
of the graphical user interfaces and single-line diagrams.

4.5  Deployment in SCADA/EMS Environment

4.5.1  Overview

Each of the three tools outlined above brings its particular benefits to the control 
room operator. Tying them together as shown in Fig. 4.18 allows systematic moni-
toring of system stability from real time through to the immediate future until hours 
ahead. Thus, a framework is provided for detecting critical situations on time, ex-
ante verification of remedial measures, and monitoring of actual observation of 
stability limits (Eichler et al. 2012).

4.5.2  Modular Set-Up

The framework shown in Fig. 4.18 can be built-up piece by piece with many points 
to start from. One possibility is to start with the installation of PMUs. A PDP unit as 
outlined in Sect. 4.2 would continuously analyze the incoming data and detect criti-
cal swings, excessive phase angle differences, and so forth at each instant of time.

Fig. 4.18  Data flow between blackout prevention modules
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Additional system relevant analyses are provided by the DSA tool presented in 
Sect. 4.4. The DSA tool normally applies such algorithms to the simulated contin-
gency states of the power system; however, they can as well be applied to a set of 
phasor measurements which is transferred from the PDP tool. DSA, in turn, sends 
additional indices back to the PDP for alarming and displaying in its user interface 
(Eichler et al. 2012).

In this way, stability monitoring can be done without needing any information 
from a SCADA system such as network topology. In any case, limit violations and 
status alarms from applications such as power swing recognition and supervision 
information of the wide-area monitoring system can be made available to the con-
trol center operator by an ICCP communication connection. This allows the opera-
tor to focus on the SCADA user interface he/she is used to. If an alarm from the 
wide-area monitoring system occurs, the operator is notified immediately and can 
switch to the detailed screens of the PDP module (“Stability monitoring”) (Eichler 
et al. 2012).

Furthermore, SCADA systems are using unsynchronized system measurements 
via Remote Terminal Units (RTUs). The measured values are rms values of voltages 
and currents as well as real and reactive powers that are transmitted to the front end 
of the EMS in time steps of some seconds. The current load flow situation expressed 
as magnitudes and angles of voltages and currents is estimated by a so-called SE 
integrated in the EMS. Robustness and accuracy of this process highly depends on 
the accuracy of measurements received as well as on the amount of data. The latter 
defines the “observability”.

The observability of the power system can actually be increased by the use of 
PMU data. As described in Sect. 4.2, this tremendous amount of data are analyzed 
and archived in the PDP module; via the ICCP link, the abovementioned snapshots 
can be transmitted to the EMS in cycles similar to RTUs, e.g., once a second. The 
EMS thus can use the phasor data to improve the state-estimator results (Eichler 
et al. 2012).

Another starting point for building up the blackout prevention framework is the 
EMS part of the control center system. The power system status as calculated by 
the SE application can be transferred to a module which executes fast steady-state 
stability index calculation as outlined in Sect. 4.3. The module (in Fig. 4.18 repre-
sented by the QuickStab algorithm) may initially be stand-alone and later be ex-
tended to the full DSA functionality. Since the calculation is done within seconds 
(to give an example: the calculation solves 2000-3000 bus systems in even less than 
a second on regular laptop computers), the distance to SSSL index is sent back to 
the SCADA/EMS user interface practically in the SE cycle time typically between 
30 s and 2 min (“Continuous Steady-State Stability Analysis”) (Eichler et al. 2012).

When the full DSA functionality is available, an Overall System Security Index 
covering the full range of stability phenomena can be determined and sent back to 
the SCADA/EMS user interface. However, since the calculation of such indices for 
the base case as well as for some thousands of contingencies takes some time the 
application concept is different: regularly, e.g., each 15 min, the most recent SE 
result is transferred to DSA for full analysis of the current situation (“time now”).
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To get an additional view to the future system states, the power flow and fore-
cast components of the EMS calculate the corresponding power system status for 
near future intervals. For all system states (time now and near future time steps), 
the DSA calculates all defined contingencies. The stability indices sent back to the 
SCADA/EMS are updated with each calculation step finalized, thus providing the 
operator with a virtually continuous stream of information. Latest after 15 min, all 
calculations are done and the process starts again with the most recent results of SE 
and forecast power flows (“Short Term and Forecast Full Stability Analysis”). At 
the same time, the DSA module can provide verification of measures that improve 
the security index, thus helping the operator to navigate the power system through 
congestive situations with highest security (“Verification of Remedial Actions”) 
(Eichler et al. 2012).

4.5.3  Architecture

As can be deducted from the explanations above, the concept is to allow alarming 
and key index visualization in the SCADA/EMS user interface that is very familiar 
and always visible to the operator. However, when more detailed information is 
needed, the genuine specialized user interface of the particular application is used 
rather than trying to replicate it in the SCADA/EMS environment (Eichler et al. 
2012).

Furthermore, the system is modular in a way that the three components which 
make up the composite approach can be kept entirely separate from a SCADA/
EMS. In this case, just industry standard interfaces are used. Tighter integration is 
an option but not mandatory. The integration of the QuickStab module, for instance, 
in practice varies from a separate PC running the software and the specialized user 
interface (Arnold et al. 2009; Savulescu 2014; Vickovic et al. 2007; Vickovic and 
Eichler 2009) to integrating the QuickStab software completely with the network 
analysis package of the SCADA/EMS. The latter eliminates the need for a dedi-
cated hardware and makes the real-time calculation of the distance to instability 
a regular part of the SCADA/EMS functionality such as SE or security analysis 
(Eichler et al. 2012).

It is obvious that the DSA deployment must have a distributed architecture. The 
advantage of such architecture is that the system is highly scalable. If, for example, 
the size of the system model increases and demands for more computational power 
is augmented, the number of computation servers can be increased without any 
changes in the rest of the system (Eichler et al. 2012).

4.5.4  Data Communication

The various data communication technologies applied in the proposed architec-
ture are worth analyzing in more detail. Phasor data (red lines in Fig. 4.18) are 
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communicated at cycles in the order of milliseconds, either based on standardized 
IEEE C37.118 protocol between PMUs and SIGUARD PDP or using the dedicated 
SIGUARD Service Interface (SSI) between the PDP and DSA modules. Data at 
cycles of seconds (green lines) update the SCADA system from both the RTUs 
and the PDP module by means of standard protocols IEC 60870-5 and IEC 60870-
6, respectively. Similarly, resulting information from the DSA module updates the 
SCADA/EMS user interface a few seconds after a calculation was initiated. The 
input data for the calculation are transferred at cycles of minutes (full analysis, 
black line) or fractions thereof (fast steady-state analysis, green line). The technol-
ogy applied for the latter transfers can be as simple as traditional point-to-point file 
transfer. A modern SCADA/EMS architecture, however, demands for the use of an 
Enterprise Service Bus (ESB) and Service-Oriented Architecture (SOA) (CIGRE 
2011). Instead of loosely coupling DSA in either way, a fully integrated DSA could 
use the benefits of SCADA/EMS such as single point of data maintenance and di-
rect access to the network applications database.

4.6  Conclusion

Three approaches have been presented, each of which contributes to the problem of 
assessing and visualizing the risk of instability in a highly loaded transmission grid. 
Each of the approaches is suited to considerably support the task of control room 
operators of today’s transmission grid companies. The different characteristics of 
this support have been discussed in detail in this chapter and need not be repeated 
here. The different prerequisites however are worth being repeated since absence 
of any could make a significant difference: collection, monitoring, and analysis 
of phasor measurement information need investment in field equipment and com-
munication links. However, it should be noted that PMUs tend to become “anyway 
available” low-cost features of every new protection device installed in a substation.

By investing in sufficient communication infrastructure and PDP software, pow-
er system operators will be able to make use of these new, dynamic measurements. 
As with many emerging technologies, the advantages are obvious but the way to 
apply them in the current work flow is not directly visible.

A prominent example for this is the Internet which, when first opened to the 
public was used for a limited number of functions only, for example, e-mails. Af-
ter some time, people started to use it in their specific ways, by introducing social 
networks and knowledge bases. The same will happen with PMU measurements 
because all power networks have their very own topology and are prone to very 
specific stability problems. Hence, the way PMU measurements and analyses are 
used to derive operator action will be specific also.

Fast and approximate calculation of the distance to steady-state instability by 
QuickStab comes with virtually no extra investment in hardware or data, whereas 
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DSA requires distinguished computation power for its parallel execution plus thor-
oughly developed data models mirroring the dynamic system behavior. Transmission 
operators should have the latter available in their planning departments so that the 
model needs only to be harmonized with the operations department.

As mentioned above, each of the three approaches brings its particular benefits. 
However, it should be noted that combining the yields of the three methods equates 
to more benefit than just the sum of the individuals. For instance, extension of DSA 
with PDP enables the incorporation of additionally calculated indices when assess-
ing the system stability. Adding QuickStab to DSA firstly allows pre-filtering of the 
list of contingencies thus accelerating the DSA computations and secondly it allows 
the calculation of a fast – albeit approximate – stability index determination for all 
contingencies being replaced one by one by accurate DSA results as their computa-
tion is in preparation.

From the practical use viewpoint, the modular architecture of the tool set and the 
use of international communication standards wherever applicable are crucial for 
the successful use of the tool set in transmission grid control centers.

Furthermore, a workflow-oriented user interface integration of the above de-
scribed three approaches is decisive for success. As in the control center of the 
future, all three approaches will exist in parallel to each other and will offer comple-
mentary information for the operator, thus supporting him/her in finding answers 
to the different kind of tasks he/she has to deal with during operation. Such tasks 
can be related to the actual point of time or they can be of preventive nature, for 
example, preemptive measures to avoid the risk of a blackout.

The tool set described in this chapter is powerful and pioneering for bringing 
smarter monitoring and decision tools to the transmission grid control room. How-
ever, it is not yet all-encompassing. Adding an online Protection Security Analysis 
(PSA) module is the next necessary step towards securely controlling continuously 
changing power systems. PSA will allow the discovery of weak points in the pro-
tection scheme as a whole, including main and backup depending on the current 
network state.

All the above mentioned tools have one thing in common: They are observing 
or predicting unsecure power system situations which might lead to customer inter-
ruptions or even blackouts. They encompass implicit or explicit preventative action 
proposals that the user still has to activate manually. However, as mentioned earlier, 
power systems become more dynamic and the manual activation of preventative 
actions may not be sufficient in some cases.

Therefore, Wide-Area Protection and Control (WAPC) systems have been dis-
cussed in the literature for quite some time. WAPC systems are the logical con-
sequences of applying tools to determine the degree of stability. However, these 
systems are extremely specific for each power network. In order to develop such 
systems, the knowledge gathered from experience with the help of the three tools 
described above will be highly beneficial.
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Abstract A general approach to real-time transient stability control is described, 
yielding various complementary techniques: pure preventive, open-loop emergency, 
and closed-loop emergency controls. Recent progress in terms of a global transient 
stability-constrained optimal power flow is presented, yielding in a scalable non-
linear programming formulation which allows to take near-optimal decisions for 
preventive control with a computing budget corresponding only to a few runs of 
standard optimal power flow and time-domain simulations. These complementary 
techniques meet the stringent conditions imposed by the real-life applications.

5.1  Introduction1

Power system security is more and more in conflict with economic and environ-
mental requirements. Security control aims at making decisions in different time 
horizons so as to prevent the system from being in undesired situations, and in par-
ticular to avoid large catastrophic outages. Traditionally, security control has been 
divided into two main categories: preventive and emergency control.

1 Portions of this chapter have been reprinted, with permission, from L. Wehenkel and M. Pavella 
2004, Preventive vs. emergency control of power systems, presented at the Real-Time Stability 
Challenge Panel Session, Power Systems Conference and Exposition 2004, New York, New York, 
10–13 October 2004. © 2004 IEEE.



124 D. Ruiz-Vega et al.

In preventive security control, the objective is to prepare the system when it is 
still in normal operation, so as to make it able to face future (uncertain) events in a 
satisfactory way. In emergency control, the disturbing events have already occurred, 
and thus the objective becomes to control the dynamics of the system in such a way 
that consequences are minimized.

Preventive and emergency controls differ in many respects, among which we list 
the following (Wehenkel 1999).

Types of Control Actions Generation rescheduling, network switching reactive 
compensation, sometimes load curtailment for preventive control; and direct or 
indirect load shedding, generation shedding, shunt capacitor or reactor switching, 
and network splitting for emergency control.

Uncertainty In preventive control, the state of the system is well known but dis-
turbances are uncertain; in emergency control, the disturbance is certain, but the 
state of the system is often only partially known; in both cases, dynamic behavior 
is uncertain.

Open Versus Closed Loop Preventive control is generally of the open-loop feed-
forward type; emergency control may be closed loop, and hence more robust with 
respect to uncertainties.

In the past, many utilities have relied on preventive control in order to maintain 
system security at an acceptable level. In other words, while there are many emer-
gency control schemes installed in reality, the objective has been to prevent these 
schemes as much as possible from operating, by imposing rather high objectives to 
preventive security control.

As to any rule, there are exceptions: for example, controlled generation shed-
ding has been used extensively in Northern America to handle transient stability 
problems; in the same way, corrective control has been used in many systems as 
an alternative to preventive control in the context of thermal overload mitigation.

Nowadays, where the pressure is to increase trading and competition in the pow-
er system field, preventive security control is being considered as an impediment 
to competition; in turn, this breeds strong incentives to resort less on preventive 
control and more often on emergency control.

The objective of this chapter is essentially twofold: first, to concentrate on tran-
sient stability control, both preventive and emergency, and describe a general meth-
odology able to realize convenient tradeoffs between these two aspects; second, to 
suggest means of integrated security control, coordinating various types of security 
(steady-state, voltage, and transient stability).

The general methodology used to design transient stability control techniques 
relies on the transient stability method called Single-Machine Equivalent (SIME). 
In what follows, we first describe the fundamentals of SIME and then concentrate 
on the advocated control techniques.
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5.2  A Unified Approach to Transient Stability Assessment 
and Control

5.2.1  Fundamentals of SIME

SIME is a hybrid direct-temporal transient stability method (Pavella et al. 2000a).
Basically, SIME replaces the dynamics of the multi-machine power system by 

that of a suitable One-Machine Infinite Bus (OMIB) system. By refreshing continu-
ously the OMIB parameters and by assessing the OMIB stability via the Equal-
Area Criterion (EAC), SIME provides an as accurate Transient Stability Assess-
ment (TSA) as the one provided by the multi-machine temporal information and, in 
addition, stability margins and critical machines.

In other words, SIME preserves the advantages of the temporal description (flex-
ibility with respect to power system modeling, accuracy of TSA, and handling of 
any type of instability (first or multi-swing, plant, or inter-area mode)), and, in ad-
dition, complements them with functionalities of paramount importance.

One of them is generation control (generation rescheduling for preventive con-
trol, generation shedding for emergency control), which uses the knowledge of sta-
bility margins and critical machines. Indeed, the amount of generation to shift (or 
shed) depends on the size of the stability margin, and the generators from which to 
shift (or shed) are the so-called critical machines.

SIME-based preventive control relies on the temporal information (swing 
curves) provided by a Time-Domain (T-D) simulation program, whereas SIME-
based emergency control relies on real-time measurements. Nevertheless, concep-
tually, the core of the method is the same. In what follows we assume that SIME is 
fed sequentially by samples of the multi-machine swing curves, no matter whether 
they are provided by T-D simulations or real-time measurements.

5.2.2  Instability Conditions and Margins

To analyze an unstable case (defined by the pre-fault system operating conditions 
and the contingency scenario), SIME starts receiving samples of the swing curves 
as soon as the system enters its post-fault configuration.

At each new sample, SIME transforms the multi-machine swing curve sample 
into a suitable OMIB equivalent, defined by its angle δ, speed ω, mechanical power 
Pm, electrical power Pe, and inertia coefficient M. All OMIB parameters are derived 
from multi-machine system parameters; Pavella et al. 2000a. Further, SIME ex-
plores the OMIB dynamics by using the EAC. The procedure stops as soon as the 
OMIB reaches the EAC instability conditions expressed by

 (5.1)P t P tu ua aand( ) ( ) ,= >0 0�
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where Pa is the OMIB accelerating power, difference between Pm and Pe, and tu is 
the time to instability: At this time, the OMIB system loses synchronism, and the 
system machines split irrevocably into two groups: the group of “advanced ma-
chines” that we will henceforth refer to as the “Critical Machines” (CMs), and the 
remaining ones, called the “Non- critical Machines,” (NMs)2. Thus, at tu SIME 
determines:

•	 The	CMs,	responsible	of	the	system	loss	of	synchronism;
•	 The	corresponding	unstable	margin:

 (5.2)

Figures 5.1a to 5.3b illustrate the above definitions on a stability case simulated 
on the EPRI 88-machine system. More precisely, Fig. 5.1a, b portrays the multi-
machine swing curves provided by a T-D program, stopped at “the time to instabil-
ity”, tu. The symbol PC used in the captions denotes the total power of the group of 
critical machines.

Figure 5.2a, b depicts the equivalent OMIB swing curve, whereas Fig. 5.3a, b 
represents, in the δ–P plane, the evolution with δ of the OMIB powers Pm and Pe.

2 The “advanced machines” are the CMs for upswing instability phenomena, while for backswing 
phenomena they become NMs.

2
dec acc

1
.

2u uA A Mη ω= − = −

Fig. 5.1  Multi-machine swing curves. a Unstable case. b Stable case. Critical clearing time, 
69 ms; clearing time, 95 ms. (Adapted from Ruiz-Vega 2002)
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5.2.3  Salient Parameters and Properties

1. Calculation of stability margins, identification of the critical machines, and 
assessment of their degree of criticality (or participation to the instability phe-
nomena) are parameters of paramount importance.

2. The “time to instability,” tu, is another important factor. It indicates the speed of 
loss of synchronism and measures its severity.

3. Under very unstable conditions, it may happen that the standard margin does 
not exist, because the OMIB Pm and Pe curves do not intersect (there is no post-

Fig. 5.3  Corresponding	 OMIB	 δ–P	 curves.	 a Unstable case. b Stable case. (Adapted from 
Ruiz-Vega 2002)

 

Fig. 5.2  Corresponding OMIB swing curves. a Unstable case. b Stable case. (Adapted from 
Ruiz-Vega 2002)
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fault equilibrium solution). A convenient substitute is the “minimum distance” 
between post-fault Pm and Pe curves. Figure 5.4 illustrates this surrogate margin 
under particularly stressed conditions Ruiz-Vega and Pavella 2003. Note that 
here the surrogate to the “time to instability” is the time to reach this minimum 
distance and to stop the simulation. To simplify, we will still denote it “tu”.

4. A very interesting general property of the instability margins (standard as well as 
surrogate ones) is that they often vary quasi-linearly with the stability conditions 
(Pavella et al. 2000a). Figure 5.5 illustrates the margin variation with the total 
generation power of the group of critical machines, PC. The proposed control 
techniques benefit considerably from this property.

Fig. 5.5  Typical variations of the standard stability margin and of its surrogate with PC. a Stability 
margins versus Pc. b Minimum distance versus Pc. (Adapted from Ruiz-Vega 2002)

 

Fig. 5.4  Example of a severely stressed case. a Multi-machine swing curves. b OMIB δ–P curves. 
Clearing time = 95 ms; Pc = 5600 MW. (Adapted from Ruiz-Vega 2002)
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5. On stability conditions and margins. Similar to the instability conditions (5.1), 
stability conditions are defined by (Pavella et al. 2000a)

 (5.3)

where time tr denotes the time to stability: At this time, the OMIB angle reaches 
its maximum excursion, after which it starts decreasing. At tr, the first-swing 
stable margin can be computed by (Pavella et al. 2000a)

 (5.4)

Figures 5.1b and 5.2b portray, respectively, the multi-machine swing curves 
provided by an Extended Transient Midterm Stability Program (ETMSP) T-D 
simulation stopped at the maximum integration period (5 s) and the correspond-
ing OMIB swing curves. Figure 5.3b represents, in the δ–P plane, the evolution 
with δ of powers Pm and Pe; to simplify, only part of the evolution of the elec-
trical power Pe has been displayed. Three observations should be made about 
stability conditions and margins. First, strictly speaking, stable cases do not have 
an OMIB equivalent (the system does not lose synchronism and its machines 
do not split into two divergent groups). However, by continuation, one can still 
use the OMIB corresponding to an unstable case close enough to the stable one. 
Second, meeting the stability conditions (5.3) does not guarantee that the system 
will be multi-swing stable. (More precisely, conditions (5.3) met after n swings 
do not guarantee ( n + 1)-swing stability.) Hence, multi-swing stability should be 
investigated via further exploration of the multi-machine swing curves. Finally, 
eq. (5.4) is a mere approximate expression of a stable margin, since the angle δu 
is never reached but, rather, assessed approximately.

6. Computational requirements. The above SIME calculations (of the OMIB param-
eters and resulting transient stability information about critical machines and 
margins) require virtually negligible computing time (generally, much smaller 
than 5 % of the required T-D simulations).

7. The shape of an OMIB curve may differ significantly from the shape of an actual 
machine’s swing curve. Indeed, the OMIB equivalent does not describe the 
behavior of an actual machine but, rather, the compressed information about the 
multi-machine system dynamics.

8. The identification of the group of critical machines is an issue of utmost impor-
tance. In some cases, the critical groups can be clearly identified during the whole 
simulation time. This has caused many researchers to try applying SIME in an 
incorrect way, in which they run the simulation first, until detecting instability 
by means of another criterion, like the maximum angular deviation, and then 
they identify the critical group as it can be observed at the end of the simulation. 

( ) 0 and ( ) 0,r a rt P tω = <

.
u

r

st aP d
δ

δ
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Unfortunately, this procedure is not correct, since the actual critical group can-
not always be easily observed at the end of the simulation as shown in Fig. 5.6. 
This case is also interesting because, as can be observed in Fig. 5.6a, it shows 
that the system machines are divided into three groups. Using SIME at each 
step of the T-D simulation, it is shown in Fig. 5.6b that the system machines are 
initially split into two groups, and that the instability conditions are met at a very 
early time of the simulation in which the group of machines when the simulation 
statistics is different from the one at the end of the simulation. This difference 
in machine groups makes it necessary to apply SIME at each time step of the 
simulation in order to correctly identify the group of critical machines.

5.2.4  Transient Oscillations Damping

5.2.4.1  Preliminaries

Today, online transient oscillations damping is becoming an issue of great concern, 
with the trend to include damping techniques as part of a transient stability function. 
An interesting online damping assessment technique uses the Prony method, where 
single- or multi-channel algorithms analyze one or several (up to, say, 15) genera-
tor swing curves at a time (Ruiz-Vega 2002; Ruiz-Vega et al. 2004). However, the 
quality of the analysis depends strongly on the number and proper identification 
of the relevant generator curves, whereas, generally, their number may exceed the 
algorithmic possibilities, and their identification may be far from obvious.

This may create serious difficulties when dealing with real-world power sys-
tems. SIME allows one to circumvent these difficulties by applying single-channel 
Prony analysis to the OMIB curve. Besides, by identifying the system machines 
that have a major influence on the oscillatory phenomena, it easily determines the 

Fig. 5.6  Comparison of the groups of machines at the end of the simulation, and at the time insta-
bility conditions are met. a Multi-machine swing curves. b Identification of the CMs. (Adapted 
from Ruiz-Vega 2002)
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dominant modes of oscillation. Last but not least, it provides control techniques, 
able to improve transient oscillations damping as is described in Sect. 5.3.

5.2.4.2  SIME-Based Prony Analysis

For a given contingency, the SIME-based Prony analysis proceeds in the following 
way:

1. Run SIME to compute the transient stability limit (critical clearing time or power 
limit), using one stable and one or two unstable cases. The computation of such 
a limit relies on pair-wise extrapolation (or interpolation) of stability margins 
(§§ 5.3.2.3 and 5.3.5).

2. On the least unstable case, identify the critical machines and correspond-
ing OMIB. Also, determine the “relative relevance” of each one of the critical 
machines, defined as the product of its inertia with its angle (absolute or relative 
to a reference), assessed at time tu.

3. On the stable OMIB curve corresponding to the stable case in step 1 of this pro-
cedure, perform Prony analysis to assess the damping ratio of the OMIB swing 
curve.

Remarks:

1. The method assesses damping of nearly unstable contingency scenarios, which, 
generally, are the most interesting ones.

2. The Prony method has to analyze signals close to linear, if a direct comparison 
with modal analysis is required. This is often the case at the end of the data win-
dow, rather than at its inception, where the amplitude of the transients may be 
large.

3. The use of OMIB improves the Prony accuracy, robustness, and overall perfor-
mance. Indeed, this second-order dynamic equivalent contains the key dynamics 
of machines exchanging energy. Besides, unlike other approaches, the OMIB 
rotor angle inherently captures the nonlinear and nonstationary dynamics of the 
system and can be used to determine linear and nonlinear attributes of system 
oscillations. Also, because of its formulation, the OMIB signals are less likely to 
include other less relevant dynamics, and this greatly facilitates the analysis of 
the slow dynamics of interest associated with the critical inter-area modes.

5.2.4.3  Sample of Illustrations

Ruiz-Vega et al. (2004) report on simulations performed on two real-world power 
systems using detailed system models: the EPRI 627-machine (4112-bus, 6091-
line) system and the EPRI 88-machine (434-bus, 2357-line) system (Ruiz-Vega 
2002; Ruiz-Vega et al. 2004).
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The contingencies considered yield oscillatory plant modes (on the 627-machine 
system) and inter-area modes (on the 88-machine system). In all simulations, SIME 
is coupled with the ETMSP T-D program (EPRI 1994).

Plant Mode Oscillations

The plant-mode oscillations of the 627-machine system involve two critical ma-
chines. The resulting multi-machine swing curves of the considered post-fault 
stable case are displayed in Fig. 5.7c. The Prony analysis is applied to the OMIB 
swing curve of Fig. 5.7d, whose structure, as mentioned above, was defined on the 
unstable simulation displayed in Figs. 5.7a and 5.8.

Fig. 5.7  Unstable and stable cases simulated on the EPRI 627-machine system. Unstable case: a 
Multi-machine swing curves, b OMIB swing curve; Stable case: c Multi-machine swing curves, d 
OMIB swing curve. Clearing time of both cases, 67 ms. (Adapted from Ruiz-Vega 2002)
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Note that the two critical machines, defined on this unstable simulation, are eas-
ily identified also on the stable simulation. Hence, in this particular case, the choice 
of the generators to be analyzed is quite obvious; the SIME method and resulting 
OMIB are used here to illustrate the approach. Among various observations, we 
note the following:

1. In Ruiz-Vega et al. (2004), the original OMIB curve and the curve estimated by 
Prony have been displayed and shown to fit almost perfectly.

2. Also, Prony analysis has been performed on the two relevant machines identified 
by SIME (labeled #2075 and 2074). The result, displayed in Fig. 5.8, shows that 
the frequency of these two and of the OMIB curves is almost the same, while the 
value of the damping ratio of the OMIB lies in between that of machines 2075 
and 2074. Table 5.1 gathers their damping features and shows that the numerical 
results are reflecting well the shapes and relative positions of the three curves.

Inter-Area Mode Oscillations

Application of a severe contingency to the EPRI 88-machine system has created an 
inter-area mode transient instability in which 36 machines lose synchronism with 
respect to the remaining 52 system machines. The swing curves of the unstable and 
stable cases are displayed in Fig. 5.9.

α	(rad/s) ω	(rad/s) f (Hz) ζ	(%) SNR (dB)
OMIB
−	0.483 5.84 0.930 8.23 42.35
Machine # 2075
−	0.509 5.83 0.927 8.7 43.27
Machine # 2074
−	0.474 5.83 0.928 8.0 35.89

Fig. 5.8  Comparison of the 
swing curves of the OMIB 
and the critical machines 
(Nrs 2075 and 2074) of the 
stable case simulated on the 
EPRI 627-machine system. 
(Adapted from Ruiz-Vega 
2002)

 

Table 5.1  Results of Prony 
analysis of the OMIB and the 
critical machine swing curves 
on the EPRI 627-machine 
system. (Adapted from Ruiz-
Vega 2002)
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The Prony analysis performed on the stable case provides the results listed in 
Table 5.2. This table reveals that, actually, there are two dominant modes, and that 
for the above presumably “stable” case the damping ratio of one of them is nega-
tive, which suggests the existence of an unstable oscillation and predicts future 
system loss of synchronism. Actually, Ruiz-Vega et al. (2004) explain why the T-D 
simulation did not detect instability, by showing that this instability arises at 11.4 s, 

Table 5.2  Damping assessment by Prony analysis of the OMIB swing curve for the EPRI 
88-machine system. (Adapted from Ruiz-Vega 2002)
α	(rad/s) ω	(rad/s) f (Hz) ζ	(%) SNR (dB)
−	0.101 1.5117 0.24 6.6 42.29
0.206 5.5232 0.87 −	3.7

Fig. 5.9  Unstable and stable cases simulated on the EPRI 88-machine system. Unstable case: a 
Multi-machine swing curves, b OMIB swing curve; Stable case: c Multi-machine swing curves, d 
OMIB swing curve. Clearing time of both cases, 120 ms. (Adapted from Ruiz-Vega 2002)
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i.e., beyond the preassigned maximum integration period of the simulation (10 s). 
Further, this reference suggests interesting by-products of this “early instability de-
tection.”

Again, the original OMIB curve and the curve estimated by Prony are shown to 
fit perfectly (Ruiz-Vega et al. 2004).

5.3  SIME-Based Transient Stability Control Techniques

Various SIME-based control techniques have recently been proposed (Zhang et al. 
1997; Pavella et al., 2000a; Ruiz-Vega and Pavella 2003). This section describes 
three such techniques dealing with preventive control, closed-loop emergency con-
trol, and Open-Loop Emergency Control (OLEC); this latter aims at mitigating con-
trol actions taken preventively with emergency actions triggered only upon actual 
occurrence of the threatening event. All three techniques rely on the same principle, 
described hereafter.

5.3.1  Principle

To stabilize a case, SIME uses the size of instability (margin), the critical machines, 
and suggestions for stabilization. These suggestions are obtained by the interplay 
between OMIB–EAC and T-D multi-machine representations as follows: Stabiliz-
ing a case consists of modifying the pre- or post-contingency conditions until the 
stability margin becomes zero. According to EAC, this implies increasing the de-
celerating area and/or decreasing the accelerating area of the OMIB δ–P represen-
tation. In turn, this may be achieved by decreasing the OMIB equivalent genera-
tion power. The amount of the OMIB generation decrease required to stabilize the 
system, ∆POMIB, is directly related to the margin η (Pavella et al. 2000a; Ruiz-Vega 
et al. 2003):

 (5.5)

5.3.2  Preventive Control (P-SIME)

5.3.2.1  Iterative Stabilization Procedure

It is shown that to keep the total consumption constant, the following multi-machine 
condition must be satisfied, when neglecting losses:

 (5.6)

( ).OMIBf Pη = ∆

OMIB C C N N
CMs NMs
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where ∆PC and ∆PNare the changes in the total power of the group of critical and 
noncritical machines, respectively.

Application of eqs. (5.5) and (5.6) provides a first approximate value of ∆PC that 
may be refined via a stabilization procedure, which is iterative since the margin 
variation with stability conditions is not perfectly linear. Nevertheless, in practice, 
the number of required iterations (margins) seldom exceeds 3 (Pavella et al. 2000a; 
Ruiz-Vega et al. 2003).

5.3.2.2  Generation Rescheduling Patterns

Expression (5.6) suggests that there exist numerous patterns for distributing the 
total power change ∆PN among noncritical machines, and whenever there are many 
critical machines, numerous patterns for distributing the total ∆PC as well. The 
choice among various patterns may be dictated by various objectives, related to 
market or technical considerations.

In the absence of particular constraints or objectives, the total generation power 
could be distributed proportionally to the inertias of the noncritical machines. A more 
interesting solution consists of using an Optimal Power Flow (OPF) program, as dis-
cussed below, § 5.3.2.4. Finally, the above procedure may readily be adjusted for sta-
bilizing several harmful contingencies simultaneously (Ruiz-Vega and Pavella 2003).

Remark: The above generation rescheduling procedure can also be used to en-
hance transient oscillations damping performance.

5.3.2.3  Illustrations

Below we apply the above P-SIME generation rescheduling to two stability sce-
narios: a relatively “mild” one and a severely stressed one.

Figure 5.10 sketches the simulations performed to stabilize the moderate insta-
bility described in Figs. 5.1 and 5.2, concerning a contingency applied to the EPRI 
88-machine system and creating instability. More precisely, Figs. 5.1a and 5.2a 
describe the unstable case, Figs. 5.1b and 5.2b the stabilized case.

On the other hand, Table 5.3 describes the procedure for stabilizing the very 
severe contingency, which creates the severely stressed case displayed in Fig. 5.4. 

Fig. 5.10  Preventive SIME-
based stabilization proce-
dure of a relatively “mild” 
contingency. Conditions of 
Figs. 5.1 and 5.2. (Adapted 
from Ruiz-Vega 2002)
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The asterisk in column 2 indicates a surrogate margin (see item 3 in § 5.2.3 and 
Fig. 5.4b).

Column 3 indicates that there are 7 critical machines out of the 88 system ma-
chines. In such a stressed case, the iterative procedure starts with surrogate margins 
until curves Pe and Pm intersect, then continues with standard margins. Note that, 
generally, very severe cases require a larger number of iterations.

Observe that the stabilization of this contingency imposes a generation decrease 
in the seven critical machines of over 50 % of their total initial generation. This 
countermeasure might be deemed too expensive to apply preventively. The OLEC 
technique proposed in § 5.3.4 provides an interesting alternative (see the illustration 
of § 5.3.4.3).

5.3.2.4  Transient Stability-Constrained OPF

The OPF uses control variables like active and reactive generation powers to achieve 
a good tradeoff between security and economics. More specifically, this program 
optimizes the power system operating condition with respect to a prespecified ob-
jective (minimum operating cost, maximum power flow), while respecting genera-
tor limits and static security constraints (line power flows and bus voltage limits).

Several attempts have been made to imbed transient stability constraints within 
the OPF. According to the way of handling these constraints, they yielded two dif-
ferent approaches that below we call “global” and “sequential.”

Global Approach A T-D simulation is run. The power system transient stability model 
is converted into an algebraic set of equations for each time step of this simulation. 
The set of nonlinear algebraic equations resulting from the whole T-D simulation is 
then included in the OPF as a stability constraint, forming a (generally huge) single 
nonlinear programming problem, e.g., see La Scala et al. (1998) and Gan et al. (2000).

Sequential Approach A T-D simulation is run. The transient stability constraints are 
directly converted into conventional constraints of a standard OPF program, e.g., 

Table 5.3  Preventive stabilization of a severe contingency. (Adapted from Ruiz-Vega 2002)
1 2 3 4 5 6
It. η Nr of Pck Pck + 1 sTDI
# (rad/s)2 CMs (MW) (MW) (s)
0 −	12.52* 7 5600 5041 0.395
1 −	9.70* 7 5041 3431 0.430
2 −	1.66* 7 3431 2815 0.605
3 −	2.898 7 2815 2731 0.935
4 −	2.282 7 2731 2423 1.015
5 0.675 7 2423 2493 5.000
In column 6, sTDI stands for “seconds of time-domain integration.” Recalling that computations 
of SIME per se are virtually negligible, sTDI is a handy measure of the time required by the T-D 
program to run a simulation; it therefore makes comparisons of computing performances indepen-
dent of the computer, system size, and T-D program used
*	The	asterisk	in	column	2	indicates	a	surrogate	margin
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active generation power. Hence, they do not affect the size of the power system 
model and the complexity of the OPF solution method. They can use any conven-
tional OPF program.

Figure 5.11 illustrates the use of the sequential approach, which, besides the 
above-mentioned advantages, may easily comply with market requirements thanks 
to the flexibility of choice among critical machines and noncritical ones on which 
generation can be re-dispatched.

The main drawback of the sequential approach is that it cannot guarantee op-
timality. Conceptually, the global approach is therefore more appealing: It is sup-
posed to handle the problem as a whole and, hence, to provide an optimal solution, 
which would be accepted as the reference by the system operator and the electric 
market participants. However, its practical feasibility is questionable since it re-
quires very heavy computations due to the huge nonlinear programming model.

5.3.2.5  Online Implementation of the sequential approach

Preventive TSA has been integrated into an online dynamic security assessment 
platform within the OMASES project funded by the European Commission (EU 
project OMASES—Open Market Access and Security Assessment System, EU 
Contract N. ENK6-CT2000-00064, December 2000). Three different operating 
modes are made available to system operators, i.e., engineering mode, real-time 
mode, and training mode (Cirio et al. 2005) as follows:

Fig. 5.11  Transient stability-
constrained OPF (sequential 
approach). (Adapted from 
Ruiz-Vega 2002)
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1. Engineering mode: off-line application of TSA and voltage stability assessment 
(VSA) studies involving or not the market environment and performed mainly 
for planning purposes.

2. Real-time mode: The Energy Management System (EMS) feeds OMASES with 
network data and solutions. DSA is synchronized with data transfer and cycli-
cally runs with an overall execution time within 15 min.

3. Training mode: The operator gets used with the power system dynamics and 
DSA tools, and performs analysis (future scenarios, post-event analysis, etc.) of 
the existing electrical system and/or experiments. Market rules can be used to 
provide realistic scenarios.

Figure 5.12 depicts the OMASES platform. The EMS data loader transfers the state-
estimator online snapshots to a relational database management system, from which 
the different functions (TSA, VSA, operator training, and market simulators) can 
access the data.

These latter functions are controlled by the process control module, which 
launches requests for analyses. The results are then sent back to the user interface 
via HTML files.

The TSA module of the OMASES platform is based on SIME coupled with the 
Eurostag T-D simulation software (Bihain et al. 2003). It is composed of a contin-
gency filtering, ranking, and assessment module (called FILTRA (Ruiz-Vega et al. 
2001)) and a preventive control module used for generation rescheduling, as de-
scribed in Sect. 5.3.2.2. A typical screenshot of the FILTRA module’s outputs is 
shown in Fig. 5.13.

Within the OMASES project, the TSA module based on SIME was tested on two 
real-world systems, namely the Greek extra high voltage (EHV) system (operated 
by Hellenic Transmission System Operator, HTSO) and the Italian EHV system 
(operated by Gestore della Rete di Trasmissione Nazionale, GRTN).

Fig. 5.12  OMASES architecture and application functions. (Taken from Cirio et al. 2005)

 



140 D. Ruiz-Vega et al.

5.3.2.6  Recent developments concerning the global approach

In recent investigations where SIME is applied to the global approach (Pizano-
Martínez 2010; Pizano-Martínez et al. 2010, 2011), many of the drawbacks of this 
approach were solved, until arriving to a point where its practical feasibility has 
become a reality. We briefly describe the main ideas which led to this improvement.

Recall that the global approach originally uses two large sets of constraints, ad-
ditional to the ones of a conventional OPF: the set of transient stability constraints 
(a set composed by a transient stability inequality constraint for each machine to 
keep its angle trajectory in a “stable regime”) and the set of dynamic constraints (a 
typically very large set of nonlinear equality constraints resulting from the discreti-
zation of the power system dynamics, namely one subset of constraints for each 
time step of the considered integration period).

The first improvement proposed in Pizano-Martínez et al. (2010), and called 
below “Method 4,” proceeds as follows:

1. For an unstable contingency, it first determines tu and δ( tu) of the relevant OMIB 
dynamics.

2. Next, by reducing the clearing time to the CCT, it determines the corresponding 
δ′	(	tu) for this marginally stable case.

3. It then uses in the nonlinear program a single stability constraint, which imposes 
to change the operating point such that δ( tu) becomes equal to δ′	(	tu; or slightly 
smaller).

Fig. 5.13  FILTRA results and critical machines of Brindisi power station. (Taken from Cirio et al. 
2005)
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4. The two above steps are iterated until the resulting operating point becomes 
indeed stable with respect to the initial contingency and given clearing time.

Notice that this approach already reduces the complexity of the nonlinear program-
ming problem in a significant way, since it replaces the very large number of gen-
erator-wise stability constraints imposed over the whole integration period, by a 
single OMIB stability constraint imposed at a single time step tu. Furthemore, since 
the full system dynamics need to be modeled only until tu to express this stability 
constraint, this also reduces the number of dynamic constraints. Indeed, in practice, 
tu is typically about one order of magnitude smaller than the whole integration pe-
riod usually used in such transient stability studies.

The work presented in Pizano-Martínez et al. (2011) further builds on the previ-
ous ideas in order to reduce the dynamic constraints to the simplest possible ex-
pression. The rationale behind their method (called “New Approach,” below) is the 
following:

1. The authors first notice that once the rotor angles and speeds of all generators 
are known at some time instant during the integration period, their subsequent 
dynamics are fully determined over the rest of the integration period (assuming 
a given fault scenario).

2. In particular, the dynamics thus only depend on the initial values of all rotor 
angles (since all initial speeds are all equal to zero).

3. Extrapolating this property to the dynamics of the relevant OMIB, they propose 
to express the stability constraint as an upper bound on the angle of this rel-
evant OMIB at t = 0. The whole nonlinear programming problem can therefore 
be formulated by using one single set of equality constraints at t = 0, plus a single 
inequality constraint on the OMIB angle at t = 0.

Building on these ideas, Pizano-Martínez et al. (2011) propose to iteratively force 
the initial OMIB angle progressively towards its marginally stable value (whose 
exact value is indeed not known beforehand). Schematically, this works in the fol-
lowing way:

1. For an unstable case, one first determines the relevant OMIB structure and com-
putes its δ( t0).

2. One then formulates and solves the nonlinear programming problem, so as to 
compute an operating point under the constraint that the initial angle becomes a 
bit (say 10 %) smaller than δ( t0).

3. The two above steps are iterated until stability is reached, by exploiting lin-
ear extrapolation and linear interpolation as soon as a stable case is found (see 
Pizano-Martínez et al. 2011, for the details).

The resulting iterative approach turns out to be significantly faster than Method 4, 
while yielding the same level of accuracy (see below).

In order to have a general idea of the size reduction of the model achieved by this 
approach, if we denote Nb the number of buses of the system, Ns the number of in-
tegration time steps, and Ng the number of generators, the initial global approaches 
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(Gan et al. 2000), using the classical model, require Ng × Ns additional stability con-
straints and (2Ng + 2Nb) × Ns additional dynamic constraints to solve the resulting 
OPF problem. For a small academic system with three generators and nine buses, 
considering simulations of 1 s with 0.01 time-step length, the number of additional 
constraints rises to 300 stability constraints and 2400 dynamic constraints, i.e., 2700 
additional constraints. This number of additional constraints, as explained before, 
increases with system size. On the contrary, using the new approach with the SIME 
method, the number of additional constraints is the same for any system size and is 
limited to only one.

An additional advantage of applying SIME in the global approach to transient 
stability-constrained OPF is that the optimization process is driven by the sensitiv-
ity analysis of SIME margins, which makes it possible to reach the exact stability 
boundary by means of inter-extrapolations and avoid unnecessary T-D simulations, 
making this approach more efficient in finding a good compromise between econo-
my and security, as discussed below (Pizano-Martínez et al. 2011).

After these important improvements, it was necessary to check if the reduction 
in the size of the optimization model had not caused a decrease in its performance. 
Some tests were made comparing the new global approach with other transient 
stability-constrained OPF approaches, in Pizano-Martínez et al. (2011). The results 
shown in Table 5.4 highlight that the new global approach, while strongly reducing 
the size of the nonlinear programming problem, maintains its accuracy in obtaining 
economic solutions.

The transient stability-constrained OPF methods that are compared in Table 5.4 
can be described as follows: Method 1 (Nguyen and Pai 2003) uses a conventional 
OPF with a generation rescheduling based on a trajectory sensitivity method; Meth-
od 2 (Cai et al. 2008) uses a differential evolution global search algorithm, while 
Method 3 (Zárate-Miñano et al. 2010) and Method 4 (Pizano-Martínez et al. 2010) 
use the transient stability index based on an OMIB rotor angle to only reduce the 
number of stability constraints.

As expected, the most economic operating cost is achieved by the conven-
tional OPF (i.e., without any stability constraints). It is important to notice that 
the approaches that use the SIME method (the new approach and Methods 3 and 
4) calculate a similar generation cost. After analyzing the results, it was observed 
that Methods 1 and 2 had a more expensive final operating condition because they 
overstabilized the system. This happens because the optimization procedure in both 
methods is not directly taking into account the real stability boundary, while it is 
taken into account in all the SIME-based methods. However, regarding the size 
of the power system model for the optimization process, the new approach, while 

Table 5.4  Comparison of transient stability-constrained OPF approaches. (Adapted from Pizano-
Martínez et al. (2011))
Total power generation cost ($/h)
Base OPF New approach Method 1 Method 2 Method 3 Method 4
1132.18 1134.71 1191.56 1140.06 1134.01 1135.2
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reaching the same results as the other SIME-based approaches, only requires adding 
one single constraint to the conventional OPF model (Pizano-Martínez et al. 2011). 
Further work is required in order to extend these ideas to the simultaneous treatment 
of several contingencies.

5.3.3  Closed-Loop Emergency Control

Closed-loop emergency control relies on the “Emergency SIME” method. In short, 
E-SIME starts acting after a disturbance inception and its clearance. It aims at pre-
dicting the system transient stability behavior and, if necessary, at deciding and 
triggering control actions early enough to prevent the loss of synchronism. Further, 
it aims at continuously monitoring the system in a closed-loop fashion, in order to 
assess whether the control actions have been sufficient or should be reinforced.

The principle of the control technique remains the same with the preventive 
SIME, but its application has the following important differences (Zhang et al. 
1997; Ernst et al. 1998; Ernst and Pavella 2000; Pavella et al. 2000a):

•	 The	information	about	the	multi-machine	system	is	provided	by	real-time	mea-
surements rather than T-D simulations.

•	 The	generation	shift	from	critical	machines is made here by shedding generation 
that is not compensated by a generation increase on noncritical machines (at least 
at the very first instants following the control action).

•	 The	 system	status	 (unstable	margin	and	critical	machines) is predicted rather 
than assessed along the system transient trajectory.

•	 The	resulting	practical	procedure	is	summarized	below.

5.3.3.1  Predictive Transient Stability Assessment

The prediction relies on real-time measurements, acquired at regular time steps, ti
. 

The procedure consists of the following steps:

1. Predicting the OMIB structure: Use a Taylor series expansion to predict (say, 
100 ms ahead) the individual machines’ rotor angles; rank the machines accord-
ing to their angles, identify the largest angular distance between two successive 
machines, and declare those above this distance to be the “candidate critical 
machines,” the remaining ones being the “candidate noncritical machines.” The 
suitable aggregation of these machines provides the “candidate OMIB.”

2. Predicting the 
aP δ−  curve: Compute the parameters of this “candidate OMIB,” 

and in particular its accelerating power and rotor angle, Pa
 and δ , using three 

successive data sets acquired for the three different times.
3. Predicting instability: Determine whether the OMIB reaches the unstable condi-

tions (1).
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If not, repeat steps (a) to (c) using new measurement sets.
If yes, the candidate OMIB is the critical one, for which the method computes 

successively the unstable angle uδ , the corresponding time to instability, tu, and the 
unstable margin expressed by (2).

4. Validity test: Observing that under given stability conditions the value of the 
(negative) margin should be constant, whatever the time step, provides a handy 
validity test: It consists of pursuing the above computations until reaching an 
(almost) constant margin value.

5.3.3.2  Salient Features

The method uses real-time measurements acquired at regular time intervals and 
aims at controlling the system in less than, say, 500 ms after the contingency incep-
tion and its clearance. The prediction phase starts after detecting an anomaly (con-
tingency occurrence) and its clearance by means of protective relays. Note that this 
prediction does not imply identification of the contingency (location, type, etc.). 
The prediction is possible thanks to the use of the OMIB transformation; predicting 
the behavior (accelerating power) of all of the system machines would have led to 
totally unreliable results. There may be a tradeoff between the above-mentioned 
validation test and time to instability: The shorter this time, the earlier the corrective 
action should be taken, possibly before complete convergence of the validation test.

5.3.3.3  Structure of the Emergency Control Scheme

On the basis of real-time measurements taken at the power plants, the method pur-
sues the following main objectives:

•	 To	assess	whether	the	system	is	stable	or	it	is	driven	to	instability;	in	the	latter	
case,

•	 To	assess	“how	much”	unstable	the	system	is	going	to	be;	accordingly,
•	 To	assess	“where”	and	“how	much	corrective	action”	to	take	(pre-assigned	type	

of corrective action); and
•	 to	continue	assessing	whether	the	executed	corrective	action	has	been	sufficient	

or whether to proceed further.

Block 2 in Fig. 5.14 covers the two first steps: prediction of instability and its size, 
and of critical machines. Block 3 handles the control actions and determines the 
number of units to shed. Note that after the order of triggering the action has been 
sent, the method continues monitoring and controlling the system in a closed-loop 
fashion, until reaching stabilization.
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5.3.3.4  Real-Time Implementation Concerns

The prediction of the time to (reach) instability may influence the control decision 
(size of control, time to trigger it, etc.).

The hardware requirements of the emergency control scheme are phasor mea-
surement devices placed at the main power plant stations and communication sys-
tems to transmit (centralize–decentralize) this information. Already a few years ago, 
these requirements seemed to be within reach of technology (Phadke 1995).

The emergency control relies on purely real-time measurements (actually a rela-
tively small number of measurements). This frees the control from uncertainties 
about power system modeling, parameter values, operating condition, and type and 
location of the contingency.

Within the EXaMINE project funded by the European Commission (IST 2000 
26116), the actual implementation of E-SIME was examined from the viewpoint of 
designing a real-time measurement and communication system able to cope with 
the very stringent response-time constraints (Diu and Wehenkel 2002).

In particular, the question of real-time estimation and prediction of rotor angles 
from synchronized phasor measurements was investigated within the project, e.g., 
Del Angel et al. (2003).

Fig. 5.14  Closed-loop 
transient stability emergency 
control: general framework. 
(Taken from Pavella et al. 
2000)
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Figure 5.15 shows one of two possible schemes for the E-SIME implementation.
This configuration encompasses two types of modules:

•	 Distributed Artificial Neural Network (ANN)-based rotor angle estimation and 
prediction: Each monitored power plant is equipped with a PMU device measur-
ing the EHV side current and voltage phasors, at a rate of one per each 50-ms 
interval with respect to a common reference frame synchronized with the nomi-
nal frequency. These signals are then put into the actual system frequency refer-
ence frame by subtracting the phase signal obtained from a remote system bus 
(PMU-ref) and fed into the ANN module (three successive values) whose output 
furnishes an estimate of the current value of the power plant’s average rotor 
angle and its predicted value two time steps ahead (100 ms). The ANN module 
is trained off-line using a detailed system and PMU model to generate input and 
output samples.

•	 Central monitoring of loss of synchronism and emergency control: This module 
receives the estimated and predicted values of rotor angles computed by the de-
vices of the monitored plant, together with the voltage magnitudes of the PMU 
devices. These signals are monitored in order to detect fault occurrence near one 

Fig. 5.15  Distributed rotor angle estimation and procedure using one PMU device and one artifi-
cial neural network per monitored power plant and one reference PMU
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of the power plants and its clearing. Upon fault clearing, the E-SIME module is 
armed and starts monitoring the system dynamic behavior. As soon as loss of 
synchronism is predicted, the tripping signal is computed and sent to the criti-
cal power plant. The overall round-trip delay was estimated to be about 300 ms, 
which led to the conclusion of the feasibility of the E-SIME-based emergency 
control scheme.

The other implementation scheme that was examined in the EXaMINE project used 
a centralized version of the rotor angle estimation modules. With respect to the 
scheme of Fig. 5.15, this latter scheme has higher throughput requirements on the 
links from the monitored power plants to the central location, but reduces the num-
ber of channels from the PMU-Ref location (since this signal does not need to be 
broadcasted anymore to the individual plant locations).

Note that in both schemes it would be appropriate to introduce redundancy on 
the different devices and in particular in the common PMU-Ref device. The EXaM-
INE project led to the installation of six PMU devices on the Italian EHV system.

5.3.4  Open-Loop Emergency Control

5.3.4.1  Principle

This technique is a mixture of the preceding two techniques: From a methodological 
viewpoint, it is event driven and relies on transient stability simulations, like the pre-
ventive control technique, described in § 5.3.2; but its application uses generation 
tripping, like the emergency control technique, in addition to generation shifting.

The leading idea is to mitigate preventive actions (generation shifting) by com-
plementing them with emergency actions (generation tripping) that would automati-
cally be triggered only if the postulated contingency actually occurs. The technique 
relies on the assumption that (some of) the critical machines belong to a power plant 
equipped with a generation tripping scheme; therefore, a certain number of units 
could be tripped in the emergency mode.

Below, we outline the OLEC procedure in seven steps (Ruiz-Vega 2002; Ruiz-
Vega and Pavella 2003).

5.3.4.2  Procedure

1. For an initially unstable scenario (operating condition subject to a predefined 
harmful contingency and its clearing scheme), compute the corresponding (neg-
ative) margin and determine the corresponding critical machines.

2. Assuming that (some of) these machines belong to a power plant equipped with 
a generation tripping scheme, select the number of units to trip in the emergency 
mode.
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3. Run SIME, starting with the initial scenario up to reaching the assumed delay of 
generation tripping; at this time, shed the machines selected in step 2, and pursue 
the simulation until reaching instability or stability conditions (see eq. (5.1) and 
(5.3)). If stability is met, stop; otherwise, determine the new stability margin and 
corresponding critical machines (they might have changed from the previous 
simulation).

4. Run the transient stability control program (see § 5.3.2) to increase to zero this 
new (negative) margin. To this end, perform generation shifting in the usual way, 
from the remaining critical machines to noncritical machines. While performing 
this task, an additional objective may also be pursued, if the OPF software is 
combined with the transient stability control program.

5. The new, secure operating state results from the combination of the above gen-
eration rescheduling taken preventively and the consideration of the critical 
machines, previously chosen to trip correctively.

6. If there are more than one pattern of critical machines to trip, repeat steps 1–5 
with each one of them, until getting an operating condition as close as possible 
to what is considered to be the “optimum” one (Ruiz-Vega and Pavella 2003).

7. After the number of machines to trip is determined, the settings of the special 
protection activating the generation tripping scheme in the plant is adapted so 
as to automatically disconnect these machines in the event of the contingency 
occurrence.

5.3.4.3  Illustration

Consider again the severe contingency that has been stabilized in the preventive 
mode in § 5.3.2.3. Recall that the corresponding stability case has seven criti-
cal machines, belonging to the same power plant, and having a total generation 
of 5600 MW in the transient stability-unconstrained pre-fault operating condition 
(Ruiz-Vega et al. 2003). Recall also that stabilizing this contingency in the purely 
preventive mode requires decreasing this generation to 2423 MW (see Table 5.1). 
Below, we consider again this contingency and stabilize it by OLEC, using the fol-
lowing parameters:

•	 Number	of	critical	machines to trip: two; their stability-unconstrained pre-fault 
generation	is	5600	−	4010	=	1590	MW	(see	columns	4	of	Tables	5.3 and 5.5).

•	 Time	delay	for	tripping	these	critical	machines: 150 ms.

Accordingly, the OLEC preventive generation rescheduling concerns the remain-
ing five critical machines, whose stability-unconstrained pre-fault generation is 
4010 MW.

The design of the control action follows the procedure of § 5.3.4.2. First, it is 
found that, because the case is very unstable, tripping two critical machines 150 ms 
after the fault inception would not be sufficient to stabilize it. Figure 5.16 describes 
the dynamics of the stability case, respectively before (Fig. 5.16a, b) and after trip-
ping the two critical machines (Fig. 5.16c, d).
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Table 5.5  OLEC stabilization of a very severe contingency (two machines tripped). (Adapted 
from Ruiz-Vega 2002)
1 2 3 4 5 6
It. # η (rad/s)2 (or MW) Nr of CMs Pck (MW) Pck + 1 (MW) sTDI (s)
0 −	7.83* 5 4010 3609 0.421
1 −	4.83* 5 3609  3260 0.461
2 −	2.35* 5 3260 2662 0.506
3 −	1.964 5 2662 2583 0.771
4 −	1.265 5 2583 2440 0.856
5 −	0.086 5 2440 2430 1.146
6 −	0.036 5 2430 2415 1.216
7 0.028 5 2415 2422 5.000
*	The	asterisk	in	column	2	indicates	a	surrogate	margin

Fig. 5.16  Multi-machine swing curves and δ–P OMIB curves of two unstable cases. Totally sta-
bility-unconstrained operating conditions: a Swing curves, b δ-P OMIB curves; Partly stability-
constrained conditions: c Swing curves, d δ-P OMIB curves. (Adapted from Ruiz-Vega 2002)
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More precisely, Figs. 5.16a, b portray, respectively, the multi-machine swing 
curves and the δ–P OMIB curves of the totally stability-unconstrained system.

Fig. 5.16c, d portray the curves corresponding to the partly controlled case, ob-
tained by tripping two critical machines 150 ms after the contingency inception.

Comparing Fig. 5.16a, c suggests that the partly stability-constrained system is 
hardly less unstable than the unconstrained one: Compare the slope of their swing 
curves as well as their times to instability (395 ms vs. 421 ms). Similarly, comparing 
Fig. 5.16b, d shows that after the generation tripping (corresponding to δt = 7.34°) 
the OMIB Pecurve gets somewhat closer to the Pm one, without, however, crossing 
it (their minimum “distance” decreases from 12.52 to 7.83 MW).

Since the emergency action is insufficient to stabilize the case, the procedure 
of § 5.3.4.2 continues with step 3: The new surrogate margin is computed and the 
appropriate preventive generation rescheduling is decided in order to stabilize the 
operating conditions.

The iterative procedure of rescheduling the five remaining machines is described 
in Table 5.5. The asterisk in column 2 indicates minimum distances between Pe and 
Pm OMIB curves, in MW, whereas “standard” margins are expressed in (rad/s)2.

See, for example, in row 0 of Table 5.5 and in Fig. 5.16d	the	margin	of	−	7.83	MW.	
Row 7, column 4 of Table 5.5 provides the final result of the preventive stabilization 
procedure of the system with five critical machines; it indicates that their generation 
should be reduced to 2415 MW.

Figure 5.17 displays the multi-machine and OMIB δ–P curves corresponding 
to this stabilized case. They clearly show the effectiveness of the combined action 
of generation shifting (preventive) and generation tripping (emergency) controls. 
In particular, Fig. 5.17b shows that the OMIB equivalent power decreases from its 
initial	value	(−	20.1	MW,	see	Fig.	5.16d)	to	its	secure	value	(−	30.7	MW),	creating	a	
decelerating area and making the system able to dissipate the kinetic energy gained 
by the five critical machines in the during-fault period.

Fig. 5.17  Multi-machine swing curves and δ–P OMIB curves of the stabilized case. Two genera-
tors are automatically tripped if the contingency actually occurs. (Adapted from Ruiz-Vega 2002)
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A synopsis of the seven simulations listed in Table 5.5 is given in Fig. 5.18, plot-
ting the OMIB phase plane. Incidentally, observe how clearly this plot describes the 
system dynamics under the various conditions.

In summary, to stabilize the considered severe contingency by OLEC, one should 
decrease preventively the pre-fault generation of the five critical machines (CMs) 
from 4010 to 2415 MW, under the assumption that the other two CMs would be 
tripped correctively, after the contingency inception.

Once the conditions of the stabilization process are obtained, the special protec-
tion activating the generation tripping in the plant is armed to automatically discon-
nect the selected plants in case the contingency actually occurs. The remaining five 
machines are rescheduled to their new values.

The pre-fault power of the plant, however, has been improved, with respect to the 
results presented in Table 5.3 (2415 + 1590 = 4005 MW by OLEC vs. 2423 MW by 
P-SIME in purely preventive mode).

5.3.5  Limit Search

Stability margins computed by SIME may be readily exploited to accelerate the 
computation of transient stability-constrained power flow limits and TTC/ATC cal-
culations. Typically, the calculation of a power flow limit by dichotomy search re-
quires about eight to ten runs (each run is composed of a power flow calculation and 
a T-D simulation for each contingency). By exploiting the stability margins one can 

Fig. 5.18  OMIB phase plane representation of the seven simulations described in Table 5.5. Two 
generators tripped if the contingency actually occurs. (Adapted from Ruiz-Vega 2002)
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use extrapolation or interpolation in order to reduce this number to three (Pavella 
et al. 2000b; Ruiz-Vega et al. 2002).

Figure 5.19 illustrates this idea graphically. The first simulation corresponds to 
the upper bound of the search interval ( λ1, the most stressed base case, for the given 
stress direction, yielding the margin η1), The second simulation corresponds to a 
10 % reduction of the stress parameter, leading in the illustrated case to a second 
unstable simulation (λ2, η2).

The two unstable margins are then exploited to estimate by linear extrapolation 
the critical value of the stress parameter. If this value is far from the second value 
(as depicted in Fig. 5.19), a third and last simulation is carried with a slightly higher 
value (λ3 on Fig. 5.19) to improve accuracy. The final estimate of the critical value 
( λcrit) is obtained from the two smaller, in absolute value, unstable margins.

5.4  Discussion

5.4.1  A Pragmatic Approach to Integrated Security Control

5.4.1.1  Preventive Mode Security Control

Preventive mode security assessment and control methods and software tools have 
been developed separately for static security, transient stability, and voltage stabil-
ity. In principle, these tools are able to identify harmful contingencies and preven-
tive control actions to alleviate insecurities from each point of view. However, each 
method concentrates only on part of the overall security control problem and hence 
its recommendations are generally not fully satisfactory from a global point of view.

It is thus necessary to incorporate these methods into a single decision support 
tool for secure online operation. Such a tool would ensure at the same time static 

Stress direction (λ )

Stability margin (η )

η 1

η 2

η 3
λ 1λ 2

λ 3λ crit

Fig. 5.19 Acceleration of limit search by SIME
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and dynamic security with respect to a list of potentially harmful contingencies 
identified during the analysis stage. We propose to use the optimal power flow for-
mulation as a generic approach to handle this problem.

More specifically, let CL-SS be a list of potentially harmful contingencies from 
the viewpoint of static security, CL-TS a list of such contingencies from the view-
point of transient stability, and CL-VS a list of potentially harmful contingencies 
from the viewpoint of voltage stability.

Then, we can formulate an optimization problem incorporating the following 
constraints:

1. Operating (i.e., preventive mode) constraints: pre-contingency power flow 
equations, and equality and inequality constraints (voltage magnitudes in normal 
range and branch flows below steady-state limit, operating limits, transactions, 
etc.).

2. Static security constraints: for each element in CL-SS a set of post-contingency 
power flow equations, and equality and inequality constraints (voltage magni-
tudes in emergency range and branch flows below emergency state limit).

3. Transient stability constraints: for each element in CL-TS a constraint on the 
total normal mode generation of the corresponding set of critical generators 
(note that such constraints can be derived by P-SIME).

4. Voltage stability constraints: for each element in CL-VS one (or several) con-
straints on the normal mode active and reactive power injections ensuring volt-
age stability with respect to that contingency (e.g., see Carpentier et al. 2001; 
Capitanescu and Van Cutsem 2002; and Bihain et al. 2003, for an approach 
yielding such information).

For a given objective function (e.g., minimal deviation, minimal cost of reschedule), 
the solution of such an optimization problem can be computed by a conventional 
security-constrained OPF. As long as the number of elements of CL-SS remains 
small, the CPU time required by a single run of such a tool remains compatible with 
online requirements.

Nevertheless, there is no guarantee that the resulting rescheduled operating point 
exists (feasibility) and is simultaneously secure with respect to all three security 
criteria. Thus, in principle, it would be necessary to iterate the above resolution 
scheme according to the same principle as the one given in Fig. 5.10.

Note also that there is no absolute guarantee that such an iterative process would 
converge in a reasonable number of iterations, and if yes, that the resulting new 
operating point would indeed be optimal. Nevertheless, we believe that such an 
integrated preventive security control framework is feasible and would be of value 
to online operation under stressed conditions.

We notice that the approach proposed relies on the availability of DSA tools able 
to express approximations to dynamic security regions in terms of pre-contingency 
parameters. The more accurate these approximations are, the better the resulting op-
timization will be. In particular, we believe that the proposed scheme is reasonable 
when combined with methods such as P-SIME and VSA.
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5.4.1.2  Emergency Mode Security Control

While in preventive mode it is necessary to combine into a single coherent deci-
sion-making strategy the handling of all security constraints (because they may be 
conflicting), in emergency mode security control one can generally take advantage 
of the temporal decoupling of the different phenomena, since thermal problems 
are typically significantly slower than voltage collapses which in turn are typical-
ly much slower than loss of synchronism. Hence, the different emergency control 
schemes can operate independently from each other.

5.4.2  Limitations and Further Research Needs

5.4.2.1  Arbitration between Preventive and Emergency Control

A first limitation of the current security control approaches lies in the fact that they 
are not able to arbitrate between preventive and emergency control. More precisely, 
the current approach supposes that the contingencies and phenomena that must be 
treated in a preventive way are given a priori in the form of a list of “credible” con-
tingencies and a set of static and dynamic constraints. Preventive security control 
then tries to change the operating conditions so that these constraints are satisfied 
for all contingencies. Emergency control is supposed to handle all other, non-cred-
ible, disturbances.

However, from a rational point of view the fact that a certain security problem 
(or constraint) should be treated in preventive or in emergency mode actually de-
pends on operating conditions (electrical ones, economic ones, and meteorological 
ones as well).

For example, if a certain N-2 contingency becomes very likely (e.g., because of 
changing weather conditions), or if the cost of treating it in preventive mode is low 
(e.g., because there is cheap load curtailment available), then it could make sense to 
handle it in preventive mode, rather than in emergency mode.

Thus, in principle, the arbitration between preventive and emergency mode secu-
rity control should be an output of (and not an input to) the security control decision 
support tools. However, there are intrinsic difficulties in achieving this objective 
mainly because of lack of data on probabilities of contingencies (as a function of 
real-time conditions) and difficulties to model the costs of interruptions, both of 
which would be required to allow a better coordination of preventive and emer-
gency mode security control (Wehenkel 1999).

5.4.2.2  New Control Devices

New control devices such as variable series compensation, as well as more sys-
tematic use of interruptible load, can potentially make it easier to handle security 



1555 Power System Transient Stability Preventive and Emergency Control

in online operation. However, the analytical methods developed today, like SIME, 
VSA, etc., do not take into account these possibilities. Thus, further adaptations are 
needed in order to develop tools able to suggest how to use such devices.

5.4.2.3  Uncertainties

A major problem in large-scale systems is that of real-time information concerning 
the status of neighbor systems and the incorporation of this information into appro-
priate dynamic equivalents needed to carry out meaningful simulations and DSA 
computations in real time.

The unavailability of this information translates into modeling uncertainties, 
which should be taken into account in a conservative way. Here also, research and 
developments are necessary in order to reduce the amount of arbitrariness of secu-
rity control (Diu and Wehenkel 2002).

The addition of new generating plants based on renewable energies (wind and so-
lar power plants mainly) have also increased the uncertainty in predicting the power 
system operating state, since their power output can change, in large amounts, in a 
very short period of time, due to faults or weather conditions. This is an additional 
difficulty to apply both preventive and emergency control.

5.4.2.4  Inter-Area and Inter-Temporal Coordination

In large power system interconnections, the security control of the overall system is 
presently organized in a distributed multi-area fashion. Each area is controlled by a 
system operator, responsible for the security in his/her area. One can show that bad 
coordination of these control agents can lead to quite suboptimal operation in each 
area of the system (Zima and Ernst 2005).

Also, the overall security of the system strongly relies on the quality of the ex-
change of information between different areas, in the form of static and dynamic 
equivalents as well as threatening disturbances.

To circumvent these difficulties, the trend has been in the USA to create MEGA 
System Operators responsible for the overall security, leading to the necessity to 
handle huge supervisory control and data acquisition (SCADA)/EMS databases and 
the explosion of computational requirements for security assessment and control 
software.

In other places and, particularly, in Europe, the trend has been to attempt to 
improve data exchange and coordination between the different existing system op-
erators. In both cases, however, a sound-distributed security assessment and control 
approach, defining in a systematic and transparent way appropriate coordination 
schemes among areas, would be of great value.

In a similar fashion, a better coordination of security control decisions over dif-
ferent time horizons, i.e., operation planning, day ahead, real time, next hour, next 
day, etc., could help improve security and at the same time reduce costs. This would 
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lead to state security control as a sequential decision problem, which could be tack-
led in the framework of stochastic or dynamic programming (Wehenkel 2004).

5.4.2.5  Wide-Area Transient Stability Emergency Control

The networks of synchrophasors that are already installed in some countries can be 
used to develop a wide-area transient stability emergency control that monitors the 
system state in order to verify if the action of other preventive controls, and/or fast 
event-based emergency controls, has been able to stabilize the system. This system 
would act “in extremis,” as a backup control, in case an additional control action 
would be required to stabilize the system.

This type of control is a new application of the emergency SIME method in the 
following aspects: It would not be applied to analyze a power plant but it would 
consider the stability of the whole power system; in addition, the critical machines 
could change along with the operating conditions and the actual fault. One advan-
tage of this application of E-SIME is that it will have more time to act, since pre-
ventive control and the fast event-based controls had already been applied, giving, 
in this way, more time for applying the method in case the system would require an 
additional control action.

5.5  Conclusion

The present chapter has pursued a twofold objective. On the one hand, it has ad-
dressed the issue of real-time transient stability control, which has long been con-
sidered to be extremely problematic if at all feasible. Three different schemes have 
been advocated, able to encounter a variety of specific needs, depending on power 
systems specifics.

It was shown that preventive control and its variant, the OLEC, are mature 
enough and ready for implementation. Closed-loop emergency control, on the other 
hand, is very much dependent on today’s high tech; its implementation requires 
strong incentives so as to foster the necessary investment in modernized communi-
cation infrastructure and monitoring equipment.

The second objective was an attempt towards integrated security control tech-
niques, able to cover all dynamic and steady-state security aspects. It appeared that 
the software tools available today are able to achieve such integrated approaches.

Nevertheless, while from a theoretical viewpoint the above-advocated approach-
es are within reach, their realization depends on information about the system con-
figuration, including generation status that the liberalized electricity markets seem 
reluctant to provide. And although such issues have not been addressed in this chap-
ter, these authors feel that blackouts will continue threatening the power systems, 
unless such information is made available, under the pressure of regulatory bodies 
in the USA, Europe, and other continents.
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Abstract This chapter describes an implementation of an online dynamic security 
assessment system based on time-domain simulation, in which dynamic models 
are the same as those used offline for planning studies with all necessary details. 
It contains a review of the adopted methods and algorithms (power flow, continua-
tion power flow, time-domain simulation, energy functions, single machine equiv-
alent, and Prony spectral decomposition) focusing on the main issues related to 
their numerical and computational performance. The utilization of these methods to 
execute complex security tasks such as dynamic contingency analysis and security 
region computations is described. Aspects of high-performance computation (fine- 
and coarse-grain parallelization) are discussed. Some practical results obtained 
online and comparisons of online with offline planning cases are shown.

6.1  Introduction

Power system security limits are typically computed offline and stored as nomo-
grams and tables to be monitored by system operators in the real-time environment. 
Several uncertainties exit during such computations and consequently reasonable 
security margins must be taken into account in the final limits. Despite this, un-
planned outages may cause operational conditions not considered at planning stages 
and consequently system operators are left with no proper security information un-
der such circumstances. Online security assessment has been proposed as an addi-
tional line of defense in which security limits can be computed based on the actual 
power system state, which eliminates most of the uncertainties, thus providing more 
accurate limits (Debs and Benson 1975; Dy Liacco 1968; Hayashi 1969; Limmer 
1966). Of course, this approach assumes that reasonably accurate online data are 
available.

Power system security may, and typically does, require evaluation of several 
different aspects such as thermal limits, steady-state and transient voltage levels, 
transient stability, etc. The steady-state aspects are generally evaluated through 
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power flow contingency analysis, which, for the currently available computational 
resources, can be easily done online, even for very large networks. The transient 
aspects are traditionally evaluated by visual inspection of time-domain simulation 
trajectories. In this case, two major difficulties exist in doing it online. One is that 
the computational costs of these simulations are normally several orders higher than 
those of steady-state analysis, i.e., the problem presents a much higher computa-
tional complexity, in particular for large systems. Therefore, efficient simulation 
methods and parallel processing are required. The other is that the evaluation cannot 
depend on visual inspection as typically done in offline studies. However, this dif-
ficulty can be circumvented with post-processing algorithms to derive the essential 
information from monitored time-simulation trajectories.

Basically, two main lines of research have been proposed in the literature and 
applied in the industry to deal with the computational complexity. One is to sim-
plify the problem by using reduced network and/or dynamic models and computing 
stability indices based on faster calculations. In some cases, heuristics are used 
to further simplify the problem. Such indices are not expected to be quite accu-
rate, but just provide a degree of proximity to transient instability. Several different 
approaches have been developed in this line, such as Transient Energy Functions 
(TEF; Pai 1989), single machine equivalent (Pavella et al. 2000), and steady-state 
stability indices (Molina et al. 2009).

The other line of research is to use full time-domain simulations with detailed 
models, efficient simulation algorithms, and parallel processing (Jardim 2000; 
Jardim et al. 2004; Jardim et al. 2006; Jardim 2009). Detailed models are used at 
least for the main area of interest, but when necessary external network and dy-
namic equivalents can be used. Some advantages of this kind of approach are the 
following:

•	 Close	compatibility	with	limits	computed	offline
•	 Quite	accurate	assessment
•	 Not	only	 transient	stability	but	also	all	other	dynamic	security	aspects	can	be	

evaluated; and
•	 Easier	validation	of	online	assessments

The online security assessment can be done for the (real-time) operating point only 
or additionally for a region around this point. An operating point is said to be se-
cure if no predefined contingency causes violation of the security criteria. Time-
domain simulations can tell whether the system is transiently stable or not, but do 
not provide a quantifiable degree of stability/instability. For example, if the system 
is stable, how close is it to be unstable? Additional methods, such as energy function 
methods, can be embedded in the time simulation to estimate stability margins and 
answer these types of questions. These estimates cannot be very accurate due to the 
nonlinear nature of models and phenomena involved. On the other hand, by succes-
sively stressing the system in a particular fashion and reprocessing contingencies, it 
is possible to obtain more accurate limits for such conditions, but at the expense of 
much more computation. In practice, this is the approach used offline for computing 
security limits (nomograms).
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The main disadvantage of time-domain simulations, in particular when detailed 
models are used, is the inherently high computational cost. Therefore, the adoption 
of quite efficient numerical integration methods can make a huge difference in per-
formance for this type of application.

This chapter presents the main aspects of an online Static And Dynamic Security 
Assessment System (SDSA) that is based on time-domain simulation with detailed 
models and is able to calculate security regions (nomograms). Essentially, it is an 
automation of offline procedures, and therefore its relevant characteristics are in the 
details of the adopted algorithms, the automation process, and the methods used to 
verify all security aspects. SDSA has been online for several years in the control 
centers of the Brazilian National Operator (ONS).

6.2  Simulation Methods

Whenever there is a numerical failure in offline simulations, the analyst can nor-
mally circumvent the problem by examining its results, changing parameters, and 
trying it again. For example, if a power flow does not converge, it is possible to 
change the starting procedure, change or block specific controls, etc. In the case of 
time-domain simulation with fixed time step, reducing the step or changing the load 
characteristics during a fast transient may overcome a numerical instability.

As online processes are not supervised by an analyst, they demand careful 
choice of the numerical methods and of procedures for circumventing failures. In 
this section, the traditional simulation methods are revisited with focus on aspects 
to improve their performance and to avoid numerical problems. Nevertheless, it 
is always important to remember that despite the importance of the methods and 
their implementation, any online power system application based on detail model-
ing depends fundamentally on good data and models, not only for the accuracy of 
the results but also for the software performance.

6.2.1  Power Flow

Power flow calculation is the most basic method used in a security assessment sys-
tem. For online SDSA, the power flow is used for computing the initial system 
condition with reasonable accuracy and steady-state contingency analysis. Theo-
retically speaking, the solved power flow case retrieved from the Energy Manage-
ment System (EMS) should be fully converged and ready to be used by the security 
assessment; in practice, though, this may not be true due to differences in tolerance 
and/or inaccuracies that might have been introduced by data truncation, depending 
on the data exchange format. Also, and more important, the power flow calculation 
is the engine for steady-state contingency analysis.
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The power flow formulation is well known (Stott 1974), largely described in 
textbooks, e. g., Monticelli (1999) and is summarized in the following.

A network branch can be modeled as in Fig. 6.1, where for a transmission line 
akm = 1  and 0kmϕ = , for an in-phase transformer 0kmϕ = , and bkm

sh = 0 for trans-
formers.

The general power flow equations for this generic branch are given by

 (6.1)

 (6.2)

and

 (6.3)

 (6.4)

The power flow formulation is obtained by applying Kirchhoff’s nodal law to all 
nodes of the network, which results in the following reciprocal power equations:

 (6.5)

 (6.6)

for k = 1, …, n, where n is the number of buses in the system
Pgk and Qgk are respectively the active and reactive generation at bus k, and Plk 

and Qlk are the active and reactive load at bus k, respectively. Loads can be constant 
power or voltage dependent.

The solution of the set of equations (6.5 and 6.6) requires at least one refer-
ence voltage and one reference angle, which are normally set at a specific bus, 
called swing or slack bus. Considering, for example, that the injected power for all 

2 2 ( cos( ) sin( ))km km k km km k m km km km km km kmP a V g a V V g bθ ϕ θ ϕ= − − + +

( )2 2 ( cos( ) sin( ))sh
km km k km km km k m km km km km km kmQ a V b b a V V b gθ ϕ θ ϕ= − + + + − +

2 ( cos( ) sin( ))mk m km km k m km km km km km kmP V g a V V g bθ ϕ θ ϕ= − + − +

( )2 ( cos( ) sin( )).sh
mk k km km km k m km km km km km kmQ V b b a V V b gθ ϕ θ ϕ= − + + + + +

0 = − + + ∑Pg Pl Pk k
m

km
k  Ω

0 = − + + ∑Qg Ql Qk k
m
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k  Ω

Fig. 6.1  Generic branch model
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 remaining buses is known, the problem consists of solving a set of 2n	−	2	nonlinear	
equations with 2n	−	2	variables	(	Vi,θi), typically by the Newton–Raphson method. 
By the nature of the problem, the load imbalance (generation—load—losses) is al-
located to the slack bus. Therefore, for some uses of power flow calculation, such as 
in contingency analysis, it may be desirable to distribute the imbalance among some 
or all generators in the system.

Generators, switchable shunts, FACTS, and Tap Changing Under Load (TCUL) 
transformer taps are set to control terminal or remote buses, and phase shifters and 
FACTS can be set to control power flow. Possible formulations for each control are 
the suppression of one variable, making it constant, and one equation. Alternatively, 
an equation specifying the control logic and the respective control variable can be 
added. Also, additional equations must be included when multiple devices (e. g., 
generators) control the same variable (e. g., bus voltage) to define the participation 
of each control and avoid multiple solutions. For example, if generators at buses i 
and j control the same bus voltage, an additional equation establishing how they 
will participate in the control can be defined as

where Q and K are the generator MVAr output and participation factor.
Of course, control limits must be enforced and it is imperative that they are cor-

rectly specified. Controls must be able to back-off limits whenever possible.
DC Links are represented by additional power injections in (6.5, 6.6; Smed et al. 

1991).
The set of equations (6.5, 6.6) and additional control equations can be repre-

sented in a simplified form as:

 (6.7)

where f( x) is a vector function of independent variables x (typically, V, θ, a, φ).
The Newton method solves iteratively (6.7) approximated by a first-order trun-

cated Taylor series, i.e.,

 (6.8)

where f x′( ) is the Jacobian matrix and v is the iteration number.
At	a	solution	point	Δx = 0 and f( x) = 0 which leads to the following iterative pro-

cess:

 (6.9)

 (6.10)

until	Δxv < ε or f( x) < ε, where ε is a small tolerance.

K Q K Qi i j j− = 0,

0 = f x( ),

( ) ( ) ( ) ,f x x f x f x xν ν ν ν ν+ ∆ ≅ + ′ ∆

1
( ) ( )x J x f xν ν ν−

 ∆ = −  

1x x xν ν να+ = + ∆
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Although the power flow problem is relatively simple, some practical consider-
ations must be observed to minimize the possibility of failure, as follows:

•	 The	 full	Newton–Raphson	method, in which all variables are solved simulta-
neously, is the preferred solution algorithm because of its better convergence 
properties. The alternate approach where some variables (e.g., taps and phase 
shifts) are solved between iterations of the Newton method generates interface 
errors that can be amplified or sustained, thus preventing convergence. The fast 
decoupled algorithms were very attractive with respect to computational speed 
when computer power was quite limited, but, due to its inferior convergence 
properties when compared with the full Newton, unless for specific applications, 
there is no reason to adopt it today. Again, reliable algorithms should be the pri-
mary concern in the implementation of online applications

•	 It	is	critical	to	scale	the	update	by	a	factor	α to improve convergence, as shown 
in	(6.10).	For	ill-conditioned	cases,	some	of	the	elements	in	Δx can be very high, 
thus	violating	the	assumption	in	(6.8),	i.e.,	that	Δx is small. Of course, for well-
behaved situations α can be set to 1 without causing any problem. Several meth-
ods have been proposed to find a suitable α, including one-dimension minimiza-
tion methods (Braz et al. 2000)

•	 It	is	well	known	that	the	Newton–Raphson	method has a very good local conver-
gence, but may fail for initial conditions far from the solution. This should not 
be critical for online base cases as long as the state estimator is able to deliver a 
converged power flow. For offline applications, a cold start procedure, such as 
DC power flow combined or not with one iteration of the fast decoupled method 
can be quite useful

•	 It	is	important	to	remember	that	a	solution	to	the	power	flow problem may not be, 
and normally is not, unique. To make a long discussion around this subject short 
and assuming the problem can be solved, if only continuous controls and con-
stant power loads are represented, there should be one useful solution and several 
nonrealistic ones, but if dead-band controls are represented there may be several 
useful solutions. The possibility of finding nonrealistic solutions also emphasizes 
the need of starting close to the solution. Of course, the concern is related to unre-
alistic solutions that may yield false security violations. For online applications, 
starting too far away from the solution can be a problem in contingency analysis 
and when re-dispatching generation to stress the operating condition. Thus, it is 
useful to implement methods to move smoothly between two different operating 
points. The continuation power flow method is quite effective in dealing with 
this problem and should be the preferred choice whenever possible

•	 A	 problem	 frequently	 observed	 in	 solved	 power	 flow	 cases	 consists	 of	 con-
flicting or wrongly defined controls. There are several situations in which this 
may happen. A few examples are the following: (a) two parallel tap-controlled 
transformers controlling voltages at opposite sides; (b) a voltage control device 
 controlling the voltage of a very remote bus or a bus in a different electrical 
island; (c) two voltage control devices controlling the same bus, but at different 
voltage levels; (d) a tap controlled transformer with no voltage source device on 
the low voltage side trying to control the voltage of a high voltage side bus; etc. 
Such situations may occur because of data errors or due to a topological network 
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change caused by a contingency. Then, it is important to implement routines to 
verify and correct or disable controls, if necessary, at the data input level and 
during the iterative process.

6.3  Continuation Power Flow

For the reasons explained in the previous section, moving as smooth as possible 
between different power flow solutions helps power flow convergence and avoids 
convergence to unrealistic solutions. The Continuation Power Flow (CPF) method 
is very effective and efficient for this, and it is used in SDSA for the process of 
searching security boundaries, i.e., stressing the system pre-contingency operating 
condition in a given direction. Also, although it is not the rule, there may be situa-
tions in which the security boundary is not affected by the specified contingencies, 
but instead it is found on the pre-contingency case. For these cases, for example, the 
CPF can provide the maximum loadability point with good accuracy whereas the 
regular power flow is likely to fail at lower stress/load level.

The efficiency of the CPF method comes from the fact that it allows larger steps 
when moving the operating point in a particular direction. Also, the prediction 
phase, with the cost of one power flow iteration, saves more than one iteration in 
the corrector phase.

The tangent vector method approach (Ajjarapu and Christy 1991; Seydel 1994) 
is adopted in SDSA. It consists of two phases, linked through a continuation param-
eter. In the first phase, called predictor, the power flow equations are parameterized 
and sensitivities of the power flow variables with respect to the parameters are 
computed. These sensitivities are used to estimate a new operating point, given 
a uniform change in the parameters. Then, in the second phase, called corrector, 
the Newton–Raphson method is used to find the solution with a good accuracy, 
considering one of the variables, called continuation parameter, fixed. The predic-
tor–corrector cycle is repeated until the desired solution (target operating point or 
maximum loadability) is obtained.

6.3.1  Tangent Vector Method

The following description of the method assumes that generations and loads will be 
re-dispatched according to a given pattern (direction) defined by changing factors. 
The parameterization is set as
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where λ is the generation/load increment variable applied to all buses of the system, 
Pg0, Pl0, Qg0, and Ql0 are the generation and load values at the initial operating 
point, and Kpg, Kpl, Kqg, and Kql are the generation/load change factor or param-
eters, defined for each bus in the system.

Considering λ = 0, the set of nonlinear equations system defined in (6.7) becomes:

 (6.11)

Linearizing (6.11) at a solution, one gets

 

(6.12)

From (6.12), the sensitivity of the state variables with respect to λ can be computed and 
then prediction of these variables for a step increase/decrease of λ can be calculated.

The predicted values, supposedly close to the final solution are used as initial 
condition for a slightly modified power flow calculation. In this process, one of the 
variables (called continuation parameter) in (6.11) is kept constant. The predictor–
corrector cycle is repeated until the solution (target point or maximum loadability) 
is obtained.

The continuation parameter may be the increment variable, lambda, or the volt-
age at one bus. The decision is based on which one has the highest sensitivity, which 
is computed in predictor phase. Figure 6.2 illustrates the process. In practice, volt-
age is selected only near maximum loadability points (nose tip).

The first task in the prediction process is to calculate the tangent vector. This 
tangent calculation is derived by the augmented Jacobian matrix, which has one 
extra column, associated with the additional unknown variable lambda ( λ). One ad-
ditional equation must be added to match the number of variables. This can be done 
by considering the sensitivity of the variables to a step change (increase or decrease) 
in the increment variable, i.e.

1.λ∂ = ±

The set of equations then becomes

 

(6.13)

Where eλ is a row vector with all elements equal to zero except in λ position, which 
is one.

Once the (sensitivity) tangent vector ( , )t x λ= ∂ ∂  has been found, the step size 
should be chosen so that the predicted solution is within the radius of convergence 
of the corrector. A possible choice is the inverse of the norm of the tangent vector, as 
follows:

 (6.14)
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where α can be adjusted to reach specific points, or guarantee that the initial condi-
tion will be sufficiently close to the solution.

The corrector step solves (6.11) using the Newton power flow method, but forc-
ing the continuation parameter at the specified value. The continuation parameter 
can be either voltage at a specific bus or lambda. Considering that η is the specified 
value for the continuation parameter ( Vk or λ) the new system to be solved can be 
expressed as:

or

6.4  Time-Domain Simulation

The most computationally expensive task in a detailed modeling approach for dy-
namic security assessment is that performed by the time-domain simulation engine. 
Consequently, overall performance is very much affected by the numerical integra-
tion methods adopted.
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Fig. 6.2  Example of two predictor–corrector cycles with different continuation parameters
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Most of the existing time-domain simulation programs use numerical integra-
tion based on fixed time step and alternate solution of control and network equa-
tions (Arrillaga et al. 1983). This kind of technology was acceptable, and possibly 
a good choice, for computers with low memory, nonstiff system of equations (only 
synchronous machines with relatively large time constants), and offline studies per-
formed much ahead of real time. For those cases, computational speed was not a 
critical factor.

However, adapting these programs for online applications is not a good choice 
now because computer memory is not a limitation anymore, power electronic devic-
es are increasingly being represented in dynamic studies, which stiffen equations, 
security assessment requires huge amount of fast computation, and there are much 
better and well-recognized methods for numerical integration.

Despite the fact that more advanced methods have been recommended for quite 
some time (Stott 1979), the majority of the commercial software still have not ad-
opted them.

The time-domain simulation in SDSA is based on the Adams–Bashforth–
Moulton and Backward Differentiation Formulas (ABM–BDF) numerical integra-
tion method (Astic et al. 1994, Brenan et al. 1989, Lambert 1991) associated with 
the Variable-Step-Variable-Order (VSVO) approach and the simultaneous solution 
of the algebraic and differential equations.

These techniques yield high numerical stability and improved performance (sev-
eral times faster) compared with more traditional nonsimultaneous fixed-time-step 
approaches. The shortcomings of the latter are explained as follows. To avoid nu-
merical instability (Lambert 1991), the fixed step alternated solution methods have 
to use very small integration time steps. Roughly speaking, their step size should 
not be greater than the smallest time constant in the dynamic models. But under stiff 
numerical conditions, even smaller time steps may be required to avoid numerical 
instability. Obviously, the impact on the performance is severe, particularly when 
fast acting control devices such as static VAr compensators or DC links need to be 
represented.

By contrast, in a simultaneous solution approach, the size of the time step is 
bounded by the accuracy of the simulation rather than its numerical stability. In 
practical terms, the desired accuracy can be met with small-time steps during fast 
transients and larger time steps on smoother trajectories. The time step size is opti-
mized by a dynamic adjustment mechanism as described below.

The differential and algebraic equations describing a power system model are 
represented by the following equations:

 (6.15)

 (6.16)

�y f y x t= ( , , )

0 = g y x t( , , ),
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where:
y Rn∈  is the vector of the state variables (or phase variables) that represent the 

dynamic models of control components such as synchronous machines, voltage 
regulators, DC links, etc.

x Rm∈  is the vector of algebraic variables, which are basically network volt-
ages, current injections, and some control variables.
The ABM and BDF can be represented as

 (6.17)

where:
αi and βi are parameters dependent on the specific integration method, j is the num-
ber of steps of the method, and h is the time step.

Using the appropriate parameters, the first-order ABM and BDF methods cor-
respond to the Euler method:

 (6.18)

 (6.19)

The second order ABM is usually known as the Trapezoidal method:

 (6.20)

 (6.21)

The second order BDF is given by

 (6.22)

 (6.23)

The ABM method is used for most of the differential equations, whereas the BDF 
method is used for algebraic equations and differential equations with very small 
time constants (< 10 ms). For improved efficiency, the current and past information 
are stored in Nordsieck (Lambert 1991) vector form.

By applying the numerical integration formulae (6.18–6.23) to the model equa-
tions (6.15–6.16), the following set of algebraic equations is obtained:

 (6.24)

 (6.25)
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where:
C is the weight sum of yn

 and �yn
 terms

1nβ +  is the constant that multiplies fn+1
 in the integration formulae (6.18–6.23).

The solution of this set of equations is obtained by a “dishonest Newton meth-
od,” in which the Jacobian matrix is updated only if: there is a time step change, or 
the algorithm does not converge, or if a large hard discontinuity occurs. Typically, 
two to three iterations are needed to converge at a time step.

The mechanism to change the time step is based on the estimation of the Local 
Truncation Error (LTE) at the end of each time step. If the LTE is smaller than the 
required tolerance, the current step is accepted and the possibility of increasing its 
size is evaluated. If the LTE is above the tolerance, the current step is rejected and 
the step size is sufficiently reduced to bring the error to half of the tolerance.

The LTE estimation is based on the first neglected term of the Taylor series:

where k is the current integration order (1 or 2). The maximum time step h  is cal-
culated by considering the truncation error equal to the tolerance

where τ  is the tolerance. Considering that there is no error margin in this estima-
tion, a conservative approach is adopted for the next step, say half of the estimated 
value.

Whenever the time step is changed, the best order is also evaluated. The criterion 
to choose the best order is the decreasing pattern of the truncated Taylor terms. 
Thus, the Taylor series expansion behaves as expected for the second order if the 
magnitude of the third-order terms form a decreasing sequence. Otherwise, first-
order integration is used (Brenan et al. 1989).

A difficult problem in time-domain simulation is the treatment of discontinuities. 
The one-step (self-starting) methods can handle this better, but are generally less 
efficient as they require smaller time steps when compared to higher order methods. 
The multistep methods need step size and order changes to deal effectively with 
such situations. Re-initialization with first-order integration is one of the possible 
approaches.

This implementation deals with discontinuities in different ways depending on 
their types. The main sources of discontinuities are network and control switching 
and state variable nonlinearity. Switching operations can be specified by the users 
(e.g., in the contingency definition) or are automatically activated by controls such 
as excitation limiters, or protection systems such as line tripping. Depending on the 
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severity of the switching operation, the program re-initializes the numerical integra-
tion process by zeroing the time step. The severity is measured by the norm of the 
first-order derivative of the state variables. The re-initialization of the integration 
process nullifies the past (previous steps) information and the integration order is 
set to one. If necessary, the time step is reduced so that a switching operation occurs 
at the specified time.

The severity of the effect of nonlinearity on state variables, such integrator satu-
ration, is taken into account at the end of the step. If the LTE is greater than the 
tolerance, the step is rejected and decreased.

6.5  Diagnostic Methods

Assessing security through time-domain simulation without visual inspection of 
trajectories requires specific functions for monitoring the security criteria. Some of 
the most frequently adopted criteria include transient stability (or stability margin), 
electromechanical oscillation damping, transient voltage behavior, and frequency 
limits. Computing stability margins is not trivial and typically requires energy func-
tion methods. Computing oscillation damping also requires special algorithms (e.g., 
Prony analysis), but it is a simpler problem. Practically, all the other criteria can be 
assessed by trivial procedures.

The classical TEF methods are based on simplified dynamic models (e.g., classi-
cal synchronous generator models) with the purpose of estimating stability margins. 
For SDSA, which is based on detailed modeling approach, a much more suitable 
technique, single machine equivalent (SIME; Pavella et al. 2000) is adopted, as it 
does not impose restriction on the models, can be easily embedded in time-domain 
simulation programs, and has a negligible computational cost. But some key con-
cepts of the TEF methodology (Pai 1989) are adopted in SDSA to detect instability 
and early terminate simulations, support some of the SIME features, and select 
generators for modal spectral analysis.

6.5.1  Energy Functions

SDSA uses numerical energy functions and a modified version of the SIME method 
for energy/power margin computation, instability detection, and identification of 
oscillatory machines.

System stability can be detected via the following dot product (Pai 1989):

 (6.26),T
ip acf P θ= ∆
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where:

where Mi, δi, pei, pmi, and paci are, respectively, the inertia constant, rotor angle, 
electrical output, mechanical power, and accelerating power of machine i; ng is the 
number of synchronous generators; θi is rotor angle of machine i referred to the cen-
ter of inertia θcoi; and Pac

 and θ∆  are the vectors of generator accelerating power 
and angle deviation respectively. Both quantities are referred to the center of inertia.

For classical synchronous machine models, system instability is detected when 
fip < 0. For higher-order synchronous machine models, a lower level is used, i.e., 
fip <	τ,	τ	< 0.

Individual energy functions are also computed to determine machines with low 
damping. The potential energy function is given by

the kinetic energy function by

and the total energy is

The rate of decay of Vti indicates those machines with lower damping. These are 
selected for Prony decomposition analysis.
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6.5.2  Modified SIME Method

The SIME method can be used to estimate security margins at a given operating 
point. In the following implementation, it can also be used for contingency filtering. 
A brief review of the SIME method (Pavella et al. 2000) in both the original and the 
modified versions is presented as follows.

6.5.3  Original SIME Method

It is well known that a power system transient instability is caused initially by the 
separation of only two generation areas. Certainly, cascading effects may lead to 
further separations, but the interest is obviously to avoid the initial separation, 
which is caused by a power imbalance in which generators of one area accelerate 
(or decelerate) with respect to the others. This leads to the concept of two coherent 
groups of generators, denominated critical and noncritical clusters. By definition 
here, the critical cluster is the one with smaller inertia. If the critical cluster accel-
erates with respect to the noncritical cluster, it is said that it swings forward, if it 
decelerates then it swings backward.

The critical cluster is composed of the generators with angle increasing (decreas-
ing) with respect of the Center Of Angle (COA) of an electrical island, if it swings 
forward (backward). It is important to know whether the critical cluster mode is 
forward or backward because the corrective measure will be to reduce or to increase 
respectively its generation.

The determination of the critical cluster can be done by selecting several can-
didate sets and testing for the one with lowest margin. The original SIME method 
proposes the use of the most advanced angles (large angle excursions) to classify 
machines in candidate sets. Rotor speeds are also a good measure for this classifica-
tion. In SDSA, and for stable cases, the identification of critical clusters occurs only 
when the total kinetic energy reaches a minimum, which correspond to a point of 
maximum separation between critical and noncritical clusters.

Given the critical and noncritical groups, the respective machines are aggregat-
ed into their respective COA and then the COAs are replaced by a One-Machine 
Infinite Bus (OMIB) equivalent, as follows.

Compute the quantities of the aggregated groups

 (6.27)
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 (6.29)

1
( ) ( )c k k

k Cc

t M t
M

δ δ
∈

= ∑

1
( ) ( )N j j

j NN

t M t
M

δ δ
∈

= ∑

C k
k C

M M
∈

= ∑



174 J. L. Jardim

 (6.30)

 (6.31)

 (6.32)

 (6.33)

 (6.34)

 (6.35)

 (6.36)

where the subscript C denotes the group of critical machines and N the noncritical 
machines.

Compute the equivalent OMIB

 (6.37)
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 (6.40)

 (6.41)

 (6.42)

Equations (6.37–6.42) represent the mapping of a multi-machine system into an 
OMIB system, which allow us to apply the principle of the Equal Area Criterion 
(EAC).

M MN
k N

k= ∑
∈

1
( ) ( )C k k

k CC

t M t
M

ω ω
∈

= ∑

1
( ) ( )N j j

j NN

t M t
M

ω ω
∈

= ∑

1
( ) ( )C k

k CC

Pe t Pe t
M ∈

= ∑

1
( ) ( )C k

k CC

Pm t Pm t
M ∈

= ∑

1
( ) ( )N j

j NN

Pe t Pe t
M ∈

= ∑

1
( ) ( ),N j

j NN

Pm t Pm t
M ∈

= ∑

( ) ( ) ( )C Nt t tδ δ δ= −

( ) ( ) ( )C Nt t tω ω ω= −

( ) ( ( ) ( ))C NPm t M Pm t Pm t= −

Pe t M Pe t Pe tC N( ) ( ( ) ( ))= −

Pa t Pm t Pe t( ) ( ) ( )= −

M
M M

M M
C N

C N

=
×
+



1756 Online Dynamic Security Assessment

Figure 6.3 illustrates the EAC concept, where Pe0 , Pedf , and Pepf are the OMIB 
power transfer characteristics for pre-fault, during the fault, and post-fault condi-
tions, respectively, δ0 is the pre-fault rotor angle, δch is the post-fault rotor angle in 
which the accelerating power changes from positive to negative, δr is the angle of 
return, i.e., the maximum angular excursion for a stable scenario, δu is the unstable 
equilibrium point, Aacc is the acceleration area ( Pm > Pe), Adec is de deceleration 
area ( Pe > Pm), and Amar is the margin area, i.e., the energy margin of the system for 
the particular fault. To simplify the analysis, Pm is considered constant. The sum 
( Adec + Amar) is the total potential energy available to absorb the kinetic energy intro-
duced into the system by the fault. Computation of Amar requires that the function of 
Pepf versus angle is known (or estimated with good accuracy).

During the fault, the machine accelerates because the accelerating power 
( Pac = Pm	−	Pe) is positive. At the point in which the accelerating power becomes 
negative (most of the time it is the fault clearing time), the machine speed is maxi-
mum and it starts decelerating.

The total energy gained by the system can be determined as the kinetic energy at 
this point, as follows:

 (6.43)

The condition for the system to be transiently stable is that the decelerating area Adec 
must be greater than Aacc. In other words, the angle of return δr must be smaller than 
the unstable angle δu.
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Fig. 6.3  Equal area criterion
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Instability is detected by the crossing of the unstable equilibrium point, which is 
characterized by the accelerating power changing from negative to positive and by 
the derivative of the angle being positive. At this point, the remaining energy in the 
system, not dissipated in the decelerating area, is the negative energy margin and 
can be accurately computed by

 (6.44)

where ωu is the equivalent machine speed at the crossing point.
A key aspect on the accuracy of the SIME method is the computation of the posi-

tive margin Amar for stable cases. In Pavella et al. (2000), two methods are proposed 
to estimate this margin. The first approach consists of the triangle approximation, 
formulated as:

 (6.45)

Obviously, this requires the knowledge of the unstable angle δu, but this angle is 
not known if the system is stable. In practice, repeated simulations with increasing 
stress are necessary to find the unstable angle. This makes the triangle approxima-
tion inefficient and of little interest.

The other suggested approach is to approximate the Pepf  ( δ) as follows:

 (6.46)

where a, b, and c are computed through weighted least-square approximation using 
three or more successive time steps. In practice, Pepf ( δ) is not as well behaved as in 
Fig. 6.1 and, for stable scenarios with large margins, the points may not be repre-
sentative of the real characteristic. Additionally, if the case is quite stable the angle 
excursion is small and the available points for the curve fitting may be insufficient. 
Consequently, large errors can occur. Again, to use this method effectively it would 
be necessary to run successive simulations with increasing stress level to find a 
good approximation, which is again quite inefficient.

6.5.4  Modified SIME Method

An improved, meaning faster and more accurate, method for computing positive 
margins is crucial to the SIME approach in order to obtain a reliable and quick as-
sessment of the system stability. The objective is to be able to estimate the energy 
margin (positive or negative) a few milliseconds, for example, 200 ms, after the 
fault is cleared.
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The central idea is to approximate the Pepf( δ) characteristic by the power transfer 
function of the OMIB system:

 (6.47)

where Em is the equivalent machine voltage behind its transient reactance, which 
is modeled as a function of the rotor angle, E∞ is the infinite bus voltage, which is 
assumed to be constant, δ is the equivalent machine rotor angle, and P0 represents 
a local power referred to the OMIB equivalent. To use this approximation, Em, E∞, 
and Xe need to be estimated. If this is possible, P0 can be calculated to fit the equa-
tion at a particular point.

Remark The approximation 
12 0( ) sinPe P Pδ δ= +  was also tried, where P12 is a 

constant, and P12 and P0 are computed using values at successive time steps. But 
this leads to the same problems of the weight least-square approximation of (6.46). 
Also considering P12 constant is a source of error as generator excitation can change 
significantly from nonstressed to stressed scenarios.

Em( δ) is estimated in the adopted approach as the average of the critical cluster 
voltages behind the transient reactance:

 
(6.48)

where nc is the number of generators in the critical cluster. E∞ is estimated in the 
same fashion for the noncritical cluster, but in the tests performed so far, it has been 
estimated at the returning angle and left constant, i.e., it is not considered as a func-
tion of the angle displacement.

Xe is estimated in the proposed approach as the weighted average of the external 
impedance seen by each generator plus its own transient reactance.

 
(6.49)

where xdk
′  and xek

 are the transient reactance and the external impedance seen by 
generator k, respectively. Thus, the missing piece of information to complete the 
proposed approximation is the external impedance seen by each generator.

One way of finding this information is by the explicit computation of the 
Thévenin impedance seen by each generator in the cluster, considering the other 
generators of the cluster as open circuit, but depending on the number of generators 
in the critical cluster, this computation can be quite expensive. Then the following 
alternative approach was used.

Assuming that the interconnection between the critical and noncritical clusters 
is through a reactance and that the machines in the cluster oscillate coherently, one 
can write

 (6.50)

0

( )
( ) sin ,m

e

E E
Pe P

X

δδ δ∞= +

1
( ) ( ).m k

k C
E E

nc
δ δ

∈
= ∑

Xe
M

M xe xd
C k C

k k k= +∑
∈

′1
( ),

V t j xe I t Emk k k( ) ( ) ( )= + ∞



178 J. L. Jardim

where V tmk ( )  and xek  are the terminal voltage of and external impedance seen by 
machine k, respectively. Considering also that E ∞  is constant (infinite bus), one 
can write

 
(6.51)

Remark The approximations in this model are quite reasonable compared with the 
overall approximation of the SIME model. Generally, there is no infinite bus, but 
in a multi-machine system for a single machine the rest of the system typically 
behaves as an infinite bus. Also, the interconnection between critical and noncriti-
cal clusters is not purely reactive but typically the resistive component is relatively 
small.

The external impedance seen from each individual machine xek can be computed 
at any post-fault time step, but in the current implementation it is being computed 
as an average over a time range.

Note that the external impedance can be theoretically estimated immediately 
after the fault is cleared. Consequently, the entire decelerating area can be readily 
estimated. The maximum kinetic energy (accelerating area) is known, as mentioned 
above, as soon as the accelerating power changes from positive to negative.

For not very stressed conditions, this occurs at fault clearance; for stressed con-
ditions, it can take a few milliseconds after fault clearance, and for very stressed 
conditions it may not happen at all. But this last case can be easily flagged as a 
severe condition without requiring too long time simulation. Then for the other two 
conditions, the energy margin (total decelerating area minus the accelerating area) 
can be estimated at most a few milliseconds after fault clearance, which results in a 
very fast approach for contingency ranking and simulation early termination.

The form of implementation of the SIME algorithm depends on the purpose of 
its use. For example, for contingency screening it is desirable to estimate the stabil-
ity margin just few milliseconds after fault clearance, but for the diagnostic of a full 
time-domain simulation the urgency is not needed and the estimation can be more 
conveniently performed at returning angles or instability detection.

The following implementation strategy was used for diagnosis of time-domain 
simulation:

1. Start the time-domain simulation.
2. For the post-fault system condition, check for instability or angle of return (mini-

mum kinetic energy) at each time step.
3. If instability is detected, determine the critical cluster and the negative energy 

margin and stop the simulation.
4. If a point of return is found, determine the critical cluster and compute the posi-

tive energy margin.
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For contingency ranking, the strategy used is the following:

1. Start the time-domain simulation.
2. If the system is in post-fault condition and instability is detected, compute the 

negative energy margin and stop the simulation.
3. If the system has been simulated for a minimum time interval (few milliseconds) 

in post-fault condition and the kinetic energy has reached a maximum, compute 
the positive (or negative) energy margin and stop the simulation.

6.5.5  Prony Analysis

The Prony method (Castanié 2011; Hauer 1991) is used for spectral analysis (damp-
ing assessment) of synchronous machine angle trajectories. The objective is to 
compute the following spectral decomposition for a given signal, say rotor angle, 

ˆˆ( ) ( )y t tδ= :

 (6.52)

or in the discrete time

 
(6.53)

where y t( ) approximates ˆ( )y t , 
iR C∈  is the residue for pole 

i Cλ ∈ . The objec-
tive is to identify residues, poles, and the order n of the model to minimize the least 
square of y t( ) .

Assuming that y k( ) can be described by a combination of n past values

 (6.54)

Let the set of sample vectors y i ni{ } = … +, , ,1 1 , where

 (6.55)

By repeatedly applying (6.28), the following system of linear equations is formed:

 
(6.56)
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Y is a Toeplitz matrix that can be solved with 2n data samples. From (6.53) and 
(6.54), and considering k = n, {zi} represent the roots of the characteristic polyno-
mial

 (6.57)

Then the residues {Ri} can be found by

 (6.58)

where

The algorithm can be summarized as follows:

1. Given a sampled signal yi, i = 0, 1,…, m, determine the coefficients ai of the char-
acteristic polynomial by fitting a linear prediction model.

2. Using the ai’s, compute the discrete-time eigenvalues by solving for the roots of 
the characteristic polynomial zi’s.

3. Compute the Ri’s by solving (6.58).
4.	 Calculate	the	continuous	time	eigenvalues	λi’s using iT

iz eλ= .

The cost of computing this spectral decomposition to all generator rotor angles is 
very high and must be avoided. In SDSA, just the least damped rotor angles are 
selected based on the rate of decay of the machine total energy.

6.6  Security Functions

The automation of any security assessment process is dependent on the operation 
planning practices of the relevant utility or system operator entity. In the present 
SDSA case, three basic assessment functions apply:

•	 Contingency	analysis	at	the	operating	point	(is	the	operating	point	secure?)
•	 Maximum	transfer	(interchange)	between	two	subsystems
•	 Maximum	security	region	or	transfer	nomogram	for	three	subsystems

In addition, functions are provided for recommending preventive actions on the 
basis of such assessments. Preventive action is needed when one or more contingen-
cies will bring the system state to a condition in which at least one security criterion 
is violated. This action, such as generation re-dispatch, moves the system state to a 
new secure operating point.

1
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6.6.1  Contingency Analysis at an Operating Point

This is the most basic component of the SDSA system. Contingency analysis is 
normally performed for both the steady and dynamic states.

In steady-state contingency analysis, the critical aspect is the robustness of the 
power flow engine. For example, if a solvable contingency fails to converge, the 
interpretation might be that the operating point is beyond the maximum loadability 
limit. This can wrongly trigger an uneconomical preventive re-dispatch. Therefore, 
the care with respect to the implementation of power flow solutions, as pointed out 
in Sect. 6.2 must be observed.

In dynamic contingency analysis, a stability diagnosis may not be produced at all 
if the numerical integration algorithm fails to converge. Again, it is critical to avoid 
numerical problems, in particular when fast controls are represented in the model. 
The simultaneous solution of differential and algebraic equations associated with 
variable time step is key to avoid this problem, as discussed in Sect. 6.4.

In addition, the ability of changing the time step has two fundamental advan-
tages. One of course is to increase it, whenever possible, to speed up the simula-
tion. Thus the computation, depending on the stiffness of the equations, can be one 
or two orders faster. The other advantage is to reduce the time step below regular 
values whenever a difficult numerical condition occurs. This can significantly slow 
down the simulation, but prevents the worst scenario, i.e., the computation failure.

If the number of contingencies is large, screening methods can be applied to 
improve performance. For steady-state analysis, this is usually not necessary for 
today’s computer power. For dynamic analysis, the key technique is to terminate as 
early as possible those simulations that are estimated to be “quite” stable. As pre-
sented in Sect. 6.5, SDSA adopts early termination for unstable cases and provides 
stability indices based on the modified SIME method that allows filtering contin-
gencies on the fly.

However, it is important to remember that most, if not all, of the screening meth-
ods proposed so far deal only with the transient stability aspect. It is then assumed 
that if the system is “quite” stable, it should comply with all other criteria. This 
is hard to prove, of course, and care should be taken. In practice, power system 
analysts know the set of contingencies that can cause any harm to the system. To-
day’s operational planning is based on such knowledge. This may not be possible 
in the steady-state analysis where contingencies all over the network can cause 
some security violation, such as thermal or voltage limit violation. On the other 
hand, the dynamic problems are invariably associated with transmission bottlenecks 
(relatively weak interconnections), with location well known by planners. These 
locations can change over time as system topology changes, but it is still possible to 
predefine effective contingency sets. Thus, the “blind” approach, typically advocat-
ed and used for steady-state contingency screening, should be avoided or not used 
at all in online dynamic security assessments because it is an unnecessary waste of 
computer resources and the proposed techniques do not cover all security criteria.
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6.6.2  Import–Export Transfer Capacity

This SDSA function is useful for assessing the maximum secure transfer between 
two interconnected areas. It basically consists of performing contingency analy-
sis at successively increasing/decreasing power transfer levels between two areas. 
The pre-contingency operating point at which a security criterion becomes violated 
defines the maximum transfer capacity for that specific criterion. To identify this 
transfer level with relatively good accuracy, a binary search is used.

To speed up this search, specific quantities (voltages, flows, etc.) and indices 
(MW stability margin, damping, etc.) are stored along the one-dimensional search 
and are used to estimate the violation point by interpolation and extrapolation. The 
search stops when two consecutive estimated points are sufficiently close to each 
other.

The changes in transfer level are effected by re-dispatching generation in the 
exporting and importing areas. All other generation and loads in the system remain 
constant. Then, neglecting changes in losses, the security region per criterion is de-
fined by sets of points (line segments) belonging to the line Pa + Pb = K, where Pa 
and Pb are the respective generations in each area, and K is constant. The direction 
of search from the operating point is given by ΔPa + ΔPb = 0.

This function demands much more computation than the single contingency 
analysis at the operating point as the contingencies will be simulated at various 
operating points. On the other hand, the number of contingencies simulated for this 
kind of function is typically small, since only those that affect the transfer between 
the two areas are of interest. The function is useful for monitoring critical transmis-
sion corridors and it automatically provides the security margins for the current 
operating point, which is very desirable information at real time.

The operating point change in the direction of search is implemented with the 
CPF, Sect. 6.3. For steady-state transfer capacity assessment, the contingencies are 
computed by the Newton power flow with care to restart and approach the solution 
“slowly” if the first direct attempt fails. For dynamic transfer capacity assessment, 
contingencies are simulated with the methods presented in Sect. 6.4.

6.6.3  Security Regions

Situations arise where transfer limits are highly dependent on the generation pat-
terns in three areas. Therefore, re-dispatching generation in only two of them may 
provide inaccurate transfer limit estimates. At this point, the objective is to find 
secure regions in the two-dimensional surface defined by Pa + Pb + Pc = K, where 
Pa, Pb, and Pc are the respective generations in the three areas and K is constant, 
if changes in losses are neglected. This surface is embedded in three-dimensional 
space and it is bounded by the generation limits in each area. Alternatively, it is also 
possible to replace one of the generations ( Pa, Pb, or Pc) by a load set. In this case, 
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the security region is embedded in the surface defined by Pa + Pb	−	L = K, where L 
is the total load of the set.

The display of the security surface in a three-dimensional space is possible, but 
it has been found that it is better visualized by its projections on a two-generation 
subspace. For example, Fig. 6.1 shows the projections relative to three generation 
groups named Paranaiba ( Pa), Grande ( Pb), and Parana ( Pc).

This figure shows three superimposed regions. The green region is secure. The 
yellow region represents post-contingency thermal limit violation and the red re-
gion is unstable or inaccessible due to generation limits. The operating point is a 
gray dot inside the green region. Instability means that if the system is operating at 
any point in the red region, at least one of the evaluated contingencies will cause 
system transient stability.

The violation of any other monitored criterion (oscillation damping, transient 
overvoltage, frequency limit, etc.) can similarly be depicted by a contour. For exam-
ple, the blue contour in Fig. 6.4 shows violation of after fault voltage drop. Whenev-
er the operating point approaches a contour, some preventive actions may be need. 
For example, these actions could entail generation re-dispatch to keep a security 
margin or energizing a shunt device to avoid undesired post-contingency voltages.

The process of finding the boundary in a particular direction is similar to that 
used for the import–export transfer capacity, but now the directions of search are 
given by ∆ ∆ ∆Pa Pb Pc      + + = 0 . These are radial directions from the operating 
point.

Finding the boundary as in the import–export method, i.e., by binary search, is a 
brute-force approach. Based on a huge number of simulated cases so far, it has been 
observed that the contours are convex. Irregularities on the border may occur only 
as a result of a numerical problem, typically power flow data errors. This convexity 
characteristic can be exploited to significantly reduce the number of contingencies 
in the search of contour boundaries. For example, pre-contingency operating points 
may be targeted near the expected boundary, avoiding several unnecessary simula-
tions, once two adjacent directions have been completed.

Also, and very useful, is to filter contingencies in a particular direction if two 
relatively close directions have been completed and found that these contingencies 
do not present threat to the system, i.e., their stability margins are high all over the 
adjacent directions. The performance gain with this and other heuristic approaches 
vary from case to case, but can be huge.

To achieve a good plotting contour, it is important to maintain a straight-line 
direction of search, keeping the ratios ΔPa/ΔPb and ΔPb/ΔPc constant. As the op-
erating point moves along this direction, contingencies are processed and evalu-
ated. The final contours represent the intersection of all violations resulting from 
all contingencies.

The number of directions used for each contour plot determines the precision of 
the contour. But as this number increases, more computation is required and, and 
given limited computational resources, consequently performance decreases. Thus, 
a good compromise is required for online applications.
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If better accuracy in defining the security border is required, the generation units 
may be allowed to switch on and off along the re-dispatch direction to keep the 
spinning reserve within a realistic range (excessive spinning reserve would lead to 
optimistic security margins, since the total inertia and MVAr margin would be big-
ger than expected in practice).

Before re-dispatching the generation, the spinning reserve at the new operating 
point is checked against the range and adjusted if possible. This feature has been 
used more frequently for operational planning. For online security assessment, this 
is not used because the focus is on what are the security boundaries for the current 
state and energized devices. In this case, committing generation units can artifi-
cially extend the boundaries.

The complexity of the security region calculation is obviously greater than that 
for import–export transfer capacity, but only a small set of contingencies is typi-
cally required. The security region computation for a transmission corridor typi-
cally requires only a few dozen contingencies. Thus, for example, for a case with 
10 contingencies, 20 radial directions, and an average of 7 contingencies checks on 
each direction, approximately 1400 contingencies are computed.

One of the main benefits of computing and displaying a security region is the 
powerful and immediate insight that it provides to system operators. For example, if 
the operating point lies outside in the insecure (red) region, the required generation 
re-dispatch (where and how much) to correct the problem can directly be retrieved 
from the region display. Each line segment of a contour is associated with the con-
tingency that caused the violation. This information is available in tables, with full 
report for each line search, and on the region via mouse hovering on contour bound-
aries. It is also possible to retrieve the pre-contingency operating point at any point 
in the security region to be analyzed in study mode or to be displayed on the opera-
tor’s one-line diagrams. The process is simple and requires just a few mouse clicks.

A security region is focused in a specific transmission bottleneck. For a large 
system, it may be necessary to monitor several bottlenecks. This is done by mul-
tiple instances implementation of SDSA. The instances run concurrently, using the 
same real-time information, but with a different set of contingencies and different 
generation areas. For the Brazilian system implementation, each of its four control 
centers currently monitors four different transmission bottlenecks, totaling 16 dif-
ferent security regions.

6.7  Solution Architecture

6.7.1  Parallelization

In order to meet stringent performance requirements, the SDSA adopts parallel pro-
cessing techniques in a manager/worker (master/slave) configuration, as shown in 
Fig. 6.5.
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The manager process contains the high-level instructions to perform the security 
assessment functions. Most of the calculations (power flow, time-domain simula-
tion, etc.) are done in the worker processes. The manager is responsible for generat-
ing base cases, distributing tasks among servers, collecting the respective reports, 
communicating with the supervisory control and data acquisition (SCADA)/EMS, 
managing distributed resources, and storing/displaying results and plots. Workers 
receive tasks from the manager on a first-to-ask-first-to-get basis, process them us-
ing the task-specified power system simulation tool, send the respective results back 
to the manager, and ask for another task. The workload per processor tends to be 
well balanced as the number of tasks increase. This is certainly the case for security 
region calculation and contingency analysis with a large number of contingencies. 
The idle time per processor is relatively small and occurs only at the end of an as-
sessment cycle when some have finished their tasks and there is no additional work 
to be done. Depending on the number of processes (workers), initial data (operating 
point base case) broadcasting from manager to workers may have a nonnegligible 
effect on performance.

This effect can be minimized by broadcasting only data changes from the previ-
ous assessment. For example, dynamic models do not change and can remain in 
memory over subsequent assessments. It has been observed that in up to 48 pro-
cesses, the data exchange (task assignment and report) between workers and the 
manager during the calculations does not cause significant overhead. If more pro-
cesses are necessary, the parallelization strategy can be modified to decentralize the 
manager role and balance the workload. Worker processes can run in silent mode or 
be attached to a console. The manager can run in silent mode, attached to a console 
or the graphical user interface (GUI).

This level of parallelization is implemented via the Message Passing Interface 
(MPI) mechanism (Gropp et al. 2000). The initial data are broadcasted to workers. 
Task assignments and diagnosis reports for security regions are implemented via 
send/receive communication with the tasks assigned in a first-to-ask-first-to-get or-
der. For contingency analysis, tasks are assigned in chunks and results are gathered 
at the end of the assessment. The send/receive strategy adopted for security regions 
was found to be more convenient because the manager process can take decisions 
on the fly to terminate processes based on results achieved by other processes.

In addition to MPI parallelization, the software can also be compiled with 
loop-level and working share (Chandra 2001) directives for lower granularity 

Fig. 6.5  Manager–worker 
distributed processing 
environment
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 parallelization, allowing improved performance in multiple core architectures. This 
type of parallelization can provide significant speed up of a time-domain simulation 
because the most costly tasks in this type of simulation are the computation of the 
vector functions (6.15 and 6.16), which can be shared among processes/threads.

However, for computing a large number of contingencies with limited computa-
tional resources the best overall performance is obtained with large granularity par-
allelization only. This observation can be explained by the fact that there is no data 
interdependence for coarse granularity parallelization (contingency simulations), 
whereas significant interdependence in fine-grain parallelization (loop paralleliza-
tion within a contingency simulation), which adds a significant overhead to the total 
computation, and more importantly, for fine-grain parallelization there are signifi-
cant parts of the codes that have to be executed sequentially.

Moreover, the need for improving the performance of a time-domain simula-
tion is not so critical when using variable time step, as this can be several orders 
faster than fixed-time-step approaches. Therefore, if a limited number or cores are 
available, the loop-level parallelization would be only recommended for very large 
networks and few contingencies to be simulated.

6.7.2  Software Layers

Internally, the software is organized in layers as shown in Fig. 6.6, where the arrows 
indicate the data dependence relationship. The (GUI) can be removed if not desired. 
The shell consists of input/output interfaces.

The API communicates with the security assessment functions as well as allow-
ing direct access to their analytical engines, such as power flow, contingency analy-
sis, etc. This design facilitates different levels of both SCADA/EMS integration and 
the offline use of the software.

6.7.3  Integration with SCADA/EMS

The general design for SDSA hardware integration with the SCADA/EMS systems 
is shown in Fig. 6.7.

Fig. 6.6  Software layers
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In a loose integration approach, the base cases generated by the SCADA/EMS 
real-time network analysis subsystem are saved in the form of flat files and are 
retrieved by the SDSA periodically but asynchronously. The security assessment re-
sults are displayed in the SDSA GUI. They can also be either viewed on dispatcher 
consoles or projected on the control room displays. This kind of integration is rela-
tively simple to implement. The SDSA can also periodically retrieve base cases and 
be used in study mode.

In tight software integration mode, the SCADA/EMS servers and SDSA servers 
are in the same local network, as shown in Fig. 6.7. Any of the nodes dedicated to 
SDSA can be the manager process. There is no communication between the SCA-
DA/EMS and SDSA workers.

A failover procedure can be implemented. The general idea is the following. 
Failure of a worker process can be detected by the manager process, which reas-
signs the task to another process. A monitor process in the SCADA/EMS detects 
failures of the manager process and restarts the SDSA, reallocating the manager 
process to another node if necessary.

The sequence of events for security assessment is as follows:

•	 The	SCADA/EMS	generates	a	bus-branch	model	based	on	the	state	estimation	
output.

•	 The	SCADA/EMS	sends	a	message	to	the	SDSA	to	start	a	new	assessment	cycle.

Fig. 6.7  SCADA/EMS network for SDSA
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•	 The	SCADA/EMS	sends	the	data	and	calculation	parameters	to	the	SDSA.
•	 The	SDSA	performs	the	assessment	and	sends	the	results	back	to	the	SCADA/

EMS to be stored in its database.

Results are displayed on the dispatcher’s consoles and control room projection 
board. As most of the time the system operates with sufficient security margin, it 
may not be necessary to display nomograms and other results permanently. One 
way of circumventing this dilemma is to generate alarms whenever the system op-
erating condition approaches one of the security boundaries.

SDSA can be implemented in multiple instances, i.e., when several different 
assessments run concurrently, e. g., two instances with online nomograms for dif-
ferent transmission corridors and one instance running system-wide contingencies.

SDSA can also be used to monitor near real-time operating conditions. For this, 
it is important to be able to generate base cases that represent the near future oper-
ating condition with reasonable accuracy. It is necessary to access databases with 
information regarding generation scheduling, load forecast, and outage schedule. A 
combination of power flow and CPF methods can be used to solve the problem or, 
preferably, an optimal power flow method (Granville 1994).

6.7.4  Performance

It is difficult to establish accurate performance figures given that it depends on 
several factors such as:

a. Network size and number of dynamic models represented
b. Complexity of the model (e. g., representation of several remedial action or spe-

cial protection schemes) that can extend transient periods
c. Stiffness of equations (e. g., representation of DC links, series controlled com-

pensators, static VAr compensators, etc.
d. Number of available CPUs
e. Number of contingencies
f. Type of assessment (operating point or security region)

It is desired that the response time for an online security assessment system should 
not be > 5 min and preferably around 2 min. This can be achieved by properly di-
mensioning the computer resources.

An SDSA performance example, using the same number of contingencies (brute 
force) and different number of cores is shown in Table 6.1.

The simulation conditions for this example are as follows:

•	 Model characteristics: It consists of the computation of a security region for 
the 500/765 kV south–southeastern corridor of the Brazilian Grid. The net-
work comprises 5306 buses, 7604 branches, and 1173 generators in service. As 
most of the power plants are hydro with several similar units operating in par-
allel, the respective generator models are trivially aggregated resulting in 867 
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 generation buses. The case represents a heavy load condition with approximately 
78,000 MW. The dynamic model includes two LCC HVDC (six monopoles) 
links, four TCSC, several SVCs, out-of-step protection systems, and a highly 
complex generation shedding protection scheme

•	 Contingencies and stiffness:	The	 five	most	 severe	N	−	1	 contingencies	 in	 this	
corridor are considered. The simulation time for each contingency is 20 s. Sev-
eral of these contingencies result in commutation failure and/or generation shed-
ding. Consequently, the respective simulations are computationally demanding 
because of several hard discontinuities and fast transients to which the system 
is subjected. Whenever there is a discontinuity, the time step reduces signifi-
cantly and remains low for the duration of the fast transient. Thus, more steps per 
simulation are necessary, which decrease the performance. (Note: The effect of 
stiffness on simulations based on fixed time step is even worse, as it may force 
the time step to be quite small for the total duration of the simulation to avoid 
numerical instability.)

•	 Computational effort: The security region was computed with 20 boundary 
search direction and required a total of 1137 time-domain simulations, which 
correspond to an average of 56.85 simulations per searching direction, or 11.37 
simulations per searching direction per contingency. Only brute-force approach, 
i.e., binary search method, was used in this process to obtain a worst-case sce-
nario (as explained in Sect. 6.6, more intelligent heuristic methods can be used 
to significantly speed up the process). Loop-level parallelization was not used.

•	 Security Criteria: In addition to the traditional criteria (transient stability margin, 
minimum acceptable damping, transient voltage levels and duration, thermal 
limits, and frequency levels), transient impedance trajectories seen by out-of-
step relays are also monitored. If a trajectory approaches the relay’s tripping 
threshold by a given margin, the criterion is violated.

•	 Platform: Instances of Amazon cloud (virtual) cluster cc2.8xlarge with two pro-
cessors ES-2670 (physical 8 cores each), which means a total of 16 physical 
cores per instance.

It was assigned one SDSA process per CPU. Even using a brute-force approach it is 
possible, in this case, to meet the requirements with only two instances. If optional 
heuristic methods are used, some of the simulations are avoided, speeding up the as-
sessment. However, the performance gain can change from case to case and would 
be better quantified by statistical methods.

Number 
of instances

Number of 
CPUs

Total time 
(s)

Effective time per 
contingency (s)

2 32 189 0.166
3 48 141 0.124
4 60 126 0.111

Table 6.1  SDSA performance 
for different number of CPUs
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6.8  Practical Implementation Aspects

6.8.1  Bus Numbering

The regular bus-branch network model used in planning studies needs to be adapted 
for online dynamic security assessment. The locations of the dynamic models are 
usually specified by bus numbers, but these numbers are not fixed in real-time mod-
els. Therefore, mapping is necessary. To help with this, a bus identification scheme 
was implemented. It consists of extending the bus number by adding the section 
number. For example, bus section 1 of bus 100 can be represented by 100.1. If there 
is only one section in this bus, it is represented by 100 as usual without section in-
formation. This also helps to model bus split/merge events in contingencies without 
losing the original bus number identity.

6.8.2  Network Size and Observability

For small- to mid-sized network models, say < 10,000 buses, network reduction can 
help improve performance, but it is not critical for today’s computational capacity. 
However, for very large networks, model reduction can be necessary to achieve on-
line response requirements, in particular for dynamic security assessment. Also, for 
situations in which there is no real-time observability of external networks, the use 
of external equivalents is necessary. Several effective methods to reduce networks 
and derive external equivalents have already been proposed (Monticelli et al. 1979; 
Savulescu 1981). SDSA currently adopts the Ward method (Monticelli et al. 1979) 
with flexibility to allow some of its variants. For steady-state contingency analysis, 
it can yield very accurate results with neglectful computational cost. The issue is 
how to couple the external equivalent with the network model that has been ob-
served online. If the EMS allows, this can be done during the state estimation pro-
cess using pseudo-measurements. Otherwise, it can be done externally via a similar 
process or, as in SDSA, via nonlinear programming (Granville 1994).

The network reduction must take into account important aspects for dynamic 
security analyses. Depending on the network size, a simple and effective practice 
is to retain in the network equivalent all or most of the generation buses. For very 
large systems, quite remote generation buses can be aggregated and simplified dy-
namic models adopted for the aggregated generator. For the Brazilian network, for 
example, the real-time network is smaller than the used for planned studies because 
some portions of the low voltage grid (under 138 kV) are not represented, but dy-
namic models are the same in both cases.
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6.8.3  Contingency Set

For transfer capacity and security region studies, the set of contingencies to be sim-
ulated is relatively small, since the contingencies are restricted to the transmission 
path of interest. The contingencies are predefined by planning engineers based on 
their experience and can be enabled/disabled by operators on line.

Security assessment by contingency analysis for the entire network demands a 
relatively large set of contingencies. In this case, a screening process can signifi-
cantly improve the performance. Considering the quite efficient time-domain simu-
lation, as described in Sect. 6.4, there may be no need for screening or the screening 
can be performed on the fly. The modified SIME method, as described earlier in 
this chapter, is quite suitable for this. However, it is important to remember as noted 
Sect. 6.6 that:

•	 The	proposed	screening	methods	generally	estimate	only	energy	margins,	conse-
quently do not assess other security criteria.

•	 These	methods	are	devised	for	simple	simulations	where	 the	fault	 is	 removed	
after a few milliseconds along some equipment. For more complex simulation 
patterns and models with automatic action of protection relays or schemes, sub-
sequent events can be triggered invalidating the screening.

6.8.4  Real-Time Data

Real-time data with reasonable quality must be available for online security assess-
ment, of course. Among the well-known prerequisites are sufficient observability 
of the internal system, robust state estimation, and a carefully maintained data-
base. When used to initialize security assessment, a state estimator’s requirements 
are much higher than merely providing correct values for voltages and flows. The 
estimator needs to produce a solved model that is valid for power flow solutions 
including all controls. For example, it is not uncommon to see real-time cases with 
the following problems:

•	 Unrealistic	MVAr	 injections	 in	 neighboring	 buses,	 sometimes	 canceling	 each	
other

•	 Generators	with	MW	outputs	significantly	above	their	specified	maximum	ca-
pacities

•	 Generators	with	unbounded	(very	high)	capacity
•	 Generators,	shunts	or	on-load	tap	changing	transformers	controlling	extremely	

remote buses, etc.

Some of these problems originate from the state estimation process and some are 
related to errors in the database. At the cost of some extra computation, various con-
flicting control problems can be intercepted and resolved by extensive input data-
checking functions of the security assessment software itself. This is  preferably 
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done offline, of course. Problems of poor observability (generally, an inadequate 
measurement set) are more difficult to solve and, depending on the required accu-
racy, may be a major barrier for the online implementation.

6.9  Examples

Figure 6.8 shows an example where the real-time operating point (black cross), 
monitored by one of ONS control centers, was approaching a (yellow) contour in-
dicating violation of voltage limit.

In Fig. 6.9, the same operating condition of Fig. 6.8 is assessed, but after switch-
ing on a capacitor bank. If contingencies had only been computed at the operating 
point, the proximity to violation would have passed unnoticed.

Fig. 6.9  Assessment after preventive action (capacitor switching)

 

Fig. 6.8  Operating point near voltage limit contour
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Figure 6.10 shows the real-time operating point outside the security region due 
to	an	N	−	2	condition	for	which	no	security	limits	had	been	computed	offline.	Sys-
tem operators were able to correct the problem based on online nomogram com-
putation, i.e., the generation was re-dispatched to correct the violation. The online 
case was saved and after the fact (T + 30 h) studies confirmed the online calcula-
tions.

Figure 6.11 shows a security region validation (online vs offline) for one of the 
most important transmission corridors in the south–southeastern part of Brazil.

Figure 6.11a presents the security region computed online with no generation 
commitment. Figure 6.11b shows results computed offline for the same transmis-
sion bottleneck with the base case data adjusted for conditions quite close to the 
online case and allowing generation commitment to keep reasonable spinning re-
serve.

Figure 6.11c shows the online results superposing the offline results. The light 
green contour represents voltage drop limitation and the red contour represents the 
operation of out-of-step relays. In Fig. 6.11c, it is noticeable that the stability re-
gions (nonred regions) in the upper right corner are very close in both cases.

The limiting factors are the proximity of out-of-step triggering and voltage drop 
(A and B in Fig. 6.11c), which are practically the same in both cases. The extended 
lower boundary in the offline security region, depicted by C in Fig. 6.11c, is because 
unit commitment is enable in this case.

Fig. 6.10  Unsecure operating point for not planned condition

 



1956 Online Dynamic Security Assessment

Fig. 6.11  Security regions: a using real-time data, b using offline planning data, c real-time results 
superimposed on planning results
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6.10  Conclusions

This chapter has described an online security assessment system whose develop-
ment was dominated, particularly on the dynamics side, by the need for consistent 
and solid analytical methods, process automation, and high-performance comput-
ing. The system is able to perform detail and sufficiently fast security assessments. 
The full detail time-domain simulation approach keeps close compatibility with of-
fline studies, provides accurate assessments, and can be easily validated. It can also 
be combined with faster simplified methods to reduce the computational burden and 
improve response time under fast changing operating conditions.

In summary, until recently it was very difficult, if not impossible, to implement 
online dynamic security assessment for medium-sized to large power systems be-
cause the analytical methods for security margin estimation were not mature enough 
and low-cost computing power was not available, either. These barriers no longer 
exist. Today, the state of the technology allows us to perform huge numbers of 
detailed simulations in a few minutes. This is of use not only for online security 
assessment, but also for power system planning. It is a change in paradigm, which 
brings benefits to all areas of power system analysis.
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Abstract This chapter discusses the issues associated with the successful design 
and implementation of an online dynamic security assessment system. The need 
for, the benefits of, and the current application status of such systems are presented. 
The discussions are primarily focused on the practical issues for implementing 
an online Dynamic Security Assessment (DSA) system, based on the experiences 
gained from recent applications. Finally, an overview of some future directions on 
the online DSA technologies is provided.

7.1  Introduction

Security refers to the degree of risk in a power system’s ability to survive imminent 
disturbances (contingencies) without interruption to customer service. It relates to 
robustness of the system to disturbances and, hence, depends on the system’s oper-
ating condition as well as the contingent probability of disturbances (IEEE/CIGRE 
2003).

Historically, ensuring secure operation has always been of paramount impor-
tance in the safe and economic operation of power systems. When a system has 
an insufficient degree of security, it becomes exposed to severe, and in some cases 
catastrophic, system failures of the types observed recently in various power grids 
around the world (US-Canada Power System Outage Task Force 2004; FERC and 
NERC 2012), events that have enormous economic costs and may even lead to loss 
of life.

During the times of regulated and vertically integrated power systems with tradi-
tional generation and transmission technologies, systems tended to be more secure 
for a number of reasons. Firstly, power systems were designed, built, and operated 
by monopolies (usually government bodies and public utilities) through which inte-



200 L. Wang et al.

grated planning ensured that generation and transmission facilities kept in pace with 
the load growth, thereby limiting overloading and equipment failures that could 
lead to system disturbances.

Also, costs tended to be less constrained and opposition (public and regulatory) 
to new infrastructure build-out tended to be less than it is today—making it easier to 
enhance the grid. The result was systems that could be built to inherently have more 
margin than is generally possible today.

Maintenance programs were also, in general, more rigorous than they are today. 
From an operation perspective, forecasting system conditions was simpler, since 
there were fewer generation and transmission owners, and limited renewable gen-
eration resources, such as wind, that currently contribute to greater operational un-
certainty. Even if a potentially threatening event occurred, it was typically easier to 
identify an effective and practical mitigation solution.

As a result, the systems were operating in a carefully planned and cooperative 
manner. However, the evolution of the electric power industry toward open markets 
and adoption of renewable resources have introduced a number of factors that have 
increased the possible sources for system disturbances, reduced the robustness of 
systems, and lowered the predictability of operation.

Some of these factors are described in Table 7.2. On the other hand, recent devel-
opment in the smart grid technologies provides the strategies and tools with which 
such issues can be addressed.

To ensure that a power system is sufficiently reliable, that is, that there is an ac-
ceptable probability of it operating satisfactorily over the long run, the system must 
be (a) properly designed with security as a primary consideration and (b) monitored 
during operation to ensure sufficient security margin exists at all times (since actual 
operating conditions and/or contingencies are usually different from those planned 
for).

The success of achieving these goals relies heavily on the application of good 
engineering, which in turn includes a growing reliance on the application of power 
system analysis tools.

The changes that have occurred in the new environment have both heightened 
the need for more rigorous power system security assessment and changed the re-
quirements for the capabilities of power system analysis tools (Table 7.1).

7.2  Online Dynamic Security Assessment

Dynamic Security Assessment ( DSA) refers to the analysis required to determine 
whether or not a power system can meet specified reliability and security crite-
ria in both steady-state and dynamic time frames for all credible contingencies 
(Kundur 1994). In the operating environment, a secure system is one in which 
operating criteria is respected at both pre-contingency and post-contingency con-
ditions.



2017 Practical Issues for Implementation of Online Dynamic Security …

This implies that analyses must be performed to assess all aspects of security, 
including the thermal loading of system elements, voltage, and frequency varia-
tions (both steady-state and transient), and all forms of stability. The computations 
needed to accurately assess the security of a single defined system condition are 
technically rigorous and require considerable effort. As a result, security assess-
ment has been historically conducted in an off-line operation-planning environment 
in which the steady-state and dynamic performance of the forecasted or planned 
system conditions are exhaustively determined using tools such as power-flow and 
time–domain simulations.

Because of the engineering and computational efforts needed for the more com-
plex assessments, such as those required for stability assessment, it was necessary 
to compute system operating limits well in advance of the time in which they were 
expected to occur. In this approach, all planned conditions and contingencies had to 
be examined even though most would never actually occur.

In the new competitive environment, the uncertainty of predicting future op-
erating conditions has created a need for a new approach to security assessment: 
Online Dynamic Security Assessment (DSA) (CIGRE 2007; Zhang et al. 2010). In 
this approach, the system stability for the current operating condition is computed 
as it occurs, and with sufficient speed to either trigger an automatic control action 
or to allow time for the operator to react, if a contingency analyzed is shown to 

CA Contingency analysis
CIM Common information model
DSA Dynamic security assessment
DTS Dispatcher training simulator
ED Economic dispatch
EMS Energy management system
GPU Graphics processing unit
HVDC High-voltage direct current
ISO Independent system operator
NERC North American electric reliability corporation
PCM Preventive control measure
PMU Phasor measurement unit
PSS Power system stabilizer
PV Power–voltage
RAS Remedial action scheme
RMT Reserve management tool
RTU Remote terminal unit
SCADA Supervisory control and data acquisition
SE State estimation
SPS Special protection system
STATCOM Static synchronous compensator
SVC Static VAr compensator
TTC Total transfer capacity
WAMS Wide area measurement system
WECC Western electricity coordinating council
WSAT Wind security assessment tool

Table 7.1  Acronyms
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Table 7.2  Factors influencing modern power systems
Characteristic Potential impact
Aging transmission infrastructures Increased probability of component fail-

ures and malfunction leading to system 
disturbances

Lack of new transmission facilities Overloading of transmission facilities leading 
to protection operation or contributing to 
phenomena such as voltage collapse

Bottlenecks in key transmission corridors lead-
ing to congestion

Cutbacks in system maintenance Component failures and disturbances such as 
flashovers to trees

Increased dependence on controls and special 
protection systems

Increased probability of inadvertent/incorrect 
operation of protections

Increased unpredictability of cascading events
Large numbers of small and distributed 

generators
Increased difficulty in adequate system design 

due to uncertainty in generation plans.
Uncertainty in dispatch

Large-scale integration of renewable resources 
such as wind and solar

Unpredictable and uncertain behaviors pos-
ing challenges for system planning and 
operation

Additional requirement, such as frequency 
regulation, during disturbances

Market-driven transactions Unpredictable power-flows and system usage 
leading to congestion and/or poor dynamic 
behavior

New forms of stability problems such as volt-
age and small-signal stability

Increased dependence on communications and 
computer systems

Software/hardware failures may leave large 
portion of the system unobservable to opera-
tors, leading to inappropriate, or lack of, 
control actions during disturbances

Limited integrated system planning Insufficient/improper generation and transmis-
sion resources

Trend toward interconnection Exposure to cascading disturbances brought on 
by events in neighboring systems

New forms of stability problems such as small-
signal stability

New technologies such as PMU, energy storage, 
etc.

Advanced analysis capability to support the 
applications of such technologies

Increased regulatory demand on situational 
awareness in system operation

Need of the appropriate applications and the 
associated analysis capabilities to meet the 
requirements

Aging and downsized workforces Lack of experienced personnel that may lead 
to the inability to deal appropriately with 
emergency conditions

Increased use of automated solutions such as 
online DSA
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be potentially insecure. Since this approach performs analyses on a snapshot of 
the current system condition, the uncertainty embedded in off-line analysis using 
forecasted condition is largely eliminated. This approach provides a radar-like 
mechanism that continually sweeps the system for potential problems that may re-
sult should a contingency occur ( n−1 or any type of n−x contingency included in 
the analysis).

While it is uncertain if online DSA could have prevented recent events such as 
the August 14, 2003 blackout in Northeast USA/Canada (US-Canada Power System 
Outage Task Force 2004) and the September 8, 2011 blackout in Southern Califor-
nia (FERC and NERC 2012), it is very likely that such assessments would provide 
operators with early indications of pending trouble and the opportunity to take re-
medial actions. In fact, the US-Canada Power System Outage Task Force’s Final 
Report (US-Canada Power System Outage Task Force 2004) on the August 14, 
2003 blackout includes a number of recommendations (particularly Recommenda-
tions 13 and 22) related to the research, evaluation, and adaptation of reliability-
related tools and technologies, aiming at establishing guidelines for real-time op-
erating tools. Similar recommendations were made in FERC and NERC (2012) for 
the September 8, 2011 blackout in Southern California.

The main functional components of an online DSA system are shown in Fig. 7.1. 
The system takes measurements of the actual system-operating condition with 
which a set of models is assembled for the required security assessment. Various 
types of security analyses are performed in near real-time in the DSA computation 
engine; the results are then passed to the operator or directly on to control systems 
to arm/trigger the required remedial actions. Some auxiliary functions are usually 
available to assist the operation of an online DSA system.

The following sections give more information on each of the main functional 
components in an online DSA system.

7.2.1  Measurements

System measurements can be obtained from a number of sources including tradi-
tional Supervisory Control and Data Acquisition (SCADA) systems using Remote 
Terminal Unit (RTU) as the measurement units, wide-area measurement systems 
(WAMS) - using Phasor Measurement Units (PMUs) as the measurement units, and 
additional disturbance monitors.

The measurements obtained are used for three primary purposes, as follows:

•	 Input	to	State	Estimation	(SE)	where	network	models	(power-flows) will be de-
veloped

•	 Direct	input	to	security	computation	engines	for	the	purpose	of	setting	real-time	
equipment status, customizing contingencies and other data, etc.

•	 Benchmarking	of	SE	results	or	computational	results

All power systems have SCADA systems. SCADA data are updated at reasonably 
fast rate that can meet the data assembly requirements of online DSA systems.

7 Practical Issues for Implementation of Online Dynamic Security …
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On the other hand, PMUs in WAMS have substantial advantages in that they can 
provide accurate, continuous, and time-synchronized data at very fast sampling rate 
for both magnitudes and phases of virtually any quantities in the system. This helps 
improve the quality of system models (for example, by enhancing the SE function) 
for the online DSA applications.

7.2.2  Modeling

When detailed analyses are to be performed for online DSA, high-quality models 
of the interconnected system are needed. In fact, since all analyses are dependent 
on the quality of the system models, it is perhaps the most important component 
in an online DSA system. Conventional SE is the main source for the power-flow 
models, which must be supplemented with other data such as dynamic models. De-
velopment of these models requires not only comprehensive technical capabilities 
but also an in-depth understanding of the requirements for the intended applications 
for the online DSA system. Generally speaking, the model development effort is 
focused on the following:

Fig. 7.1  Components of an online dynamic security assessment system
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•	 Accuracy.	The	models	must	 appropriately	 represent	 the	 characteristics	 of	 the	
physical phenomena to be studied.

•	 Completeness.	Different	aspects	of	the	modeling	must	be	addressed	consistently	
to ensure the adequacy of the entire set of models for the problems to be solved.

•	 Flexibility.	Sufficient	degree	of	freedom	should	be	left	in	the	models	so	that	they	
can be used for a wide variety of problems, with proper customization, if neces-
sary.

Some of the modeling issues specific to the online DSA applications are further 
discussed in Sect. 7.4.

7.2.3  Computation

The types of methods used for dynamic security assessment are widely varied, the 
predominant being a class of the so-called model-based approaches in which the re-
sponse of the power system is assessed using detailed models of the steady-state and 
dynamic characteristics of the system. Contingencies are applied and the responses 
computed using techniques such as time–domain simulations. The selection of a 
suitable computational method is based on a balance of the requirements described 
below.

7.2.3.1  Computation Capabilities

What operators need to know at any instant of time is (a) how secure is the current 
system state, (b) how secure will the system be if it is maneuvered, in the studied 
time frame, from the current state to a different state, and (c) if the degree of system 
security is unacceptable, what measures can be taken to make it acceptable?

In essence, the primary challenge is to verify the security of the current state and 
find the secure region within which the system can be maneuvered. This secure 
region can be visualized in nomograms as illustrated in Fig. 7.2 and is defined by 
boundaries set with respect to limits representing various security criteria including:

•	 Thermal	overloading	of	transmission	elements
•	 Steady-state	voltage	and	frequency	excursions
•	 Transient	voltage	dip/rise
•	 Transient	stability
•	 Small-signal	stability
•	 Voltage	stability
•	 Frequency	stability
•	 Other

The assessment of security limits associated with these items can be done using 
either full simulations or using approximate methods. Examples of full simulation 
methods include full power-flow solution of Power–Voltage (PV) curves for volt-

7 Practical Issues for Implementation of Online Dynamic Security …
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age security, time-domain simulations for transient security, and eigenvalue analy-
sis for small-signal stability assessment.

Approximate methods include techniques such as sensitivity methods for voltage 
security assessment and direct energy methods for transient stability assessment. 
Although the approximate methods may offer some speed advantages, the full sim-
ulation methods provide the most accurate assessment of security and eliminate the 
question of the suitability of the assumptions made in approximate methods under 
changing system conditions.

7.2.3.2  Automation and Reliability

Online DSA systems must be highly automated and be capable of completing all 
tasks, repetitively, under varying conditions with little or no human intervention. 
This demands not only high standard on the DSA software but also functionalities 
with certain intelligence in order to provide the required results.

For example, determination of appropriate remedial actions may need the assess-
ment of additional contingencies and/or system scenarios depending on the security 
assessment results. Reliability is another important issue for an online DSA system. 
As illustrated in the blackout of August 14, 2003, the potential consequences of 
the unavailability of mission-critical software applications can be devastating. In 

Fig. 7.2  Security nomogram 
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addition to ensuring the deployment of high-quality software and hardware for an 
online DSA system, techniques such as redundancy and self-healing should be con-
sidered to meet the reliability requirements.

7.2.4  Reporting and Visualization

The ability to display the results of the security assessment in a simple, consoli-
dated, and meaningful manner is critical to the success of online applications. DSA 
results must clearly report on key findings such as critical contingencies, potential 
criteria violations, affected elements (or region), security margins (nomograms), 
system conditions at the least acceptable security level, and required remedial ac-
tions. If deployed as a mission-critical application, additional visualization effect, 
such as alarm, may need to be issued upon detection of severe system conditions.

Reporting and visualization is an evolving topic and significant effort has been 
spent to improve this. Some of the current trends are further described in Sect. 7.4.

7.2.5  Control

If an online DSA system determines that a specific contingency may lead the sys-
tem to an insecure situation, or a specific system condition does not have sufficient 
security margin for a foreseeable dispatch in the system, remedial measures must be 
determined. Remedial measures can be either preventative or corrective actions and 
could include such actions as capacitor switching, generator rescheduling, trans-
former tap-setting adjustment, or arming of special protection systems such as gen-
eration rejection or load shedding.

These controls can either be invoked by the operator as recommended by the on-
line DSA system or automatically invoked by the system. In this manner, the online 
DSA system can become an integral part of special protection systems. An applica-
tion of such a closed-loop control scheme is discussed in Sect. 7.4.

7.2.6  Other Functions

A number of additional important requirements for an online DSA system include:

•	 Study mode (and other operation modes): The system should allow the operators 
or engineers to study any scenarios of interest in a “study mode” environment 
using base data taken from the live system (or archive). Other operational modes 
may be as important, as further described in Sect. 7.4.

•	 Archive: The system should be able to periodically and selectively store cas-
es studied and corresponding output results for use in the study mode or for 
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208 L. Wang et al.

postmortem analyses. Selected critical results may also need to be saved in 
Energy Management System (EMS) data historian for display on EMS.

•	 System monitoring, diagnostics, and maintenance functions: As a compo-
nent of the real-time applications, it is important that the performance of 
the online DSA system is monitored continuously and any indication of op-
erational irregularity should be detected and reported for diagnostics and 
maintenance.

7.3  Applications and Benefits

Tremendous accomplishments have been made in recent years toward the develop-
ment and implementation of the online DSA technologies (Morison et al. 2004a; 
Wang and Morison 2006). The latest generation of sophisticated, highly automated, 
and reliable software tools have, combined with the seemingly endless improve-
ments in computer hardware, led to the implementation of online DSA systems at 
many sites worldwide.

In North America, the majority of Independent System Operators (ISO) have ad-
opted online DSA technologies, including the Electric Reliability Council of Texas 
(ERCOT; Avila-Rosales et al. 2003); PJM (Tong and Wang 2006; Wang et al. 2012); 
Midcontinent ISO (MISO); California ISO (CAISO; Rahman et al. 2013); ISO New 
England; Independent Electricity System Operation (IESO) in Ontario; and Alberta 
Electric System Operator (AESO; Wang et al. 2008b).

Also moving to this technology are large utilities such as BC Hydro (Atanackov-
ic et al. 2013) and Southern Company Services (Viikinsalo et al. 2006). Internation-
ally, this trend continues, with applications found in UK (Moore et al. 2013), Ireland 
(Dudurych et al. 2012), Brazil (Neto et al. 2010), China (Morison et al. 2004), 
Korea (Choi et al. 2014), and New Zealand (Nair et al. 2013), just to name a few.

These online DSA systems are often implemented with different objectives, and 
may result in significant benefits in many different forms, as described below.

7.3.1  Monitor System Security

This is the basic function with which an online DSA system checks the security sta-
tus of the current system condition for all specified credible contingencies. A wide 
range of security criteria (as described earlier) may be applied to monitor system 
security.

The operator is alerted for appropriate actions, should any defined security crite-
ria be violated. This function is particularly useful when the system is operating in 
region not studied off-line. Other chapters of this book include operational experi-
ences indicating potential unstable system conditions that were not known to the 
operator.
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7.3.2  Determine Stability Limits

Determination of stability limits is a common task in the operation of power systems 
in which power transfers are limited by stability. Stability limits form the feasible 
region within which the system can be safely dispatched to meet load and market 
demand, and they also show the security margin available for the current operating 
condition. Conventionally, such limits are calculated off-line using planning system 
models and augmented with sufficient margin to ensure system security. It is well 
known that such an approach is often overly conservative, resulting in lost transfer 
capacity.

Limits calculated by online DSA, using real-time data, are much more ac-
curate and reliable to use. For example, the two-dimensional nomogram shown 
in Fig. 7.3 indicates security limits measured by flows on key interfaces, from 
the current operation point subject to the specified security criteria and a set of 
contingencies. It can be determined easily from this diagram how much increase 
for the MW flow on Interface 1 or Interface 2 or any combinations, without loss 
of security.

Figure 7.4 shows a comparison for the security limits obtained from an ISO in 
North America.

The graph shows the security limits measured in terms of the MW flow on a key 
interface over a period of 24 h from the planning models (using off-line studies) and 
real-time models (using online DSA). Note that the results from the planning mod-
els indicate much lower security margin than those from the real-time models. This 
is typical as the planning models often represent the so-called worst-case condition, 
and thus the limits so obtained are usually very conservative.

Current operation
condition 

Post-contingency
security boundary

Pre-contingency
security boundary

Fig. 7.3  A two-dimensional security nomogram
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7.3.3  Recommend Remedial Control Actions

When a system is insecure, or does not have sufficient security margin, or is not able 
to transfer the required power due to security constraints, remedial control actions 
(preventive and/or corrective wherever available) should be taken to mitigate the 
problems. Online DSA is ideal for such tasks and its results are usually better than 
those obtained from the lookup tables prepared off-line.

The following example illustrates the effectiveness of such a function. This case 
was obtained from an actual online DSA system which includes a Preventive Con-
trol Measure (PCM) module. This case concerns the stability assessment of a power 
plant (Plant X) shown in Fig. 7.5. Plant X has three units. At the real-time system 
condition assessed:

•	 Unit	#1	was	out	of	service.
•	 Units	#2	and	#3	were	in	service	and	their	MW	generation	was	close	to	their	rated	

outputs.

The contingency applied was a single-phase-to-ground fault at the Plant X end on 
line Y with a breaker (A) failure. This led to loss of both line Y and transformer D 
after the fault was cleared. Simulation showed that the system was unstable for this 
contingency.

The PCM module was activated to investigate this problem. This involved the 
determination of a quasi-optimal generator dispatch scheme that had the small-
est amount of generation dispatch but could help maintain system stability for the 
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Fig. 7.4  Comparison of security limits from planning and real-time models
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contingency. A solution was successfully found for this real-time case: simply re-
ducing the total outputs of units #2 and #3 by 28 MW which was a small adjustment. 
Figure 7.6 shows the simulation verification. This example clearly indicates the 
effectiveness and practicality of the identified PCM action. Such PCM solutions are 
presented to the operator for possible dispatch actions.

7.3.4  Manage Renewable Resources

Renewable resources, such as wind and solar, have become increasingly popular as 
a form of clean energy. Although advantageous to the environment, systems with 
high penetration of such generation may be difficult to operate due to a number of 
unique characteristics:
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Fig. 7.5  An example for PCM application
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•	 Renewables	are	often	located	in	unpopulated	remote	region	requiring	long	trans-
mission.

•	 Outputs	may	be	unpredictable	(e.g.,	due	to	sudden	drop	of	wind	speed).
•	 New	generation	technologies	are	adopted,	which	may	be	nonsynchronous,	even	

nonrotary.
•	 Little	voltage	and	frequency	regulation	capabilities	are	usually	available.
•	 The	operation	of	these	units	may	be	very	sensitive	to	certain	system	conditions,	

such as low voltages.

These can raise the concerns from system operators on the highest amount of such 
generation that can be allowed at any given time without compromising system se-
curity. The solution to these concerns is to perform very quick assessment of system 
conditions in order to determine the optimal (or maximum) dispatch of this type of 
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Fig. 7.6  Simulation verification for PCM
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generation. Online DSA is able to perform such analysis with the turnout speed in 
the order of minutes.

An example of such applications is the Wind Security Assessment Tool (WSAT) 
implemented and operational at Irish national grid company (EirGrid; Dudurych 
et al. 2012). WSAT addresses high wind generation penetration concerns by ensur-
ing satisfactory system performances for power transfers between wind and con-
ventional generation for the base N−1 and credible N−n system conditions for crite-
ria including thermal loading, steady-state voltage levels, voltage stability, transient 
stability, and frequency deviations. It operates in two modes, a real-time mode and 
a forecast mode. For any given time, WSAT can tell system operators the real-time 
and forecast wind limits (Fig. 7.7). This information gives the operators clear guid-
ance on the security margin available.

7.3.5  Determine/Verify Special Protection Systems

Special Protection Systems (SPS) are designed to protect a system for losing sta-
bility for severe contingencies (Pai and Sun 2008). Although the design of an 
SPS should consider all possible system conditions under which it will operate, 
practically only a limited number of scenarios are typically used. After the SPS 
is in service, unexpected system conditions may occur, which may lead to SPS 
malfunction. Inclusion of SPS models in online DSA (Wang et al. 2008) can put 
these SPS under constant testing, thus verifying their functions and ensuring their 
correct actions during various system conditions. For complex SPS whose arming 
logic, triggering logic, and output actions all depend on system conditions, it is 
possible to optimize the SPS operation based on real-time data by using online 
DSA.

An example of verifying SPS and updating SPS operational lookup table with 
online DSA is illustrated in Sect. 7.4.
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Fig. 7.7  Security limits from real-time and forecast wind levels
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7.3.6  Mitigate Congestion in a Power Market

One of the problems to be solved in operating a power market is to settle power 
transaction requests; this must be done very quickly with all security criteria re-
spected. Online DSA certainly is an ideal tool in achieving such a goal, since it can 
be fully included in the market settlement cycle to automatically perform such a 
function. As mentioned earlier, transfer limits computed using real-time data are not 
only more accurate but also usually higher than those obtained using conservative 
off-line planning models. This can result in less transfer congestion and thus reduce 
possible congestion payment. As an example, the monthly congestion manage-
ment credit paid by IESO averaged $ 11.7 million during 2003–2007 (Ghasemi and 
Ahmed Maria 2008). Therefore, even a small fraction of reduction in this payment 
due to increased transfer limits would represent significant financial benefits. Such 
benefits have been more and more recognized by market operators, as in the case of 
ERCOT (Avila-Rosales et al. 2003), CAISO (Rahman et al. 2013), and a few others.

7.3.7  Determine Active and Reactive Power Reserves

For some systems, the determination of active and reactive power reserves can be 
critical. In small systems, for example, frequency fluctuations can be significant 
when a large unit is tripped; therefore, maintaining proper active power reserve 
is important to ensure frequency stability of the system. In this case, online DSA 
can play a critical role in optimizing the active power reserve while respecting fre-
quency criteria set for the system.

Such an application is best illustrated by the reserve management problem shown 
in Prince-Pike et al. (2012) for the New Zealand power grid. For this application, 
a simplified real-time Reserve Management Tool (RMT) capable of determining 
the appropriate active power reserve requirement subject to certain defined risks is 
used in New Zealand’s power market settlement. Due to the importance of this tool, 
a full-scale online DSA solution is being developed to replace the current RMT to 
provide a better solution for this function.

7.3.8  Help in Scheduling Equipment Maintenance

Equipment maintenance represents an unusual system operation condition, and if 
such maintenance is to occur in a stressed system condition, care must be taken 
to ensure system security. Outage scheduling is traditionally done using planning 
models and, as is the case for stability limit determination, often results in overly 
conservative conclusions. Online DSA provides a much better alternative, in which 
a real-time system condition is extracted and modified to reflect the maintenance 
requirements. This not only gives more accurate results but also makes the studies 
more efficient.
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7.3.9  Calibrate and Validate Power System Models

One of the continued pursuits of power system engineers is to develop system mod-
els that can accurately capture the system characteristics for studies. Unfortunately, 
this is not always achieved easily. Typical examples include the postmortem analy-
sis following the 1996 and 2003 North America blackouts, in which original system 
models assembled after the incidents were found to be unable to replicate the sys-
tem responses recorded. This prompted programs to improve the quality of system 
models, such as the Western Electricity Coordinating Council (WECC) generator 
model testing and validation initiative. Online DSA provides a great way to cali-
brate and validate such models by comparing the computer simulation results with 
field measurements (say from PMUs). In fact, model validation has been one of the 
strong motivations behind the implementation of some of the recent online DSA 
projects in North America.

7.3.10  Prepare Models for System Studies

Traditionally, power system studies performed off-line use data prepared from sys-
tem planning. It is increasingly recognized that such models do not give good rep-
resentation of the practical system conditions, particularly when used to perform 
short-term operational planning studies. One way to overcome this problem is to 
start such studies with the real-time models assembled by online DSA. This ap-
proach is getting serious attention by some of the online DSA users, and initial 
results are encouraging.

7.3.11  Perform System Restoration

When a system is in an emergency state with loss of many elements, restoration 
tasks must be performed. The system in this form of state is usually not studied 
using off-line models, and therefore little guidance is available with regard to the 
security during the system restoration. Online DSA can play a vital role in this pro-
cess, as shown in the experience for the system restoration effort after the Hurricane 
Katrina documented in Viikinsalo et al. (2006).

7.3.12  Perform Postmortem Analysis of Incidents

When an incident does occur in a power system that results in a significant impact, 
it is inevitable that a postmortem analysis will be required. An online DSA system is 
usually capable of archiving system conditions periodically, together with all neces-
sary auxiliary data, to perform stability analysis. Such archived data can provide an 
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excellent starting point for a postmortem analysis. Wang et al. (2012) share such an 
example for investigating an oscillation event recorded in the PJM footprint, with a 
real-time archived stability case.

7.4  Trends and Issues

Although tremendous progress has been achieved in the development and imple-
mentation of online DSA over the last decade or so, this technology continues to 
advance rapidly in both technical capabilities and applications. The modern power 
system is constantly facing new operational challenges including the introduction 
of new generation technologies, the use of advanced wide-area control systems, the 
heightened need for more efficient and reliable operations, and changing customer 
expectations.

In this section, a few current trends and issues are discussed for the online DSA 
technology with comments on the progress made or the possible directions to go.

7.4.1  Coordinated Applications of Online DSA

Online DSA was proposed as a simple, independent application that performs sta-
bility analysis using real-time captured system data. This concept may not be able 
to meet the demand for the overall security assessment of the system.

A more comprehensive approach involves a highly coordinated deployment of 
online DSA systems at different levels of the operational system.

7.4.1.1  Real-Time Systems

Real-time systems refer to those that must complete a computation cycle within a 
specified period of time. Such systems are often used to:

•	 Assess	the	general	security	status	of	the	real-time	system	conditions	(“real-time	
DSA”). In each computation cycle, the analysis is performed with SCADA/SE 
model. Results are required typically at every 5–30 min. Real-time DSA forms 
the backbone of an enterprise online DSA solution.

•	 Provide	 short-term	 forecast	 on	 the	 system	 security	 (“forecast	DSA”).	 In	 each	
computation cycle, the analysis is performed with a forecast system operation 
condition (30 min to a few hours ahead of the real time) which is superimposed 
to the current network model provided by SCADA/SE. Results are usually re-
quired at the same cycle as the real-time DSA. The forecast DSA is important for 
systems whose short-term operation cannot be reasonably well scheduled (for 
example, due to high penetration of wind generation).
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•	 Manage	the	security	constraints	in	power	market	(“market	DSA”).	The	analyses	
are performed with market model and the computation speed must comply with 
the market settlement requirements (it might even be possible that several DSA 
calls are made within one market settlement cycle). Common computational 
tasks are determination of transfer limit nomograms, active/reactive reserve re-
quirements, etc. Market DSA must be integrated with the market system, and 
thus high customization is usually required for such systems.

Real-time systems are increasingly being considered as mission-critical applica-
tions. Hence, such systems are often deployed with dedicated hardware, advanced 
computational architecture (such as distributed computations), and failover schemes 
to meet the computation speed and robustness requirements.

7.4.1.2  Off-line Systems

These are systems that run for specific tasks or run only when triggered by users. 
They usually require rich and complex analysis features but do not have strict re-
quirements for fast computation cycling time. These systems are typically designed 
to:

•	 Analyze	mid-	to	long-term	system	security	(“look-ahead	DSA”),	such	as	Total	
Transfer Capacity (TTC) calculation for the next day, week, etc. It is often al-
lowed that such a task be completed in longer time period (in terms of hours); 
however, because of the massive amount of computations involved (e.g., TTC 
calculations for several transfers at every hour for the next week), advanced 
computational techniques must be utilized.

•	 Perform	studies	for	specified	system	conditions	(“study	DSA”).	This	has	turned	
out to be one of the most useful functions in an enterprise online DSA solution. 
A study DSA can further have two possible operation modes:
−	 Study	mode	 for	 historical	 scenarios:	 In	 this	mode,	 the	 starting	 point	 is	 an	

archived case from real-time DSA, and the user can implement the required 
modifications for the case and then perform studies. The objective is usually 
to investigate an incident, a reported insecure case, the impact of new models 
(such as an SPS), a case with bad data, or a what-if scenario to provide insight 
on system responses.

−	 Study	mode	for	future	scenarios:	In	this	mode,	the	starting	point	is	a	future	
time for the study scope specified by the user. The corresponding system 
model is then assembled with information extracted from the EMS, such as 
load forecast, generation plan, outage scheduling, as well as possible manual 
changes made by the user. The objective is to check the system security for 
the specified future time and study condition, for example, for purpose of 
equipment maintenance scheduling

•	 Provide	training	to	operators	(“training	DSA”).	This	is	a	straightforward	require-
ment as online DSA becomes part of the advanced solutions in EMS. Integra-

7 Practical Issues for Implementation of Online Dynamic Security …



218 L. Wang et al.

tion of a training DSA option in Dispatcher Training Simulator (DTS) helps the 
operators understand the online DSA results and learn the actions necessary to 
handle the security issues identified.

•	 Serve	as	a	testing	platform	(“testing	DSA”).	This	is	necessary	as	a	platform	to	
test new models, new software release, different computational configurations, 
system performance, etc.

The performance requirements for non-real-time systems are not as demanding as 
real-time systems; however, greater flexibilities are the key, in terms of modeling, 
system configuration, result processing, etc.

7.4.1.3  Coordination and Integration

The coordination and integration of different online DSA systems are critical in 
order to ensure they are able to continuously operate smoothly for the intended 
functions. A few key issues:

•	 Model	sharing:	This	is	probably	one	of	the	most	important	issues	when	several	
online DSA systems operate under the same roof. It is almost certain that such 
systems will share some common models (for example, dynamic models, trans-
fer definitions, etc.). Sharing of such models is an effective way of not only 
ensuring computational efficiency but also achieving result consistency. This 
requires that the data in each DSA system be flexibly defined, from a common 
share, from a private definition, or even a combination of these two.

•	 Resource	sharing:	resources	(e.g.,	computer	servers)	required	by	different	online	
DSA systems may be different since the computational burden and performance 
requirements may be quite different for each system. It is therefore quite com-
mon that different resources are assigned to them. What is making this more 
complicated is that the resource requirements for some systems may vary, so the 
resource assignment may not be a one-time static task. For instance, if a large 
study is to be performed for a period of time using a study DSA, more servers 
may need to be added to this system to help meet the performance requirements. 
Fortunately, with the multiple-core servers and virtualization, seamless and scal-
able resource reassignment is possible. The DSA computation engine should, of 
course, be able to take advantage of such dynamic resource assignment.

•	 System	synchronization:	All	operational	DSA	systems	should	have	exactly	the	
same version, with the same patches, if applicable. This is obviously necessary 
in order to ensure consistency of results. In addition to good and clear procedures 
to follow during the software installation, there should also be capability built in 
the systems to self-validate this requirement.

•	 Configuration	synchronization:	In	case	that	a	model	or	parameter	of	one	online	
DSA system needs to be shared by another system, a process is required to popu-
late this to other systems. This is referred to as a configuration synchronization 
process and is important to maintain online DSA systems. A typical application 
scenario is when updating models (for example, when adding a new power plant 
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to the system model). The model would be first added to the testing DSA where 
necessary testing is done to validate the model. After that, the model can be 
pushed to all other online DSA systems using this synchronization process.

7.4.2  Adoption of Node/Breaker Modeling Approach

In off-line planning studies, bus-branch models are commonly used to represent a 
power system. In such models, the bus bars (nodes) at each nominal voltage level in 
a substation are typically represented by a single bus, with the breakers and switch-
es connecting them aggregated and thus not explicitly modeled. It is based on the 
assumption that the bus bars are connected by breakers/switches in the designed 
way that a single element (line, transformer, generator, etc.) outage would not cause 
other elements to trip.

However, in real-time system operations, the breakers and switches are constant-
ly opened/closed, which makes the topology of a substation different from the de-
signed “normal” topology. Depending on the substation real-time topology, a single 
element outage may cause consequent outages (sympathetic actions). For example, 
in Fig. 7.8, a fault on the line between substation A and substation B and a stuck 
breaker B2 would cause three transmission lines to be tripped.

To accurately analyze the contingencies and possible SPS/Remedial Action 
Scheme (RAS) actions in an online DSA system, the real-time station topology, 
i.e., the detailed node/breaker status information, is needed. Such information is 
available in SCADA/WAMS and they should be integrated into online DSA. The 
following are some of the practical considerations in adopting the node/breaker 
modeling for online DSA:
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Fig. 7.8  Illustration of a stuck breaker contingency
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•	 The	format	in	which	the	node/breaker	data	are	passed	to	DSA:	Common	Infor-
mation Model (CIM) is an apparent choice. Other vendor specific formats may 
have advantages, for example, compact data size and flexibilities for handling 
system specific issues.

•	 Study	 engineers	 are	 familiar	with	 planning	 tools	which	 are	 in	 the	 bus/branch	
model. Further, when studying future system conditions in study DSA, bus/
branch modeling approach is probably sufficient since the future node/breaker 
topology is difficult to predict. In some situations, node/breaker information may 
not even be available, for example, in the equivalized model for the external 
system (refer to Sect. 7.4.3 for details). It would therefore be ideal that an online 
DSA system can handle a hybrid modeling representation, i.e., for substations or 
areas where node/breaker information is available, node/breaker representation 
is used, for other substations or areas, and bus/branch representation can still be 
used. Such a hybrid approach can also help greatly reduce the data transfer and 
processing requirements.

•	 An	automatic	topology	analyzer	needs	to	be	implemented	in	the	online	DSA	
system when adopting the node/breaker modeling approach. From an initial 
event (a fault considered in a contingency or a RAS/SPS action), the topology 
analyzer will search for the breakers which need to be opened in order to 
clear the fault or to operate the associated elements. In the example shown in 
Fig. 7.8, the user just needs to specify a fault on line between substations A and 
B and the stuck breaker B2. Other breakers and elements to be opened or out-
aged will be determined by the topology analyzer based on the real-time node/
breaker information.

•	 With	the	topology	analyzer,	the	online	DSA	system	can	automatically	build	the	
full contingency sequence based on an initial event specified by the user. During 
this process, however, additional information may be required, which may not 
be available in EMS and which is usually defined manually in the contingency 
sequence when the bus/branch model is used. This includes settings of the as-
sociated relays, breaker time, sequence network data, etc.

7.4.3  External System Equivalencing

Some interconnected power systems have grown very large in size, and as a result, 
their “full simulation” models have correspondingly expanded in dimension. The 
North American Electric Reliability Corporation (NERC) planning models for the 
North American eastern interconnection, for example, have now more than 65,000 
buses and some state estimator models (which are intended to approximate the full 
system representation) for this region have approximately 40,000 buses.

In general, it is necessary to model large portions of the power system in on-
line DSA systems since some limiting phenomena, particularly small-signal stabil-
ity, can involve wide areas of the system. SCADA data (or other source of system 
measurements) and the resulting state estimator output, on the other hand, may 
be limited to a specific region of observability (such as a specific portion of the 



221

interconnected system, usually corresponding to a control area). It is therefore nec-
essary to include representation of the external system (possibly in the form of 
equivalents) prior to conducting analyses. This can be achieved by either appending 
the state estimator model with an external representation developed “off-line” or 
merging several state estimator models from different parts of the interconnected 
system. These approaches are still evolving and there currently does not appear to 
be a universally adopted method.

Chow (2013) describes some of the techniques in performing system model 
equivalencing. A case study was given in this reference, in which a reduced power 
system model was created from a full model of 16,330 buses, for the purpose of 
running online DSA. The reduced model contains an unreduced study area of 4875 
buses, which is observable to the control area, and an external reduced area of 2335 
buses. The entire reduced model is thus only 44 % of the full model; however, its 
performance for both steady-state and transient analyses is very close to the full 
model, even when the system condition is dispatched to some of the operational 
extremes.

7.4.4  Real-Time System Data Reconditioning

The state estimation results (system snapshots) from SCADA or WAMS are the 
primary sources of data to be used as input to online DSA systems. A system snap-
shot comes in the form of a solved power-flow case, and it provides the online DSA 
system with the real-time system-operating condition.

A state estimation model generally could be more detailed than the power-flow 
models used in planning studies, for example, with the inclusion of node/breaker 
topology information. However, it has been found in many online DSA system im-
plementations that state estimation models may also not necessarily represent the 
physical reality accurately enough for online DSA applications:

•	 Traditional	EMS	applications	such	as	Contingency	Analysis	(CA)	and	Economic	
Dispatch (ED) often use simplified steady-state analysis algorithms, and hence 
the models may be simplified.

•	 In	power	market	applications,	generating	units	might	be	represented	based	on	
their ownership or bidding block prices for convenience.

Due to the limitations in state estimation models, real-time system data recondi-
tionings are often needed for online DSA implementations. When an online DSA 
system receives a system snapshot, certain user-specified modifications are applied 
to the snapshot, and a new power-flow is generated for the security analyses. Some 
of the typical common modifications required include:

•	 Generator	 grouping	 and	 de-grouping:	When	 a	 generator	 is	 represented	 in	 the	
snapshot with multiple units, these units need to be combined as one generator. 
In some cases, multiple generators in one plant are modeled as one generator, 
for example, all units in a wind farm may be represented by one unit. If this 
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wind farm consists of different types of wind generators, the unit needs to be de-
grouped (split) into multiple units to match different stability models.

•	 Insertion	of	station	service	 load	and/or	step-up	 transformer:	Generators	 in	 the	
state estimation model are often represented by their net injections to the net-
work, so the station service loads and/or step-up transformers are not repre-
sented. This introduces inaccuracies in stability analyses. In the reconditioning 
process, the service loads and/or step-up transformers can be added to the plant, 
and the outputs of the generators are increased to match the actual unit outputs.

•	 Addition	of	High-Voltage	Direct	Current	(HVDC)	links:	For	simplicity,	HVDC	
links are often modeled as decoupled injections (loads/generators) to the 
Alternate Current (AC) network in the state estimation model. However, in sta-
bility analyses, HVDC links need to be modeled in detail in the power-flow. 
DC converters, DC lines/cables, and DC buses are added to the power-flow to 
replace the dummy loads/generators. The HVDC power-flow equations and 
matching dynamic models will then be used in stability analyses.

•	 Addition	 of	 Static	Var	 Compensator	 (SVC)/Static	 Synchronous	 Compensator	
(STATCOM): It is a common practice to model an SVC/STATCOM as a genera-
tor in the state estimation model. This could introduce significant inaccuracy in 
stability analyses. The data reconditioning process will need to replace the gen-
erator with the actual SVC/STATCOM model.

7.4.5  Special Modeling Requirements

One of the major differences in performing online DSA as compared with off-line 
planning studies is the modeling requirements. While the basic model require-
ments between these two forms of the analyses are similar, some of the modeling 
details may vary. Traditional planning studies tend to ignore or assume certain 
aspects of modeling details, in most cases, because such details are not available. 
In the online analyses, however, availability of information or the nature of the 
studies determines that such details shall be included. Some of these are discussed 
below.

7.4.5.1  Modeling of RAS/SPS

RAS/SPS are widely used in power systems to provide protection against severe 
system conditions or sever disturbances. Models of these devices are usually not 
included or included with simplification in planning studies. Such a modeling prac-
tice may be changed in the future as recommended by the report for the September 
8, 2011 Southern California blackout (FERC and NERC 2012).

For online applications, full RAS/SPS models shall be considered. Wang et al. 
(2008) proposed a framework for representing such models in transient analysis 
which are fully user-definable and thus very flexible to apply. As a simple example, 
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Fig. 7.9 shows an SPS scheme built using this approach. The SPS is armed when the 
defined interface flow (IFACE) at the initial condition is greater than 580 MW. The 
SPS triggering condition is the loss of a circuit (37-38-1) which leads to the tripping 
of two generators (45-1 and 46-1). This model can be included in the study case and 
the generators are tripped only if both arming and triggering conditions are met.

The above approach has been used to model RAS/SPS in a number of online 
DSA systems, including those reported in reference Rahman et al. (2013).

7.4.5.2  Combined-Cycle Power Plants

Combined-cycle (CC) power plants are common in many systems. The unique 
physical connection between gas and steam turbines in each CC set of units requires 
that the output of these units follow certain rules in power-flow dispatches, or in 
other words, the MW output of the units in a CC set cannot be randomly set. This is 
important in transfer analysis when generation is dispatched as either source or sink. 
Separate CC dispatch rules must be defined and respected.

7.4.5.3  Real-Time Wind Generation Capacity

Wind modeling is getting more and more attention for different types of studies. 
There has been significant progress on the modeling of individual wind turbines. 
However, one assumption remains on the modeling of a wind farm.

The standard way to represent a wind farm is to aggregate all turbines to one or 
a few equivalent generators and represent these equivalents in a study case. During 
planning studies, the total Mega Volt Ampere (MVA) rating of these equivalents is 
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kept the same, i.e., all wind turbines are assumed to be in service. This is an accept-
able assumption for planning studies, since this obviously is the most reasonable 
scenario to study. For online studies, however, there is no reason to make such an 
assumption. The exact wind turbine operation status at a given time is known; there-
fore, the corresponding real-time case should represent such operation condition 
by adjusting the MVA rating for the aggregated wind generation. The study results 
using such a model will be certainly better.

7.4.5.4  Real-Time Equipment Status

Equipment in a system may not always be in service. A simple example is a genera-
tor whose status (in or out of service) is always included in the power-flow case 
since it is too important to ignore for any study. For other equipment, however, the 
operation status may not be considered in planning studies. This cannot be taken 
for granted in online applications. The typical situation is that some devices, such 
as Power System Stabilizer (PSS) and RAS/SPS, may be taken out of service for 
a period of time for maintenance. In case of RAS/SPS, there may be more reasons 
to consider its operation status. Consider a load-shedding model as an example in 
which the location of load to be shed may depend on the time of the tripping action. 
This is to achieve a level of fairness to the customers. Thus, the actual models for 
a real-time study case must be adjusted based on the real-time information on the 
equipment status, passed to the online DSA system.

7.4.6  Real-Time Closed-Loop Control

The real-time security status and secure operating region of a system are determined 
by a few factors: real-time operating condition, security criteria, credible contingen-
cies, and in some systems, SPS.

For many SPS, the settings and arming conditions are more or less static, i.e., 
they do not change frequently with system-operating conditions. For such SPS, the 
settings and arming conditions can be determined by off-line studies. Once imple-
mented, they will be used for all system-operating conditions. Such settings and 
arming conditions will only be updated infrequently (monthly, seasonally, annually, 
or even as needed).

For some power systems (such as BC Hydro; Pai and Sun 2008), the SPS arm-
ing conditions may need to be updated frequently. An example is the generation-
shedding scheme implemented at BC Hydro. The operation of this SPS combines 
the results of off-line studies and an online pattern matching technique. First, a 
large amount of predicted system-operating conditions are created and studied off-
line. The major system attributes (loads, flows, outages, etc.) extracted from these 
power-flows and the associated amount of generation to be shed to maintain system 
stability are then stored in a database. In real-time, system snapshots from EMS are 
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periodically compared with this database to obtain the right match for the genera-
tion-shedding amount which is finally used to arm the SPS. In less complex SPS, 
lookup tables may be used in SPS operation, which are created using off-line stud-
ies, and SPS arming conditions are selected in real time by matching a few power-
flow parameters with the lookup table.

Both of the above approaches are based on off-line studies and they have similar 
drawbacks:

•	 As	system	complexity	increases,	the	number	of	possible	conditions	and	contin-
gencies to be studied becomes unmanageable.

•	 Most	study	results	are	never	used,	which	results	in	high	wastage.
•	 Off-line	 studies	are	often	conservative,	which	may	 result	 in	overactions.	This	

could lead to other issues. This is especially true when the SPS involves load/
generator shedding.

•	 Exact	system	state	is	rarely	accurately	captured	by	forecast;	hence,	incorrect	or	
inaccurate SPS arming may occur.

Application of the online DSA technology to the SPS-arming process is a superior 
solution to such problems. This needs a real-time closed-loop control scheme. In 
such a scheme, the SPS settings and/or arming conditions and other automatic con-
trols are periodically updated based on the online DSA results.

To implement such a closed-loop control scheme, the requirements to the online 
DSA system are more rigorous. First, since the online DSA system is in a closed 
control loop, and its results will directly affect the performance of the power sys-
tem, the reliability of the online DSA system must be high. It is expected that such 
a system would continuously generate reliable results, and would properly handle 
any exceptions.

Second, unlike conventional online DSA systems, in which straightforward con-
tingency analysis and transfer analysis may be performed, an online DSA system 
included in the closed control loop evaluates the effectiveness of different SPS set-
tings and arming conditions. This may require optimization of its operations, and 
special customization would usually be needed.

Third, the computation speed is also an important consideration. To put online 
DSA in a closed control loop usually means a shorter computation cycle. For exam-
ple, arming of the generation-shedding SPS implemented at BC Hydro is updated 
every 4 min. So, all computations required to obtain the arming parameters in an 
online DSA system must be completed within this time.

7.4.7  High-Performance Computation

Although detailed simulations are recognized as providing the most accurate se-
curity assessments, speed of computation remains a challenge, particularly with 
the complex models required in analyzing large interconnected systems. The typi-
cal computation cycle for an online DSA system is 5–30 min, that is to say that a 
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complete security assessment (both the base case and transfer analyses) must be 
completed within such a period from the time the snapshot is taken from the system 
to the time the results are made available.

Since security assessment must determine the security for critical contingen-
cies, a common approach to speed up online DSA is to screen contingencies. This 
refers to using a fast algorithm to select the contingencies which must be analyzed 
in detail. While numerous methods have been proposed and applied for this task, 
there remains a balance between speed and accuracy. Screening methods for ther-
mal overloading or steady-state system behavior may be much easier to apply when 
compared with those for dynamic behavior, in which complex dynamics and non-
linearities of the system may render simplified screening methods unreliable. This 
may be coupled with additional burdens for special requirements in security assess-
ment, such as the need to consider RAS/SPS actions, or applications of oscillatory 
and frequency criteria, in which cases full time-domain simulations are required 
without compromise in modeling and computational techniques. However, research 
in this field is ongoing.

Another approach in dealing with computational speed issue is to increase the 
computing power of an online DSA system. Two possible schemes have been pro-
posed: parallel computations (Tomim et al. 2009; Huang et al. 2007) and distrib-
uted computations (Wang 2012) achieved using multiple servers, multiple Central 
Processing Unit (CPU) cores, or Graphics Processing Unit (GPU), which are very 
popular and affordable. Parallel computations are more attractive for obvious rea-
son; however, it is more technically challenging and there has been no production 
code available to deal with power system models without simplification. Distrib-
uted computations, on the other hand, have been successfully implemented and ap-
plied for a number of online DSA systems. The following is a brief description on 
how this technique is applied and benefits.

In a distributed computation scheme, the contingencies for a case are sent to mul-
tiple computation engines which run in separate servers (or separate CPU cores). 
Figure 7.10 shows an implementation of this scheme.
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This scheme uses one Client Server and N Engine Servers (each of the engine 
servers has multiple CPU cores). A complete study case is assembled by the Cli-
ent App resided in the Client Server. The contingencies to be processed are then 
evenly split according to the total number of available cores. The case data plus 
the split contingency sets are sent to each Engine Server where the Data Relay App 
creates the actual simulation cases to be run by individual engines in the Engine 
Server. The computation results from each engine are sent back to the Client Server 
where they are consolidated so that the full results can be presented to the user. 
This scheme is very effective in dealing with large systems with many contingen-
cies to be processed and it also minimizes the data communication requirements. 
Figure 7.11 shows the speed improvement that can be achieved for time-domain 
simulations of a 6620-bus system with 400 contingencies. The line at 100 % in the 
figure represents the benchmarking speed when no distributed computation is used. 
When there is only one distributed engine, the computation speed is slower than the 
benchmarking as expected, due to data communications required. However, as the 
number of computation engines increases, the time required to complete the entire 
case decreases almost linearly.

7.4.8  Output Visualization

Result visualization is the last step in an online DSA cycle, but it is probably the 
one that has the most need and potential to be improved. The requirements on visu-
alization can also be conflicting, from a simple high-level summary for operators to 
logically arranged full details for support and study engineers. Therefore, visualiza-
tion may need to be organized or customized for different users.
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A few effective ways of displaying DSA results include:
•	 Security	summary	tables.	A	security	summary	table	is	best	suited	for	summariz-

ing results of contingency analysis. Figure 7.12 shows such a table for displaying 
transient security assessment results, in which each row reports on the results of 
simulation of one contingency and each column provides a summary of an ap-
plied criterion (red indicates a criterion violation).

•	 Geographical	displays.	When	the	security	analysis	results	shall	be	interpreted	with	
geographical information, such a display works the best. A typical example is the 
understanding of a mode shape for an inter-area oscillatory mode as provided by 
an eigenvalue/eigenvector pair. Figure 7.13 displays such a mode shape geographi-
cally. The oscillation pattern of the mode is very clear from this diagram.

•	 Security	bars	and	nomograms.	When	presenting	results	of	transfer	analysis,	the	
common approach is to use security bars (Fig. 7.14) for one-dimensional (1D) 
transfers and nomograms (Fig. 7.13) for 2D transfers. These graphics show the 
base operating point, quantities by which the transfers are measured (source, 
sink, or specific interface flows), and the limits constrained by various security 
criterion violations.

•	 Security	meters.	For	greater	simplicity	and	clarity,	security	meters	can	be	used	
to show the relative “distance” (for example, in terms of percentage) of a system 
to insecurity. Figure 7.15 is one example. These meters show whether the sys-
tem is safe (green), cautious (yellow), or close to insecure (red), by user-defined 
rules.

•	 Transfer	limit	histograms.	One	of	the	benefits	from	an	online	DSA	system	is	the	
ability to continuously monitor and follow the security of the power system. This 
means that a large amount of history data are available on system security, and 
transfer limit histogram can be used to explore the security trend of the system. 
Figures 7.16 and 7.17 show the histograms of 1D and 2D transfer limits.

Fig. 7.12  Table with contingency analysis results
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Other visualization ideas include web-based result browsing and sharing, apps on 
mobile devices, interfaces with other databases in the EMS, and inclusion of anal-
ysis functions such as data mining, trending, prediction, statistical analyses, etc.

7.5  Looking Forward

Online DSA is still an evolving technology that will embrace new concepts, meth-
ods, and applications in its migration of becoming a common component for power 
system operation. This is especially true when new technologies, for example, those 

Fig. 7.13  A mode shape diagram
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Fig. 7.14  A security bar for 1D transfer
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in measurements, analysis, and IT, are becoming commercially available. Some po-
tentially interesting applications of such technologies to online DSA are discussed 
in this section.

7.5.1  PMU Technologies

PMUs are not new, and they have been widely used in utilities to provide real-time 
monitoring and situational awareness functions. With the wide-scale deployment of 
PMUs in locations such as the USA and with the cost of such technology continuing 
to drop, the use of PMU technology in many aspects of power system planning and 
operation is expected to grow significantly. Online DSA has also benefited from 
this technology with one of the earliest applications in using PMU data to improve 
the quality of state estimation. There are other areas in which online DSA and PMU 
applications can be more tightly integrated:

•	 Wide-area	monitoring	and	control:	PMU	is	best	 for	understanding	 the	current	
system condition and online DSA for future system conditions. It is thus con-
ceivable that together they can offer much better monitoring and control func-
tions for power systems. Giri (2013) presents a vision in which PMU and online 
DSA are applied in a complementary way to provide the complete solution for 
grid security assessment.

Fig. 7.15  Security meters
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•	 Model	validation:	PMU	can	 faithfully	 record	 system	 responses	 after	 a	distur-
bance and this provides a great opportunity to validate system models that are 
critical for online DSA applications. Such a measurement-validation approach 
can be made as a process to self-tune system models so as to continuously im-
prove the quality of such models and ultimately the security assessment results 
from online DSA systems. Kosterev and Davies (2010) describes the WECC’s 
practices in model validation.

•	 Dispatcher	training:	As	PMU	is	becoming	a	mainstream	technology	in	control	
rooms, there is a requirement to introduce emulated PMU signals in DTS to 

Fig. 7.17  2D transfer limit histogram

 

Fig. 7.16  1-d transfer limit histogram
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allow the training of PMU-based applications for system operators. Convention-
al DTS however includes only simulation engines capable of producing quasi-
dynamic system responses at resolutions of seconds, which would not be suffi-
cient for PMU applications. Simulated system responses at the PMU resolution 
are possible using the online DSA technology, although some fine details need 
to be settled for practical uses, for example, fixed sampling rate, time synchro-
nization, inclusion of required features (for training purposes) in the simulated 
results, interface with other DTS modules, etc. Haut et al. (2012) describes such 
an application and research in this area is active.

7.5.2  Risk-Based System Security Assessment Method

Online DSA systems currently in operation generally rely on deterministic analy-
sis methods and, therefore, have to exhaustively examine many contingencies and 
search for security limits using a rigorous approach. While this approach provides 
very accurate results, it is computationally burdensome and therefore time consum-
ing. Moreover, since all contingencies are considered with equal weight, system 
operation is often limited by contingencies with small probability, resulting in lost 
market opportunities and reduced financial return.

To cope with such limitations, risk-based security assessment can be used in 
which security and economics are coordinated to provide the operation limits with 
least risk. There is already rich literature in the research community for this ap-
proach—for example, Ming et al. (2003). This is a very promising direction for the 
online DSA technologies to grow.

7.5.3  Cloud Computing

The distributed computation scheme mentioned in Sect. 7.4.7 for high-performance 
computing appears to be suitable for cloud computing, which is becoming increas-
ingly powerful and cost-effective. There are already attempts at utilizing such an 
advanced computation platform for power system analysis (Huang 2010). Further 
research is required to take full advantage of the possibilities that can be offered by 
cloud computing for online DSA.

7.6  In Summary

Ensuring security requires the use of advanced power system analysis tools capable 
of comprehensive security assessment with due consideration to practical operating 
criteria. These tools must be able to model the system appropriately, compute secu-
rity limits in a fast and accurate manner, recommend appropriate remedial or control 
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actions if required, and provide meaningful displays to system operators. Technolo-
gies are currently available to achieve these goals and are being implemented in 
many sites worldwide.

Such systems are of relatively low cost and are becoming easy to implement, as 
EMS vendors act to integrate these tools into their native products. Online dynamic 
security assessment can provide the first line of defense against widespread system 
disturbances by quickly scanning the system for potential problems and providing 
operators with actionable results. With the development of emerging technologies 
such as wide-area phasor measurements and high-performance computing power, 
online DSA is expected to become a dominant weapon against system blackouts.
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Abstract It is important for power grids to become flexible to accommodate 
diverse technologies such as intermittent renewables and power electronic conver-
sion sources, while conventional generation resources are becoming more volatile 
with market forces and political directions. Environmentally, building new trans-
mission is challenging. With smart grid technologies, there is a great deal of poten-
tial to control the power system using many widely distributed resources, but there 
is a considerable challenge in making use of the control capabilities in a novel 
way. This nascent volatility versus reliability demand makes operational decision-
making and execution more challenging than in any other time in history. This 
chapter will explore modern techniques to improve grid reliability by enhancing 
and extending control center capabilities and substation capabilities. The use of 
automatic, wide-area protection schemes to mitigate cascading blackouts will be 
examined. Also explored will be the use of: wide-area control strategies, new and 
emerging technologies and communications, software and hardware architectures, 
and state-of-the art Energy Management System (EMS) technologies as the keys to 
more reliable operations. Additional focus will be placed on the positive impacts of 
synchronized phasor measurements.

8.1  Introduction

The high-voltage electric power grid was designed to operate in a stable  condition. 
And, historically, that is how the grid has been typically operated. As per its intended 
design, the grid uses high-voltage transmission lines to transport electricity across 
thousands of miles. The power starts at various geographically dispersed generat-
ing units and is moved to numerous substations across the grid. The  substations 
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 transform the high-voltage energy to lower voltages, which are suitable for transfer 
by distribution networks to the customers.

The grid typically has sufficient capacity to transfer energy to every customer 
24 h/day, 7 h/week. Scheduled maintenance may temporarily take some of the grid 
components (generating units, transmission lines, transformers, etc.) out of service. 
Additionally, unexpected failures, due to acts of nature or other causes, may take 
components out of service. In order to maximize safety, mitigate systems damage, 
and minimize downtimes to customers, the grid has established a set of stability 
limits.

When components of the grid are disabled, the grid’s transfer capacity is reduced 
and the grid operates on a thin capacity margin. This means that the likelihood the 
grid will exceed its stability limits is greatly increased.

There are many different types of stability limits including:

•	 Transmission	line	thermal	overloads
•	 High	or	low	voltages,	and	Voltage	Stability	(VS)
•	 Transient	angle	stability
•	 Damping	of	oscillations

Conventional protection is designed to isolate elements of the grid that may be 
damaged as a fault occurs. However, designing conventional protection to address 
wide-area stability issues can be challenging and conservative, and constraint levels 
can be conservative to ensure the integrity of the power system. In order to be ef-
fective, the relay protection schemes, which are deployed all across the grid, need 
to be coordinated.

Responsibility for monitoring power system conditions across the grid lies with 
the Energy Management System (EMS) operator. The EMS receives new data every 
2–4 s and sounds alarms when violations are detected. The EMS also performs a 
variety of network analyses and calculations to help the operator assess and man-
age the stability of the grid. While this human/machine team is usually capable 
of handling anything that arises, there are infrequent circumstances when the grid 
becomes unstable and some areas lose power.

Many companies have implemented remedial action schemes or special protec-
tion schemes in order to protect equipment when certain predetermined conditions 
are encountered. These automatic preventive control actions include reconfiguring 
the topology of the grid or even blacking out a portion of the grid in order to prevent 
the spread of a blackout across the entire grid. These schemes tend to be conserva-
tive since they are based on heuristics and off-line assumptions that have to span a 
wide range of power system operating conditions.

This chapter focuses on a wide-area grid control approach that is based on re-
al-time power system operating conditions. Automated schemes that use current 
conditions to deploy the most rapid and effective strategies will be discussed. The 
primary objective of wide-area control is to protect the interconnected power grid 
from uncontrolled widespread failure.

The August 14, 2003 blackout and other similar critical grid failures around the 
world have driven the industry to develop more automatic and adaptive control 
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systems to prevent future catastrophes. Postmortem analyses and other investiga-
tive reports have concluded that the power system planner and the EMS operator 
must both be provided with the data and means to avoid system-wide power failures 
caused by unexpected events.

Now, more than ever, electric utility companies are facing a wide range of prob-
lems. It is becoming more and more difficult to operate the power system in a stable 
and reliable manner. Some of the issues forcing the utilities to emphasize improved 
grid stability include:

•	 Unexpected	adverse	weather	conditions
•	 Shifting	of	load	distribution	and	load	management
•	 Dispersed	and	intermittent	generation	resources
•	 Electricity	market	system	initiatives	that	cause	the	grid to be utilized in a more 

dynamic and less predictable manner
•	 Generation	company	decisions	since	they	have	been	separated	from	the	trans-

mission companies
•	 Transmission	stability	decisions	that	are	based	on	assumptions	of	load	forecasts,	

generation capacities, and margins
•	 Stability	margin	concerns,	since	the	system	is	operating	closer	to	its	limits

In order to cope with these issues, companies are focusing on new technologies and 
techniques to take full advantage of:

•	 Early	problem	detection	and	warning	signals	 identified	by	synchronized	mea-
surements

•	 Recorded	data	analysis
•	 Wide-area	visualization
•	 Wide-area	closed-loop	control

It is very clear that the use of EMS applications needs to be extended in order to 
improve the reliability and accuracy of system condition estimation (state estima-
tion), the reliability and accuracy of relay coordination and relay settings, the imple-
mentation of utility practices and new regulations (Giri and Avila-Rosales 2002), 
and the defense plans against disturbances (Avila-Rosales et al. 2004). In addition, 
all of these new power system operational challenges have resulted in a new set of 
engineering challenges.

8.2  Engineering Challenges

Nowadays, electric utilities are deploying grid stability analysis tools in their EMS 
architectures for power system model structures of unprecedented size. Today 
50,000 bus systems are not uncommon. These deployments impose major computa-
tional challenges related to model data collection and accuracy, solution techniques, 
visualization of the results, and the systems architecture.
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In order to be effective, the EMS needs the capability to model and simulate 
the behaviors of extremely large transmission systems over a wide range of time 
domains, frequency domains, and topological designs.

Accurate tools for transient (angular) conditions and voltage stability (VS) are 
required, in order to assess and simulate all sorts of scenarios for the current time 
and immediate future. Quick methods are needed to reduce the computational bur-
den associated with dynamic analysis and quasi-dynamic simulations to evaluate 
cascading events for preventive/corrective actions. The “prediction of dangerous 
states” by look-ahead simulation is becoming a new requirement in the industry.

The challenges go from modeling to accurate results of simulation and monitor-
ing tools in the EMS and market applications.

8.2.1  Accurate Modeling and Data Quality

Some of the problems in the current EMS deployments are linked to modeling er-
rors (Meliopoulous et al. 2001) and parameters that are improperly migrated from 
planning models to operational databases. The operational model is a bus-branch 
oriented model, although almost all Supervisory Control and Data Acquisition 
(SCADA) information is available at the substation level. Making matters worse is 
the fact that not all of the SCADA information is passed to the operational model; 
the node-circuit breaker models are not fully considered.

The EMS therefore relies on the State Estimator (SE) to pinpoint and identify 
topology errors as well as parameter problems. Unfortunately, the identification 
of the topology problem is combinatorial in nature. The estimation algorithm can 
pinpoint where the problems are but a system for the fast determination of the actual 
status of branches, switches, and breakers has not been properly implemented yet.

To compensate, the EMS operators usually communicate with their neighbors 
whenever unusual behaviors are identified. External network topology errors con-
tinue to be an issue and are adjusted manually (or according to schedule) to mini-
mize the impact on the internal part of the power system. Synchronized phasor 
measurements are currently in place to correct some of these modeling errors. Still, 
there is a lot of room in this area for research and development towards improving 
wide-area operations.

Special protection schemes and load shedding schemes are based on predefined 
scenarios with the support of off-line applications. These applications also suffer 
from incorrect modeling. For this reason, the planning offices spend a lot of time 
identifying potential problems and system conditions. They basically create prob-
lem scenarios in order to specify schemes to mitigate them.

To reduce the analysis burden, and to get realistic information, the planning en-
gineers are studying available modes to retrieve information from real-time events 
and create snapshots that deserve further analysis via “what-if?” conditions.

Still, the following problems need to be addressed, spanning the time frames 
from planning to operations preparation, to operations, to real-time analysis and 
control:
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•	 Inadequate	network	modeling
•	 Incorrect	static	and	dynamic	parameters
•	 Unreliable	limits
•	 Improper	protection	settings
•	 Measurement	calibration	errors

These issues must be addressed as soon as they are identified and as early as pos-
sible in the implementation phases of wide-area system information technologies.

8.2.2  Very Large Simulation Models

Electricity markets span very large geographical regions and are not necessarily 
constrained by utility company jurisdictional boundaries. This has resulted in the 
need to simulate very large-scale network models that represent a larger portion of 
the power grid.

A 32,000 bus State Estimator was deployed in 2005 by a company in the USA 
and continues to be in real-time operation now. Recently, requirements for 50,000 
bus models have also been proposed.

Fortunately, modern SE and network analysis software packages are readily scal-
able to handle tasks of these sizes. Additionally, computer-processing power has 
increased dramatically allowing these very large equations to be solved in 30–45 s 
on average.

These large-scale SE solutions pose challenges for:

•	 Accurate	and	consistent	input	data
•	 Voluminous	output	data,	which	need	to	be	quickly	summarized	as	decision-mak-

ing information for the operator

8.2.3  Accurate State Estimation

SE is considered a fundamental component of the modern EMS capabilities. As 
a matter of course, SE is periodically executed in order to calculate and provide a 
consistent and reliable state of the system based on SCADA, synchronized mea-
surements, and other relevant information. SE is expected to calculate very large 
models, and with a higher frequency rate of execution, impose hard-performance 
requirements on existing algorithmic methods.

SE nowadays takes full advantage of distributed/parallel processing, given the 
advancements in available computer technologies. The steady-state estimation must 
also provide a valid, accurate, and robust solution under a wide variety of normal 
and emergency conditions.

Market applications and deregulation practices are aggressively requiring much 
faster, more precise, and more accurate results from SE. In the market context, fi-
nancial settlements are based on sensitivities obtained from SE. If these sensitivities 
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are incorrect, or unavailable, they translate into significant errors in the settling of 
market transactions.

Under severe emergency conditions, the estimation process should rely on all 
vital data available including historical data, recent recordings, and recent results. 
In this way, it is possible to monitor the grid backbone and adapt automatically. 
The operators have a critical reliance on SE under these circumstances to provide 
meaningful results under stressed conditions.

Furthermore, SE is the foundation of all subsequent network analyses such as 
N-1 Contingency Analysis (CA), optimal power flow calculations, stability en-
hancement assessments, etc. If SE fails to provide a valid solution, the rest of the 
network analysis cannot run.

8.2.4  Fast Stability Assessment

Near-real-time stability assessments are extremely desirable at major transmission 
companies (Avila-Rosales et al. 2003), particularly for wide-area control-room ap-
plications. These applications are executed based on current snapshots of the pow-
er system from the SE and the latest Phasor Measurement Unit (PMU) measure-
ments. The results of the stability assessment flag the system as operating normally, 
alarmed, or under emergency conditions. The following types of limits determine 
these states of operational condition:

•	 Thermal	condition
•	 Voltage Stability
•	 Angular	stability
•	 Frequency	stability
•	 Steady-state	stability
•	 Available	Transfer	Capacity	(ATC)
•	 Market	congestion

Multiprocessing applications and appropriate hardware architecture can reduce cal-
culation time to simulate stability problems accurately (Avila-Rosales et al. 2004). 
Master/slave multilayered configurations are appropriate to handle hundreds of 
events. There is still room, however, to reduce the burden by using information 
such as recent violations and an adaptive, up-to-date list of contingencies based on 
violation histories.

8.2.5  A Comprehensive View of EMS and Stability Results

Most operator information is based on alarms, EMS applications displays, and map 
board information. There is a vast amount of data available, yet there is often no 
easy way to provide useful information in a meaningful way to the operator. There 
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is an urgent need for all operators to have better ways to visualize voltages, frequen-
cies, contingency violations due to transactions, and early stability warnings. Under 
the pressures of cascading outages, rapid frequency changes, and voltage deteriora-
tion, an operator will sometimes rely more on instincts and past experiences than 
on data streams. Needless to say, this is not the optimal way to assess anomalies, fix 
problems, and prevent imminent catastrophes.

All operators need an easy-to-use, intuitive, geographic visualization system for 
both steady-state and dynamic stability assessments. Such a system should incorpo-
rate all types of warning signals and system violations. Advanced EMS applications 
are also needed to identify problems more quickly and to propose control actions 
to mitigate imminent catastrophes. Along with the visualization, operational pro-
cedures and use-case scenarios are critical to empower an operator to take a well-
informed response to an emerging critical situation.

Some utilities are already using advanced visualization technologies in their con-
trol rooms, where they can see at a glance shaded voltage clusters, coloring, and 
pie charts fed with live SCADA data. This is certainly an area where the EMS ap-
plications can improve operations. Visualizing a stability trend is invaluable. Also, 
showing the operator the grid’s immediate history and imminent future conditions 
can truly help. Advanced visualization is an enabling technology with a significant 
potential for developing advisory control techniques that would eventually move 
towards automated closed-loop control in the field.

Some visualization techniques show two-dimensional stability regions where all 
of the dynamic and thermal readings are displayed. These are continually updated 
as the system evolves. Going forward, the utilities define what specific data and 
monitoring information would be beneficial to them in order to improve system 
stability.

Many consortia have been formed to address specific grid stability operational 
issues and improved information visualization. These consortia are comprised of 
utilities, universities, software vendors, and hardware vendors.

8.3  Recent Technology Advances

8.3.1  Faster and More Economical Computer Power

Computer processor speeds and parallelization techniques, along with reducing 
costs, lead to much greater computer power accessible to utilities. As a result, these 
centers can perform more complex and computationally intensive tasks.

Distributed processing is now being utilized at control centers to speed up the 
solution process of certain computationally intensive functions such as CA and Dy-
namic Stability Analysis (DSA).
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8.3.2  Substation Automation: Decentralized Processing

Another ongoing trend is to add more processing capability and intelligence at the 
substations (Apostolov 2004). Data from these processors can be used locally to op-
timize substation operations. This information can also be used to improve system-
wide optimization and operator decision-making by providing more consistent and 
valid data for analysis at the control center.

Many utilities are now deploying PC-based SCADA systems at major substa-
tions. In addition to basic SCADA-type functions, new applications are being added 
to improve monitoring and control locally.

8.3.2.1  Substation-Based State Estimation

Current substation technologies already have infrastructure to handle the PMU 
work. This is done through relays in feeders and devices connected to the high sides 
and low sides of the transformers. PMU technologies can be integrated with other 
systems in order to provide operators with a wide range of network applications and 
data correction methods.

The use of substation technologies will change the way that the Regional Trans-
mission Organization (RTO) business is modeled. A lot of data filtering and data 
cleanup can take place before the final data are actually used at the transmission 
level. The whole configuration, including switches, breakers, flows, etc., can be 
monitored and recorded. The local control and coordination of protection tasks dur-
ing load shed is one of the most important operations during emergency conditions 
and there is a lot that can be done at this level.

8.3.3  State Estimation Robustness

Nowadays, SE is becoming a critical function at the control center. Market settle-
ments and revenue calculations are based on subtle details and key data from the 
SE systems. The newer, very large models have also been focusing on improved 
SE functions. Furthermore, SE is the foundation of all subsequent network analysis 
calculations. All network-oriented applications (steady-state and dynamic) need the 
initial conditions as the starting point.

Therefore, if the SE fails, the rest of the network sequence does not have a valid 
base number. These technical drivers have resulted in a closer scrutiny of SE meth-
odologies and algorithms. They have also resulted in the development of a more 
accurate, efficient, and reliable SE application at the control center. In the end, the 
SE solution must be guaranteed by any means necessary, either by using approxi-
mated solutions or by reducing the scope through utilizing new measurements and 
algorithms.
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8.3.3.1  Wide-Area State Estimation

The possibility of running SE at the scan-rate level (substation level) and less-than-
a-minute level (wide-area level) is one of the most exciting lines of power grid re-
search today. The ability to take advantage of the existing substation infrastructure 
in order to identify and correct problems for more accurate readings at the wide-area 
level can now be implemented.

One reason for this progress could be the fact that the RTO business lacks de-
tailed models in some areas (breaker node). Other areas like the substation level, 
however, provide all of the necessary details. The usual error problems in the vicin-
ity of failures could be avoided through the use of substation-based applications. 
Topology problems could also be quickly identified.

8.3.4  Improvements in Visualization Techniques

Experience of blackouts globally emphasizes the need for improving control 
 center capabilities for better “situational awareness.” This means that the opera-
tors need to constantly be aware of current system conditions. The information 
needs to be presented rapidly, reliably, and meaningfully so that decision-making 
is expedited. Accompanying situational awareness is the need for operational re-
sponse guidance that defines the actions that would relieve wide-area stress and 
dynamic threats. Specific guidance is key to taking real-time action in response 
to an alarm.

8.3.5  Globally Synchronized Phasor Measurements

Synchrophasor (or phasor) measurement involves deriving a phasor representation 
of measured waveform, referenced to an ideal 50- or 60-Hz sine wave with peaks 
on precisely timed second boundaries (Fig. 8.1). The ability to represent a voltage or 
current waveform concisely as a magnitude and angle means that the measurements 
can be streamed from the substation to a central unit where geographically separate 
measurements can be time-aligned and compared.

Phasor measurements are increasingly being deployed across power grids world-
wide. In North America, under the Smart Grid Investment Grants (SGIG), the num-
ber of PMU installations has grown fivefold over the past 4 years. Since 2004, 1200 
PMUs have been installed on the US grid. This trend has energized the industry—
the next large-scale deployments of PMUs are expected to happen in India and 
Brazil. India is committed to deploying more than 1700 PMUs across the entire 
country beginning in 2014.

Each PMU typically monitors 6–36 phasor quantities, digitals, frequency, and 
frequency rate-of-change, and all of the data are time-tagged using the Global 
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 Positioning System (GPS) to insert a global time stamp. There is also a growing 
trend of incorporating synchrophasor capability into relays and other IEDs. These 
synchronized phasor measurements are transmitted at very fast rates: from 10 to 
120 samples per second. The information is captured at the millisecond time frame, 
and includes voltage, current, and frequency values.

8.3.5.1  PMU Instrumentation

Timely, synchronized PMU measurements are available to operators nowadays. 
Most utilities worldwide have some form of PMU project, in either research or 
commercial application. As illustrated above, PMU devices measure synchronized 
voltage and current, and transmit data to a central location where they are com-
pared, analyzed, and processed. The PMU hardware is normally based on platforms 
built for disturbance recording or protection relays, and are equipped with a GPS 
receiver and Inter-Range Instrumentation Group-B (IRIG-B) time-code generator. 
While GPS is currently used exclusively as the time source, there is an industry 
direction to reduce dependence on continuous GPS availability through the use of 
Institute of Electrical and Electronics Engineers (IEEE) 1588 Point-to-Point time 
protocol and highly stable master clocks.

The ability of PMUs to provide synchronized information offers operators a lot 
of advantages, like dynamic trending. This facilitates the prediction of frequency 
behaviors, active load changes, and reactive power changes immediately after dis-

Fig. 8.1  Phasor measurement units (PMUs) and synchrophasors
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turbances. This gives the operators a better chance to accurately assess both grid 
stability and overall stability.

Most utilities are currently considering the following integration layers for moni-
toring:

•	 Measurements: This may consist of a set of PMUs from different vendors and 
Intelligent Electronic Devices (IEDs) passing information to a Phasor Data 
Concentrator (PDC) at the substation level.

•	 Data processing: This involves analysis algorithms applied to incoming data to 
extract information such as oscillation frequency and damping, and disturbance 
event occurrence and impact. The information is displayed and stored by the 
WAMS Datacenter, and can be forwarded to the EMS or other clients.

•	 Data management: This consists of information being accessed normally via 
dedicated communications using a variety of protocols to exchange information 
between several databases, data archiving systems, planning model validation 
programs, SCADA systems, and SE systems.

The accuracy of PMU data has been considered in some detail, relating to the PMU 
processing itself and the instrumentation channels. While the hardware solution is 
not being completely discarded, there are software alternatives now under consider-
ation in the North American Synchrophasor Project (NASPI) consortium. A lot has 
been learned from the off-line applications experiences in the PMU/PDC environ-
ments. This can be seen as the first step towards online applications.

Figure 8.2 details the different integration layers and the data management tools 
available to the EMS.

Fig. 8.2  PMU–PDC and application integration layers
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8.3.5.2  Emerging PMU Standards

As PMUs become mainstream technology, there is a need for industry standards 
around performance and data exchange to ensure measurement accuracy and in-
teroperability across different manufacturer offerings. Since 2005, IEEE C37.118 
had been the de facto standard for real-time synchrophasor data exchange between 
PMUs, PDCs, data management systems, and applications. The standard was up-
dated in 2011, and its component parts C37.118.1 and C37.118.2 now dictate the 
requirements for synchrophasors.

In particular, the C37.118.1-2011 addresses the measurement aspects for pha-
sor, frequency, and rate-of-change of frequency (ROCOF)—it retains the steady-
state requirements from the 2005 standard, and adds performance requirements 
for dynamic conditions. Additionally, it distinguishes these requirements between 
“M-class” (i.e., analytic applications that could be adversely effected by aliased 
signals and do not require the fastest reporting speed) and “P-class” (i.e., protection 
applications requiring fast response). The C37.118.2 addresses the communication 
aspects for synchrophasor data exchange.

Similarly, the recently developed IEC 61850-90-5 report on Routed Generic 
Object Oriented Substation Event (GOOSE) and Sample Value (SV) datasets is an 
upgrade to the IEC 61850 GOOSE and SV profiles respectively to accommodate 
synchrophasor measurements. The GOOSE is a user-defined dataset that is sent 
primarily on detection of a change of any value in the dataset. SV is also a user-
defined dataset; however, the data are streamed at a user-defined rate (e.g., the 
reporting rate of the synchrophasors). The new profile takes either a GOOSE or SV 
dataset and wraps it in a UDP/Multi-cast IP wrapper. Security is a key element in 
any communication system. To this end, the 90-5 profile implements authentication 
of a transmitted message and optional encryption of the same message (Parashar 
et al. 2012).

8.3.5.3  PMU Allocation, Redundancy, and Communication Cost

As utilities transition from Research and Development (R&D)-grade PMU instal-
lations to production-grade deployments, some issues that need to be addressed 
include:

•	 Resource	allocation
•	 System	redundancy
•	 Data	quality
•	 High-speed	communication	facilities
•	 PMU–PDC communication backup for failures

For wide-area control, a redundant set of measurements is desirable so that, in the 
event of the failure of one PMU, other adjacent PMUs and information from con-
nected devices can provide reasonable results.
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The PMU allocation problem is being analyzed in order to determine a mean-
ingful allocation standard. Such a standard will seek to minimize the costs of 
communications while maximizing the ability to leverage the EMS applications 
particularly the SE. Some of the allocation tests seek to find a baseline through 
graph theory, observability (Baldwin et al. 1993; Nuqui and Phadke 2002; Xu and 
Abur 2004), and the costs of communication. Other utilities focus on oscillation 
patterns to improve the system damping as part of the wide-area stabilization 
process.

Regardless of the scope of the work, there is a tendency now to allocate the de-
vices as if they were building blocks that will remain in the same place along the 
installation plan. In the end, however, PMU allocation will likely be constrained by 
the installation and communications cost.

Several studies have been conducted and the findings are under consideration to 
evaluate the benefit of the synchronized measurements in SE. The study results are 
very positive and as the number of PMUs increases a better accuracy of SE results 
are expected. Figure 8.3 shows a sample of a process during the benefit analysis of 
SE with and without PMU devices.

Fig. 8.3  PMU impact on state estimation
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8.4  Techniques for Improving the Reliability of Power 
Grid Operations

8.4.1  Direct Stability Measurements and PMU-Based 
Analytics

The advent and growth of PMU data at the control center has spawned a new suite 
of purely measurement-based synchrophasor analytics. This paves the path to being 
able to monitor and analyze grid behavior at a sub-second rate, which in turn makes 
online grid stability analysis a practical reality. Furthermore, these applications do 
not have the overhead burden of the large network model (along with uncertainties 
in the model data and SCADA data), but rather are based on digital signal process-
ing techniques to characterize the power grid’s dynamic behavior. Operational ben-
efits of adding synchrophasor applications at the control center include:

•	 Maximizing	utilization	of	existing	transmission	capacity	by	confidently	operat-
ing the grid closer to its actual, “true” operating limit

•	 Providing	an	early	warning	system	to	quickly	identify	grid	disturbances	to	guard	
against blackouts

•	 Monitoring	for	undesirable	grid	dynamics	and	oscillations
•	 Identifying	islanding	conditions
•	 Enabling	efficient	forensic	post-disturbance	analysis	to	find	out	what	just	hap-

pened, where, and why

Some of the emerging PMU-based analytics are discussed below.

8.4.1.1  Phase Angle Separation to Assess Steady-State Stress

Using “phase angle differences” within an expression of stability margins (as op-
posed to just megawatt, MW, flows) is a more direct indicator of grid stress between 
key source and sink regions, for two reasons. Firstly, because it not just monitors 
MW flow problems but also encapsulates impedance changes due to line outages 
which weaken the transmission paths. Secondly, noting that stability-constrained 
corridors are not simple impedances, but include loads and power injections along 
the length of the corridor, the angle difference is a useful indication of the overall 
loading of the corridor and the effect of this loading on the physical stability limit. 
In practice, it can be beneficial to introduce angle difference limits in combination 
with power limits, so that the power limit can be exceeded if the angle is within the 
boundary (Fig. 8.4).

A scenario that has been studied for power-angle constraints is related to a 
Transient Stability (TS) constraint in a corridor that has a large infeed of low-inertia 
renewable energy that contributes to power flow without participating in the TS 
problem. Some indicative results suggest 10–12 % uplift in the TS limit could be 
achieved through the use of the power-angle constraint (Wang et al. 2014).
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Increased MW flows or weakening of transmission paths both result in greater 
stress on the grid. Additionally, since topology changes are reflected in the moni-
tored angle differences themselves, the angle limit will tend to be more constant 
than the limit based on summation of MW flows. The traditional approach of pro-
rating the MW limits to account for outages on the grid is therefore no longer neces-
sary when moving to an “angle difference” approach; this is a significant benefit to 
managing and operating the grid more reliably and effectively (Fig. 8.5).

8.4.1.2  Oscillation Monitoring

The power grid experiences a variety of power oscillations, including:

•	 Slow-power	 oscillations	 related	 to	 governors	 or	 improperly	 tuned	AGC	 bias	
(typically 10–100 s period, or 0.01–0.1 Hz)

Fig. 8.4  Operating constraints based on angle difference and power, showing operating point and 
margins

 

Fig. 8.5  Angle difference monitoring: against the EMS transient stability limits
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•	 Inter-area	electromechanical	power	oscillations	(typically	1–5	s	period,	or	0.2–
1.0 Hz)

•	 Power	plant	and	individual	generator	oscillations
•	 Wind	turbine	torsional	oscillations	(usually	about	1.5–2.5	Hz)
•	 Control	issues	in	generator,	SVC,	and	High-Voltage	Direct	Current	(HVDC)	sys-

tems
•	 Steam	generator	torsional	oscillations	(about	5–50	Hz,	etc.)

Grid oscillations are always present. If the system is stable, normal power imbal-
ances excite oscillations that are damped and return to a steady state. However, 
oscillations can become negatively damped and grow in amplitude. The growing 
oscillations can result from power system stress, unusual operating conditions, 
or failed controllers (PSS, excitation, etc.), or unintended control interactions 
between devices in the network. Also, cyclical mechanical power or local control 
instability can inject a forced oscillations into the grid, which can be amplified 
through the network if it coincides with a network  oscillation.

Growing power oscillations can cause line opening and generator tripping, and 
in the worst case, lead to cascading power blackouts. Another risk is that the inter-
actions between oscillations can lead to major equipment damage. One interaction 
phenomenon is sub-synchronous resonance when a generator torsional oscillation 
resonates with the LC circuit natural frequency of series compensated lines, and 
there is a risk of breaking a generator shaft or causing large over-voltages on the 
transmission system. Recently, a similar interaction between wind farm control and 
series compensated lines was observed, known as sub-synchronous control inter-
action. Higher-frequency phenomena can be added to a WAMS system, but may 
require adapted measurements.

With PMU measurements, it is possible to characterize the stability of the vari-
ous oscillatory modes in real time based on the reaction of the power grid to random 
perturbations in loads or generation (Fig. 8.6). The information provided by such 
a measurement-based application is analogous to eigenvalue analysis of dynamic 
models and includes:

•	 Mode	frequency,	amplitude	(energy),	and	damping	trends	(which	are	useful	indi-
cators of power-system stress, usually declining with increased load or reduced 
grid capacity)

•	 Mode	shape	information,	typically	presented	on	a	geographic	display	(to	identity	
observability of that mode across the power grid)

The lower-frequency dynamics, typically up to 10 Hz phenomena, can be ex-
tracted from standard PMU measurements. Also, the sources contributing to poor 
damping can be found from measurements (Arango et al. 2010; Al-Ashwal et al. 
2014).
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8.4.1.3  Islanding Detection, Resynchronization, and Blackstart

The cardinal symptoms of electrical separation of parts of a power system include: 
(1) a sustained difference in the frequency across the system and (2) freely rotating 
phase angles.

PMU-based voltage phasor measurements, together with frequency measure-
ments, can provide an immediate indication of the separation of a system into two 
or more electrical islands. They can also provide valuable information for operators 
to prepare the system for resynchronization and supervise the process of synchro-
nizing the system and subsequent network strengthening. It is very useful for opera-
tors to have a supervisory indication of the frequency and angle so that islands can 
be balanced before a resynchronization is attempted. It is also useful for immediate 
diagnosis if the check-sync relay fails to close, or if the breaker reopens.

This PMU-based geographic view of the system is also useful in the blackstart 
process. A blackstart plan normally involves energizing the system from a few 
generators at strategic positions in the grid, then re-energizing the network islands 
around the generators and finally reconnecting the islands. The network can be 
quite insecure during this process, and view of the stability of frequency and angle 
in real time is valuable (Fig. 8.7).

8.4.1.4  System Disturbance Detection and Characterization

PMU measurements make it possible to promptly detect sudden disturbances on 
the grid and to identify the nearest points of measurement to the source of the dis-
turbance. Such a disturbance could be a trip of a major generator, loss of a major 
load, or a line trip. Because of the inertia of rotating machines, angles of  generators 

Fig. 8.6  Oscillatory stability monitoring and visualization in the control room

 



252 J. Giri et al.

 cannot change instantaneously, and the angles and instantaneous frequency will 
change more rapidly close to the source of a problem than at a distant location.

Furthermore, based on the emerging frequency and phase angle patterns fol-
lowing the disturbance, it is possible to characterize it as a line trip or a generator/
load loss. In the case of generator trip or load loss, it is also possible to quantify the 
MW amount based on drop in frequency shortly after the event. Such applications 
are also capable of triggering event data captures with a user-defined pre- and post-
event period, which are automatically stored in the long-term event storage archive 
for post-disturbance analysis.

Even if such disturbances may occur outside the utility’s jurisdictional footprint, 
since the grid is interconnected, the impact is felt across the entire power system. 
Hence, such a PMU-based application is especially valuable to grid operators as it 
provides observability across the larger system, for which traditional SCADA mea-
surements may not be available.

8.4.1.5  Voltage Stability (VS) Monitoring

A wide variety of purely PMU-based VS indices that serve as a measure of the prox-
imity to the voltage instability (degree of system stability) have been proposed. In 
principle, such a stability index maps the current system state into a single (usually 

Fig. 8.7  Islanding visualization in the control room
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scalar) value with a predictable shape that can be monitored as system operating 
conditions and parameters change (Parniani et al. 2006). Some of these approaches 
include:

•	 Monitoring	 voltage	magnitudes	 at	 critical	 locations	 (i.e.,	 key	 load	 center	 and	
bulk transmission buses): This is the simplest approach and consists of monitor-
ing voltage magnitudes at critical locations and their comparison with prede-
termined thresholds. Voltage magnitude is not a good indicator of the security 
margin available at an operating point. However, when the system enters an 
emergency situation low voltage of the affected buses is the first indication of an 
approaching collapse.

•	 Sensitivity-based	VS	indices:	These	indices	relate	changes	in	some	system	quan-
tities to the changes in others, such as a change in voltage magnitude per change 
in MW/MVAr flows, which can directly be computed by tracking the PMU mea-
surements.

•	 VS	 indices	 derived	 from	Thévenin	 impedance	matching	 condition	 (Vu	 et	 al.	
1999): They measure stability degree of individual load buses (or a transmis-
sion corridor) by monitoring the equivalent Thévenin impedance of the system 
and equivalent impedance of local load (magnitude of these values are equal at 
the voltage instability point). Furthermore, stability degree can be expressed in 
terms of local voltage magnitude and voltage drop across the transmission path 
as well as in terms of power margin (MW or MVA). The use of these indices 
must in some way address contingencies, as the impedance can instantaneously 
change by nearby generation or voltage support tripping.

•	 Reactive	power	reserve	monitoring:	A	considerable	decrease	in	reactive	power	
reserves of system’s key generators is a good indicator of system stress. Compu-
tation of reactive power reserves requires placement of measurement devices at 
several locations, does not require system model, and in principle can make use 
of both SCADA and PMU-based measurements (Bao et al. 2003).

•	 Singular	Value	Decomposition	 (SVD)	 applied	 to	 a	measurement	matrix:	This	
approach focuses on computing and tracking the largest singular value of the 
matrix. Measurement matrix is constructed from PMU measurements such that 
each column is a stacked vector of the available PMU measurements over a time 
window (two to three times the number of available PMUs; Overbye et al. 2010).

8.4.2  Positive Impacts of PMUs on the EMS

Integration of the new synchrophasor solutions with modern-day EMS analytics 
is our best promise for implementing a practical production-grade online stability 
solution at the EMS.

In Fig. 8.8, on the left, we have the traditional EMS analytics (SCADA, State 
Estimator, etc.) that have been developed over the past 5 decades. More recently, we 
have integrated “model-based” stability analytics which use the network model and 
the State Estimator solution to run dynamic stability studies. These are called Dy-
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namic Security Assessment (DSA) and include assessments of Small-Signal Stability 
(SSS), VS, and TS. These have traditionally been off-line planning functions since 
they are computationally very intensive. More recently, with faster computing pro-
cessors, algorithmic approach changes and DSA software performance enhance-
ments, these functions have migrated into the online EMS and can now run in “close 
to real time,” with the advantage of assessing stability risks and constraints based on 
the actual operating conditions rather than conservative planning assumptions.

8.4.2.1  PMUs in State Estimation

The most immediate benefit of combining PMUs with model-based applications is 
the use of the PMU data to improve the accuracy of existing topologies and State 
Estimators (SEs). This benefit can be used as a migration path towards more com-
prehensive installations. The operators see the benefits at the monitoring levels so 
they wish to use the information as much as possible to get better solutions. SE is 
capable of running at the scan rate at the substation level and less frequently at the 
wide-area control center level. This is done in order to assess the stability of the grid 
with the latest information from the field. PMU technology has the potential for a 
positive impact on SE in a number of key areas including:

Fig. 8.8  The next-generation energy management system

 



2558 The Case for Using Wide-Area Monitoring and Control to Improve …

•	 Increased	observability
•	 Improved	solution	accuracy
•	 Improved	convergence
•	 Improved	detection	of	bad	data

More recently, a purely PMU-based State Estimator has been implemented for en-
tities that have complete PMU observability for all or a portion of their transmis-
sion network. Since this is a linear problem, this Linear State Estimator (LSE) can 
operate at sub-second rate of the incoming PMU data and towards dynamic state 
estimation.

8.4.2.2  Integrated PMU Measurement-Based and Model-Based Stability 
Analysis

Figure 8.9 illustrates how the model-based and measurement-based analytics work 
together for congestion management. The synchrophasor applications tell you what 
the current operating state is and track its changing behavior at sub-second rates. 
The operator wants to know how far the current state is from the edge of the cliff or 
the limit at which the grid would collapse—this is called the “true limit.” This “true 
limit” typically reflects the post-contingency operating conditions (i.e., N-1 sce-
nario), and is therefore determined by the EMS model-based DSA tools since they 
are based on a network model and can perform what-if studies to increase loading 
and stress on the grid till its point of collapse. Traditionally, estimates of the “true 
limit” have come from off-line planning studies and on “worse-case scenarios” to 
accommodate a wide range of conceivable operating conditions and system con-
tingencies. Furthermore, a safety margin is required to establish the “EMS limit” 
since the model which was used to calculate the limit has inaccuracies and uses 

Fig. 8.9  Integrating PMU measurement-based analysis with model-based DSA applications
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conservative assumptions. For these very reasons, these operating limits tend to be 
overly conservative which only means that existing transmission assets are not be-
ing utilized at their full capabilities.

By running the DSA tools in real time based on the most recent “State Estimator” 
solution (i.e., current operating conditions), we are able to eliminate some of the 
uncertainties, and therefore imply less conservative limits.

The new limit based on real-time measurements combined with real-time model-
based analysis can be less conservative for a number of reasons:

•	 The	DSA	limits	are	based	on	a	real-time	stability	assessment	(as	opposed	to	an	
off-line planning study) and reflect the current operating condition.

•	 The	measurement	is	more	directly	related	to	the	physical	phenomenon,	such	as	
angle measurements being a more direct measure of TS than MW.

•	 The	dynamics	analysis	extracted	from	measurements	relate	to	the	actual	dynamic	
condition of the grid and reduce uncertainties implicit in the model (e.g., whether 
equipment and control is operating correctly, nature of the load model, etc.).

•	 Actions	can	be	defined	that	respond	to	emerging	threats	at	an	early	stage,	while	
conventional systems require a longer time frame to design a response. A shorter 
look-ahead time period means less conservatism in the volatility assumed be-
tween the study time and real time.

The ultimate goal is closed-loop wide-area control and protection of the grid. Cur-
rent grid stability applications estimate the control signals and send them to the de-
vices that are very far apart geographically. This type of operation can be problem-
atic. As an alternative, it may be more efficient to concentrate on reduced portions 
of the network and extend the findings to wide-area implementations, at least until 
better and faster communication facilities are available.

8.4.2.3  Monitoring the System State

The proper use of early warning signals (Bhargava et al. 2004), dynamic simula-
tions, and visualizations will permit operators to quickly take actions to prevent 
and/or correct imminent systems problems.

The following modes are suggested for wide-area systems analysis time hori-
zons:

•	 On-line	wide-area	monitoring of current states
•	 System	state	predictions
•	 Planning	analyses

8.4.2.3.1 Online Wide-Area Monitoring of Current States

The ability to model and simulate grid behavior over a wide range of time 
 domains, frequency domains, and topological resolutions needs to be developed. 
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The  applications comprise fast, dynamic tools for transient (angle) variations, VS 
changes, and long-term dynamics to simulate all sorts of power plants and nonlin-
ear devices on the grid. The consideration of fast-time domain techniques, such as 
quasi-dynamic simulations, may help to evaluate cascading and islanding during a 
system recovery. The EMS will take periodic grid snapshots to update the network 
topology and provide information for dynamic simulation and assessment.

The extent of the network topology to be modeled needs to be adapted to handle 
a wide range of structures, such as RTOs, stability coordinators, transmission op-
erators, and others. The proper identification of events and conditions in the system 
should trigger the right time frame over which the appropriate dynamic simulation 
and modeling are needed. The use of synchronized information and processing is 
synonymous with wide-area monitoring.

8.4.2.3.2 System State Predictions

There is definitely a need to be able to predict where the system will go before the 
control actions are deployed (Khatib et al. 2004). A simulation environment should 
be available using real-time information from the EMS in addition to historical data 
recordings that can be fed into the dynamic simulation. The accuracy of the system 
state prediction simulation environment depends on how reliable the schedules and 
limits are in the short-term time frame. Under catastrophic conditions, a few min-
utes in advance may help to significantly reduce the risks of system failure.

For fast-state prediction simulation, a change of simulation scope and region of 
interest may help. The state prediction could be triggered automatically or on de-
mand to assess control movements and reconfiguration plans during disturbances. 
In this way, a lot of potential problems can be identified. For emergency situations, 
a model including only the measurements that can be delivered to the control center 
in the shortest possible time is required. These measurements may include items 
such as:

•	 Important	generator	outputs
•	 Frequency	and	voltage	measurements
•	 Important	flow	measurements
•	 Important	new	measurements	(angle	measurements)
•	 Information	and	recent	recordings

One of the goals of the system prediction environment is to estimate where the 
system is heading and what the stability level is going to be (Samuel et al. 1994; 
Savulescu 2004) when it gets there. If the events that created the condition (energy 
imbalance) are known, the angular and VS assessment simulation could be used to 
avoid further cascading (that otherwise could drive the system to total collapse). 
The purpose of the state prediction is to assess the long-time condition (within ap-
proximately one hour or so) before the system would reach a state where voltages 
might collapse and generators might lose synchronism.
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Dangerous states could trigger alarms in advance. Recent SE snapshots com-
bined with time-domain analysis and historical information could provide a good 
opportunity to exploit consecutive snapshots and identify any system trends. After 
the system prediction is done, the operator would be in a position to identify:

•	 Grid	stability	after	large	disturbances
•	 Grid	movements	towards	unstable	conditions

Figure 8.10 provides the look of the angular trend between two selected points 
(PMU) after the occurrence of an unanticipated outage (prediction) while the grid 
is experiencing heavy traffic. The substations and monitored points can be selected 
in advance.

8.4.2.3.3 Planning Analyses

Analytical applications run in study-mode environments and can be used as stand-
alone models or incorporated into network sequence studies. The study tool is used 
to prepare cases, perform validations, and update the bus-branch model based on 
“what-if” conditions from the latest power flow results.

The study mode can be initialized from real-time snapshots or previous cases, 
as long as the models are consistent; otherwise, the validation task will reject the 
execution. The planning horizon studies are prepared using the corresponding time-
point models and topologies in the study network sequences. Then a number of 
executions are performed and the corresponding output results are saved back to 
the EMS.

PMUs are of immense benefit to the planners as well. Specifically, the dynam-
ic observability they provide along with the precise time synchronization is very 
valuable for after-the-fact postmortem analysis of system disturbances to identify 
sequence of events and associated root causes, as well as assesses power system 
performance and response following the events.

The synchrophasor-based observations during such disturbances are equally 
useful for dynamic model validation, as they offer valuable feedback to validate 
and fine-tune the dynamic models such that the model-based reconstructions of 

Fig. 8.10  System prediction information
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these system events closely match the actual grid performance captured by PMUs. 
Figure 8.11 shows how synchrophasor measurements, along with simulated recon-
structions of the disturbance, can be utilized in an off-line mode to verify the dy-
namic models.

When there is a clear discrepancy in the time domain, a modal decomposition 
is useful in identifying the particular mode(s) contributing to the mismatch, and 
the associated mode shape is helpful in identifying a particular power system ele-
ment that needs validation. For example, in Fig. 8.11, the discrepancy shown can 
be attributed to a 1.07-Hz local mode where a positive damping (5.59 %) has been 
identified	from	the	measurement	recording,	while	a	negative	damping	(−0.73	%)	is	
indicated from the corresponding simulations.

8.4.2.4  Dynamic Stability State Assessment

PMU data can be analyzed and preprocessed to notify the operator about rapid 
changes in any of the measured electrical variables. These rapid changes could trig-
ger recording devices to start capturing data at a faster rate and the EMS applica-
tions could be engaged. This would provide the operator with recommendations for 
preventive/corrective actions (Pavella et al. 1999).

The following warning signals are available at specific PMU locations:

•	 Sustained	frequency	oscillations
•	 Excessive	angular	deviations	between	pairs	of	nodes	on	the	grid
•	 Slow	voltage	decline
•	 Sudden	voltage	dip

Fig. 8.11  Dynamic model validation using synchrophasor measurements ( left), along with simu-
lated reconstructions ( right)
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•	 Sudden	current	change
•	 Sudden	current	dip
•	 Fast	frequency	decline	and	rate
•	 Sudden	change	of	active/reactive	flows

8.4.2.5  Automated System Restoration

Automated system restoration has been an objective of many utilities in the past, 
and very recently (since the August 2003 blackout) it has been the focus of stud-
ies to avoid cascading events and even total system collapses. System recovery 
depends very much on the topological structure. Modern short-term, mid-term, and 
long-term applications provide enough simulation to support intelligent grid control 
actions and to avoid cascading incidents, although, again, the communications com-
ponent is really the big issue in the wide-area context.

8.4.3  Online Dynamic Stability Assessment Techniques

Today’s VS and TS tools (Giri and Avila-Rosales 2000; Kundur et al. 1999) are 
designed for online as well as off-line applications.

The voltage tools perform stability assessments using static analysis techniques. 
For any number of given scenarios, they determine the VS of the base case (operat-
ing point), for the given contingencies, solution/control parameters, and stability 
criteria (stability margin, voltage profile, and volt-amperes reactive (VAr) reserve). 
In addition, for each scenario that includes a transaction (power transfer from a 
source to a sink) it can determine the VS limit of the transaction’s increase or de-
crease. Contingency screening and remedial action capabilities are also available.

The transient application performs stability assessments via nonlinear time-do-
main simulation techniques (Avila-Rosales et al. 2000). In addition, a number of 
post-simulation analyses can be carried out to assess the various forms of TS, in-
cluding angle stability, damping, transient voltage and frequency stability, and relay 
margins. It can even process multiple contingencies and multiple study scenarios in 
a single session. Similar to its voltage counterpart, power transfer limits in defined 
transactions can be determined automatically. Further, these determinations comply 
with all forms of stability requirements.

Dynamic applications are designed to provide the operator a set of stability indices 
to assess the overall system stability and to provide early warnings of problems. These 
are all based on fast and accurate time-domain simulations (Kundur et al. 1998).

Under normal conditions, angular and voltage transient simulations provide the 
stability margin for a set of energy transactions and flow gates (“from and to” loca-
tions on the grid). The margins are used to determine control recommendations to 
maximize grid stability, while ensuring market rule compliance and maintaining 
sufficient active/reactive power reserves.
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Small-signal analysis contributes with measurements taken to identify oscil-
lation problems and parameter tuning to increase the system damping for certain 
contingencies (Kundur and Wang 2002). These early warnings help the operator to:

•	 Measure	the	impact	of	any	event	and	the	current	stability	status	(sort	of	red,	yel-
low, blue, and green light indicators)

•	 Evaluate	the	overall	thermal,	transient,	voltage,	and	frequency	limits	and	provide	
recommendations to reduce the risks of operation

8.4.3.1  Wide-Area Stability Modes

Dynamic stability assessment has always played an important role in systems op-
erations. It has also been one of the most computationally intensive calculations 
in any control center. Utilities are now demanding tools that can address the chal-
lenges of competitive markets, while providing the same reliable operations as a 
full EMS. Specifically, utilities are requiring tools to address static and dynamic 
stability power system challenges. The advent of independent power producers 
(IPPs), multiparty energy transactions, increased transaction volumes, and new en-
ergy routing routines requires system operators to put a great emphasis on voltage 
control and stability changes.

The analysis of the current operating condition, immediate future, and several 
time points in advance for large systems is becoming more of an issue every day. 
This level of work imposes additional computational challenges, which are affected 
by model accuracy, solution techniques, and systems architecture. There is clearly 
a need for three frames of analysis to assess stability, and they are usually defined 
as modes of operation.

All modes depend on efficient communication and data transfer from the EMS 
hardware to all of the other platforms and machines. Each mode requires the valida-
tion and input/output data processing between the EMS and dedicated machines for 
stability; the following are some of the features:

•	 Data	validation
•	 Data	exchange	between	all	dynamic	engines	and	the	EMS
•	 Output	results	and	visualizations
•	 User	interfaces	and	operations
•	 Multiprocessing	system	configurations

The triggering and data exchange operations between the dynamic engines and 
the EMS are controlled and coordinated by applications. All input data for voltage 
and TS are sent automatically (or upon request) to the selected dynamic parties for 
evaluation. A function constantly checks the availability of the results in order to 
retrieve the proper information from the dynamic machines. The coordinator ships 
the network snapshots and specific data once a validation process is executed. Mul-
tiuser capabilities can be performed since there is a unique relation between the 
coordinator and the corresponding dynamic instances. The coordinator knows what 
to send to whom and when to get the results back to the EMS.
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8.4.3.2  Online Dynamic Triggering

A real-time version of the dynamic coordinator is available as part of the EMS’ on-
line sequence. This execution can be enabled or disabled from the real-time network 
analysis control panel. It executes on a schedule (which can be defined by the user) 
provided that the SE solution is valid. A function has been added to the coordinator 
for the purpose of exporting a bus-branch model to all dynamic engines, since the 
EMS is based on a node-breaker model.

The latest topology changes are reflected on the exported network snapshot. The 
use of web-based user interface tools (and the viewer tools available on the dynamic 
side) reduces the amount of data transferred back to the EMS since they are main-
tained until the next online execution takes place. The operating horizon, which 
starts in the next hour, covers the immediate short term. The planning horizon starts 
after the operating horizon and continues into the future. The coordinator does not 
allow entries from the user unless a new network model is put online.

8.4.3.3  Dynamic Stability System Configuration

The dynamic client/server configuration allows for distributed computing of any 
number of scenarios on any number of CPUs. The clients communicate with the 
EMS to receive the data and return the results. The clients also coordinate the serv-
ers for the parallel processing of scenarios received from the EMS. The overhead 
for distributed processing is very small and additional server machines/CPUs can be 
easily added to the cluster for increased computational speed.

8.4.3.4  Dynamic Stability Validation

Dynamic applications require a network model, monitored elements, selected out-
puts (units, branches, and buses), and transaction specification (source and sink 
definition, step, type, and load options). In addition, certain specific data are re-
quired for each application.

Before the dynamic applications are executed, there is a full validation that takes 
place to make sure the dynamic parameters and allocations are updated with the 
latest topology changes. The validation function validates the content of the entire 
dataset against the existing network contingency and translation table to maintain 
user-oriented descriptions. The translation table, which is automatically updated 
during every run, maps the EMS node-breaker model to the bus-branch model used 
by the dynamic engines.

Since no dynamic data are maintained on the EMS side, the bus, unit, and load 
sections of the translation tables must be such that the locations of the buses, the 
generators, and the other dynamic devices match with the numbers used in the dy-
namic data files.
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8.4.3.5  Data Exchange Between Dynamic Analysis and the EMS

The data exchange function sends the dynamic oriented data, the network snap-
shots (created by either SE or power flow), the contingency data, and the translation 
tables in the format specified by the dynamic engines.

A shared space is used as the central location from where the EMS and the dy-
namic engines can exchange information; each dynamic task is tied to a PC on 
which the dynamic client programs run. When the dynamic executions are trig-
gered, the clients coordinate the computation of the scenarios on available serv-
ers. A user-friendly configuration setup avoids concurrency problems. The data ex-
change function consists of tasks for the creation of the dynamic related files and 
the shipment of all files and the network snapshots to the selected systems.

8.4.3.6  Data Retrieval and Saved Scenarios

Data retrieval (or copy) is possible from real time or any other system as long as the 
model is the same. In particular, network data, contingency data, dynamic scenario 
data, and translation data can be copied from other EMS applications. Once the 
user executes a scenario, that user can create a saved scenario for further analysis or 
simply to share the information with others.

8.4.3.7  Data Exchange Definition

Data exchange is defined as the description of the current scenario, dynamic data, 
PC where the dynamic engine is running, and some parameters associated with wait-
ing (and timeouts) to get results back from the dynamic tasks and out to the EMS.

8.4.3.8  Preventive/Corrective Control Recommendations

The dynamic results are posted to EMS displays with the latest status and execution 
flags, times of the latest executions, and plans for preventive and corrective actions 
based on sensitivity calculations. Most of the information can be viewed on the 
dynamic boxes from the EMS. The most important results are available on the dy-
namic machine’s main windows. Output results and specific data can be transferred 
on request from the EMS.

8.4.3.9  Steady-State Stability Assessment

For a recent EMS project, a real-time steady-state stability analysis tool has been 
integrated into the online EMS environment (Avila-Rosales et al. 2004; Savulescu 
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2004). This analysis gives the operator information on how far the system is from 
the critical state and also calculates a stability reserve index in percentages.

After a successful SE execution, a snapshot file in a standard format (PSS/E) is 
created. This file together with a local dynamic data file for generator characteris-
tics is used as input data for the steady-state stability application. This application 
predicts the maximum power transfer (or MW load-ability) of the transmission net-
work and computes the distance to the critical state where steady-state instability 
occurs. The distances to the stability margin state (user specified margin) and the 
optimal state (re-dispatching of generation to maximize the distance to critical state) 
are also evaluated.

Relevant information for the EMS operator is summarized in a results table dis-
play and in a bar chart providing a graphical indication of the current stability re-
serve as displayed in Fig. 8.12. A trend of the stability indices over several hours 
is also provided and provides very useful information about the stability evolution 
over time. This allows operators to anticipate critical systems instability conditions. 
Furthermore, after each analysis an alarm is sounded if the stability reserve percent-
age is below a user-specified danger level.

Fig. 8.12  Real-time trending of the steady-state stability margin
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8.4.4  Wide-Area Protection and Control

During normal operations, the focus is always on the economics of the system. 
However, during an emergency (particularly with cascading conditions), the focus 
is on control shifts in order to guarantee grid stability. When an abnormal condition/
failure is not mitigated or repaired, it can spread and lead to catastrophic conditions. 
The power system should be prepared to deal with the conditions created by:

•	 Volatility	created	by	market	rules	and	restructuring
•	 Uncertainty	due	to	high	penetration	of	intermittent	renewables
•	 Power	system	operation	very	close	to	limits
•	 Transmission	congestion	and	stressed	conditions
•	 Weak	connections
•	 Unexpected	events
•	 Stability	threats
•	 Hidden	failures	in	protection	systems

Any of the above conditions could trigger a catastrophic event, and assuming the 
system behaves properly the following actions will be taken:

•	 Monitoring	will	identify	the	location	of	a	catastrophic	failure.
•	 Applications	will	initialize	and	readjust	controls	to	stop	the	exacerbation	of	the	

failure.
•	 Special	protections	will	react	to	reduce	the	risks	to	operations.
•	 Load	shedding will commence to maintain acceptable line frequency.

If the power system continues behaving in an unpredictable fashion, dynamic is-
landing will isolate the troubled area to avoid further grid deterioration

8.4.4.1  Special Protection Systems

The actions taken by these systems are intended to provide uninterrupted power 
supply by the use of “last defense” methods that should not be initiated under nor-
mal conditions. The objective is to maintain power system stability with regard to 
local conditions and wide-area conditions. These contingencies use data from sev-
eral locations with a wide-area orientation to handle disturbances.

These systems are designed for the following purposes:

•	 Detect	abnormal	contingency	system	conditions
•	 Initiate	preplanned	corrective	actions	to	mitigate	the	problems
•	 Provide	acceptable	system	performance

The SPS controllers have some or all of the following characteristics:

•	 They	can	be	armed/disarmed	depending	on	the	system	conditions.
•	 They	employ	discrete	controls	and	feed	forward	control	laws.
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•	 The	control	actions	are	normally	predetermined.
•	 Some	form	of	communication	is	involved	in	the	control	action.

Still, excessive reliance on these schemes may result in stability risks due to:

•	 Failure	to	respond
•	 Unwanted	overlap	with	other	protection	systems
•	 Accidental	operation

8.4.4.2  Wide-Area Protection and Control with PMUs

Some of the disadvantages of the current SPS systems are the fact that they work 
only for predefined events. This is where synchrophasor measurements provide a 
very useful addition to the capability to control the system to operate close to its 
physical limits, and also to defend the system against separation. They largely allow 
us to move away from predefined “event-driven” approach towards a “response-
driven” approach.

The use of synchrophasor measurement in control and protection application is 
an expanding field and is likely to play a key role in emerging smart grid solutions.

The basic characteristics that make synchrophasor measurements attractive for 
protection and control solutions are as follows:

•	 They	form	a	summary	measure	of	system	stress,	responding	to	the	loading	and	
impedance between the measured points. This means that control to maintain the 
operation within its capability can be implemented with much fewer measure-
ment points and communication channels than the alternatives, leading to greater 
robustness of the scheme.

•	 Angle	measurements	 are	directly	 related	 to	 the	angular	 stability	of	 the	power	
system and its ability to remain in synchronism. The progression of a system 
separation can clearly be observed using synchrophasor measurements, and an 
automated response taken to avoid the separation. A particular benefit of using 
synchrophasors for angular stability, rather than more conventional event-based 
inter-tripping is that the synchrophasor approach is more general and can re-
spond to unpredictable and complex event sequences.

•	 Since	synchrophasor	measurements	can	be	streamed	in	real	time	at	a	rate	that	
reflects the dynamic movement of the power system, it can be useful in improv-
ing the transient and oscillatory performance of the power system.

The applications of synchrophasor measurements apply in many different condi-
tions to a wide range of issues. This includes both transmission and distribution 
applications, and distributed microgrids. Depending on the associated timescales of 
the grid phenomena (Fig. 8.13), the control scheme can be the following:

•	 Localized	protection	(	<  200 ms) at the substation where all information is cap-
tured at the substation level and is used for local control. These local actions in-
clude adjusting equipment settings, taps, power flow controllers, and more.



2678 The Case for Using Wide-Area Monitoring and Control to Improve …

•	 Decentralized	 synchrophasor-based	 automated	 wide-area	 control	 scheme	
(200 ms to minutes) that leverages the time synchronization property of the mea-
surements in combination with fast processing and high speed communication 
between the substations to assess when a control action is needed.

•	 Centralized	scheme	that	combines	EMS software (including its network mod-
el-based analysis capabilities) alongside PMU information to optimize the 
control action. The dynamic engines are fast enough to assess the stability 
risks and control action evaluations for a few minutes. Operator or human in-
tervention is likely to be part of such a centralized control scheme with minutes 
to hours to respond. Examples include re-dispatch to alleviate transmission 
congestion and/or corrective actions when the power system is operating close 
to its limits.

The types of control and protection mechanism include slow-speed loading opti-
mization, high-speed stability defense, continuous control process, or discrete trig-
gering. The options for actuation of the control include conventional or renewable 
generation tripping or continuous control, FACTS/SVC control, HVDC control, 
and voltage support.

In the various domains in which synchrophasors can be applied to control and 
protection, it is useful to categorize the problem in terms of:

•	 Defining	the	boundary	limit:	providing	an	expression	of	the	capability	of	the	rel-
evant corridor that may be a simple angle difference, or a combined expression 
of measurements that best represents the limiting condition.

Fig. 8.13  Dynamic grid stability phenomena
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•	 Controlling	to	the	limit:	determining	the	control	action	applied	at	the	equipment	
that is available to control, to operate the system up to the boundary limit. This 
will typically be a relatively slow control.

•	 Extending	the	limit:	applying	discrete	or	continuous	control	to	manage	the	out-
come of critical events such that the system can be operated beyond the N-1 limit 
that would apply if the control scheme was not present.

In this section, a number of examples of applications of synchrophasors in control 
and protection are considered.

8.4.4.2.1 Next Generation of System Integrity Protection Systems

The ability of a power system to return to a stable steady-state condition after a fault 
is essentially a question of angle stability. The loss of angular stability involves 
loss of synchronism between areas, typically resulting in an out-of-step condition 
followed by electrical separation between the areas. Out-of-step operation puts a 
great deal of stress on the network, as large cycles of electromechanical torque on 
generators and large voltage swing cycles. Separation across a loaded boundary 
leads to significant power imbalance in the areas and a risk that the areas affected 
will black out.

TS limits between areas of the grid is a complex problem, but a parallel can be 
drawn with a simple case of a single plant losing synchronism with the system. In 
the case of a single plant, a fault causes acceleration of the plant, and the stability 
criterion requires that the acceleration and angle difference between the plant to the 
nearest “strong” part of the network does not exceed the network’s capability to 
extract the excess kinetic energy of the plant. The plant-to-system case is similar to 
the classical (but idealized) Equal Area Criterion.

The diagrams in Fig. 8.14 illustrate the basic TS problem, showing that the en-
ergy represented by Area A1 that accelerates the rotor during the fault must be less 
than the energy represented by Area A2 than the network can export following the 
fault; otherwise the system will lose synchronism. In Fig. 8.14b, the influence of 
generation inter-tripping is shown, increasing the energy for deceleration of the fast 
region.

The area-to-area loss of synchronism across several lines is more complex than 
the plant-to-system case, as the acceleration and angle differences immediately after 
the fault is cleared are different throughout the group of generators. The dynamics 
between the generators within the group are important for the system to return to a 
stable condition.

Although the process can be complex, some key influences on the TS of the 
boundary are:

•	 The	accelerating	energy	during	the	fault-on	period,	determined	by	the	mechani-
cal power of generators at or close to the critical fault, and the nature of the fault

•	 The	inertia	of	the	area	in	question
•	 The	pre-fault	angle	difference	between	the	areas
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The change in the generation portfolio influences the inertia of the area. With low-
inertia renewable generation capacity taking an increasing share of the operational 
generation mix, there may be less synchronous generation within the area to coun-
teract the acceleration of a generator close to a critical fault. Thus, the rotor angle 
swings in response to a fault may be greater, and the TS constraint could become 
more limiting. Thus, the stability characteristics of grids are changing, and transient 
response is an important consideration.

8.4.4.2.2 Response-Driven Control of TS

As mentioned above, the stability of a system can be improved by inter-tripping 
generation in the exporting region of the grid. This has the effect of increasing the 
capability of the network to decelerate the exporting region and therefore pull the 
area back into synchronism. This is currently achieved through the use of fast-acting 
inter-tripping mechanisms based on predefined fault criteria. While such schemes 
have been successfully implemented, there are drawbacks, for example:

•	 Conventional	inter-tripping	will	be	over-responsive,	as	the	worst-case	fault	sce-
nario must be assumed. Practical faults will almost always be higher impedance 
than the defining faults which are typically three-phase short circuit at or near 
large generation. Thus, the scheme will trigger more generation shedding than 

Fig. 8.14  Basic transient stability problem a) without generation shedding and b) with generation 
shedding
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actually necessary, and this creates a larger overall disturbance (and therefore 
risk) to the network.

•	 Conventional	inter-tripping	is	designed	for	predefined	fault	scenarios.	However,	
experience of large-scale disturbances shows that there are often multiple events 
and complex behavior, and the inter-tripping may not cover all scenarios.

8.4.4.2.3  Response-Driven Versus Event-Driven System Integrity 
Protection Schemes

In general, System Integrity Protection Schemes (SIPS) can be categorized as event-
driven or response-driven. Event-driven action responds to a change of status in the 
system, such as a breaker opening, and initiates a predefined action. By contrast, a 
response-driven scheme creates an action that is based on the observed movement of 
the power system, and the action can be proportionate to the power system response.

To date, SIPS schemes have only been response-driven for relatively slow phe-
nomena such as thermal overload. Stability problems have exclusively been event-
driven in order to achieve the speed of response required to avoid separation. The 
response time for inter-tripping schemes, including the entire time budget from de-
tection of initial triggering event through to the completion of breaker opening, is 
often required to be < 200 ms. It should be noted, however, that loss of synchronism 
through TS is not always fast, and examples exist of the angular separation occur-
ring 5 s after the fault.

Due to the speed of synchrophasor measurement and the direct representation of 
a stability problem, it introduces the possibility of response-driven action for stabil-
ity. A response-driven action is slower than an event-driven action because of the 
finite time taken by the power system to show an angular separation (because of in-
ertia) and the time window required for sufficiently accurate derivation of a phasor 
measurement. This means that there is an engineering trade-off between the speed 
of response achievable by an event-driven scheme and the proportionate response 
achievable by a response-driven scheme. A practical example of a response-driven 
stability SIPS is reported in Iceland (Wilson et al. 2013).

It is likely that in future, a new generation of SIPS schemes will emerge that gen-
erate a fast-acting initial event-driven response, supplemented by a response-driven 
component. This hybrid approach would combine the benefits of speed of response 
and proportionality.

8.4.4.2.4 HVDC Stability Control

There is an increasing trend to deploy HVDC links to augment a constrained Al-
ternating Current (AC) corridor flow. Given the need for more transmission capac-
ity and public resistance to large-scale transmission building, the greater capability 
of Direct Current (DC) transmission relative to AC transmission for similar visual 
impact, the choice of HVDC transmission embedded in the AC network can often 
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be viable. Thus, HVDC transmission is quite frequently located across stability-
constrained corridors.

HVDC technology is inherently capable of producing a fast controlled response, 
and is therefore capable of improving the stability characteristics of the AC system. 
Thus, the capacity of the AC corridor can be increased through control of the DC 
link, increasing the total capacity of the corridor.

A stability control capability in an HVDC corridor responds to an acceleration 
of the exporting region by rapidly increasing power flow from the exporting to the 
importing region. This has the effect of counteracting the angle difference swing 
between the regions. Since the critical period in a TS problem is the first swing, oc-
curring typically within a second or two, the short-term rating of the HVDC trans-
mission system would accommodate a substantial control capability.

Synchrophasor measurement is attractive for implementing HVDC stability con-
trol because it provides observability of the angle difference across the corridor 
and can be used to differentiate angle difference swings from local effects. Also, 
wide-area measurement can be used to introduce a continuous control that not only 
improves first-swing stability but also improves the damping of subsequent oscil-
lations.

One of the benefits of using HVDC control for TS improvement above genera-
tion inter-tripping is that the control does not cause any net change in the power 
balance of the system. It therefore does not impact the global system frequency. 
By contrast, an equivalent generator inter-tripping approach results in a frequency 
drop, and the combination of initial disturbance and inter-trip response must be 
within the limits of the dimensioning generation loss that the system is designed to 
withstand.

8.4.4.2.5 Generation Output Control for a Transmission Boundary

Conventionally, a transmission constraint is managed by operational dispatch from 
the control room. This works well where the changes to load and generation are 
relatively slow, and there is time for an operator to take a response. However, as the 
penetration of intermittent renewable generation increases, the changes in power 
generation can be rapid. Without automated control, it is necessary for the system 
operator to use a safety margin that accounts for changes that may occur during the 
time horizon that the operator is not able to respond. Typically, an operational re-
sponse initiated by an operator can take around 20 min. Thus, the constraint level of 
a transmission boundary must be de-rated by the extent of volatility that can occur 
within around 20 min.

A controlled response may be applied such that the renewable generation vola-
tility is contained such that the power transfer is clipped as it reaches the bound-
ary limit. The boundary transfer can be dispatched much closer to the actual 
boundary capability, with much less need for a safety margin for generation vola-
tility. As long as the limit can be effectively defined, and a control mechanism is 
in place to clip the power flow in the corridor, then greater renewable generation 
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can be accommodated. It may be noted that the curtailment may be applied at 
conventional or renewable generation, and may be shared across a number of 
plants.

As described elsewhere in this chapter, there are advantages to defining a 
boundary constraint with the use of angle information. Compared with the use of a 
MW level to define the limit, the use of angles in the constraint definition reduces 
the variability of the level with respect to changes in low-inertia renewable genera-
tion and network topology changes. An angle-based constraint provides a practi-
cal approach to boundary management without the need for frequent operational 
updates.

8.4.4.2.6 Continuous Damping Control

Wide-area damping control can be an effective method of improving the perfor-
mance of the power system, particularly for inter-area oscillations. In order for a 
mode of oscillation to be effectively damped, it is necessary for the mode to be 
both observable and controllable. Using wide-area angle monitoring as an input to 
damping control enables a choice of measurement inputs that emphasize inter-area 
oscillations that may not be strongly observed in local signals. The effectiveness of 
a conventional stabilizer using local measurements may be limited by the relative 
amplitude of low-frequency governor and local electromechanical modes. Using re-
mote phasor input compared with a local phasor increases the stabilizer’s response 
to the inter-area mode.

8.4.4.3  Centralized Wide-Area Control Using Dynamic Analysis Triggers 
in EMS

Depending on the timescales available to respond to a potential or emerging sta-
bility problem, it may be feasible to centrally optimize the corrective actions to 
mitigate the situation. This is especially true when operating in a preventive secu-
rity control mode so as to make it able to face future events in a satisfactory way. 
Dynamic engines these days are fast enough to assess the stability risks and control 
action evaluations for a few minutes. The dynamic applications in current EMS 
can be triggered periodically and under specific topology conditions or scenarios 
prepared in advance. With the use of the latest PMU information, and considering 
the closed-loop operation, the applications can be triggered automatically by the 
following events:

•	 Frequency	oscillations
•	 Slow	voltage	decline
•	 Frequency	decline	and	rate
•	 Margin	stability	decline
•	 Sudden	outages
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The appropriate dynamic application will execute itself so that the proper control 
actions are recommended. There is, however, a post-processing task to coordinate 
and organize the set of actions to solve the specific problem.

For the same event, there will be a plan to deal with reactive issues and another 
to deal with frequency issues. A control could have conflicting values depending on 
the type of plan. Right now the operator can select the problem he or she would like 
to address, but for closed-loop operation the system needs to react automatically, 
which is one of the challenges of wide-area control.

The final recommendations will be deployed as one or more of the following 
defense plans:

•	 Protection	 triggering	 and	 SPS	 deployment	 (including	 arming	 of	 PMU-based	
SIPS)

•	 Control	shifts
•	 Islanding	protocols

The dynamic applications must be highly automated and capable of completing the 
tasks under varying conditions with little help (or none) from the operator.

The global and local information is available at the control center so the follow-
ing triggers are possible for wide-area control:

•	 Voltage decline or load level: If this is the case, VS will execute to provide the 
proper set of switching/control actions considering a ~ 10-s time frame.

•	 Phase angle separation, frequency decline, and/or rate of frequency: Global warn-
ing signals such as considerable angle difference and global and local frequency 
information can trigger TS wherein time frame ranges at the millisecond level. 
The decision to arm the PMU-based SPS could be an outcome of the TS analysis.

•	 Oscillations: If poor damping levels for the inter-area oscillatory modes are de-
tected, they can be addressed by the small-signal applications (e.g., dispatch to 
reduce stressed conditions) and/or rely on the PMU-based SPS.

•	 Stability margin: If reactive reserve is the issue, the VS engine can assess the 
problem. If the margin is expressed in terms of angular stability then TS will ad-
dress the problem.

•	 Cascading: With the help of trending, unwanted outages and cascading can be 
detected so the system prediction can be initialized with the most recent real-
time snapshot and disconnected equipment status. The focus is on conducting a 
~ 10-minute-ahead simulation to detect dangerous conditions.

Figure 8.15 addresses the implementation of the dynamic applications, PMUs, 
PDCs, and warning signals to trigger the execution of advanced analytics.

8.4.4.4  Dynamic Adaptive Islanding

If all lines of defense are exhausted, there is another possibility: Separate the net-
work into small f–V-controllable islands. The control actions should be highly au-
tomated and they should be deployed with enough intelligence to figure out the 
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right set of alternatives to safely split the system (Vittal et al. 1998). There is a list 
of steps before this recommendation is ready. The steps include monitoring, trends, 
and finally smart network partitioning and restoration strategies. In the event that 
an event takes place, the following sections describe steps for dynamic islanding.

8.4.4.4.1 System Drift

The event begins and the system drifts and the generators react to it depending on its 
nature. They share the frequency tendency and rate of change; oscillating units are 
detected and grouped into critical sets. The applications process the critical datasets 
and provide the list of potential cut sets linking oscillating groups. System control-
lability and restoration guidelines are imposed to help decision making.

8.4.4.5  Trends and Triggers

The need to use recent and previous wide-area information to determine the trending 
of selected electrical variables (or composite indices) to identify potential problems 

Fig. 8.15  Dynamic applications triggering and coordination
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(frequency rate, voltage rate, increased oscillations, angle and VS margins, etc.) is 
very important for islanding. The analysis of all PDC information will confirm or 
caution the operator about potential problems.

8.4.4.6  Network Partitioning

The oscillating groups define the points where the system is weak and propose 
where to make splits. When making grid splits, both the frequency impact and reac-
tive impact of the various split options must be evaluated. The best choice will be 
the one that reduces the active power imbalance, based on the smallest generation-
load imbalance to avoid further cascading. In order to be effective, the islands must 
be easy to restore and synchronize with the rest of the system. Optimization func-
tions will guarantee enough active/reactive control capability to push the frequency 
ranges and voltages back to their nominal values.

8.4.4.7  Resynchronization

The restorative condition of the system is a state that is allowed momentarily to 
avoid further deterioration of the grid. Still, it is desirable to minimize the time of 
restoration and resynchronization. So as part of the selection for the best plan to 
separate the system into small islands, there is a need to consider the availability 
of reactive controls and sufficient resources to return the control center to a normal 
condition.

8.4.4.8  Infrastructure Requirements for Control and Protection 
Applications

It is necessary to address scheme design consideration when using synchropha-
sor measurements in control applications. Compared with monitoring applications, 
there will generally be more stringent requirements on data availability and latency. 
It is noted that the present IEEE C37.118 standard, both in the 2005 and 2011 ver-
sions, use Internet Protocol communication; hence, latency may require special at-
tention for the faster requirements (Fig 8.16). The design of a protection or control 
scheme should account for:

•	 Defining	the	overall	time	budget	that	is	available	for	the	application	to	run	suc-
cessfully

•	 Ensuring	that	the	latency	at	all	stages	including	the	measurement	process,	pro-
cessing delay, communication, and actuation is within the time budget

•	 Defining	a	graceful	degradation	process,	if	required
•	 Identifying	the	need	for	redundancy	and	the	implementation
•	 Ensuring	that	the	static	and	dynamic	signal	qualities	are	appropriate	for	the	ap-

plication
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8.5  Conclusion

This chapter has described a high-level plan to implement a wide-area control sys-
tem in an EMS. Such a system would improve power system grid stability and make 
recoveries easier. The primary intent of the wide-area control system is to extend 
the operational boundaries of the system, while protecting the electrical intercon-
nections from a widespread collapse. In some cases, the appropriate action would 
be islanding and blacking out a portion of the grid in order to prevent widespread 
collapse.

A key element is to evaluate the optimal approach towards using PMU data in the 
EMS steady-state and dynamic applications. SE is the obvious first application to 
be leveraged, since PMUs can improve SE observability, reliability, and accuracy. 
Furthermore, SE forms the basis and foundation of all model-based steady-state or 
DSA.

PMU data are received much faster (milliseconds) than traditional SCADA data 
(2–4 s). This allows for faster detection of signatures of potential system problems 
(such as transient or oscillatory instability) and could be used to trigger dynamic 
analysis simulations. The dynamic simulation engines could also be deployed to 
directly utilize PMU data, along with the latest state-of-the-art communications and 
hardware to respond quickly to mitigate the spread of a system disturbance.

This approach entails analysis, prediction, and determining the appropriate wide-
area control actions. Finally, communications is a challenge that needs to be ad-
dressed in order to deploy fast, automated closed-loop operations on the electric 
power grid.

Fig. 8.16  The evolution of grid monitoring and control solutions. Illustrates how the growth of 
synchrophasor PMU data will facilitate a Wide-Area Monitoring System (WAMS) that becomes 
a rich source of fast, accurate, grid monitoring data that will drive the EMS as well as other smart 
grid analytics, to facilitate prompt regional, local, and wide-area controls
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Abstract After reviewing the basic voltage instability mechanisms, this chapter 
describes emergency measures that can be used in order to contain voltage insta-
bility and prevent a voltage collapse leading to a blackout. A real case of such a 
voltage collapse in the Hellenic system is presented and analyzed. Emergency mea-
sures presented include existing or projected controls acting on bulk power delivery 
transformer load tap changers, as well as direct load shedding. An actual design and 
application of a load-shedding controller in the Hydro-Quebec system is presented.

9.1  Introduction

Power system instability may take on the form of angle, frequency, or voltage insta-
bility (Kundur et al. 2004). This chapter and the next one focus on voltage stability, 
which deals with the ability of maintaining voltage magnitudes near their nominal 
values when the system is subject to disturbances.

Simply stated, voltage instability results from the inability of the combined 
transmission and generation system to deliver the power requested by loads. It is 
a dynamic phenomenon largely driven by the load response to voltage changes. In 
a voltage-unstable situation, the voltage drops caused by power transfers across 
the network are no longer in the order of a few percents (as in normal operating 
conditions) but undergo a dramatic, generally monotonic decline in the seconds or 
minutes following a disturbance. When this decrease is too pronounced, the system 
integrity is endangered mainly due to protecting devices that trip generation, trans-
mission, or load equipment, not to mention the nuisance caused to customers by 
sustained voltage sags. This disruption process may eventually lead to a blackout in 
the form of a voltage collapse.
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Voltage instability is much better understood today (Taylor 1994; Van Cutsem 
and Vournas 1998)  than it used to be few decades ago, in the mid 1980s. However, 
several of the theoretical and practical difficulties associated with the subject still 
remain. Let us quote, non-exhaustively, the:

•	 Inherent	nonlinearity	of	the	phenomenon,	that	introduces	a	nontrivial	mathemat-
ical complexity even for small power system models

•	 Strong	 coupling	 of	 active	 power	 flows	 and	 voltages	 (at	 load	 buses)	 near	 a	
voltage stability limit, which defies the stereotype linking voltage to reactive 
power alone, valid for a moderately loaded system operating near its nominal 
voltages

•	 Multiplicity	of	the	time	scales	involved
•	 Possible	spread	of	a	local	but	uncontrolled	voltage	collapse, while a relatively 

small corrective action may stop the system degradation, if applied at the right 
place and time

•	 Need	for	a	sufficiently	detailed	representation	of	major	components	even	when	
geographically remote from the most disturbed area

•	 Uncertainty	of	load	behavior,	especially	when	subjected	to	large	voltage	changes

In many power systems throughout the world, voltage instability is still considered 
a major cause of blackout, as important as thermal overloads and the associated risk 
of cascaded line tripping. There are two lines of defense against incidents likely to 
trigger such instability: preventive and corrective controls.

Preventively, security margins must be evaluated with respect to contingen-
cies and appropriate preventive actions must be taken to restore sufficient mar-
gins, where needed. Preventive enhancement of security may lead the Transmission 
System Operator (TSO) to decrease the posted available transfer capabilities, to 
reschedule generation, to request some units to be kept in operation for voltage sup-
port, and, as the last resort, to shed load.

All these actions have a cost. Furthermore, in the prevailing open market envi-
ronment, such decisions have to be taken in a transparent way. Hence, appropriate 
decision tools should support them.

However, it would be extremely expensive, and most likely impossible, to pro-
tect a power system against any disturbance. As a trade-off between reliability and 
economy, power systems are usually operated in such a way that they can survive 
credible contingencies, i.e., incidents with a reasonable probability of occurrence, 
while for more severe incidents the TSO relies on corrective controls. The latter 
should take on the form of automatic emergency actions, through System Protection 
Schemes (SPS), aimed at preserving operation of the largest possible part of the sys-
tem by isolating the unstable part (Karlsson 2001; Van Cutsem and Vournas 2007). 
Corrective actions usually affect generators and/or loads and hence are acceptable 
only in the presence of severe disturbances.

The objectives of this chapter are to briefly review the voltage instability mech-
anisms and corrective countermeasures, describe an actual voltage-instability-
induced blackout, and discuss the implementation of some effective emergency 
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controls. The system considered in the example will be further considered in the 
next chapter, in the framework of online Voltage Security Assessment, which can 
help operators in taking preventive countermeasures.

Several options exist for emergency controls that will help protect the system 
against voltage collapse. Reactive shunt element switching and fast generation re-
scheduling have no impact on consumers and will be normally the first to be utilized 
if available. In this chapter, we concentrate on emergency controls that have a direct 
or indirect impact on consumed power. The former involves load shedding, while 
the latter category comprises several emergency controls of Load Tap Changers 
(LTCs). A practical application of load shedding in a real power system is included 
in the chapter.

9.2  Voltage Instability Mechanisms

9.2.1  PV Curves and Maximum Load Power

One of the primary causes of voltage instability is the large transfer of power from 
generation to load centers. The salient features of such a transfer are captured by 
the simple one-generator one-load example of Fig. 9.1a, where a constant voltage 
source is initially assumed.

It is common in both theoretical reasoning and industry practice to consider the 
curves that relate the voltage V  to the active (respectively reactive) power P  (re-
spectively Q ) of the load. Such curves, usually referred to as PV curves, or “nose” 
curves, are shown in Fig. 9.1b. In this figure, each curve corresponds to a given load 

Fig. 9.1  One-generator one-load system and PV curves
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power factor, i.e., Q tg Pφ=  for all points. Similarly, one may consider QV curves 
under constant power factor, under constant P, etc. For a given power, normal 
operation is on the upper part of each PV curve.

The PV curves confirm the existence of a maximum load power, well known 
from circuit theory. Simply stated, voltage instability results from the attempt to op-
erate beyond maximum load power. This may result from a severe demand increase 
or from a large disturbance that increases the transmission impedance and/or de-
creases the generator voltage to the extent that the pre-disturbance load demand can 
no longer be satisfied. In the latter case, instability is driven by internal mechanisms 
of loads that tend to restore the consumed power to (almost) its pre-disturbance 
level. This load power restoration process is present at different time scales in in-
duction motors, in loads fed by LTCs and in thermostatically controlled loads.

Synchronous generators are not pure voltage sources. Besides some voltage 
droop under Automatic Voltage Regulator (AVR) control, field, and armature cur-
rent limits must be obeyed. The former are imposed by Overexcitation Limiters 
(OEL) and the latter by armature current limiters or (most often) by plant operators. 
These limits have a strong impact on maximum load power, as recalled hereafter.

Consider the slightly more realistic example of Fig. 9.2a, where active power is 
transferred from the generator of bus A to the load of bus L, the generator of bus B 
being used for local voltage support. Being electrically closer to the load, generator 
B supplies most of the reactive demand, as well as part of the increasing reactive 
losses in the A–L transmission. At some point, generator B switches under field 
current limit and does no longer control the voltage at bus B. For further load in-
creases, only a little additional reactive power can be obtained from generator B and 

Fig. 9.2  Two-generator one-load system and PV curves
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the voltage drop at the load bus will be more pronounced. The corresponding PV 
curve is shown in Fig. 9.2b, where the solid (respectively dotted) line refers to gen-
erator B under AVR (respectively OEL) control. Once the generator is limited (point 
S), the load can still be increased, though at the expense of a more pronounced volt-
age drop, until the maximum is reached at point M. Note that, in some cases, the PV 
curves may appear as in Fig. 9.2c (Dobson and Lu 1992; Van Cutsem and Vournas 
1998). Here, no further load increase is possible beyond point S, since along path 
SB (assuming AVR control) the generator would be overexcited, while along path 
SC (assuming OEL control), the AVR would regain control. The maximum load 
power is thus reached at point S.

Maximum load power is significantly reduced by generator reactive power limits 
and is usually reached at a higher voltage. The latter aspect means that in voltage 
stability limited systems, operating at normal voltages is no guarantee of security. 
Any analysis technique that overlooks the effect of these limits is of little practical 
use for most systems.

9.2.2  Time-Scale Decomposition

In stability studies, the general dynamic model of a power system takes on the form:

 (9.1)

 (9.2)

 (9.3)

The algebraic Eq. (9.1) represent the network equations. Electromagnetic transients 
being neglected, and the quasi-sinusoidal (or time-varying phasor) approximation 
being adopted, its response is assumed instantaneous.

The differential Eq. (9.2) relate to a wide variety of phenomena and controls that 
can be classified into:

•	 Short-term dynamics of generators, turbines, governors, AVRs, Static VAr Com-
pensators (SVCs), induction motors, High-Voltage Direct Current (HVDC) 
links, etc. lasting typically from 1 to several seconds

•	 Long-term dynamics of secondary frequency and voltage control, load self-res-
toration, etc. lasting typically several minutes, if not more

•	 In	practice,	the	short-	and	long-term	dynamics are fairly well decoupled so that 
(9.2) can be further decomposed into

 (9.4)

0 g x y z= ( , , )

�x f x y z= ( , , )

z h x y z( ) ( , , ( )).t tk k
+ −=

�x f x x y z1 1 1 2= ( , , , )
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 (9.5)

where x1  (respectively x2 ) is the fast (respectively slow) component of x, and cor-
respondingly for the state equations.

The discrete-time Eq. (9.3) capture discrete events that stem from:

•	 Controllers	 acting	 with	 various	 delays	 on	 shunt	 compensation,	 generator	 set	
points, LTCs, etc

•	 Equipment	protections	such	as	OELs,	etc
•	 SPS	acting	on	loads	and/or	generators

The corresponding (shunt susceptance, transformer ratio, etc.) variables are grouped 
into z, which undergoes step changes from z( )tk

−  to z( )tk
+  at some times tk . We 

assume that the discrete dynamics belongs to the long-term category.
The above time decoupling allows to categorize voltage instability phenomena 

and to derive faster analysis tools, as described in the sequel (Van Cutsem and Vour-
nas 1998).

9.2.3  Short-Term Voltage Instability

When a power system is subject to a disturbance, the short-term dynamics are ex-
cited first. Over a period of a few seconds, the long-term variables x2  and z  do not 
respond yet and can be considered as constant parameters in (9.1), (9.4).

The short-term time scale is the time frame of angle instability, i.e., the loss of 
synchronism between generators. It is also the time frame of short-term voltage 
instability, which is linked to fast load recovery by induction motors and possibly 
HVDC systems.

When an induction motor is subject to a voltage drop, the electromagnetic torque 
initially decreases as the square of voltage. As a result, the motor decelerates, i.e., 
the slip increases, until this increase causes the electromagnetic torque to restore 
to the value of the mechanical one. After these slip changes have taken place, the 
active and reactive powers take the values given by the curves of Fig. 9.3a, b, re-
spectively, where S is the stalling point, below which the induction motor cannot 
operate.

The following are scenarios of short-term voltage instability caused by induction 
motors:

1. The outage of transmission equipment causes the maximum deliverable power 
to become smaller than the power the motor tends to restore (see Fig. 9.3a). The 
electromagnetic torque cannot reach the value of the mechanical one, thus the 
motor stalls, which causes the voltage to drop and a high current to flow in the 
armature.

2. A short-circuit near the motor causes the latter to decelerate. If the fault is not 
cleared fast enough, the motor is unable to reaccelerate and thus it stalls, with the 
same outcome as in Case 1.

�x f x x y z2 2 1 2= ( , , , )
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In the first case, the system has no post-disturbance equilibrium, while in the second 
case the long-lasting fault makes it escape from the region of attraction of its post-
disturbance equilibrium.

9.2.4  Long-Term Voltage Instability

Let us assume that the system has survived the short-term period following the 
disturbance. From there on, it is driven by the long-term dynamics (9.3), (9.5). 
Long-term voltage instability is associated with these slower dynamics. LTCs and 
OELs play an important role. A typical long-term instability scenario is as follows.

The triggering event is the outage of generation and/or transmission equipment 
reducing the maximum power deliverable to loads and causing transmission voltag-
es to drop (although moderately at first) and generators to increase their excitation 
under AVR action. After some intentional delay time, LTCs start trying to restore 
the voltages of distribution networks by adjusting the ratios of the transformers 
feeding them. Bringing the distribution voltages back to the LTC set points (in prac-
tice, close to them, due to deadband effects) would mean restoring load powers to 
their pre-disturbance value. Tap changes and load power recovery depress voltages 
on the transmission side. This further draws on the reactive reserves and activates 
some OELs, which contribute to further reducing the maximum power deliverable 
to loads (see Fig. 9.2). If the latter becomes smaller than what the LTCs tend to 
restore, instability follows in the form of useless tap changes (that will eventually 
depress distribution voltages) and dramatic transmission voltage drops.

In this scenario, the system loses its long-term equilibrium: With reference to 
Figs. 9.1 and 9.2, the post-disturbance network PV curve no longer crosses the 
vertical line representing the long-term constant power behavior of LTC-controlled 
loads.

In the best case, the process stops when LTCs hit their limits, yielding pseudo-
stabilization. However, it is also possible that the long-term system degradation 
triggers instability of the short-term dynamics (assumed stable up to now). This 
may take on the form of:

Fig. 9.3  Induction motor: steady-state active and reactive power variations with voltage
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•	 Field	current-limited generators losing synchronism
•	 Motors	stalling	due	to	low-voltage	conditions
•	 Oscillatory	angle	instability due to OELs bypassing power system stabilizers
•	 Finally,	the	situation	may	be	aggravated	by	protections	tripping:
•	 Lines	due	to	thermal	overload	or	zone-3	relay	activation
•	 Field	current-limited generators owing to low terminal voltage or armature ther-

mal overload

Long-term instability may also be driven by thermostatically controlled loads, 
which exhibit similar recovery behavior.

9.3  Anatomy of a Voltage Instability Incident

The following system description and blackout analysis are based on the work al-
ready published by Vournas et al. (2000, 2007).

9.3.1  The Hellenic Interconnected System

The Hellenic Interconnected System includes the generation and transmission sys-
tems of mainland Greece and some adjacent islands. The main production center is 
located in the northwest part of the country close to the lignite mines, which is the 
basic fuel source, while the main center of consumption lies in the southern part 
including the metropolitan area of Athens (see Fig. 9.4).

The installed generation capacity of the interconnected system in 2004 was 
about 10,700 MW with 48 % lignite, 29 % hydro, 14 % natural gas, 7 % oil, and 2 % 
renewable. The generation capacity in the southern part of the country was close to 
2860 MW, installed mainly at the power plants of Lavrio, Ag. Georgios (both near 
Athens), Aliveri in Central Greece, and Megalopolis (in Peloponnese).

The transmission system operates mainly at the levels of 400 and 150 kV. In 2004, 
there were five Alternating Current (AC) interconnection lines with the neighboring 
countries in the north and a Direct Current (DC) interconnection with Italy via a 
submarine cable (with a maximum capacity of 500 MW). Depending on topology, 
the system consists on the average of 800 buses, 1100 branches, and 70 generators.

As already mentioned, the geographical imbalance between generation and 
consumption leads to heavy power transmission in the north–south direction. This 
transfer continuously increased up to 2009 due to the high increase of the yearly 
peak loads mainly in the south; such peaks occur during the summer period and they 
are mainly due to air-conditioning and other cooling devices. After 2010, the eco-
nomic recession curbed the load increase, which is expected to ramp up again only 
after economic recovery. The delays in the implementation of planned transmission 
projects (mainly due to public protest) deteriorated further the transfer capacity.
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Thus, occasionally, the Hellenic system faced critical operational conditions re-
garding voltage stability. Such incidents have been experienced since 1996. The 
most severe disruption occurred on July 12, 2004, when the southern part of the 
country suffered a blackout lasting for 2 h. This event is briefly described below.

9.3.2  The Blackout of July 12, 2004

This incident happened just before the commissioning of some crucial transmission 
projects, which had been planned to reinforce the transmission system in order to 
improve voltage stability and increase the transfer capacity from north to south. 
These reinforcements included the installation of additional autotransformers at 
Extra High Voltage/High Voltage (EHV/HV) substations in the metropolitan area 

Fig. 9.4  Map of Hellenic Interconnected System with the north–south split of July 12, 2004
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of Athens and the adjacent area of Central Greece, the installation of mechanically 
switched capacitor banks at some crucial substations (totally 400 MVAr) on medi-
um voltage, as well as 150 kV buses, and the reinforcement of the 150-kV network 
in the Athens region. These transmission projects had been considered necessary 
since Athens was the host of the 2004 Summer Olympic Games. The deadline for 
the commissioning of these projects was the 15th of July.

Also, a crash program was tendered by the Hellenic Transmission System Opera-
tor (HTSO) to install gas turbines (140 MW) in the south at the new thermal power 
plant of Heron, under a special contract, to be used during peaks for voltage support. 
The official commissioning date of this plant was the end of June, but the project 
was delayed for about a month due to licensing problems.

The sequence of events leading to the blackout was the following.
From the previous day (July 11), one 125 MW generating unit in Peloponnese 

(Megalopoli) and one generating unit in Northern Greece were out of service. 
The effect of the Megalopoli unit loss was that a small amount of power (close to 
80 MW) was flowing via Athens to Peloponnese. This was further stressing the 
Athens grid.

At time 07:08 of July 12, unit 2 (rated 300 MW) of the Lavrio power station in 
the Athens area was lost due to auxiliaries UPS failure. The failure was repaired, but 
due to further problems occurring during start-up the unit was only synchronized 
at 12:01. At that point, load had peaked to 9160 MW and voltages in the Athens 
area were constantly dropping, reaching 90 % of the nominal value. Voltage decline 
stopped as soon as Lavrio-2 synchronized and started generating.

However, at 12:12 unit Lavrio-2, still being in the process of achieving its techni-
cal minimum, and consequently on manual control, was lost again due to high drum 
level. This brought the system to an emergency state.

At 12:25, a load shedding of 100 MW was requested by the HTSO Control Cen-
ter. At 12:30, a disconnection of 80 MW was achieved manually. This, however, 
was not enough to stop the voltage decline, so a further shedding action of 200 MW 
was requested at 12:35. At that time, load had reached 9320 MW.

The second load-shedding command did not have the time to be executed. At 
12:37, unit 3 of Aliveri power station serving the weak area of Central Greece 
tripped automatically. It is unclear which event initiated this critical tripping. At 
12:38, the remaining unit in Aliveri was manually tripped. After that, voltages were 
collapsing and the system was split in two at 12:39.

The splitting of the system (shown in Fig. 9.4) was initiated by the opening of the 
north–south 400 kV lines, due to the “switch-onto-fault” function of the protection 
relays. After splitting, the remaining generators in the areas of Athens and Pelopon-
nese were disconnected by undervoltage protection leading to the blackout.

The split of the system saved the north and western parts of the Hellenic system, 
which remained interconnected, even though the resulting surplus of power created 
a severe disturbance in the neighboring systems of the second Union for the Co-
ordination of Transmission of Electricity (UCTE) synchronous zone, which was 
then operating isolated from the main UCTE interconnection, but has since been 
re-synchronized.



2899 Emergency Monitoring and Corrective Control of Voltage Instability

The total excess generation was about 2000 MW changing the flow at the north 
interconnections from import of 900 MW to export 1100 MW. The interconnec-
tion with FYROM was overloaded and tripped, and the Bulgarian interconnection 
received the total flow of 1100 MW. The frequency increased to 50.75 Hz. The DC 
cable to Italy continued importing according to its program (250 MW).

The restoration of the south system started at 12:45. With the generating units 
of the north and west in operation, the restoration was relatively fast following 
simultaneously two different directions: from the west to the lignite plants in Pelo-
ponnese, and from the center down to the power plants in the area of Athens. In half 
an hour (13:15), all the main substations of the south were energized. In 1 h and 
15 min (14:00), 1900 MW had been supplied. The supply to the rest of the load was 
restricted, to avoid a new occurrence of instability, since the units involved in the 
blackout continued to be out of operation. The Aliveri units were synchronized at 
15:05 and Lavrio 2 unit at 22:42. All the consumers were fully supplied by 17:30.

Immediately after the occurrence of the blackout, a committee was formed by 
the Minister of Development of Greece to investigate the causes of the blackout 
and estimate the security of the system for the then upcoming Athens Olympics of 
August 2004. The first postmortem analysis was based on the 12:35 State Estimator 
solution of the HTSO Energy Management System, as obtained through the data 
transfer utilities of the online Voltage Security Assessment (VSA) application that 
will be described in the next chapter. A more detailed analysis followed later, so 
as to validate the generator and system data. Generator aspects were investigated 
closely. The investigation concerned initially the accuracy of generator reactance 
and saturation data, which have a direct effect in the representation of the overall 
generator performance during stressed system conditions, determining mainly their 
reactive capability.

Starting from the generator short-circuit and open-circuit characteristics, provid-
ed by HTSO for the thermal plants with a dominant role during the incident (units 
in the Athens and Central Greece areas), the direct-axis synchronous reactance was 
checked and the saturation coefficients were calculated. After that, the maximum 
allowable continuous excitation current was adjusted to a new value based on the 
rated generation data and calculated taking into account the saturation of the genera-
tor. This led to a better approximation of the generator reactive production during 
system simulation.

Armature current limitation was also considered for the generators in the Athens 
and Central Greece areas. Under normal voltage, the rotor current limit is more 
restrictive than the armature current limit at loading levels below the rated active 
power. However, once field current limiters acted on generators located in the most 
affected areas, the continuous decrease in their terminal voltages led to excessive 
armature currents. In the Hellenic system, there is no automatic limiter to adjust 
the stator current; thus, the model adopted for the simulation tried to duplicate the 
suggested generator operator practice, in order to avoid stator overheating and the 
loss of the unit. In some other cases, where plant equipment was upgraded (tur-
bine efficiency improvement by retrofit and/or new rotor installation), generator 
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dynamic data and rated outputs were updated. In addition, all data were compared 
and checked carefully.

A simulation of the system response with the corrected data was carried out using 
again the WPSTAB software of National Technical University of Athens (NTUA; 
Fig. 9.5) and relies on the quasi-steady-state technique explained in Chap. 11.

The simulation starts from the 11:30 snapshot of July 12, which together with 
that of 12:00, proved more reliable and consistent than that of 12:35, even though 
the state estimation errors still persisted. A ramp was imposed on system load de-
mand with a rate that matched the total load consumption at 12:00 with that of the 
corresponding control center snapshot. Negative reactive loads were removed from 
the ramp increase, as they were attributed to non-modeled capacitor banks.

All changes in the active generation of the units close to Athens were duplicated 
in the simulation, as was the active and reactive contribution of Lavrio-2 unit be-
tween 12:00 and 12:15. Both rotor and stator current limits were imposed in the 
simulation. All generators were assumed to control voltage up to the point of reach-
ing their rotor current limits except from cases where the measurements showed 
that a generator was operating on constant reactive power mode, in which case the 
simulation model was corrected.

Two typical voltage responses simulated (continuous lines) and measured (dots) 
are plotted in Fig. 9.5. These correspond to transmission buses close to power sta-
tions in the Athens region. One can see that the simulated voltage response is similar 
to the one exhibited by the actual system, since the general trend is followed.

The simulation seems more accurate up to the point where the unit Lavrio-2 
synchronized and tripped. After 12:15, the slope of the simulation differs slightly 
from that of the actual voltage decline. Based upon the simulation agreement 
with the measurements, which is demonstrated in Fig. 9.5, one can claim with 
some confidence that the numerical representation of the system used in the 
online VSA application to be described in Chap. 10 is close enough to actual 
system behavior.

Fig. 9.5  Typical simulated (solid lines) and measured (dots) voltage responses
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9.4  LTC Emergency Control

Automatic LTCs on bulk power delivery transformers constitute a prime source of 
load restoration and are thus a driving force for voltage instability. Emergency LTC 
control measures have been proposed in the literature (among the recent references, 
let us quote Larsson 2000; Otomega et al. 2003; Vournas et al. 2004) for containing 
voltage instability and avoiding an imminent voltage collapse.

In this section, LTC emergency control methods are briefly reviewed and com-
pared. Also, some possible combinations of these measures that could improve pro-
tection against voltage collapse are proposed. All measures are compared using a 
simple system involving one restorative load behind an LTC.

9.4.1  LTC Emergency Control Schemes

All measures discussed in this section can be activated when transmission side volt-
age drops below a threshold, which we will denote as VL. The following emergency 
controls are considered:

•	 Tap blocking is the simplest countermeasure involving emergency LTC control. 
It consists simply of deactivating the control mechanism that is normally restor-
ing the secondary (distribution side) voltage of the power delivery transformer. 
In this way, load restoration is cancelled or, in the worst case, delayed.

•	 Voltage set-point reduction consists of lowering the reference voltage and as-
sociated deadband of the distribution side voltage. The LTC is left to control this 
voltage in the normal way.

•	 Tap locking is the action of assigning a specific tap position, where the LTC will 
move and then lock.

•	 Tap reversing consists in changing the control logic, so that the LTC controls the 
transmission-side voltage instead of the distribution side. The reference for the 
primary voltage is taken as VL + e, where e is either zero or positive. Thus, the 
control mechanism will start regulating the transmission-side voltage (primary) 
as soon as it falls below the threshold and will try to restore it to the value VL + e.

From the above controls, tap blocking, voltage set-point reduction, and tap lock-
ing are easily implemented, since they are supported by most of the existing LTC 
controller hardware. On the other hand, tap reversing requires some further devel-
opment and a special design to coordinate taps. As will be seen, tap reversing can 
yield similar effects to load shedding, but up to now it has been considered less 
cost-effective than direct partial load disconnection.
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9.4.2  Comparison of Methods

9.4.2.1  Test System Description

Fig 9.6 shows the one-line diagram of a small power system used to compare the 
performance of the above emergency measures. The system consists of an isolated 
generator feeding a restorative load through a double-circuit transmission line and 
an LTC transformer with ratio r. The LTC has fixed time delays of 30 s (for the first 
step) and 10 s (for the subsequent steps).

One important aspect in emergency protection against voltage collapse is the 
possible existence of load restoration mechanisms acting behind the LTC. Such 
mechanisms include thermostatically controlled loads, distribution system voltage 
regulators, etc.

To account for this behavior, a slow load restoration is implied for the load at 
bus 4, which is modeled as a variable conductance obeying the differential equation

 (9.6)

Thus, the load is constant admittance initially, but it is attempting to restore to con-
stant power in the long run. The generator on bus 1 is modeled with an AVR and 
an OEL. The OEL is activated 40 s after the rotor current exceeds its limit and is 
enforcing this limit by keeping the generator on constant excitation, equal to its 
maximum allowed for continuous operation.

The contingency considered in order to simulate a case of voltage collapse is the 
loss of one of the two circuits between buses 2 and 3.

9.4.2.2  Simulation of Countermeasures

After the line loss, the generator becomes overexcited and can no longer maintain 
the power demand Po. Therefore, (9.6) has no longer an equilibrium point and this 
leads to a collapse.

This is illustrated in Fig. 9.7 showing the post-contingency P–V3 curve, where 
it is evident that the long-term load demand characteristic corresponding to P = Po 
(vertical dashed line) is beyond the maximum power point C.

Following the loss of the long-term equilibrium point, the system is voltage un-
stable, so that increased load admittance results in decreased power consumption. 
The time evolution of the power PL

 under the combined effect of LTC and load 
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Fig. 9.6  Generator: single load system
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restoration is shown in Fig. 9.8 (curve marked “no emergency control”). As is clear-
ly seen, the load drops fast until the point where the LTC reaches the limits of its 
control range ( rmin). From this point, the slope of voltage drop is slower, due to load 
self-restoration only.  Fig 9.9 shows the corresponding evolution of distribution side 
voltage V4. The voltage instability is evident, when no countermeasures are taken: 
The voltage falls close to 80 % when the LTC tap positions are exhausted and even 
further as the load restoration continues.

In Figs. 9.8 and 9.9, the four LTC emergency control methods mentioned above 
are compared to each other and to load shedding.

Starting from the left, the one less efficient is clearly the tap blocking. As seen, 
this type of emergency control does not introduce any actual relief for the system; 
it simply changes the slope of decline. However, the time thus gained may be valu-
able, especially if load self-restoration is not in effect. Note also that tap blocking 
is more effective when applied preventively, i.e., before the transmission voltage 
drops due to load pickup or a contingency.

Distribution voltage set-point reduction is more efficient as a countermeasure, 
since it forces the LTC to operate in favor of the transmission-side voltage. As seen 
in Fig. 9.9, the LTC is able to keep V4 within its new deadband for some time. 
However, as a long-term equilibrium has not been restored, load self-recovery will 
eventually pull the system to the lower side of the PV curve (once the generator 
gets limited). Note that while the LTC is able to keep V4 within the deadband, load 
consumption is increased thanks to the load self-restoration.

Fig. 9.7  PV curves for the simple system of Fig. 10.6
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Fig. 9.9  Test system simulation: distribution voltage versus time

 

Fig. 9.8  Test system simulation: load consumption versus time
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The third method illustrated in Figs. 9.8 and 9.9 is LTC locking at a prespecified 
tap (in this case, r = 1.075). This countermeasure combines the benefits of the two 
previous ones: It provides a temporary relief to the system by tapping in favor of the 
transmission-side voltage, and it avoids the LTC instability.

On the other hand, the disadvantage of tap locking is that the secondary voltage 
is not regulated and, as seen in Fig. 9.9, it drops below even the reduced deadband 
of the previous method.

The fourth method is that of tap reversing. The curves shown for comparison in 
Figs. 9.8 and 9.9 refer to the case with e = 0. As seen in the figures, tap reversing 
is the most effective of all LTC emergency measures, as it allows operation with 
almost constant load and transmission voltage for as long as the LTC is within its 
control range.

During this time, the admittance seen from the primary

 (9.7)

is kept almost constant as the tap ratio increases to compensate for load conductance 
increase. In this way, voltages and load consumption are kept almost constant.

Note from Fig. 9.8 that tap reversing is essentially dynamic load reduction. This 
can be explained by observing the PV curve of Fig. 9.7. As the voltage V3 is brought 
to its specified value ( VL + e), the power absorbed from the network is also de-
termined. Note also that the voltage correction ( eopt) providing the minimum load 
reduction	(ΔPmin) is that corresponding to the maximum loadability point C. It can 
be easily shown that in this case tap reversing is also able to remain longer in effect, 
i.e., the LTC range is exhausted later.

As seen from all the above measures, only load shedding is able to restore the 
long-term system equilibrium in the presence of load self-restoration. Thus, in seri-
ous contingencies, a system cannot be efficiently restored without some form of 
direct load shedding. In the next section, the question of designing an efficient load-
shedding scheme is considered.

9.5  Undervoltage Load Shedding

While used in the last resort, load shedding is an effective countermeasure against 
voltage instability (Taylor 1992) especially when the system undergoes a severe ini-
tial voltage drop that cannot be tolerated for a long time. This section describes the 
load-shedding scheme implemented by Hydro-Quebec (H-Q) to protect its system 
against long-term voltage instability.

As for any SPS, the design of automatic load shedding is a challenging task 
in terms of number of protection settings and scenarios to consider. Even study 
engineers with a very good knowledge of their system face this huge complexity 
problem. We describe how combinatorial optimization has been used to choose the 
most appropriate settings of the above-mentioned load-shedding scheme.

G G r1
2= /
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The material of this section is largely borrowed from Moors et al. (2000), Van 
Cutsem et al. (2002), Moors (2002), and Lefebvre et al. (2003, 2004) in which the 
interested reader may find additional information.

9.5.1  Undervoltage Load Shedding in the H-Q System

With its long transmission corridors between the hydro generation areas in the north 
and the main load centers in the southern part of the province (see Fig. 9.10), the 
H-Q system is exposed to angle, frequency, and voltage stability problems.

Fig. 9.10  H-Q system and its SPS
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Besides static VAr compensators and synchronous condensers, the automatic 
shunt reactor switching devices—named MAIS—play an important role in voltage 
control (Bernard et al. 1996). These devices, in operation since early 1997, are now 
available in 22 735-kV substations and control a large part of the total 25,500 MVAr 
shunt compensation. Each MAIS device relies on the local voltage, the coordina-
tion between substations being performed through the switching delays. While 
fast-acting MAIS can improve transient angle stability, slower MAIS significantly 
contribute to voltage stability. MAIS devices react to voltage drops but also prevent 
overvoltages by reconnecting shunt reactors when needed.

In order to upgrade the reliability of its transmission system, H-Q has developed 
over the recent years an extensive defense plan against major disturbances. Be-
sides traditional underfrequency load-shedding measures, an extensive generation 
rejection and remote load-shedding scheme—named RPTC (Trudel et al. 1999)—
has been installed to face transient angle stability problems. The next step of this 
deployment has been the undervoltage load-shedding scheme—named TDST (see 
Fig. 9.10).

While RPTC is an event-based SPS (due to the speed of angle instability phe-
nomena), TDST will be response-based (owing to the nature of long-term voltage 
instability), relying on five transmission voltages measured in the Montreal area. 
More precisely, local voltages will be measured (with a sampling rate of 0.1 s) in 
five 735-kV substations equipped with MAIS devices and validated through the 
data acquisition chains of the latter. The average V  of these local voltages will then 
be considered, provided that three valid values out of the five have been received. 
The protection will rely on V  not only to allow bad data rejection but also to bet-
ter identify dangerous disturbances. Indeed, while an N-1 contingency (for which 
no load shedding is allowed) can affect one of the local voltages, it will have little 
effect on the average V . Conversely, a significant drop of V  is an indication that 
an N-2 or more severe disturbance has occurred.

TDST can act in a predefined “load basin”, of which it will be allowed to shed 
at most a certain percentage. The remote load-shedding controller present in RPTC 
knows which distribution circuit breakers can be opened.

9.5.2  The Load-Shedding Logic

The load-shedding controller relies on the following:

•	 Three	rules,	each	allowed	to	act	once:

  (9.8)

•	 One	rule	allowed	to	act	several	times,	provided	that	(at	least)	one	of	the	above	
has been already activated:
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RI
: if V VI< min  during dI

 seconds, shed ∆PI
 MW, where the larger V VI

min − , the 
larger ∆PI

.
Rules R1

 to R3
 aim at making the voltage promptly recover once it has dropped 

below an unacceptable level (for instance, from the customer viewpoint). The V1
min  

parameter is set at this level, while the other voltage thresholds are such that

 (9.9)

Each rule corresponds to a different level of severity. Correspondingly, the load-
shedding amounts and delays are chosen so that the deeper the voltage drop, the 
larger the shedding and the shorter the delay:

 (9.10)

Alternative choices may be thought of. For instance, there might be less or more 
rules, although in the latter case, the computational effort of the optimization should 
be kept in mind. Also, the inequalities (9.10) are not mandatory but they have been 
found to work well. The idea behind rule RI

 is to set up a controller adjusting its 
action to the severity of the situation. The latter is assessed through the average 
voltage drop over the time interval dI

. To this purpose, the load-shedding step is 
taken as

 (9.11)

where ∆Vavg  is the average voltage drop,

 (9.12)

and to
 is the time at which V  falls below VI

min. Clearly, the larger V VI
min − , the 

larger ∆PI
. Finally, ∆PI

 is discretized to take into account that loads are shed by 
blocks (when opening distribution feeders). While the main purpose of rules R1  to 
R3  is to react to a severe voltage drop, the role of RI  is the final stabilization of the 
system. In this respect, the thresholds of R1  and RI  are such that

 (9.13)

With VI
min  set to a higher value, the risk increases of an undue load shedding fol-

lowing a large system transient. On the basis of simulations, it is possible to tune 
the protection parameters to avoid such false operation; however, the uncertainty 
affecting the simulation models must be considered as well. Therefore, to increase 
the protection security, H-Q has decided to condition the application of RI  to the 
previous triggering of (at least) one of the rules R1  to R3.

Rules R1  to R3  are “concurrent” in the sense that any of them can be applied 
irrespective of the others. However, each rule may be triggered only once. On the 
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other hand, RI
 is conditioned to the other rules, as explained above, but can be 

applied repetitively. This yields a closed-loop design since the protection may act 
several times, each action being based on the measured result of the previously 
taken actions, and adjusted in amplitude to the system evolution. This closed-loop 
design guarantees a higher SPS robustness against modeling uncertainties at the 
design stage. Note finally that by adjusting its action to the severity of the situation, 
the controller minimizes the risk of overfrequency (and thermal unit tripping) due 
to excessive load shedding.

9.5.3  Optimization of the Load-Shedding Controller

The methodology used to adjust the settings of TDST consists of two steps (Moors 
2002). In the first step, a set of training scenarios is built, and each unstable scenario 
of this set is analyzed to determine the minimal load shedding needed. In the second 
step, the protection parameters are adjusted in order to match as closely as possible 
the optimal shedding signals computed in the first step, over the whole set of sce-
narios. A combinatorial optimization method is used to this purpose.

9.5.3.1  Scenario Analysis

The first step thus consists in setting up a set of s  training scenarios, corresponding 
to various topologies, load levels, generation schemes, contingencies, etc. Given 
the load basin that TDST will control, for each scenario we determine P i si

* ( ,... )= 1 , 
the minimal amount of load to shed at a single point in time, in order to stabilize 
the system.

To this purpose, for a given shedding delay τ, the minimal amount Pi
min  of load 

to shed is determined iteratively by incremental or binary search (Moors 2002). 
This determination is repeated for various values of τ. Pi

*  is then taken as the mini-
mum of the min ( )iP τ  curve. An example is given in Fig. 9.11 for the H-Q system. 
For the scenario of concern, the best time to shed load is 15–20 s (or 35–40) after the 
disturbance. This delay allows the MAIS to trip shunt reactors and hence to increase 
the network transmission capability, thereby reducing the amount of load to shed. 
Shedding earlier resets the MAIS by increasing the transmission voltages monitored 
by these devices. The value of Pi

*  is 650 MW in this case.

9.5.3.2  The Optimization Problem

Let us denote by x  the vector of all parameters that appear in the rules and have to 
be adjusted:

 (9.14)x =  ∆ ∆ ∆ ∆ ∆P P P d d d V V k P P V dI I I I1 2 3 1 2 3 2 3
min min min max min .
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Given the s  training scenarios, the problem is to determine x  such that the follow-
ing requirements are met:

•	 The	amount	of	load	shedding must be as close as possible to the ideal value Pi
*  

determined in the first step.
•	 All	unstable	scenarios	must	be	saved	(dependability).
•	 No	load	must	be	shed	in	a	stable	scenario	(security).
•	 The	average	voltage	V  must not stay below V1

min  for more than some time.

This can be translated into an optimization problem: Minimize either the L1
 objec-

tive,

 (9.15)

or the L∞  objective,

 (9.16)

where, in the i -th scenario, Pi
sh ( )x  is the total load power shed by the controller 

and pi ( )x  is a penalty term accounting for the violation of the above requirements 
(Van Cutsem et al. 2002; Moors 2002). In (9.15) or (9.16), the sum or the maximum 
extends over all the unstable scenarios. The expression within brackets is expected 
to be positive since the penalties are taken positive and

 (9.17)

since more load has to be dropped when shedding in several steps (as the controller 
does) rather than a single one (as assumed when computing Pi

* ). This assertion has 
been verified in all our simulations.
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Fig. 9.11  Minimal load 
shedding as a function of 
shedding delay
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The above optimization problem is complex. Indeed, both Pi
sh ( )x  and pi ( )x  

must be determined from time-domain simulations and, hence, explicit analytical 
expressions cannot be established. Moreover, they vary with x  in a discontinuous 
manner, which prevents from using mathematical programming methods. Finally, 
multiple local minima are expected. For these reasons, it has been chosen to resort 
to combinatorial optimization. To this purpose, each component of x  is discretized 
in a finite number of possible values. The discretization steps are chosen in accor-
dance with the engineering knowledge of the problem.

Evaluating the L1
 or L∞  objectives for a given protection setting requires to 

simulate the s  scenarios (in order to compute the terms within brackets in (9.15) 
or (9.16)). This time-consuming step precludes a brute-force enumeration of all the 
discrete instances of x. Instead, a method inspired of the branch-and-bound prin-
ciple has been used with success. The interested reader will find detailed informa-
tion in the already quoted references, which also provide detailed simulation results.

9.5.4  Examples

We briefly illustrate the operation of the load-shedding controller in two represen-
tative scenarios taken from the training set. Both relate to severe double line trips. 
Figs 9.12 and 9.13 show the post-disturbance time evolutions of V  (average of five 
735-kV bus voltages) under the effect of LTCs, MAIS devices, and load shedding.

The minimal load shedding Pi
*  found in the analysis phase was 1450 MW for 

the case of Fig. 9.12, and 650 MW for that of Fig. 9.13. The disturbance is ap-
plied at t = 5 s. In the scenario of Fig. 9.12, the behavior is typical of a “traditional” 
undervoltage load-shedding scheme. In the first seconds following the disturbance 
occurrence, several rules are activated to shed an important amount of load, which 
brings V  back above 0.94 pu. The final stabilization is then guaranteed by both 
MAIS devices and the RI

 rule.
The situation is different in Fig. 9.13: Although V  falls below V1

min and V2
min just 

after the disturbance, the controller takes advantage of the MAIS devices, which 
make V  recover above 0.94 pu. Once the voltage decrease resumes, the controller 
has to wait for rule R1

 to shed 400 MW; then, it relies on rule RI
 to adjust its action 

to the severity of the situation. This allows the total load shed (700 MW) to be very 
close to the target value ( Pi

*  = 650 MW).

9.6  Recent Advances in Voltage Stability Monitoring 
and Protection

This section summarizes the more recent research conducted by the authors of this 
chapter concerning voltage instability monitoring and system protection against 
voltage collapse.
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Concerning voltage stability monitoring, the failure of the LTC to restore the 
controlled voltage after a severe drop due to a contingency can serve as a voltage 
instability indicator. This feature is exploited in the method called Local Identifica-
tion of Voltage Emergency Situations (LIVES) described in Vournas and Sakellari-
dis (2008) and Vournas and Van Cutsem (2008). An autonomous voltage stability 
protection system based on LIVES method was proposed (Vournas et al. 2010) and 
was compared to a minimum load-shedding scheme based on wide-area Phasor 
Measurement Unit (PMU) measurements (Glavic and Van Cutsem 2009a, 2009b).

Further research has been conducted on early detection of impending voltage 
instability after a large disturbance. An overview of voltage instability detection 
methods is offered in Glavic and Van Cutsem (2011). The use of voltage and cur-

Fig. 9.13  Post-disturbance evolution of voltage (second example)

 

Fig. 9.12  Post-disturbance evolution of voltage (first example)
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rent synchrophasor measurements appears to be promising (Glavic and Van Cutsem 
2009a, 2009b) although the challenge is to exploit a limited number of such mea-
surements (Glavic and Van Cutsem 2012).

Various forms of emergency control involving load shedding and its proper com-
bination with LTC emergency controls are reported in Otomega et al. (2007, 2013), 
Capitanescu et al. (2009), and Otomega and Van Cutsem (2011).
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Abstract This chapter deals with Voltage Security Assessment (VSA) and its online 
application. Methods for contingency analysis are briefly reviewed. The associated 
concepts of transfer capability, loadability limit, and secure operation margin are 
explored in some detail. Methods for preventive security control are outlined. An 
application of online VSA in the control center of a real system is then described 
and typical results available to operators are presented.

10.1  Introduction

Power system security in general refers to the ability of a system operating in a 
particular condition (operating point) to withstand any disturbance out of a pre-
specified set. These disturbances (such as relay tripping, etc.) are usually referred to 
as contingencies. In the case of voltage security, we examine in particular voltage 
stability after a contingency.

In this sense, an operating point is voltage secure, if following any contingency 
of the specified set voltage stability is maintained and a new stable operating point 
is reached in each case. Usually only long-term voltage stability is examined, but in 
some cases, where induction machines are dominating, the analysis can be extended 
to short-term voltage stability as well (see Chap. 9).

Since Voltage Security Assessment (VSA) deals with voltage stability, it is part 
of Dynamic Security Assessment (DSA) and is thus different from Static Security 
Assessment (SSA), which concentrates on verifying that post-contingency voltages 
are within some limits and line currents below thermal capacity. However, it is rela-
tively easy to combine VSA and SSA since the tools for the former are also able to 
analyze the latter.
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The contingencies that are relevant to VSA are in general equipment outages, such 
as generator, transformer, or transmission line tripping. All single contingencies are 
usually included in the specified contingency set, which is then referred to as N-1 
security set. An exception is made for radial links, whose opening will obviously 
result in an isolated bus.

Apart from single contingencies, a number of selected credible double or even 
triple contingencies may be included in the specified contingency set. These con-
tingencies are determined by considering common cause events, based upon the 
experience of the VSA user and the knowledge of system structure.

This chapter concentrates on the methods used by the authors in a number of 
VSA applications in collaboration with industrial partners (Van Cutsem et al. 1995; 
Van Cutsem and Mailhot 1997; Vournas 1999). In particular, the application of on-
line VSA in the National Control Center (NCC) of the Hellenic interconnected sys-
tem is described (Van Cutsem et al. 2005a). The voltage stability problems to which 
this system is exposed have already been described in Chap. 9. Use of the VSA tools 
presented in this chapter for preventive control, as well as for off-line assessment of 
countermeasures and system upgrades, is also discussed.

10.2  Voltage Stability Analysis Methods

10.2.1  Classification of Methods

The following are the main categories of computations performed for voltage stabil-
ity analysis purposes:

1. Contingency analysis consists of checking the system response to large distur-
bances, at a given operating point. As discussed in the introduction, the contin-
gencies of interest for long-term voltage stability are outages of transmission 
or generation facilities; the sequence of events leading to such outages does 
not really matter. According to the N-1 criterion, the system must be able to 
withstand any single transmission or generation outage with the sole help of 
post-contingency controls that do not prevent load power restoration (Load Tap 
Changer (LTC) blocking and load shedding, described in the previous chapter, 
are thus not allowed). For short-term voltage stability, the system responses to 
short circuits are investigated, but only the transient limitation of generator exci-
tation is included in the model.

2. Security margins provide a deeper look at security. Voltage stability margins are 
most often assessed in terms of admissible load demand increase. Generation is 
increased in a remote area, which leads to increasing power flows on the trans-
mission system. Available Transfer Capabilities (ATCs) are particular cases of 
security margins. According to the grid codes in effect in most electricity mar-
kets, Transmission System Operators (TSOs) have to post ATC values in order 
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for the market participants to reserve capacity for their transactions. ATCs must 
take into account, among other factors, the voltage security of the system.

3. Preventive control aims at determining the optimal adjustment of pre-contin-
gency parameters so that the system response to the disturbance or load increase 
is improved.

4. As for SSA, contingency filtering is of high practical importance, when exten-
sive lists of contingencies have to be considered.

In the remainder of this section, several of the above methods will be briefly re-
viewed. A more extensive (and somewhat more exhaustive) analysis of methods can 
be found in Van Cutsem and Vournas (1998).

10.2.2  Contingency Analysis Methods

Before describing the methods used for contingency analysis, a brief overview of 
the power system model is introduced, as well as a note on static versus time-do-
main methods of analysis.

10.2.2.1  Review of Power System Model

For the ease of the reader, and to make the chapter self-supporting, we briefly recall 
hereafter the set of equations that make up the long-term model of a power system 
(further details in Sect. 9.2.2 of Chap. 9):

•	 Network	equations:

 (10.1)

•	 Short-term	continuous	dynamics:

 (10.2)

•	 Long-term	continuous	dynamics:

 (10.3)

•	 Long-term	discrete	dynamics:

 (10.4)

0 g x y z= ( , , )

�x f x x y z1 1 1 2= ( , , , )

�x f x x y z2 2 1 2= ( , , , )

z h x y z( ) ( , , ( ))t tk k
+ −=



308 C. Vournas and T. Van Cutsem

10.2.2.2  Static Versus Time-Domain Methods

As recalled in Sect. 9.2.4 of Chap. 9, the main cause of long-term voltage stability 
is the loss of long-term equilibrium. Static methods focus on the existence of such 
equilibrium and therefore rely on algebraic equations derived more or less accu-
rately from the equilibrium conditions of the dynamic model (10.1)–(10.4). Most 
often, the power system model at equilibrium is approximated by its standard load-
flow equations, in which:

•	 Loads	are	represented	as	constant	power.	This	is	justified	inasmuch	as	they	are	
controlled by LTCs and the latter do not get limited. Neglecting the LTC dead-
bands involves some approximation.

•	 Generators	are	represented	as	either	constant	voltage	or	constant	reactive	power	
sources. This neglects the voltage droop under automatic voltage regulator (AVR) 
control, as well as variations of reactive power with voltages under field—and 
even more armature—current limit; in all cases, it is absolutely essential to rep-
resent the Q limit as a function of active generation P and preferably also of 
terminal voltage V.

•	 Following	any	power	imbalance,	all	generator	active	powers	should	be	resched-
uled (e.g., according to frequency control), so that the slack bus is not unrealisti-
cally loaded.

Static methods are usually very efficient but, expectedly, they cannot account for post-
contingency controls that depend on the system evolution nor capture more involved 
instability mechanisms (such as lack of attraction towards an existing equilibrium).

Time-domain methods, on the other hand, are generally computationally de-
manding but offer higher accuracy and better interpretability of results (e.g., with 
respect to the sequence of events).

10.2.2.3  Post-Contingency Load flows

Starting from the static methods, the most widely used tool for contingency analysis 
is the post-contingency load flow. When the load-flow program converges to a solu-
tion after a contingency, this demonstrates the existence of a long-term equilibrium 
of the system. The divergence of the load-flow program, on the other hand, may 
reveal the loss of a long-term equilibrium and, hence, a long-term voltage instability 
problem. However, a load flow may diverge for numerical reasons, especially when 
many controls have to be adjusted and/or many generators switch under reactive 
power limits. In addition, in the case of divergence due to real instability, one is left 
without information on possible causes and/or remedies.

Several modifications to the standard Newton method have been proposed (e.g., 
Iwamoto and Tamura 1981; Overbye 1995) to increase reliability in cases of diffi-
cult convergence and provide information on the location of the problem (whatever 
the size of the system, even a single, erroneously loaded, radial appendix may cause 
divergence!).
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10.2.2.4  Multiple Time-Scale Simulation

Short-term voltage stability simulation requires the numerical integration of the 
differential-algebraic model (10.1, 10.2). This is basically the model used in con-
ventional transient or small signal (angle) stability studies, but with proper account 
for load behavior, especially of induction machines.

Long-term voltage stability studies require simulating the whole model (10.1–
10.4). This model is stiff, involving both fast and slow components. A number of 
approaches are used by the industry:

•	 The	full	system	response	is	computed	with	a	constant,	small	step	size	needed	for	
accurate simulation of the short-term dynamics. This is a simple but brute-force 
approach resulting generally in long computing times.

•	 A	variable	step	size	is	 introduced	that	 increases	after	 the	short-term	transients	
have died out in order to filter out the fast transients when no longer significant.

•	 The	step	size	is	automatically	adjusted	to	the	system	behavior:	shorter	when	fast	
transients are excited and longer when only slow transients are present.

The last two approaches require a numerically robust integration scheme, in prac-
tice an implicit method, such as the trapezoidal rule for instance. Several criteria are 
available to adjust the step size.

In long-term voltage simulations, the numerous discrete-type devices (10.4) give 
rise to frequent discrete transitions, which are an obstacle to large step size increas-
es. Indeed, the transition times have to be determined with a reasonable accuracy 
and the fast dynamics induced by the transitions may cause the step size to decrease 
very often. To avoid those discontinuities, a continuous-time approximation of the 
LTC model or a generic model of load power restoration can be used.

In spite of the significant speedup brought by variable step size integration, 
multi-time-scale simulation remains heavy in terms of computing times, data main-
tenance, and output processing. However, some more recent advances, briefly sum-
marized in Sect. 10.4, tend to change this picture quite drastically.

10.2.2.5  Quasi-Steady-State Time Simulation

The Quasi-Steady-State (QSS) approximation of the long-term dynamics extends 
the idea of filtering out the fast dynamics in long-term simulation. This method con-
sists of neglecting the short-term dynamics, which are replaced by their equilibrium 
conditions. Thus, the differential equations (10.2) of generators, motors, compensa-
tors, etc. are formally replaced by the algebraic equations:

 (10.5)

which are solved together with the set of network equations (10.1).
In practice, three equations of the type (10.5) are sufficient to accurately represent 

each synchronous machine, taking into account saturation, AVR voltage regulation, 

0 f x x y z= 1 1 2( , , , ),
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and speed governor regulation, respectively. The corresponding variables in x1  
are the Electromotive Force (EMF) proportional to field current, the EMF behind 
saturated synchronous reactances, and the internal rotor (or load) angle. System 
frequency is an additional algebraic variable of the type x1, the changes in active 
power production being automatically shared by generators according to permanent 
speed droops, or another mechanism.

The resulting QSS model (10.1, 10.3–10.5) is easily simulated. Short-term dy-
namics being neglected, there is no point in identifying very accurately the time tk  
of each transition in (10.4); rather, the various discrete devices are checked “syn-
chronously” at multiples of the time step h, which is in the order of several seconds, 
depending on the system. Hence, t khk =  in (10.4).

To integrate the long-term dynamics, a partitioned scheme is preferred, i.e., the 
algebraic equations (10.1, 10.5) and the differential equations (10.3) are solved al-
ternately. This allows using a single Jacobian matrix to both integrate the long-term 
dynamics and solve the numerous discontinuities (10.4). This Jacobian is kept con-
stant as long as possible. In some systems, it is possible that the model includes no 
differential equation (10.3); the QSS evolution is then a succession of short-term 
equilibria dictated by the discrete transitions (10.4).

The QSS technique has been extensively tested by the authors, in a wide variety 
of applications and systems. It greatly reduces the computational complexity of 
long-term simulation, provides the computational efficiency required for real-time 
applications, and is a good compromise between the efficiency of static methods 
and the advantages of time-domain methods.

10.2.2.6  Combining Detailed and QSS Simulation

The QSS approximation is appropriate for checking voltage security with respect 
to “normal” (typically N-1) contingencies (Van Cutsem and Mailhot 1997). When 
dealing with severe disturbances, expectedly the QSS model meets some limita-
tions.

The first limitation lies in the implicit assumption that the neglected short-term 
dynamics are stable. After a large disturbance, the system may lose stability in the 
short-term time frame (within—say—the first 10 s after the disturbance) and hence 
never enter the long-term phase simulated under the QSS approximation.

The second limitation is linked to the discrete events represented by (10.4). A 
large disturbance may trigger controls with great impact on the system long-term 
evolution (e.g., shunt compensation switching, underfrequency or undervoltage 
load shedding, etc.). Since the sequence of controls depend on the continuous dy-
namics, it might not be correctly identified from the simplified QSS model.

To deal with the above situations, a coupling between detailed and QSS simula-
tion has been proposed in Van Cutsem et al. (2005b). Detailed time simulation is used 
to analyze the short-term period following the simulated disturbance, detect possible 
instability, and identify the discrete controls triggered. Next, QSS simulation is used 
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to simulate the same time interval with the discrete controls imposed as external 
events before letting the system evolve as usual in the long term. Successful results 
have been obtained on the Hydro-Quebec system (presented in Chap. 9).

10.2.3  Total Transfer Capability and System Stress

As explained in Sect. 10.2.1, TSOs are required to post ATCs in various directions. 
ATC is usually obtained by computing the Total Transfer Capability (TTC) between 
specified sets of sources (where generation is increased) and sinks (where genera-
tion is reduced, or load increased), and subtracting the base case value of the corre-
sponding power transfer as well as a reliability margin accounting for uncertainties.

10.2.3.1  Types of Limit Computation

Within the context of long-term voltage security, there are basically two approaches 
to compute TTC:

•	 In	 loadability limit computations, the system is progressively stressed until it 
reaches instability or unacceptable operating conditions. Loadability limits can 
be computed in the current (no contingency, or “N”) configuration of the sys-
tem. However, since many voltage instability incidents were triggered by distur-
bances, it is of interest to compute Post-Contingency Loadability Limits (PCLL). 
The latter indicate how much the system can be stressed after a contingency has 
taken place

•	 In	 Secure Operation Limit (SOL) computations, the system is progressively 
stressed in its pre-contingency configuration, until its response to the contin-
gency becomes unacceptable. SOLs are more meaningful for real-time operation 
where they refer to parameters that operators either observe or control. Also, the 
computational procedure allows accounting for both pre-contingency actions/
controls taken in reaction to the increased power transfer and post-contingency 
controls taken in response to the disturbance.

Sections 10.2.4 and 10.2.5 summarize methods for determining loadability and 
SOLs, respectively.

10.2.3.2  Definition of Stress Direction

Both loadability and SOLs, and hence TTCs and ATCs, rely on a specified direction 
of system stress. The stress is a change in load and generation, which makes the sys-
tem weaker by increasing power transfer over relatively long distances and/or draw-
ing on reactive power reserves. A system stress is characterized by its direction, 
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i.e., by the participation of each load active and reactive power to the overall load 
demand increase and also the participation of each generator active power produc-
tion to the necessary overall generation adjustment. This can be written as:

 (10.6)

 (10.7)

 (10.8)

where

P Qi
d

i
d( )  is the active (reactive) load demand at bus i;

P Qi
do

i
do( )  the initial (base-case) active (reactive) load demand at bus i

( )d dP Q∆ ∆  the total active (reactive) load demand increase
Pk

g  the active power generation at bus k
Pk

go  the corresponding initial generation at bus k

∆Pg  the total active power generation increase
a b ci i k, and  dimensionless participation factors.

Most often, the reactive power increase ∆Qd  is taken to be proportional to the 
active power increase ∆Pd  and the generation change ∆Pg  proportional to ∆Pd  
(with a ratio slightly larger than 1, in order to account for losses). Hence, all power 
injection changes can be rewritten as proportional to a single parameter, denoted 
µ  in the sequel. This is essential in order for the resulting security margin to be 
uniquely determined. With this notation, the system long-term equilibrium equa-
tions can be written in compact form as:

 (10.9)

where u  is a vector of state variables, po  is the vector of initial parameters Pdo, Qdo, 
Pgo, and d  defines the direction of stress. Note that in (10.9) the reactive power (or 
excitation current) limits are implicitly included. An inequality formulation is also 
possible to ensure this (Van Cutsem and Vournas 1998).

For instance, in the example system of Fig. 10.1, one might be interested in as-
sessing the TTC from area B to area A. One stress direction to assess this capability 
is a load increase in area A and a generation increase in area B, which corresponds 
to ai = 0  in area B and ck = 0  in area A. Alternatively, the stress direction may con-
sist of generation decrease in A and generation increase in B. In this case, ck < 0  in 
area A and ck > 0  in area B whereas ∆Pg  is the amount of generation rescheduling 
and ∆Pd = 0 . Note that each stress direction will result in a different limit, due to 
the highly nonlinear nature of the system equations.

P P a Pi
d
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i
d= + ∆
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go
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10.2.4  Computation of Loadability Limits

Various methods have been devised to compute loadability limits:

•	 Continuation power flows (Iba et al. 1991; Ajjarapu and Christy 1992; Cañizares 
and Alvarado 1993) aim at tracing solution paths of (10.9) for varying µ  up to 
the loadability limit and back, using a change of continuation parameter to deal 
with the loss of solvability near the limit.

•	 QV curves (Mansour et al. 1994) express the relationship between the reactive 
power at a given bus and the voltage at this bus. They provide the loadability 
limit with respect to a single bus reactive load increase.

•	 Optimization methods, including Optimal Power Flow ( OPF ), (Austria et al. 
1991; Van Cutsem 1991; Cañizares and Alvarado 1993; Granville et al. 1996; 
Irisarri et al. 1997), can directly provide the loadability limit as corresponding to 
the maximum value of µ  in the presence of the equality constraints (10.9) and 
taking into account the switching of generators under reactive power limits.

Thus, a loadability limit can be defined as the solution of the following optimization 
problem:

 (10.10)

where F includes the appropriate set of generator equations as discussed above. 
This problem can be solved directly with one of the above quoted methods. It can 
also be solved indirectly with the help of a time-domain method by simulating the 
response of the system to a ramp increase in µ . The rate of increase must be slow 
enough to allow the system to evolve through a succession of steady states, but fast 
enough to save computing time.

The method applies either to the full dynamic model (10.1–10.4) or its QSS 
approximation (10.1, 10.3–10.5), which is particularly appropriate for simulating 
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Fig. 10.1  Three-area system 
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smooth changes in parameters. It should be noted that during simulation the system 
is not at equilibrium. However, for a slow enough ramp, each step in the simulation 
can be considered as a steady state corresponding to a modified set of parameters 
(e.g., LTC deadbands could be fictitiously modified to include the value of con-
trolled voltage, so as to be at equilibrium).

This method allows using more detailed load models, typically voltage-depen-
dent active and reactive powers behind active LTCs. For instance, a widely used 
load representation is the exponential model:

 (10.11)

where P Qi i( )  is the active (reactive) consumption and Voi the reference voltage. The 
ramp is applied to Pi

d  and Qi
d . If load buses are not controlled by LTCs, the total 

load consumption is smaller than the demand due to voltage drops. When load volt-
ages are controlled by LTCs, this difference becomes smaller, but still remains, due 
to the effect of LTC deadbands. This does no longer hold when LTCs hit their limits 
and obviously when the system becomes long-term unstable.

During the demand increase, the imbalances between load and generation due 
to losses and the discrepancy between load demand and consumption is typically 
covered by generator governor control.

Time simulation can be coupled to sensitivity analysis to stop the simulation 
after the loadability limit has been crossed (Van Cutsem et al. 1995). At this point, 
sensitivities based on the inverse of the (long-term) Jacobian matrix change sign 
through infinity. Sensitivities of the (total) reactive power production to (individual) 
load reactive powers are very convenient.

10.2.5  Determination of SOLs

10.2.5.1  Binary Search Techniques

For a given direction of stress, the SOL corresponds to the most stressed operat-
ing point, such that the system can withstand any contingency in the specified set. 
Unlike a post-contingency loadability limit, the SOL refers to the pre-contingency 
configuration of the system. In the SOL computation, the stressed system states 
are obtained from a pre-contingency load-flow computation, while the effect of a 
contingency is assessed using one of the methods of Sect. 10.2.2, for instance, time 
simulation initialized at the load-flow solution. Thus, the pre-contingency stress 
assumes full load recovery ( Pi = Pi

d and Qi = Qi
d). The reactive power generations 

are rescheduled by letting the machines under AVR control, unless their reactive 
capabilities are reached.
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The SOLs are determined by binary search. This simple and robust method con-
sists of building smaller and smaller intervals of stress values such that the lower 
limit of each interval corresponds to an acceptable post-contingency evolution, 
while the upper limit to an unacceptable one. At each step, the interval is divided 
in two equal parts; if the midpoint is found acceptable (unacceptable), it is taken as 
the new lower (upper) bound. The procedure is repeated until the interval becomes 
smaller	than	a	specified	tolerance	Δ.

To preserve computational efficiency in the presence of multiple contingencies, 
one should avoid repeating pre-contingency load-flow computations relative to the 
same stress level. The number of load flows can be minimized by performing a 
simultaneous binary search, which handles as many contingencies as possible at a 
given stress level. At a given step of this procedure, the unacceptable contingencies 
remaining from the previous step are simulated. If at least one of them is unaccept-
able, the acceptable ones are discarded (since their limits are higher than the current 
stress) and the search proceeds with the unacceptable ones only. For the most severe 
contingency(ies), the SOL is computed with the desired accuracy, while for the oth-
ers, a lower bound on the SOL is obtained.

A simple example with four contingencies is shown in Fig. 10.2. The sequence 
of tested stresses is So, S1, S2, S3, S4. Five pre-contingency load flows are thus per-
formed in the course of this simultaneous binary search. The SOL corresponds to S4 
and relates to contingency no. 1. Contingency no. 4 is discarded at stress So, contin-
gency no. 3 at S1, and contingency no. 2 at S3.

10.2.5.2  Limits in Load Power Space

It is clear from the above description that the notion of “margin” in multi-load sys-
tems may have different interpretations depending upon the method used, as well as 
upon the way loads are grouped together. Figures 10.3 and 10.4 sketch the differ-
ence between SOL and PCLL using a typical sequence of events as seen in the load 
power space for a hypothetical system.

In particular, the vertical axis corresponds to the power consumption of the area 
mostly affected by the contingency of concern, while the horizontal axis shows the 
power consumed in the rest of the system.

Figure 10.3 relates to SOL computation. Point A corresponds to the base case 
operating point of the system, where security margins are assessed. The dashed line 
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indicates the chosen direction of stress. Points B and C are stressed pre-contingency 
operating points, at which the system response to the contingency is checked during 
the binary search for the SOL.

Consider, for instance, system operation at point A. Due to load sensitivity to 
voltage, under the effect of the contingency, the power consumed by loads drops 
and	the	system	operating	point	moves	from	A	to	A′.	From	there	on,	load	restora-
tion	mechanisms	such	as	LTCs	bring	the	system	back	to	operating	point	A″	close	
to point A, but not exactly, due to LTC deadband effects. In stressed situations, it is 
possible that some taps reach their limits in the area affected by the contingency, in 
which case the corresponding load power will not be restored, as suggested by point 
B″	in	the	same	figure.	Clearly,	the	SOL	lies	between	points	B	and	C	of	Fig.	10.3.

Figure 10.4 relates to PCLL computation. Again, point A denotes the base case 
operating point. Following the contingency and the load restoration, the new oper-
ating	point	is	A″,	which	differs	from	A	for	already	mentioned	reasons.	From	there	
on, a smooth ramp is imposed on the demand of voltage sensitive loads to bring the 
system to its loadability limit, and the LTCs are left to act. Under the effect of LTC 
deadbands, the system trajectory diverts from a straight line. Moreover, the figure 
refers to the situation where the LTCs in the affected area hit their limits. Under this 
effect, the distortion of stress direction becomes more pronounced, leaving the af-
fected area with low distribution voltages.

The loadability surface consists of all points where maximum power transfer 
conditions hold in the post-contingency configuration of the system, i.e., all solu-
tions of (10.10) for various values of d. The post-contingency trajectory hits the 
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loadability surface at point C, which may significantly differ from point D, the 
loadability limit under a linear load increase.

Note that along the post-contingency trajectory the power consumed in the af-
fected area is maximum at point M, which is not literally a loadability limit. At 
point M, load restoration is still possible, but it is not achieved due to the combined 
effect of limited LTCs in the affected area and the continuing increase of the load in 
the rest of the system. The tip of the PV curve referring to this area will correspond 
to point M and demonstrates how far the load of the affected area will be able to 
restore following the contingency and assuming the specific stress direction.

It is clear that SOLs and PCLLs give different information and call for different 
interpretations. SOL is better suited to quantify the “distance to insecurity” in terms 
of total system load. Along the pre-contingency stress, we have normal operating 
points similar to those operators are used to observe.

10.2.6  Contingency Filtering

Contingency filtering is an important step of any online security assessment 
application.

Within the context of SOL computation, a form of filtering takes place at the first 
step of the simultaneous binary search (at stress So  in Fig. 10.2), when discard-
ing the contingencies that yield an acceptable system response at maximum stress. 
However, in spite of the QSS simulation speed, it may take too long to simulate the 
system response to each contingency of a long list. An additional pre-filtering may 
be needed before the binary search is launched.

In a majority of systems, post-contingency load flows can be advantageously 
used to this purpose. The significance of post-contingency load flow in the context 
of voltage stability has been recalled in Sect. 10.2.2.3. Note, however, that this 
technique may be inappropriate in systems with strong post-contingency controls 
(such as the Hydro-Quebec system described in Sect. 9.5.1 of Chap. 9 in this book).

As explained in Sect. 10.2.2.3, load-flow divergence may result from purely 
numerical problems and some dynamic controls that help stability cannot be ac-
counted for in the static load-flow calculation. Conversely, some system dynamics 
may be responsible for an instability not detected by the load flow.

Keeping in mind the above conflicting aspects, the filtering consists of:

•	 Performing	detailed	simulation	of	a	subset	of	contingencies	labeled	potentially	
harmful

•	 Identifying	the	latter	as	the	contingencies	that	cause	the	load	flow	to	diverge,	or	
some voltages to drop by more than a threshold ∆V

The value of ∆V  must be taken to be large enough to filter out as many harmless con-
tingencies as possible, but not too large to avoid missing a dangerous contingency.

Furthermore, for filtering purposes, accurate post-contingency voltages need 
not be computed: Estimates obtained from linearized load-flow equations may be 
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appropriate to filter out the harmless contingencies. If needed, the threshold ∆V  
can be adjusted to account for the approximation. Otomega and Van Cutsem (2005) 
report on the successful use of linear estimates of the post-contingency voltage 
drops obtained by:

•	 First	solving	a	sparse	system	to	update	the	phase	angles
•	 Then,	assuming	constant	active	power	flows in branches, solving a second sparse 

system to update the voltage magnitudes

This technique yields better accuracy than a single iteration of the full Newton–
Raphson method, while retaining the sparse structure of a decoupled formulation.

10.2.7  Preventive Control

Besides security margin computation, it is important to determine which are the best 
actions to restore a given level of security. As will be illustrated in the next section, 
some side products of the SOL and PCLL computations can help engineers and 
trained operators to take preventive actions in the area prone to voltage instability. 
However, it may be desirable to further assess the merit of candidate control actions, 
especially in an open market environment. To this purpose, sensitivity analysis is 
very useful to rank the candidate remedial actions according to their relative effi-
ciency to strengthen the system.

The next step towards control is the incorporation of voltage security constraints 
into an optimization problem, that can be solved for instance by an OPF, aimed at 
changing the system operating point in the best possible way.

10.2.7.1  Sensitivity Analysis

Sensitivities computed from the Jacobian matrix of the load flow (Peschon et al. 
1968) or long-term equilibrium (Van Cutsem et al. 1995) equations have been used 
for a long time. Within the VSA context, sensitivities have been proposed as voltage 
stability indicators (see, for instance, Cañizares 2002, although in practice the latter 
are not likely to be as meaningful as the power margins provided by ATCs). They 
have been proposed also to detect the crossing of a loadability limit, as mentioned 
in Sect. 10.2.4.

A central contribution to sensitivity analysis has been provided by Dobson 
(1992), where a general formula is obtained for the sensitivity of a loadability mar-
gin to parameters. It involves the left eigenvector relative to the zero eigenvalue of 
the Jacobian matrix computed at a saddle-node bifurcation point. This formula was 
derived within the context of loadability limit computation. An extension to the 
analysis of post-contingency unstable scenarios was proposed in Van Cutsem et al. 
(1995), which involves the computation of sensitivities along the system trajectory 
and eigenvector at the so-called critical point.
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Another early approach to the diagnosis of voltage instability relies on the modal 
analysis of the reduced Jacobian of reactive power with respect to voltages (Gao 
et al. 1992). Information is retrieved from eigenvectors or participation factors rel-
ative to real dominant eigenvalues. This approach can suggest instability modes 
at normal operating points. However, owing to nonlinearities, the analysis has to 
be performed at the saddle-node bifurcation or at the critical point (Morison et al. 
1993), where the Jacobian has an (almost) zero eigenvalue. The corresponding ei-
genvector is included in the eigenvector of the unreduced Jacobian, which is pre-
ferred in order to exploit matrix sparsity.

The above two approaches identify the best remedial actions from the eigenvec-
tor of an (almost) zero eigenvalue. This, however, may suffer from two drawbacks.

First, dominant eigenvalue computation methods may experience problems 
when the initial estimate of the dominant eigenvalue is not accurate enough. This is 
especially true when the loadability limit corresponds to a switching point, where a 
generator field current limit is imposed, as illustrated in Fig. 9.2c of Chap. 9 in this 
book, in which case the real dominant eigenvalue jumps from a negative to a large 
positive value (Van Cutsem and Vournas 1998). Further references on switching 
loadability limits are summarized in Sect. 10.4.

Second, in practice, voltages are often requested to stay above some thresholds (cor-
responding for instance to undervoltage tripping of equipment). In some cases, these 
minimum voltage limits can be more constraining than voltage stability limits. If so, the 
system response will be already unacceptable before the loadability limit is reached. At 
the last acceptable operating point, voltages are low but stable and the Jacobian eigen-
values are still on the stable side; hence, the eigenvector computation does not apply.

A unified approach that encompasses the low voltage, the zero eigenvalue, and 
the switching loadability limits described above has been proposed in Capitanescu 
and Van Cutsem (2005), where it is proposed to replace the eigenvector computa-
tion by a simple sensitivity calculation which provides very close results, but is non-
iterative and can still be computed when the system reaches low but stable voltages. 
This method is combined to time simulation and consists of:

•	 Identifying	bus	 �  that experiences the largest voltage drop (due to the load in-
crease when computing loadability limits, or the contingency when performing 
contingency analysis)

•	 Computing	the	sensitivities	of	the	V�  voltage at that bus with respect to the can-
didate controls p  (which are most often bus power injections):

 (10.12)

•	 Evaluating	these	sensitivities:
−	 In	voltage-unstable	situations:	at	the	point	of	the	trajectory	where	a	Jacobian	

eigenvalue passes through zero (this is easily detected through sensitivities 
changing sign through infinity)

−	 In	low	voltage	situations:	at	the	final	point	of	the	system	evolution
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It can be shown that in voltage-unstable cases, the proposed sensitivities computed 
near the loadability limit or the critical point yield practically the same control rank-
ing as the eigenvector-based formula (Dobson 1992) and can be substituted to the 
eigenvector to compute the sensitivity of the power margin to p. In low but stable 
voltage cases, the information carried by sensitivities is also meaningful. Last but 
not least, the method is simple and reliable, since it is noniterative and requires solv-
ing a single sparse linear system only.

10.2.7.2  Security Constraints

An OPF can be used to optimally modify the controls p  so as to restore power 
margins to a desired value M d . Denoting by M o( )p  the margin corresponding to 
the current value po  of p, the following inequality constraint can be embedded in 
an OPF:

 (10.13)

where the sensitivities S j  are computed as outlined in the previous section and 
∆p p pj j j

o= −  is the change in the j th control variable. A constraint (10.13) is con-
sidered for each contingency with a margin below of somewhat above the threshold 
M d . Further details and examples can be found in Capitanescu and Van Cutsem 
(2002). A similar formulation has been applied for the optimization of network 
autotransformer taps in order to maximize loadability margins in the presence of 
switching loadability limits (Vournas and Karystianos 2004).

10.3  Online VSA in the Hellenic System

10.3.1  Application of Online VSA

As seen in Chap. 9, the Hellenic Interconnected System is under a constant threat 
of voltage instability. In order to monitor closely the voltage security of this system, 
an online VSA tool has been installed at the NCC of the Hellenic Transmission 
System Operator (HTSO), now Independent Power Transmission Operator (IPTO). 
This online VSA tool has been developed by the National Technical University of 
Athens and the University of Liège within the framework of the OMASES project 
(coordinated by ALSTOM) and sponsored by the European Union (Bihain et al. 
2002; Van Cutsem et al. 2005a). It was in online operation until June of 2003, when 
the OMASES project ended. In the fall of 2004, online VSA has been reactivated 
with the implementation of user-recommended modifications and it is used since as 
an online and study tool at the Hellenic System NCC.
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The OMASES project included development of DSA, training simulator, and 
market operation tools, with an on-site experimentation at the NCC. The general 
architecture of the online application within the OMASES platform is shown in 
Fig. 10.5.

The online VSA tool is fed with system data from either the real-time state es-
timator or the study power flow program available at the NCC. The scope of VSA 
is the analysis of the impact of significant contingencies and the determination of 
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security margins in terms of power transfers or power consumption in load areas. 
More precisely, the application involves:

1. Contingency filtering according to the technique of Sect. 10.2.6
2. Determining SOLs using the technique of Sect. 10.2.5.1
3. Computing the system pre-contingency loadability limit, using the method of 

Sect. 10.2.4
4. Computing PCLL, by the same method, for the dangerous contingencies identi-

fied at item 2.

The main outcome of the loadability limit computations is a set of PV curves show-
ing voltages at key buses versus (regional or system) load.

The QSS approach of Sect. 10.2.2.5 is used to determine the system response to 
both contingencies and the load demand increase.

10.3.2  Implementation Aspects

The online VSA application runs on a Windows-XP server connected through a Lo-
cal Area Network (LAN) under the TCP/IP protocol. This server is separate from the 
mainframe computer, which hosts the Energy Management System (EMS) platform 
and hierarchical databases. The communication with the EMS is accomplished with 
text files loaded by the EMS host onto the Windows server.

An EMS process periodically creates 14 text files containing the latest network 
solution computed by the state estimator. Each file is a description of a class of EMS 
components (e.g., substations, nodes, buses, lines, transformers, generators, loads, 
etc.). These files are sent by the same EMS process to a predefined real-time entry 
directory, which triggers the VSA computation cycle.

The role of the OMASES control system is to queue and dispatch messages 
to the VSA application, detect the presence of new EMS files, load them into the 
database, active, and synchronize and supervise the VSA task automatically. The 
platform is controlled and the results are displayed through a web interface.

The VSA software itself is made up of two packages, developed prior to the proj-
ect. The SOL computation and contingency filtering rely on the ASTRE software 
developed at the University of Liège (Van Cutsem et al. 1995, 2005b; Van Cutsem 
and Mailhot 1997, Van Cutsem and Vournas1998). ASTRE itself is made up of a 
load-flow module used for stressing the system and filtering contingencies, a QSS 
simulator for simulating contingencies, both driven by a “conductor” module im-
plementing the binary searches. The former two executables communicate through 
a shared memory for the data and through files for the outputs. The computation of 
PCLLs and the preparation of PV curves rely on the WPSTAB software developed 
at the National Technical University of Athens (Vournas 1999).

Data loaders connect (through Structured Query Language (SQL) requests) to 
the relational database containing the EMS data, the VSA dynamic data, the stress 
specification, and the contingency description. They produce the American Stan-
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dard Code for Information Interchange (ASCII) files needed by ASTRE and WP-
STAB, respectively.

A “front-end” program prepares, manages, and removes dynamically the work-
ing environment of a new VSA session, communicates (through messages) with 
the remaining of the OMASES environment, launches the data loaders, calls se-
quentially, and supervises the ASTRE and WPSTAB programs. It also collects the 
figures produced (in GIF format) by these two software and assembles them into 
HTML pages, together with Active Server Page (ASP) scripts, for web-based dis-
play by the HTTP server.

10.3.3  Description of Online VSA Results

10.3.3.1  Secure Operation Limits

The contingencies resulting in the most constraining SOLs are listed in a table for-
mat as seen in Table 10.1, together with the corresponding margins (computed with 
a	tolerance	Δ	=	10	MW).	Note	that	the	first	five	contingencies	of	Table	10.1 have a 
zero margin, meaning that the occurrence of any of these at the specific time that 
the snapshot was taken would result in unacceptable post-contingency conditions. 
However, as will be seen, all these contingencies have very local effects and refer 
to areas of the system where transmission upgrades were already under way. In 
particular, the first three contingencies refer to breaking the loop of cables feeding 
the island of Kerkyra resulting in an abnormally long radial path to a relatively 
large load and, hence, in an excessive voltage drop. The nature of the other local 
problems is similar. Note that all these local problems have long been eliminated 
following successful network upgrades.

The first contingency with really serious system-wide effect is no. 61 referring 
to the loss of a combined cycle plant in Lavrio. A similar loss of generating units in 
Lavrio is contingency no. 51, with slightly larger margin. All other contingencies 
have margins above 316 MW.

The snapshot of Table 10.1 corresponds to a snapshot during the winter of 2003 
where one natural-gas power station (Ag. Georgios) in the Athens area was not in 

No. Contingency name Margin 
(MW)

254 LINE_CON_ΚΕΡΚ2-ΚΕΡΚ1.1 0
312 LINE_CON_ΜΕΣΟΓΓ-ΚΕΡΚ2.1 0
296 LINE_CON_ΜΟΥΡΤ-ΜΕΣΟΓ.1 0
299 LINE_CON_KARD-ELBA400.1 0
228 LINE_CON_ΚΘΕΣ-ΣΧΟΛΑΡ.1 0
61 GEN_CON_Κ_ΛΑΥΡΙΟ.GFIC.UN 40
51 GEN_CON_ΛΑΥΡΙΟ.GFIC.GEN2.UN 79

All other contingencies > 316

Table 10.1  Secure 
Operation limits
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operation, which left the region with little reactive support. Although the total load 
was quite light at the time, contingency no. 61 has a very small margin of 40 MW. 
This is a typical case where the system operator should ask the missing unit to start 
(if available) for security reasons.

As seen, the contingencies with small margin are not all equally dangerous. The 
extent of the problems caused to the system by an unacceptable contingency is eas-
ily assessed from the “voltage profiles” automatically produced by the SOL compu-
tation and described in the sequel.

10.3.3.2  Voltage Profiles

A voltage profile shows the number of buses with voltages below a certain level. 
The voltages correspond to a snapshot of the collapsing system at the marginally 
refused level of stress during SOL computation. The affected area is identified from 
the names of typical buses. For instance, Fig. 10.6 shows the voltage profile corre-
sponding to a contingency with very localized effect (no. 299 of Table 10.1). As can 
be seen, very few buses with very low voltages exist in this case, while almost all 
buses remain above 0.9 pu voltage. By examining such voltage profiles, it is easily 
seen that all contingencies with zero margin in Table 10.1 result in local problems.

ASTRE : FIRST REFUSED VOLTAGE PROFILE, CONTINGENCY # 299
1.2
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Fig. 10.6  Voltage profile for a contingency with local effect
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In contrast, Fig. 10.7 shows the voltage profile of a system-wide dangerous con-
tingency. As can be seen, the disturbance is widely spread, even though the focal 
point (lowest voltages) can be located in a specific area, namely Central Greece, just 
to the north of the Athens metropolitan region. This picture is typical of the South 
system instability mode, which is endemic in the Hellenic system.

10.3.3.3  Voltage Evolutions

Another output readily available for interpreting results is the post-contingency 
time evolution of the lowest transmission voltage. This is displayed at the margin-
ally accepted and marginally refused stress levels of SOL computation. The final 
voltages are compared to a lower acceptable value, typical of a voltage collapse, to 
decide whether the system evolution is acceptable or not.

Figure 10.8 shows the voltage evolution for a case of unacceptably low voltage. 
As can be seen, the marginally refused simulation does not correspond to a voltage 
instability, but merely to final voltages that are a little below the assumed 0.7 pu 
threshold. Hence, for this contingency, the SOL should not be interpreted strictly as 
a voltage stability limit.
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Fig. 10.7  Voltage profile for a contingency with system-wide impact
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A quite different situation is shown in Fig. 10.9, which shows the voltage evolu-
tion corresponding to a contingency leading to a voltage instability and collapse. 
Here, the marginally unstable simulation ends up in a collapse and loss of synchro-
nism at t = 880 s.

This evolution is clearly very different from the one of Fig. 10.8. The final col-
lapse shown in Fig. 10.9 can be explained as a loss of synchronism occurring at the 
Aliveri power station. In order to demonstrate this, the post-contingency loadability 
limit for this contingency is computed and, for this run, the simulated rotor angle 
curves of the two generators of Aliveri station are plotted in Fig. 10.10, together 
with that of a generator in Northern Greece, for comparison purposes (even though 
this is a different simulation from that in Fig. 10.9, the contingency being the same, 
the same outcome is reasonably expected).

Figures 10.6–10.9 illustrate the type of information that can be retrieved from 
unstable post-contingency system evolutions obtained by QSS simulation. In the 
case of Fig. 10.9, for instance, a standard load flow would have merely diverged, 
providing no further information.

10.3.3.4  Regional and National PV Curves

The regional PV curves are plots of the simulated voltage of a critical bus in each 
area as a function of the total system load actually consumed in the area, whereas 

Fig. 10.8  Post-contingency voltage evolutions: low but stable voltages
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Fig. 10.9  Post-contingency voltage evolutions near a stability limit

 

Fig. 10.10  Rotor angles of Aliveri and Ag. Demetrios generators
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the national PV curve shows the total load consumed in the system versus the volt-
age of a representative 150-kV bus located in Athens. In the absence of any con-
tingency, PV curves are obtained through QSS simulation of a ramp increase in 
demand, as already mentioned. An example of a national PV curve without any 
contingency is shown in Fig. 10.11. This result tells the operator how far the system 
could go without incident. In this example, the load could increase by > 500 MW 
with an acceptable voltage level.

PV curves relative to a post-contingency situation, on the other hand, include the 
effect of the contingency followed by the demand increase. Figure 10.12 shows the 
national PV curve corresponding to a very severe contingency, namely the loss of a 
large combined cycle plant at the Lavrio power station.

As seen in Fig. 10.11, the total load is barely able to restore to its pre-contin-
gency consumption even after the demand ramp. This is due to the exhaustion of 
the regulating range of the LTCs in the affected area, where the power received by 
consumers is reduced due to low distribution voltages. Note that due to the non-
restoration of load, the PCLL implied in Fig. 10.12 should not be compared to the 
SOL margin, for which the stress is applied prior to the contingency assuming full 
restoration of load power.

The regional PV curve of the area of Central Greece is shown in Fig. 10.13. 
Clearly, in this case, the load power is severely reduced after the contingency and 
the demand increase cannot lead to increased consumption. Inspecting the various 

Fig. 10.11  National PV curve without contingency
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Fig. 10.12  National PV curve after severe contingency

 

Fig. 10.13  Central Greece regional PV curve after severe contingency
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PV curves clearly demonstrates that the most affected region by the specific contin-
gency is Central Greece. Customer service in this area will greatly suffer, if such a 
contingency occurs in the considered operating condition.

10.3.3.5  Assessment of System Upgrades

The online VSA tool can be also used in study mode, in order to assess the effect of 
various changes in the system. In this context, it was used in the above-described 
HTSO implementation to quantify the improvements made in the Hellenic system 
since the summer of 2004 (several transmission upgrades, autotransformer tap op-
timization, new generating station in the south, etc.; Christoforidis et al. 2005). In-
dicative results of these studies are shown in Table 10.2, where SOLs are presented 
for three cases, all with the same load of 8884 MW, which corresponds to July 9, 
2004, i.e., the Friday before the blackout. The three cases are:

•	 Case 1 is the actual July 9 snapshot retrieved from the EMS real-time state esti-
mator.

•	 Case 2 refers to the same system, but with optimized Extra High-Voltage/High-
Voltage (EHV/HV) autotransformer tap ratios obtained as described in Christo-
foridis et al. (2005).

•	 Case 3 was constructed using as basis the snapshot of September 2, 2004, that 
includes the complete reinforced network and applying a uniform load increase 
in each area, so as to match the load of the other cases.

These results show a clear increase in the margins from 70 to 120 MW by optimizing 
autotransformer tap ratios. With the reinforced network, the increase achieved in mar-
gins ranges from 260 to 500 MW. The national PV curves for the three cases described 
above and for the most severe contingency (LAVRION.CC4) are given in Fig. 10.14.

10.4  Outline of Recent Research

As stated in Sect. 10.2.2.4, the advance of computer power in the past 10 years, as 
well as the progress made in computational techniques, has now allowed for much 
faster response of full multi-time-scale simulation. Recently applied techniques and 
relevant results are reported in Aristidou et al. (2013) and Fabozzi et al. (2013).

Contingency Case 1 Case 2 Case 3
LAVRION.CC3.GEN2 0 77 555
LAVRION.CC4 0 77 491
LAVRION.CC3 318 385 > 826
LAVRION.GEN2 374 461 > 826
MEGALOPOLIS.GEN4 261 385 529
MEGALOPOLIS.GEN3 > 598 > 615 > 826

Table 10.2  Secure opera-
tion limits for load level of 
8884 MW
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Regarding the security awareness in a power system, recent developments in 
the PMU applications allow a closer monitoring of power system state close to real 
time. Recent results dealing with voltage stability can be found in Glavic and Van 
Cutsem (2012, 2013).

Further research on loadability limits involving inequality constraints is reported 
in Karystianos et al. (2007). More recent results on the voltage stability of the Hel-
lenic Interconnected System can be found in Lambrou et al. (2013).
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Abstract Real-time stability evaluation and preventive scheduling in power sys-
tems offer many challenges in a stressed power system. Trajectory Sensitivity 
Analysis (TSA) is a useful tool for this and other applications in the emerging smart 
grid area. In this chapter, we outline the basic approach of TSA, to extract suitable 
information from the data and develop reliable metrics or indices to evaluate prox-
imity of the system to an unstable condition. Trajectory sensitivities can be used to 
compute critical parameters such as clearing time of circuit breakers, tie-line flow, 
etc. in a power system by developing suitable norms for ease of interpretation. The 
TSA technique has the advantage that model complexity is not a limitation, and 
the sensitivities can be computed numerically. Suitable metrics are developed from 
these sensitivities. The TSA technique can be extended to do preventive resched-
uling. A brief discussion of other applications of TSA in placement of distributed 
generation is indicated.

11.1  Introduction

Online reliability evaluation of power systems has come a long way with Phasor 
Measurement Unit (PMU)-based Wide-Area Measurement System (WAMS). The 
early work in this area (Alsac and Stott 1974; Athay et al. 1979; Fouad 1988; Kumar 
et al. 1987; Ruiz-Vega and Pavella 2003; Yuan et al. 2003; La Scala et al. 1998; 
Shubhanga and Kulkarni 2004; Padiyar and Krishna 2001; Vittal et al. 2005) is now 
being augmented by the WAMS-based tools (Monticelli 2000; Abur and Exposito 
2004; Monticelli 2007; Ahmad 2012). Although simulation in real time is the ulti-
mate solution, there are many ways to extract suitable information from the limited 
online simulations or PMU data to develop reliable metrics or indices to evaluate 
proximity of the system to an unstable condition for a given set of contingencies. 
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The currently available technique of Transient Energy Function (TEF; Pai 1981, 
1989; Fouad and Vittal 1991; Pavella and Murthy 1994; Pavella et al. 2000) is 
sometimes limited by its inability to handle complex models.

Sensitivity analysis is a technique used in all branches of engineering. In linear 
systems, eigenvalue sensitivity, sensitivity to parameter variations, or its application 
in parameter identification is widely reported in the control literature. Trajectory 
sensitivity, on the other hand, has not found many applications although it was pro-
posed in the 1960s (Tomovic 1963; Tomovic and Vukobratovic 1972; Kokotovic 
and Rutman 1973; Laughton 1964; Frank 1978; Eslami 1994).

We first motivate its use directly in the preventive rescheduling situation when 
the system is identified as being close to being insecure for a given set of contingen-
cies (Nguyen and Pai 2003). The next application (Nguyen et al. 2002) of the trajec-
tory sensitivity analysis (TSA) technique is in computing critical parameters of the 
power system by developing suitable metrics to translate the trajectory sensitivities 
into some scalar indices. Critical values of the clearing time are computed by treat-
ing clearing time itself as a parameter by proposing a suitable norm as a metric. 
The motivation for using this metric is provided through a Single-Machine Infinite 
Bus (SMIB) example. In this approach, computation at two points is necessarily 
followed by an extrapolation. Extension to include tie-line power as a parameter is 
included. Critical generators are also identified.

More applications of TSA for real-time stability such as identification of critical 
relays and electrical centers in the event of system separation are briefly discussed. 
Thus, a comprehensive overview of the topic is presented. Adaptation of TSA in the 
field of WAMS is a wide area for open research, and this chapter may lead to further 
topics for investigation.

11.2  Current State of the Art in Dynamic Security 
Assessment

Power system security is concerned with the evolution of a system when a distur-
bance results in a change in system condition. System security is generally con-
cerned with large changes, which are called contingencies. These may be faults 
caused by tripping of lines, lightning flashover, failure of a major piece of equip-
ment, etc. Such events cause relays to operate and result in a change in system con-
figuration, such as loss of a component or in rare cases, cascaded tripping of lines.

The mathematical analysis involving computation of the dynamic response and 
evaluating it for possible instability is called Dynamic Security Assessment (DSA). 
DSA has also been formally defined as an evaluation of the ability of a certain 
power system to withstand a defined set of contingencies and to survive the transi-
tion dynamically to an acceptable steady-state condition.

In the current environment, the existing transmission system often operates 
at its limit because of congestion on transmission lines and multilateral transac-
tions. In addition, power systems must be operated to satisfy the transient stability 
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constraints for a set of contingencies. In these situations, DSA plays a crucial role. 
The aim of online DSA is to assess the stability of the system for a set of pre-defined 
contingencies. These contingencies are user specified or are chosen automatically 
through some filtering process. Filtering of contingencies is done so that they are 
separated into critical and noncritical ones. The critical ones are saved for further 
study, and the noncritical ones are discarded to reduce the computational burden. 
For each contingency if the system is stable, DSA can also provide a security mar-
gin based on the technique used.

For instance, if critical clearing time is computed, then the difference between 
the critical clearing time and the actual clearing time, tcr−tcl, is the margin. On the 
other hand, if the TEF is used, then the difference between the critical energy and 
the energy at clearing, Vcr−Vcl , is the margin. The security margin is used to pro-
vide the operators with guidelines to improve system operation while at the same 
time maintaining economic operation. This is known as security-constrained opti-
mization. The literature on preventive control is focused on enhancing the stability 
margin as defined by Vcr−Vcl in the TEF method (Pai 1989; Fouad and Vittal 1991) 
and tcr	−	tcl in the case of the SIME method (Pavella et al. 2000). These methods, 
however, suffer from the fundamental drawbacks of model limitation and the need 
to compute the controlling unstable equilibrium point (u.e.p.).

The technique based on trajectory sensitivities (Nguyen and Pai 2003; Nguyen 
et al. 2002; Laufenberg and Pai 1998; Zima and Andersson 2003; Hiskens and Pai 
2000) has been proposed for both DSA and preventive control. This technique has 
several advantages over all the other techniques:

1. There is no restriction on complexity of the model.
2. Extension to systems with discrete events is possible.
3. Information other than mere stability can be obtained.
4. Limits to any parameter in the system that affect stability can be studied.
5. Identification of weak links in the transmission network is possible.
6. Preventive strategies can be incorporated easily.

However, the above advantages are obtained at the expense of increased computa-
tional time. As an alternative, phasor measurements can be used.

11.3  Mathematical Background: System  
and Sensitivity Model

In simulating disturbances, switching actions take place at certain time instants. 
At these time instants, the algebraic equations change, resulting in discontinuities 
of the algebraic variables. In general, the power system can be cast in the form of 
a differential-algebraic discrete model incorporating discrete events, as in Hiskens 
and Pai (2000). A special case is the model described by Differential-Algebraic 
Equations (DAE) of the form

 (11.1)( , , ).x f x y λ=�
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(11.2)

A switching occurs when the switching function ( , , ) 0s x y λ = . For example, if a 
device is switched into service at time t = tsw, then the switching function in this case 
can simply be defined as 

sw( , , ) .s x y t tλ = −
In the above model, x represents the dynamic state variables such as machine 

angles, velocities, etc.; y represents the algebraic variables such as load bus voltage 
magnitudes and angles; and λ represents the system parameters such as line reac-
tances, generator mechanical input power, or fault clearing time. Note that the state 
variables x are continuous, while the algebraic variables can undergo step changes 
at switching instants.

The initial conditions for Eqs. (11.1) and (11.2) are given by

 (11.3)

where y0
 satisfies the equation

 (11.4)

For compactness of notation, the following definitions are used:

With these definitions, Eqs. (11.1) and (11.2) are written in a compact form as

 (11.5)

 (11.6)

Note that the parameters are absorbed in the differential equations as state variables 
where their derivatives are equal to zero.

The initial conditions for Eqs. (11.5) and (11.6) are

 (11.7)

Trajectory sensitivity analysis studies the variations of the system variables with 
respect to the small variations in initial conditions x0

 and parameters λ (or equiva-
lently x0).
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Away from discontinuities, the differential-algebraic system can be written in 
the form

 (11.8)

 (11.9)

Differentiating Eqs. (11.8) and (11.9) with respect to the initial conditions x0
 yields

 (11.10)

 (11.11)

where f f gx y x, , , and gy  are time-varying matrices and are calculated along the 
system trajectories. x tx0

( ) and y tx0
( )  are the trajectory sensitivities.

Initial conditions for x x0
 are obtained by differentiating Eq. (11.7) with respect 

to x0
 as

 (11.12)

where I is the identity matrix.
Using Eq. (11.12) and assuming that g ty ( )0  is nonsingular along the trajectories, 

initial conditions for yx0
 can be calculated from Eq. (11.11) as

 (11.13)

Therefore, the trajectory sensitivities can be obtained by solving Eqs. (11.10) and 
(11.11) simultaneously with Eqs. (11.8) and (11.9) using Eqs. (11.7), (11.12), and 
(11.13) as the initial conditions. At the discontinuity where s x y( , ) ,= 0  the trajec-
tory sensitivities x yx x0 0

,  typically undergo a jump. Computation of these jump con-
ditions is discussed in detail in Hiskens and Pai (2000).

For a small change in initial conditions, the sensitivities with respect to initial 
conditions can be numerically approximated as

 (11.14)

 (11.15)
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11.4  Dynamic Security-Constrained Rescheduling 
of Power Systems Using Trajectory Sensitivities

We first review the use of trajectory sensitivities through its straightforward appli-
cation to preventive control. The theoretical development closely follows Nguyen 
and Pai (2003) with minor modifications. The Stability-Constrained Optimal Power 
Flow Formulation (SCOPF) is now discussed.

11.4.1  Problem Formulation

The standard OPF problem is (Gan et al. 2000)

 (11.16)

subjected to

 (11.17)

 (11.18)

 (11.19)

 (11.20)

 (11.21)

 (11.22)

Equations (11.17) and (11.18) are the active and reactive power balance equations, 
respectively; P Qg g,  are the vectors of generator active and reactive power injec-
tions, respectively; P QL L,  are the vectors of real and reactive load, respectively; 
V  and θ  are the vectors of bus voltage magnitudes and angles, respectively; 
P P Q Q V Vg

m
g
M

g
m

g
M m M, , , , , are the vectors of lower and upper limits of generator 

real, reactive power outputs, and bus voltage magnitudes, respectively; ( , )S V θ  is 
the vector of apparent power flowing across the transmission lines; and S M  is the 
vector of thermal limits of those lines. Note that the variables in this problem are 
P Q Vg g, , ,  and θ .

The relative rotor angles are used to detect the system stability/instability. To 
check the stability of the system for a credible contingency, relative rotor angles are 

Minimize the cost function C Pg( )

( , ) 0g LP P P V θ− − =

( , ) 0g LQ Q Q V θ− − =

( , ) 0MS V Sθ − ≤

V V Vm M≤ ≤

P P Pg
m

g g
M≤ ≤

Q Q Qg
m

g g
M≤ ≤ .
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monitored at each time step during dynamic simulation. The sensitivities of rotor 
angles with respect to generator power Pm are also computed at the same time.

Although sensitivity computation requires extensive computational effort, an ef-
ficient method to compute sensitivities is available by making effective use of the 
Jacobian, which is common to both the system and sensitivity equations (Chaniotis 
et al. 2001).

It is proposed that when the relative rotor angle ij i jδ δ δ π= − >  for a given con-
tingency, the system is considered as unstable. This is an extreme case, as pointed 
out in Gan et al. (2000), and one can choose an angle difference less than π  de-
pending on the system. Here, i and j refer to the most and the least advanced genera-
tors, respectively.

The sensitivities of the rotor angles at this instant are used to compute the amount 
of power needed to be shifted from the most advanced generator (generator i) to the 
least advanced one (generator j) according to the following formulae:

 (11.23)

 (11.24)

where P Pi j
0 0,  and 0

ijδ  are the base loading of generators i and j, and the relative rotor 
angle of the two at the solution of the OPF problem stated in Eqs. (11.16)–(11.22); 

ij

iP

δ∂
∂

 and ij

jP

δ∂
∂

 are the sensitivities of relative rotor angle with respect to the output 

of the ith and jth generators; and Pi
 and Pj  are components of the parameter λ  

discussed in the mathematical background section of this chapter.
After shifting the power from generator i to generator j according to Eqs. (11.23) 

and (11.24), the system is secure for that contingency but it is not an optimal sched-
ule. New power constraints introduced into the OPF formulation to improve the 
optimality are proposed, as discussed in the next section.

The OPF problem with the new constraints is then resolved to obtain the new 
operating point for the system. Thus, we retain the DAE and the sensitivity model, 
and replace the original constraints by the new constraints. The methodology and 
algorithm are discussed next.

11.4.2  Stability Constrained Optimal Power Flow 
Solution Methodology

The steps to solve the dynamic security constrained OPF are shown in the flow 
chart of Fig. 11.1. The steps are as follows (Nguyen and Pai 2003):
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1. Perform the OPF to obtain the optimal operating point according to Eqs. (11.16)–
(11.22). Set k = 1.

2. Apply contingency k from the specified list of credible contingencies.
3. Perform a dynamic simulation and compute the trajectory sensitivities using 

models specified by Eqs. (11.8)–(11.11), and monitor the maximum of relative 
rotor angles at each time step.

∂δ ∂δ

∂ ∂

δ

Νο

δ δ

≥ ≤ 

0

δ 

Fig. 11.1  Flow chart for dynamic security-constrained OPF. (Adapted from Nguyen and Pai 2003)
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4. If max ( )ijδ π< for entire simulation interval tf  ,
If not at the end of the contingency list, set k = k + 1, and go to step 2.
Else, stop.

 Else, go to step 5.
5. Calculate the power shift needed from the ith-generator to the jth-generator, Pi

new, 
and Pj

new  Eqs. (11.23) and (11.24).
6. If P Pi i

mnew ≥ , then set P Pi
M

i= new; else, set P Pi
M

i
m= . If P Pj j

Mnew ≤ , then set 
P Pj

m
j= new; else, set P Pj

m
j
M= .

7. Go back to step 1.

Note that in step 6, if one generator hits its output limit and the other does not as a 
result of the shift, there will be a mismatch between generations and loads after the 
shift. This mismatch will be taken care of by the result of the OPF in the reschedul-
ing. Also, in step 6, if the least advanced generator j is at its maximum limit, the 
shift will be carried out from generator i to the next-to-least advanced generator 
instead.

Note also that Eq. (11.23) is still computed at max ijδ π= . If a solution obtained 
by applying the proposed algorithm exists, this solution is the globally secure one 
and is the optimal dispatch over the specified set of contingencies. Of course, there 
is no guarantee about the existence of the globally secure solution. There may be 
situations where this solution does not exist. If this is the case, the system loads need 
to be studied further. Then the system operator will have appropriate actions to take 
if contingencies were to occur.

If there is more than one advanced generator crossing the threshold at the same 
time, then one of them can be chosen in the power shift to start the algorithm. But 
different choices of generators to start the shift will have different impacts on the 
system in terms of cost and computational time. In this case, the operator’s deci-
sion for the selection, which is incorporated in the algorithm, is very important to 
effectively keep the system in the secure operating condition at minimum cost, both 
economically and from a computational point of view.

11.4.3  Illustrative Examples

The three-machine, nine-bus system (Sauer and Pai 1998) is discussed in detail to 
illustrate the algorithm stated in Sect. 11.3. The two-axis model is used for synchro-
nous machines with the Institute of Electrical and Electronics Engineers (IEEE) 
type-1 exciter and constant mechanical input. Loads are modeled as constant-im-
pedance type. Results of the OPF are obtained by using the MATPOWER package 
(Zimmerman and Gan 2005).
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11.4.3.1  The Three-Machine, Nine-Bus System

A single line diagram of this system is shown in Fig. 11.2. The OPF is performed for 
the base case and the optimal schedule is shown in Table 11.1 along with the cost 
functions for generators and their ratings.

1.  Contingency C1: Fault at bus 7
  The fault is simulated at bus 7 and cleared by tripping line 7-5 at tcl = 0.35 s, 

which is greater than the critical clearing time. The critical generators are G2 and 
G3, so the algorithm can be first applied to either G2 or G3. Two cases will be 
considered here as follows:

  Case A: Shifting output power from generator 2 to generator 1. Using Eq. (11.23), 
the amount of power needed to be shifted is found to be ∆P2 1,  = 49.53 MW. 
Applying the algorithm of Sect. 11.4.2, the new schedule for the generators is 
G1, 155.72 + j25.73	MVA;	G2,	63.43	−	j0.80	MVA;	and	G3,	98.64	−	j10.65 MVA. 
The total cost for this case is US $ 1167.90. The system is dynamically stable in 
this loading condition for the same fault. The relative rotor angles after the shift 
are shown in Fig. 11.3.

   Case B: Shifting output power from generator 3 to generator 1. Applying the algo-
rithm of Sect. 11.4.2, the new schedule for the generators is G1, 173.20 + j26.95 
MVA;	G2,	73.55	−	j0.52	MVA;	and	G3,	70.98	−	j10.88 MVA. The total cost for 

Table 11.1  Generator data and the optimal schedule for the base case
Generators Rating (MW) Cost function ($/h) Optimal loading 

(MVA)
Total cost ($/h)

1 200 0.0060P2 + 2.0P + 140 106.19 + j24.26 1132.59
2 150 0.0075P2 + 1.5P + 120 112.96 + j0.37
3 100 0.0070P2 + 1.8P + 80 99.20	−	j11.62

G2

G1

G32 7 8 9 3

6

4

5

1

~ ~

~

Fig. 11.2  The three-machine, 
nine-bus system
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this case is US $ 1180.33. With this loading condition, the system withstands 
the contingency dynamically if it were to occur. Note that unlike case A where 
the system is stable after only one shift (from G2 to G1), the system in this case 
is still unstable after the shift from G3 to G1. After this shift, only generator 2 
is found to be unstable. Equation (11.23) is used again to compute the power to 
shift from G2 to G1. As a result, the system is dynamically stable after the sec-
ond shift. The relative rotor angles for this case are shown in Fig. 11.4.

   From the results of Case A and Case B, it can be seen that when there is more 
than one generator crossing the threshold at nearly the same time, more than one 
option for shifting power can be used in step 5 of the algorithm. The most effec-
tive option will save computation time and minimize the cost increase associated 
with the shift (Case A). On the other hand, other options can be used at step 5 
with the possibility of more computation time and higher cost (Case B). There-
fore, operators’ knowledge about the system plays a crucial role in choosing the 
most effective option that can be implemented in the algorithm for preventive 
rescheduling.

2. Contingency C2: Fault at bus 9
 The fault is simulated at bus 9 and cleared by tripping line 9-6 at tcl = 0.30 s, 

which is greater than the critical clearing time. The critical generator is G3 and 
the least advanced one is G1.

Fig. 11.3  Relative rotor angles for Case A
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 Case C: Shifting output power from generator 3 to generator 1. The amount to 
shift is ∆P3 1 51 75, .= MW, obtained by using Eq. (11.23). The new loading in this 
case is G1, 157.94 + j25.36; G2, 112.39 + j0.70;	and	G3,	47.45	−	j11.13; and the 
system is dynamically stable. The total cost is US $ 1170.04. With this loading 
condition, the relative rotor angles are shown in Fig. 11.5.

3. Contingency set comprising C1 and C2
 Case AC: Now the set of contingencies, which comprises contingencies C1 and 

C2 as in cases A and C, is considered. The globally secure and optimal schedule 
obtained by applying the algorithm of Sect. 11.4.2 is G1, 200 + j30.74 MVA; 
G2, 69.33 + j0.68	MVA;	 and	G3,	 48.77	−	j9.18 MVA. The cost in this case is 
US $ 1224.49. With this loading condition, the system will be dynamically stable 
for either contingency C1 or C2, as shown in Figs. 11.6 and 11.7.

The optimal loadings for the base case, the constrained cases A, B, C, and AC, and 
the total cost in each case are summarized in Table 11.2. Note that the cost for the 
dynamically constrained cases is always higher than for the base case, as expected. 
The highest cost is in case AC, where the globally secure optimal schedule, which 
will survive both contingencies, is obtained.

For larger system validation, see Nguyen and Pai (2003).

Fig. 11.4  Relative rotor angles for Case B
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Fig. 11.6  Relative rotor angles for case AC, fault at bus 7

 

Fig. 11.5  Relative rotor angles for case C
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11.5  Trajectory Sensitivity Norm and its Use 
in Computing the Critical Clearing Time

In this section, we outline an approach using trajectory sensitivity information di-
rectly to estimate the critical clearing time (Nguyen 2002). To motivate this ap-
proach, let us consider a SMIB system described by

 
(11.25)

0
,

0
(0) , (0) 0.

sin

M cl

M em cl

M D P t t

M D P P t t

+ = < ≤ = =
+ = − >

�� �
�

�� �
d d

d d d
d d d

Table 11.2  Optimal schedules for the base case and the four cases A, B, C, and AC
Case Optimal schedule Cost ($/h)

G1 (MVA) G2 (MVA) G3 (MVA)
BASE 106.19 + j24.26 112.96 + j0.37 99.20	−	j11.62 1132.59
A 155.72 + j25.73 63.43	−	j0.80 98.64	−	j10.65 1167.90
B 173.20 + j26.95 73.55	−	jj0.52 70.98	−	j10.88 1180.33
C 157.94 + j25.36 112.39 + j0.70 47.45	−	j11.13 1170.04
AC 200.00 + j30.74 69.33 + j0.68 48.77	−	j9.18 1224.49

Fig. 11.7  Relative rotor angles for case AC, fault at bus 9
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The corresponding sensitivity equations are

 
(11.26)
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Equation (11.25) can be written in a DAE form by augmenting the parameter tcl 
and the time variable t into the state vector, resulting in
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where

The initial conditions for Eqs. (11.30) and (11.31) are

The phase plane portraits in the ( , )δ ω  plane of the system for two values of tcl, one 
small and the other close to tcr, are shown in Figs. 11.8 and 11.9.

The corresponding behaviors of sensitivities in the ( , )u u�  plane are shown in 
Figs. 11.10 and 11.11. From this, it is seen that the sensitivity magnitudes increase 
much more rapidly as tcl approaches tcr. Also, the trajectories in the ( , )u u�  plane can 
cross each other because the system (11.26) is time varying, whereas that is not the 
case for the system (11.25), which is an autonomous system.

Qualitatively, both trajectories in the ( , )δ ω  plane and the ( , )u u�  plane give the 
same information about the stability of the system, but the sensitivities seem to be 
stronger indicators because of their rapid changes in magnitude as tcl increases. 
Hence, we can associate sensitivity information with the stability level of the sys-
tem for a particular clearing time.

When the system is very close to instability, the sensitivity reflects this situation 
much more quickly, as seen in Fig. 11.12, for a three-machine test system. This 
qualitative relationship was discussed for the general nonlinear dynamic systems by 
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Fig. 11.9  Phase plane behavior for tcl close to tcr	(≈	80	%	of	tcr)

 

Fig. 11.8  Phase plane behavior for small tcl	(≈	50	%	of	tcr)

 



Fig. 11.11  Sensitivity plane behavior for tcl close to tcr	(≈	80	%	of	tcr)

 

Fig. 11.10  Sensitivity plane behavior for small tcl	(≈	50	%	of	tcr)
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Tomovic (1963). One possible measure of proximity to instability may be through 
some norm of the sensitivity vector. The Euclidean norm is one such possibility.

The sensitivity norm SN is computed for two different values of tcl, which are 
chosen to be less than tcr. Because we are computing only first-order trajectory 
sensitivities, the two values of tcl must be less than tcr by at most 20 %. This might 
appear to be a limitation of the method. However, extensive experience with the 
system generally will give us a good estimate of tcr. Because the system under con-
sideration is stable, the sensitivity SN will display larger excursions for larger tcl. 
Because sensitivities generally increase rapidly with increases in tcl, we plot the 
reciprocal of the maximum of SN over the post-fault period as

A straight line is then constructed through the two points 1 1( , )clt η  and 2 2( , )clt η . The 
estimated critical clearing time tcr est,  is the intersection of the constructed straight 
line with the time axis in the ( , )clt η  plane, as shown in Fig. 11.13.

As discussed later, this linearity is valid for a small region around tcr. The sensi-
tivity norm for an m-machine system is defined as

1
.

max( )NS
η=

Fig. 11.12  Rotor angle ( top) and its sensitivity ( bottom) for tcl very close to tcr for three-machine 
system
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where the jth machine is chosen as the reference machine.
If other parameters of interest are chosen instead, the technique will give an es-

timate of critical values of those parameters.
Since this technique only uses sensitivity information that has no modeling limi-

tation, it can be applied to power systems without any restriction on system model-
ing or complexity. This is a major advantage of this technique.

11.5.1  Numerical Examples

For the three-machine system (Fig. 11.2), a self-clearing fault is simulated at bus 5 
and cleared at two different values of tcl less than tcr. The corresponding values of η  
discussed in Sect. 11.5 are computed, and the results are shown in Fig. 11.14.

The procedure is repeated for the same system by simulating the fault at bus 8. 
The estimated critical clearing time and the actual value obtained for both the cases 
are shown in Table 11.3. Hence, the values of tcr obtained from the proposed tech-
nique are very close to the actual value.

11.5.2  Computation of Other Critical Parameters Using 
Sensitivity Norm

11.5.2.1  Critical Loading of a Generator

The sensitivity norm technique is used to estimate the critical value of generator 
loading, or equivalently, the mechanical input power PM. Two simulations for two 
values of PM are carried out. The change from normal operating values in PM is 

2 2

1 cl cl cl
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Fig. 11.13  Estimate of tcr

 



35511 Trajectory Sensitivity Analysis for Dynamic Security Assessment ...

distributed uniformly among all loads in the system, so that the loading of the rest 
of the generators is unchanged. The sensitivity norm is calculated for the two speci-
fied values of PM and then extrapolated to obtain the estimated value of the critical 
PM for the chosen generator.

The fifty-machine system (Fouad and Vittal, 1991) is used as an illustrative ex-
ample. A self-clearing fault is simulated at bus 58 and cleared at tcl = 0.15 s. Applying 
the proposed technique, the following result is obtained and shown in Table 11.4. 
To validate the results, it was verified that with the critical value of PM , the system 
goes unstable.

11.5.2.2  Critical Impedance of a Transmission Line

The sensitivity norm technique can also be used to estimate the critical value of 
a line reactance. The three-machine system (Fig. 11.2) is used to illustrate the 

Table 11.3  Estimate tcr using sensitivity norm for three-machine system
Faulted bus Sensitivity norm Actual

tcr,est (s) tcr (s)

5 0.354 0.352
8 0.333 0.334
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–0.01
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η

Fig. 11.14  Estimate tcr for fault at bus 5 using sensitivity norm
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technique. A fault is simulated at bus 7 and cleared at tcl = 0.08 s by tripping the 
line 5-7. Figure 11.15 shows the corresponding values of η for different values of 
reactance of the line 8-9. The critical value of the reactance of line 8-9 is 0.246 pu. 
It can be seen from Fig. 11.15 that the estimated value of the critical reactance is 
quite accurate if the two values of the line reactance are picked in the close range of 
the actual critical value.

Knowing the critical value of a line reactance is very important in controlling 
power flow path in the system by the variable impedance devices. Such devices 
belong to a type of devices called Flexible AC Transmission Systems (FACTS), 
which can be very useful in controlling the stability of power systems (Hingorani 
and Gyu Gyi 2000).

Fig. 11.15  Estimate critical value of the reactance of the line 8-9
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Machine number Sensitivity Norm Actual
PM,est (pu) PM,act (pu)

4 22.9 22.3
5 17.0 16.5
7 4.3 4.2
12 10.0 9.6

Table 11.4  Estimated value 
of critical input power PM 
versus the actual value
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11.6  Other Applications of Trajectory Sensitivities

11.6.1  Sensitivity of Tie-Line Power

The 10-machine, 39-bus system is used to illustrate the procedure and is shown in 
Fig. 11.16. It is divided into two areas. For a pre-defined set of contingencies in 
each area, the sensitivities of tie-line power transfers between areas with respect 
to generation at each machine are computed using the numerical approach. The 
sensitivity information is used to directly identify and rank the contingencies that 
have an important impact on the power transfer between areas (Hiskens et al. 1999).

The numerical sensitivities are calculated approximately by the following pro-
cedure:

1. For a given load, perform an economic dispatch to obtain PGi
0 , i = 1,…, 10.

2. Using PGi
0  of step 1, perform dynamic simulation for a particular contingency 

and obtain P ttie
0 ( )  for t ≥ 0 .

3. To calculate the sensitivity of tie-line power with respect to the input power at 
generator i, i = 1,…, 10, increase PGi

0  by 2 %, i.e., P PGi Gi
1 01 02= . ,  and keep the 

other PGj
0 , j i≠ , unchanged. With this new loading condition, repeat step 2 for 

the same contingency and calculate P ttie
1 ( ) .

4. The trajectory sensitivity of tie-line power with respect to input power at genera-
tor i is approximated by

S t
P t P t

P P
ii

tie tie

Gi Gi

( )
( ) ( )

, , , .=
−
−

= …
1 0

1 0 1 10

Fig. 11.16  The 10-machine, 39-bus system
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Table 11.5  Peak-to-peak sensitivities of tie-line powers with respect to generation for various tcl 
( tcr = 0.17 s)

Generator number Tie-line tcl (s)
0.05 0.10 0.15 0.162

2 39-1 0.50 1.34 5.62 13.21
4-3 0.11 0.35 1.94 9.34
15-16 0.37 0.98 4.09 8.05

3 39-1 0.66 1.75 7.52 18.76
4-3 0.15 0.46 2.70 14.21
15-16 0.47 1.25 5.37 11.19

5 39-1 1.60 4.34 14.29 31.81
4-3 0.31 0.95 5.92 26.55
15-16 1.19 3.40 11.31 20.10

6 39-1 1.72 4.66 18.23 55.08
4-3 0.34 1.07 7.00 46.73
15-16 1.26 3.23 11.58 29.17

8 39-1 0.58 1.53 5.88 12.00
4-3 0.14 0.38 2.04 6.95
15-16 0.42 1.09 4.16 7.93

9 39-1 3.80 11.77 79.60 ∞
4-3 1.00 4.03 52.69 ∞
15-16 2.78 7.89 45.75 ∞

Depending on the maximum excursion of the sensitivities, the severity of the con-
tingencies can be ranked, and the most sensitive generators can also be detected.

The maximum peak-to-peak sensitivity deviations for several clearing times are 
tabulated in Table 11.5. The sensitivities with respect to generators 1, 4, and 7 are 
small and are not shown here. A number of observations can be made from these re-
sults. First, the flow on tie-line 39-1 is more sensitive than the other tie-line flows in 
all cases. It means that changes in tie-line flows induced by generation rescheduling 
should be such as to decrease the sensitivities in line 39-1. This higher sensitivity in-
dicates that line 39-1 has a larger impact on system stability than the other tie-lines.

Therefore, system security could be improved by reducing the flow on line 39-1. 
Second, from Table 11.5, the sensitivities are highest for generators 6 and 9. As a 
result, the loading on these units has a greater influence on the tie-line flows, and 
tie-line oscillations, than other units.

Finally, the simulations are performed for a set of contingencies with fixed clear-
ing time at tcl = 0.05 s. Again, the peak-to-peak sensitivities of tie-line powers with 
respect to generation are calculated. Table 11.6 gives the simulation results.

From Table 11.6, it can also be observed that the sensitivities are highest for gen-
erators 6 and 9. Again, the flow on tie-line 39-1 is more sensitive than other tie-lines 
in all cases. This provides further evidence of the important impact of generators 6 
and 9 and tie-line 39-1 on the system security. Table 11.6 also indicates that sensitiv-
ity information can be used to rank the severity of contingencies. For instance, for 
contingencies involving lines 23-24, 4-14, and 6-7, the sensitivities are relatively 
small, so these contingencies are considered unimportant. The largest sensitivities 
correspond to outage of line 21-22 (generator 6) and line 25-26 (generator 9). Based 
on sensitivities, these contingencies would be ranked as most severe.
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The assessment has been confirmed by simulation. The critical clearing times are 
0.13 s for contingency on line 21-22 and 0.08 s for contingency on line 25-26. Fur-
ther, delayed clearing of the fault on line 21-22 would result in losing synchronism 
of generator 6, whereas delayed clearing of the fault on line 25-26 would result in 
generator 9 losing synchronism. Note that different generators are critical for dif-
ferent contingencies.

11.6.2  Impact of Distributed Generation on System Stability

11.6.2.1  Distributed Generation Configuration

We assume that as load demand increases, it is met by the addition of Distributed 
Generation (DG) units at those buses. A new distributed load bus is introduced 
and connected to the original bus through a transformer, and the additional load is 
modeled at this new bus, as shown in Donnelly et al. (1996). This additional load is 
served by a DG that is connected to the load through another transformer as shown 
in Fig. 11.17.

The penetration factor that relates the additional load being met by the DG unit 
to the original load is defined as

Penetration level (%) 100di

di Li

P

P P
= ×

+

Table 11.6  Peak-to-peak sensitivities of tie-line powers with respect to generation for various 
line outages, tcr = 0.5 s for all cases
Generation number Tie-line Line outage

17-18 21-22 23-24 25-26 4-14 6-7
2 39-1 0.50 0.90 0.42 0.37 0.35 0.42

4-3 0.11 0.13 0.06 0.06 0.18 0.21
15-16 0.37 0.39 0.18 0.21 0.16 0.23

3 39-1 0.66 1.19 0.55 0.47 0.51 0.51
4-3 0.15 0.16 0.09 0.09 0.20 0.24
15-16 0.47 0.51 0.25 0.27 0.27 0.33

5 39-1 1.60 2.33 1.13 0.93 0.95 0.81
4-3 0.31 0.31 0.14 0.12 0.16 0.10
15-16 1.19 1.06 0.48 0.55 0.31 0.30

6 39-1 1.72 7.53 1.64 1.04 0.84 0.78
4-3 0.34 0.73 0.23 0.12 0.17 0.09
15-16 1.26 3.13 0.66 0.59 0.29 0.29

8 39-1 0.58 1.10 0.51 0.44 0.42 0.44
4-3 0.14 0.13 0.06 0.30 0.08 0.06
15-16 0.42 0.45 0.21 0.20 0.14 0.16

9 39-1 3.80 4.35 2.10 6.69 1.79 1.70
4-3 1.00 0.47 0.26 1.24 0.37 0.22
15-16 2.78 1.72 0.87 3.92 0.60 0.63
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In the above equation, Pdi
 refers to the additional real load and PLi

 is the original 
real load at the bus i where the DG is added. This relationship is also defined for 
reactive loads for the DGs. Also, the real power generation of the DG will match the 
new load added at the adjacent bus, and the reactive power generation will match 
the new load and loss in the transformer.

The 10-machine, 39-bus system from Fig. 11.3 is used as the original system for 
simulations. We assume that new loads Pdi + jQdi ( i = 1,…, 5) have to be served at 
different system locations. These loads will be met by the configuration proposed in 
Fig. 11.17. With a penetration factor of 40 % at each bus and adding DG at locations 
of the new loads, as shown in Fig. 11.18, we simulate for a fault at bus 15 followed 
by tripping line 15-16.

With a classical model for all generators and a clearing time of 0.22 s, the origi-
nal system is stable (Fig. 11.19), but the augmented system is unstable (Fig. 11.20). 
The DG 11 is the unstable machine.

Fig. 11.18  The augmented system

 

Fig. 11.17  Proposed configuration for DG

 



36111 Trajectory Sensitivity Analysis for Dynamic Security Assessment ...

Fig. 11.19  Relative rotor angles for the original system with tcl = 0.22 s

 

Fig. 11.20  Relative rotor angles for augmented system with tcl = 0.22 s
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11.6.2.2  Effect of Penetration Levels on System Stability

With the augmented system shown in Fig. 11.18, we vary the penetration level to 
see how the system stability changes for the same fault. At 10 % penetration, the 
system maintains stability up to a clearing time of 0.28 s. This is an improvement 
on the original system, which goes unstable at 0.26 s. When increasing the clear-
ing time to 0.29 s, the system is unstable, and generators that go unstable are 2, 3, 
and 11.

At 20 % penetration, the critical clearing time is 0.28 s, and the generators that go 
unstable are again 2, 3, and 11 when increasing clearing time slightly greater than 
the critical clearing time. At 30 % penetration, the system still shows an improve-
ment over the original, with a 0.27-s critical clear time, which is 0.02 s better than 
the original. Again, generators 2, 3, and 11 are advanced machines when clearing 
time is increased to 0.28 s.

At 40 % penetration, the DG begins to adversely affect the system. Generator 
11, i.e., one of the DGs, now goes unstable with a 0.21-s clearing time, which is 
worse than the original system. At 45 % penetration, the critical clearing time drops 
to 0.13 s.

Generator 11 goes unstable when the clearing time is increased to 0.14 s. At 50 % 
penetration, the critical clearing time is 0.06 s, and generator 11 goes unstable again 
when the clearing time is increased slightly above the critical clearing time. And at 
55 % penetration, the system is unstable for even a small amount of clearing time. 
The result is shown in Table 11.7.

The trend for this system is that penetration levels below 30 % have little effect 
on system stability and can help the system slightly. However, once penetration be-
gins to increase over 30 %, clearing times allowed for stability diminish rapidly. The 
conclusion from this study is that DG is not a concern to system stability as long as 
it remains a small fraction of the overall system load.

11.6.2.3  Application of Trajectory Sensitivities

The augmented system (Fig. 11.18) is simulated with the fault at bus 15 and cleared 
by tripping line 15-16. The penetration level is varied from 10 to 40 %. The clearing 

Penetration (%) tcr (s) Unstable generators
Original 0.25 2, 3, 11
10 0.28 2, 3, 11
20 0.28 2, 3, 11
30 0.27 2, 3, 11
40 0.2 11
45 0.13 11
50 0.06 11

Table 11.7  Critical clearing 
time for different penetration 
levels
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time is reduced to 0.18 s to make the system stable for all cases. With generator 10 
chosen as reference, the sensitivities of relative rotor angles to the mechanical input 
power PM at the various generators are computed. The maximum sensitivity varia-
tion for each relative rotor angle is normalized to unity for the generator having the 
highest variation. The results are shown in Table 11.8.

For the penetration level of 40 %, it is found that generator 11 has the highest 
sensitivity variation. This suggests that the generator that goes unstable is 11 if the 
clearing time is set at a value larger than the critical one. This is consistent with the 
simulation results obtained in Sect. 11.6.2.2.

As can be seen from Table 11.8, for the penetration levels of 10, 20, and 30 %, 
the sensitivities do not vary much. This suggests that the system stability is not af-
fected much by those penetration levels. This also agrees with the simulation results 
in Sect. 11.6.2.2. When the penetration increases to 40 %, the sensitivity variation 
changes significantly, especially for the potentially unstable generator 11. This re-
sult suggests that the system stability has been affected by this penetration level. 
Again, this agrees with the conclusion of the simulation in Sect. 11.6.2.2. Results 
from Table 11.8 have shown that there is a strong correlation between the system 
stability and the corresponding trajectory sensitivity of the dynamical system. The 
connection between system stability and trajectory sensitivity has been discussed 
for nonlinear dynamic systems in Tomovic (1963).

11.6.3  Relay Margin as Stability Indicator

Power system protection at the transmission system level is based on distance relay-
ing. Distance relaying serves the dual purpose of apparatus protection and system 
protection. Significant power flow oscillations can occur on a transmission line or 

Table 11.8  Normalized maximum variation for different penetration levels
Generator Penetration levels (%)

10 20 30 40
1 0.0126 0.0125 0.0129 0.0214
2 0.0267 0.0264 0.0261 0.0719
3 0.0254 0.0251 0.0248 0.0678
4 0.0982 0.1003 0.1080 0.1606
5 0.1379 0.1433 0.1604 0.2473
6 0.0879 0.0915 0.1034 0.1697
7 0.0875 0.0910 0.1032 0.9
8 0.0272 0.0269 0.0270 0.0447
9 0.0632 0.0637 0.0687 0.1164
11 0.0775 0.0777 0.0884 1.0000
12 0.0963 0.0934 0.0909 0.0875
13 0.0888 0.0852 0.0836 0.0942
14 0.1095 0.1059 0.1485 0.7613
15 0.0811 0.0799 0.0807 0.1250
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a network as a result of major disturbances like faults and subsequent clearing, load 
rejection, etc. They are related to the swings in the rotor angles of synchronous 
generators. If the rotor angles settle down to a new stable equilibrium point, the 
disturbance is classified as stable. Otherwise, it is unstable. Hence, for stable distur-
bances, power swings die down with time.

Work based upon Lyapunov stability criterion has been reported by Singh and 
Hiskens (2001) to rank relays according to the severity of swings. Relay margin is 
used by Dobraca et al. (1990) as a measure of how close a relay is from issuing a 
trip command. Basically, it is the ratio of the time of the longest consecutive stay of 
a swing in zone to its Time Dial Setting (TDS).

For relays that see swing characteristics outside of their zone settings, the relay 
space margin is used. It is defined as the smallest distance between the relay char-
acteristic and the swing trajectory in the R–X plane. To identify the most vulnerable 
relay, magnitude of the ratio of swing impedance to line impedance is used as a 
performance parameter. The most vulnerable relay corresponds to one with mini-
mum ratio, where the search space extends over all the relays and time instants of 
simulation. The relay margin is computed by extensive simulations, and modifica-
tions of zone 2 or 3 settings are made to curtail relay operation on a stable swing 
(Vaidyanathan and Soman 2002).

The challenges to relaying in the restructured power system operation scenario 
have been discussed by Thorp and Phadke (1999). In such a scenario, there will be 
varying power flow patterns dictated by the market conditions. During the conges-
tion period, relay margins and relay space margins will be reduced. This may pose 
challenges to system protection design. The vulnerability of a relay to power swings 
is directly dependent on the severity of oscillations in power flow observed in the 
primary transmission line and adjacent transmission lines that are covered by the 
backup zones. Hence, the problem of assessment of transmission protection system 
vulnerability to power swings translates into assessment of oscillations in power 
flow on a transmission system caused by disturbance.

Application of TSA to detect vulnerable relays in the system has been discussed 
by Soman et al. (2004). For each contingency, a quantity called branch impedance 
trajectory sensitivity (BITS; that is, trajectory sensitivity of rotor angles to branch 
impedance) is computed. This quantity is then used to locate the electrical center 
(weakest links; Kimbark 1950) in the transmission system and rank transmission 
system distance relays according to their vulnerability to tripping on swings. Its 
main advantage is that it can handle systems of any degree of complexity in terms 
of modeling and can be used as an online DSA tool. Detailed computation of BITS 
and its application in DSA can be found in Soman et al. (2004).

11.7  Conclusions

The trajectory sensitivity-based approach has been used to study various aspects of 
the DSA problem in power systems. The major advantage of this approach is the 
ability to handle complex models of power systems such as DAE, discrete event 
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coupled with DAE, and hybrid systems. A drawback of this approach is that an ad-
ditional set of system sensitivity equations will have to be integrated along with the 
original dynamic system. The computational burden can be reduced by utilizing the 
common structure of the Jacobian of the two systems. Also, the advances in com-
puter technology and capability in parallel computing, grid computing, and others 
have reduced the computational burden significantly.
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Abstract Model Predictive Control (MPC) is a widely used method in process 
industry for the control of multi-input and multi-output systems. It possesses fea-
tures that make it attractive for power system applications. Power systems exhibit 
complex characteristics such as hybrid nature (mixed continuous and discrete 
dynamics), nonlinear dynamics, and very large size. The optimization computa-
tions involved in MPC further increase the challenge of handling such features in 
a reasonable time. Therefore, the reduction of the computational burden associated 
with MPC is a crucial factor for real-time applications. In this chapter, we describe a 
formulation of MPC for power systems based on trajectory sensitivities. Trajectory 
sensitivities are time-varying sensitivities derived along the predicted nominal tra-
jectory of the system, which allow an accurate reproduction of the nonlinear system 
behavior using a considerable reduced computational burden as compared with the 
full nonlinear integration of the system trajectories. Therefore, their deployment 
opens application possibilities for MPC in new, previously restricted, areas.

12.1  Introduction

The model predictive control (MPC) approach entails the identification of an op-
timal control strategy by solving an optimization problem. An attractive feature of 
this problem’s formulation is the explicit incorporation of control quality criteria 
and constraints imposed on system inputs, outputs, and states. The effect of con-
trolled inputs on the system behavior (i.e., states and outputs) is predicted by using 
a model of the system.

However, the MPC has two drawbacks as well: open control loop nature and com-
putational burden associated with the solution of the optimization problem. The first 
obstacle can be overcome by introducing an implicit feedback in the form of repetitive 
computation of control laws in a receding horizon manner. The second obstacle has 
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restricted the application of MPC mostly to control of slower processes, with the dy-
namics in order of minutes, e.g., chemical industry, or linear systems, for which many 
efficient algorithms for optimization and describing system dynamics are available.

Power systems are large systems comprising many components (thus, the number 
of variables and states is very high), which interact with each other in various ways 
and in different time scales, i.e., dynamics speed ranging from milliseconds to years. 
Dynamics present in power systems may be very nonlinear and have a hybrid nature, 
i.e., both continuous and discrete state variables are involved. All these aspects compli-
cate the employment of MPC in a power system, particularly in real-time applications.

Several authors have addressed the difficulties to apply MPC in power systems. 
Larsson (Larsson et al. 2002) analyzes Euler nonlinear and linear approximations 
with numerical computation of sensitivities to controlled inputs for prediction of 
the power system behavior. Geyer (Geyer et al. 2003) has proposed a Mixed Log-
ic Dynamics (MLD) framework for dealing with the hybrid dynamics in MPC of 
power systems. A significant acceleration of MPC computations has been reported 
by Beccuti et al. (2004).

Coordinated secondary voltage control applied in the western part of France 
by Electricité de France (EdF) and reported in several publications, e.g., Vu et al. 
(1996), may probably be considered as the first industrial implementation of MPC 
in a real power system. Although it is not referred to in the literature as MPC, it 
possesses its features, i.e., continuous repetitive use of optimization for computing 
voltage set points of generators in the supervised region.

Our goal is to describe how an employment of trajectory sensitivities for the 
prediction of the system behavior and an effect of controlled inputs can help to 
significantly reduce the computational burden, while keeping a good reproduction 
of the system nonlinearities. By this, a further use of MPC for control applications 
in power systems would be possible.

The chapter starts with a short overview of MPC and associated computation 
burden reduction techniques. Then, we introduce a formulation of MPC based on 
trajectory sensitivities, which is described further in the Appendix. After that, we 
outline some possible applications in power systems and provide simulation results 
for the voltage control of a test power system. Finally, we discuss some implemen-
tation issues and future research challenges.

12.2  Model Predictive Control

12.2.1  General (Nonlinear) MPC

In a general system (no restrictions concerning the type of dynamics, etc.), MPC 
computes a sequence of control inputs, which yield an optimum (in most cases a 
minimum) of the objective function, while satisfying constraints imposed on the 
system inputs, outputs, and states. The objective function usually comprises several 
parts and represents a tradeoff between the quality of the control process and the ef-
fort needed to enforce it. The quality of the control process is usually expressed as a 
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difference between the desired and actual value of the output (when a tracking prob-
lem is considered). The control effort is the deviation of control inputs from their 
original values and/or their optimal values. This can mathematically be expressed as

 (12.1)

subject to equality constraints:

 
(12.2)

and inequality constraints:

 (12.3)

where x( t) are the dynamic state variables, y( t) are the algebraic state variables, 
and u( t) are the control (manipulated) inputs, calculated at time t0, within the time 
horizon (interval) of the length Th; thus t∈[t0 + Th]. In addition, all types of variables 
can be nonlinearly bounded within corresponding spaces, i.e.,

 

(12.4)

The solution of the above-stated problem at the time t0 is an optimal control inputs 
sequence u∗( t). Since the above formulation fully relies on the system model and 
the system state at the time t0, an actual response of the system to the computed 
control sequence can differ due to the model imperfections and disturbances present 
in the system. Therefore, applying the initial part of control inputs and then solving 
MPC formulation again introduces a feedback. This procedure will be repeated at 
regular time intervals.

12.2.2  Approaches to Reduction of Complexity of General MPC 
Formulation

A complexity of solving (12.1–12.4) plays a crucial role in the feasibility of a con-
trol scheme based on MPC. There are several factors influencing it:

•	 Complexity	of	the	cost	function	(12.1)
•	 Complexity	of	the	boundaries	(12.3)	and	(12.4)
•	 Size	of	the	controlled	system	(i.e.,	number	of	variables	in	the	system	model)
•	 Complexity	of	the	model	behavior,	e.g.,	internal	structure,	type	of	interactions	

within the model, etc., expressed by constraints (12.2)
•	 Length	of	the	prediction	horizon Th

min , ,
( )u t

x t y t u tΦ( ( ) ( ) ( ))

�x t f x t y t u t

g x t y t u t

( ) ( ( ), ( ), ( ))

( ( ), ( ), ( ))

=
=0

0 ≤ h x t y t u t( ( ), ( ), ( )),

x t X

y t Y

u t U

( )

( )

( )

∈
∈
∈ .



370 M. Zima and G. Andersson

The length of the prediction horizon Th should ideally be infinite, but this is practi-
cally impossible, hence it is one of the design parameters of the MPC to be consid-
ered in the tradeoff between the accuracy and computation time of the controller. 
Usually, Th is chosen to be sufficiently long to capture the slowest dynamics of the 
controlled system.

The cost function itself has usually a simple form of either a linear or a quadratic 
function; boundaries are usually constant. However, both cost function and bound-
aries are linked/coupled to the system behavior description, i.e., (12.2).

Thus, the most decisive factor is the system dynamics. Many efficient, powerful, 
and robust computation techniques have been developed for linear systems, so in 
such a case, even a larger system size does not represent a major problem. But, often 
nonlinear and/or hybrid systems have to be controlled. In that case, solving (12.1–
12.4) may represent a challenge. Therefore, significant effort has been invested into 
the research of techniques allowing reproduction of nonlinear system behavior with 
a minimal computational effort.

The first option is to use a full nonlinear model and computations, which is not 
only the most accurate but also the most time-consuming approach. Therefore, this 
is normally applicable only either for small-sized systems or for slow processes, 
where the slow dynamics implies that long computation times can be tolerated.

The second frequently used method is to linearize the system equations around 
the present operating point (equilibrium) and apply the linear MPC. Discrepancy 
between the linearized model and the actual system behavior is then compensated in 
the next controller step. However, this involves a risk that the system may undergo 
large excursions from the optimal trajectory and even violate imposed constraints.

The third approach is based on the approximation of the expected trajectory 
(Euler prediction) of the system if control inputs would remain unchanged and the 
numerical1 computation of sensitivities of control inputs impact on this trajectory. A 
linear Euler prediction has similar properties as the ones described in the previous 
paragraph and is based on the strong assumption of monotonous time evolution of 
the system trajectory. Nonlinear Euler prediction is much more accurate. However, 
a numerical computation of sensitivities then means repetition of the system trajec-
tory prediction as many times as the number of control inputs.

12.3  Proposed Control Theory

Our approach is closest to the last one described in the previous section. Let us 
assume discrete time control. The controller would then be employed (i.e., MPC 
optimization problem would be solved) in the regular time intervals of Tcs with the 
outlook of the prediction horizon (i.e., length of the sliding window) of Th.

1 A numerical computation of sensitivity to a change of a parameter is obtained by dividing the 
difference of trajectories with and without considering an incremental change of the parameter by 
the incremental change of the parameter.
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Assume that the control should be executed at the time t0. Then the control meth-
od consists of three stages:

•	 A	nominal	trajectory	of	the	system	is	predicted	for	the	time	interval	[t0, t0 + Th] 
by employing discrete time form of (12.1–12.4) with the integration step of Tps. 
This may be perceived as a time domain simulation. As a byproduct, trajectory 
sensitivities are computed with a little additional effort according to Hiskens and 
Pai (2000) and as explained in the Appendix.

•	 Controls	are	computed	according	to	equations	(12.5–12.10)	and	the	description	
in the next paragraphs.

•	 The	first	set	of	computed	controls	is	applied	at	the	time	t0 (neglecting the time 
delay).

Note, that although we use a discrete time framework, we do not explicitly men-
tion a particular number of samples but rather time instants. This is due to possible 
discrete events. To capture the discrete events properly, two samples in the same 
time instant are necessary. Moreover, it may happen between two regular samples; 
thus, the time of the discrete event occurrence has to be computed as well and the 
integration step Tps is divided accordingly.

In most cases, the integration step has a relatively small size to capture dynamics 
properly. Therefore, Tps ≤ Tcs ≤ Th.

Using a quadratic cost function, the control objective can be expressed by (12.5). 
The first term represents the cost of the deviation from the reference value, so the 
corresponding algebraic variable is defined in the model description in the equality 
constraints (12.6). The third term penalizes the control employment, whereas the 
second term penalizes the deviation of the control from its initial value at the time 
t0.	Note	that	all	control	deviations	Δu refer to the initial point and not to the previous 
sample. However, a penalty on the deviation of the control from its previous sample 
value can easily be included by an appropriate choice of the nondiagonal elements 
of the matrix Rdu.

 (12.5)

 (12.6)
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(12.10)

Nu is the number of available controls (manipulated inputs), Ny the number of 
controlled variables (i.e., tracked outputs), and Nps the number of samples in the 
prediction horizon. As discussed earlier, it is not necessarily constant. Unless the 
employed controls change significantly, trajectory sensitivities reproduce the sys-
tem behavior quite accurately, even considering nonlinear dynamics. However, it is 
very difficult to bind a region, in which the changes can be considered “reasonably 
small.” Another possible source of errors may be certain types of discrete events. A 
discrepancy between the model and the actual system response can be corrected in 
the receding horizon manner.

The above-defined controller uses a quadratic cost function and hard constraints. 
But, this is not a limitation of the method. Soft constraints may be introduced, and 
slack variables and the whole problem can be restated in a form of linear program-
ming.

12.4  Simulation Examples

We will now present two examples. The first one explains the principle of MPC 
based on trajectory sensitivities in a simple illustrative system. The second example 
shows a particular application for which the proposed control would suit well.

12.4.1  Illustrative Example

Consider the system described in Hiskens and Pai (2000) and Hiskens and So-
kolowski (2001) and shown in Fig. 12.1. A simple radial system connected to a stiff 
network feeds load with a dynamic recovery. The system comprises three lines and 
a transformer equipped with a tap changer. The tap changer has its own traditional 
controller with a time constant of 20 s.

 
u u

y

u
y

k KK N

k
N

k
N k

k

N N
k

N

ps

u u y u y∈ℜ ∈ℜ
∂
∂

∈ℜ ∈ℜ

∀ ∈ = … −{ }

×, , ,

, ,

∆

0 1

Fig. 12.1  Single line diagram of the simple system
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At the time equal to 10 s (from the beginning of the simulation), one of the 
parallel lines is tripped. As a consequence, the voltage in node 3 drops. The role 
of the controller is to keep the voltage in node 3 in the operation range (i.e., above 
0.85 pu) by applying the smallest possible load shedding (in node 3). Load shedding 
is expressed by the factor k, which expresses which percentage (0 means no load 
shedding at all, 1 represents disconnection of entire load) of the initial value of the 
load is disconnected.

Let us assume that the controller is activated at the time t0 as shown in Fig. 12.2.
First, the voltage magnitude in node 3 is predicted if no control change from its 

present value (i.e., in this case load shedding, present value of the load shedding is 
zero) is applied.

Simultaneously, trajectory sensitivities are computed using parts of the Jacobian 
evaluated during the prediction of the voltage evolution. Since the voltage drops un-
der the minimal allowed value, MPC following formulation (12.5–12.10) computes 
the necessary load shedding to avoid it, see Fig. 12.4. The new trajectory predicted 
by the MPC controller would be as shown in Fig. 12.3.

The controller predicts the nominal trajectory (i.e., the one without any con-
trol input changes) and computes corresponding trajectory sensitivities for the time 
horizon of Th equal to 28 s, which is divided into two intervals Tcs (equal to 14 s). 

Fig. 12.2  Controller prediction at the time t0
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Within each of them, control inputs remain constant. The integration step Tps (pre-
diction sampling), which is used for computations, is 0.5 s.

Figure 12.3 shows the relationship between all described time constants. Use of 
time constants instead of the number of samples (as it is a well-established practice 
in discrete time control) can be also explained with the help of Fig. 12.4.

The transformer tap changes its position (according to the prediction) in the be-
ginning of the second control interval Tcs. It is a discrete event and it requires two 
samples at one time instant to capture this behavior appropriately. Therefore, the 
second control interval has one more sample than the first one.

Although two control intervals have been used, only the control inputs values of 
the first one are applied at the time t0 (neglecting the time delay).

At the time t0 + Tcs, the entire described procedure with the prediction and com-
putation of necessary control inputs changes is repeated as shown in Fig. 12.5 and 
Fig. 12.6. As Fig. 12.7 shows, even when no external disturbance takes place, the 
system response slightly differs from the predicted one. Therefore, the value of the 
optimal control inputs to be applied at the time to + Tcs also may differ from the one 
envisioned for this time instant at the time t0, see Fig. 12.6.

Fig. 12.3  Overview of time constants of the controller
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The same procedure is then repeated at time instants corresponding to multiples 
of the control intervals Tcs. Thus, an implicit feedback control is introduced. The 
final voltage magnitude trajectory as well as load shedding factor after the decay of 
the transient voltage drop is plotted in Fig. 12.8.

12.4.2  Realistic Example

Voltage control (sometimes also referred to as reactive power management) in pow-
er systems has several goals. The approaches can be divided into two categories: 
economy and security oriented. From the long-term economic operation point of 
view, it is most desirable to avoid frequent under- or over-voltages, which increase 
aging and wear of the equipment, and to keep the losses generated in the system low.

This can be achieved by decrease of currents (recall that most of the losses are 
resistive: R.I2) by keeping the voltage profile high. From the security point of view, 
the main concern is the danger of encountering voltage instability and a possible 
voltage collapse. Here, the defense strategy is usually dependent on the system 
conditions.

Fig. 12.4  Necessary load shedding as computed by the controller at the time t0
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When the system is in an emergency state and voltages significantly drop, un-
der-voltage load shedding relays trigger a disconnection of some loads. In normal 
operation conditions, the focus is on keeping the system robust and to strengthen 
its ability to withstand a disturbance (e.g., a line or a generator trip), which could 
possibly cause a voltage collapse. It is thus desirable to control the system in a way 
keeping large reactive power reserves of generators (in other words, keeping a low 
reactive power production of generators). Consequently, there should be a suffi-
cient amount of reactive power available to avoid voltage problems in the case of 
a disturbance, as shown in Van Cutsem and Vournas (1998) and Kundur (1994) for 
explanation of coupling between the reactive power and voltage.

Consider the system described in Hiskens and Akke (1999) and shown in 
Fig. 12.9. The authors have used it for a study of power oscillations excited in Nor-
del (interconnected power system of Sweden, Norway, Finland, and eastern part of 
Denmark). We have introduced small modifications (e.g., changing the load char-
acter to constant power load instead of impedance load) allowing us to focus on the 
voltage-related issues.

An overview of basic system parameters is provided in the Table 12.1. Basic con-
trol circuits of generators are modeled too, e.g., governors controlling the turbine 
supplying torque and thus the active power, automatic voltage regulators (AVR) 

Fig. 12.5  Predicted trajectories at the time t0 + Tcs
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controlling excitation circuits of the generator and thus the generator’s terminal 
voltage, and reactive power output and Power System Stabilizers (PSS) modulat-
ing the reference signal for the AVR to damp oscillations measured in the system 
frequency.

Altogether, the system model has 822 variables of all types (i.e., dynamic, alge-
braic, and discrete state variables, including controls). Tracked variables/outputs 
are voltages in all buses and reactive power production of all generators. Possible 
controls are reference voltages of all AVRs and load shedding of all loads.

Load shedding factor of each load can have a value between 0 (no load shed-
ding at all) and 1 (complete load is shed) and determines to which extent the load is 
disconnected. The voltage boundaries are 0.95 pu (referred to the nominal voltage 
equal to 1 pu) and 1.15 pu, respectively (Fig. 12.10). Limits imposed on the refer-
ence voltages (i.e., controls, manipulated inputs) are 0.9 pu and 1.1 pu. Note that 
voltage boundaries, both of the outputs and inputs, are usually narrower in reality.

The goal of the controller is to continuously supervise the power system and 
minimize the absolute value of reactive power production of all generators. Under 
normal conditions, this should be achieved by selecting most suitable reference 
voltages for AVRs. Only when the system is seriously endangered, load shedding 
can be employed to recover the system into the acceptable operation region. The 

Fig. 12.6  Update of the value of optimal load shedding at the time t0 + Tcs
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controller parameters have been chosen accordingly to serve this purpose. The 
nominal prediction sampling (i.e., integration step) Tps is 0.5 s, prediction horizon 
Th is 10 s, and controls sampling Tcs is 5 s. The controller follows the form defined 
by (12.5–12.10).

The upper plot in Fig. 12.11 represents the sum of absolute values of reactive 
powers produced by all generators. The lower plot shows buses’ voltage magni-
tudes. To depict the controller’s behavior, we have chosen two different scenarios. 
First, the system is subjected to a severe disturbance, which is disconnection of the 
faulty line between the buses 3 and 16.

As shown in Fig. 12.11, the line outage triggers an oscillation driving voltages 
outside of the secure operation region. Therefore, the controller orders load shed-
ding at buses 1 and 3 in addition to the adjustment of generator voltage reference 
set points. The latter control action would be insufficient and too slow to save the 
system from more severe consequences, see Fig. 12.10.

In the second case, the system starts from the same initial conditions, but there 
is no disturbance. Therefore, the employed controls shown in Fig. 12.12 aim at de-
creasing the reactive power produced by generators as shown in Fig. 12.13.

Note that this type of control can be classified as secondary voltage control. That 
means that the system can be divided into areas, each of them supervised by one 

Fig. 12.7  Deviation of the actual trajectory from its predicted value even under the condition of 
no disturbance and using an ideal model
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controller. In addition to the presented example, the control objective can be extend-
ed for example by the term penalizing import and export of reactive power from and 
to other areas. Some aspects of possible interactions of controllers between each 
other are discussed on a conceptual level by Zima and Ernst (2005).

12.5  Implementation Issues

When implementing the control methodology described in the previous sections, 
several design aspects have to be considered in the overall control scheme design:

•	 Availability	of	accurate	system	models	components
•	 Availability	of	control	inputs
•	 Preprocessing	of	data,	i.e.,	platform	delivering	the	system	topology,	voltages,	etc.
•	 Computational	power
•	 Communication	infrastructure

It is out of the scope of this chapter to discuss these issues further, but they need 
to be addressed carefully during the real implementation of the described control 
strategy. Reader interested in this topic may consult Zima et al. (2005).

Fig. 12.8  Final voltage trajectory and applied control (i.e., load shedding)
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12.6  Challenges and Possible Future Research Directions

The chapter describes an algorithm allowing relatively fast optimization computa-
tions, while keeping accurate track and description of the nonlinear behavior. We 
show the principle and theoretical description of the proposed algorithm and dem-
onstrate its application on the reactive power and voltage control example.

Fig. 12.9  Single line diagram 
of the test system. Loads are 
connected in the black buses. 
The dashed line between 
nodes 3 and 16 is the line 
tripped in the disturbance 
scenario

 

Component Number/amount
Buses 26
Lines 31
Loads 17
Generators 10
Governors 10
AVRs 10
PSSs 3

Table 12.1  The test system 
characteristic data
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Possible applications on other power systems’ control problems can be inves-
tigated. Research towards finding the most suitable implementation optimization 
algorithm, e.g., answering the question if linear programming with slack variables 
would be faster and numerically more robust, as well as introduction of explicit mod-
els of system-wide objectives, e.g., one model of the entire system reactive power 
generation, may further significantly improve the performance of the algorithm.

We believe that continuing advances in implementation platforms suited for 
MPC and computational power (i.e., hardware), as well as research activities to-
wards more efficient algorithms, will make MPC more and more attractive for real-
time applications in power systems.

Appendix: Trajectory Sensitivities Analysis

An efficient framework for modeling of nonlinear systems featuring discrete states 
has been presented in Hiskens and Pai (2000). Its application on power systems 
modeling has been further shown in Hiskens and Sokolowski (2001) and Hiskens 

Fig. 12.10  Controls computed and executed by the controller. The test system is subjected to a 
severe disturbance. The upper plot shows reference voltages for generators’ AVRs. The lower plot 
shows load-shedding factors of all loads, closer explained in the text
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and Gong (2004), where a natural flexible modular structure following power sys-
tems components classification has been adopted.

Omitting parameter λ from the original formulation (Hiskens and Pai 2000) and 
introducing control input u, we can write the system equations in compact form:
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Fig. 12.11  Controlled system outputs. The test system is subjected to a severe disturbance
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 (12.16)

Dynamic state variables are denoted as x, algebraic state variables y, and discrete 
state variables z. Switching of the status of discrete variables is governed by the 
equation (12.14) when the corresponding auxiliary variables of ye are equal to zero. 
Auxiliary variables yd determine the region of validity of the equation (12.13). In 
the power systems context, this may be explained with an example of a line, which 
changes its status.

When the line is in service, equations linking the current through the line and 
voltages at both ends of the line as well as line parameters (line impedance and 
shunt admittance) are valid. When the line is out of service (i.e., disconnected), cur-
rent flowing through it is zero. The auxiliary variable is in that case the difference 
between the time and the instant when the line was tripped.

Matrices D and E have normally a very sparse structure and their nonzero ele-
ments are equal to one in the positions aiming at the auxiliary variables.

x X z Z

y Y u U
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Fig. 12.12  Controls computed and executed by the controller. The test system is under normal 
conditions. The upper plot shows reference voltages for generators’ AVRs. The lower plot shows 
load-shedding factors of all loads, closer explained in the text
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Flow (i.e., time evolution) of the system from its initial point can be character-
ized by the time evolution of its variables, e.g., for the algebraic state variables we 
can write

 (12.17)

Note that the initial state y0 is obtained by solving equations (12.12–12.13) by sub-
stituting initial values of x( t), z( t), and u( t) by x0, z0, and u0, respectively.

An impact of small changes of the initial conditions on the system flow can be 
investigated by trajectory sensitivities. The impact of manipulated inputs (i.e., con-
trols) on algebraic states time evolution can be obtained by a Taylor expansion of 
equation (12.17). When neglecting higher order terms:

 (12.18)

Note that trajectory sensitivities are generally time-varying quantities. Note 
that a numerical approximation of trajectory sensitivities can be computed by 
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Fig. 12.13  Controlled system outputs. The test system is under normal conditions. The upper plot 
represents the sum of absolute values of reactive powers produced by all generators. The lower 
plot shows buses’ voltage magnitudes
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solving (12.11–12.16) for an incremental change of each control input. However, 
that would represent a large computation effort if many control inputs were con-
sidered. The methodology for computation of trajectory sensitivities, described in 
Hiskens and Pai (2000), involves only minimal additional computations, since it 
uses parts of Jacobian evaluated when solving (12.11–12.16).
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Abstract While the operation of much of the electric power grid is automated, the 
human operators and engineers are still very much “in the loop.” During times of 
emergency operation, when the system may be close to instability and collapse, 
having access to timely, pertinent information about a potentially rapidly changing 
system state could prove crucial in preventing major blackouts. This chapter exam-
ines the role power system visualization can play in providing this information to 
access the margin to system instability. The focus of the chapter is on techniques 
for the rapid analysis and display of information, based primarily on Supervisory 
Control and Data Acquisition (SCADA) data, which will allow operators and engi-
neers to quickly assess the state of a large power grid, and then take effective control 
actions. It also examines how visualization can be used to provide an early warning 
as a secure power system state gradually approaches the system stability boundary.

13.1  Introduction

Around the world, the recent large-scale blackouts have dramatically demonstrated 
that even with modern Energy Management Systems (EMSs) cascading blackouts 
are still not a relic from the past. Based upon the investigations of these blackouts, 
it is clear that a number of changes can be made to decrease the risk of future 
blackouts, with some of these changes presented in the previous chapters. The goal 
of this chapter is to explore one additional area—the role improved power system 
visualization in the control centers can play in reducing blackout risk.

While the term “power system visualization” is somewhat generic, a good 
working definition is “a method for presenting large amounts of information in 
an interactive, graphical form in which the information is related by an underlying 
power system.” Hence, power system visualization is contained within the general 
 “information visualization” field but is a unique subfield due to the impact of the 
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underlying power system. Most of the research focus in this subfield has been di-
rected towards the display of information associated with many electric substations, 
a topic known as wide-area visualization. Usually, this information has a geospatial 
component due to its location on a one-line diagram. While the one-lines them-
selves could be drawn in a geographically accurate form, usually they are only 
drawn in a pseudo-geographic form since the areas of most interest (i.e., those with 
a high concentration of electric facilities) may be geographically quite small.

The goal of power system visualization is to allow operators1 to gain additional 
insight concerning the power system and ultimately make better decisions. For ex-
ample, the visualizations may allow them to see patterns or rapidly locate inter-
esting pieces of information (e.g., an overloaded transmission line). With power 
system models often containing tens of thousands of buses, and single studies pro-
ducing hundreds of thousands of numeric values, it is no longer feasible to examine 
all or even a significant percentage of the numeric values.

From the point of view of reducing the risk of blackouts, power system visual-
izations play two distinct roles. First, they can be useful in preventing the power 
system from reaching an emergency operating state (i.e., one in which a blackout is 
imminent, and can only be prevented through emergency control). For example, a 
judicious display of Supervisory Control and Data Acquisition (SCADA) informa-
tion and/or indices derived using the techniques discussed in the previous chapters 
could provide the operator with an early warning that the system may be moving 
towards an emergency state, allowing them to take preemptive action.

Second, during an emergency the visualizations can be useful in helping the 
operators maintain a good understanding of a potentially rapidly changing power 
system state (i.e., “situational awareness”), allowing them to take the necessary 
emergency control actions to prevent a bad situation from getting worse. Many 
blackout events have time frames of several minutes to a few dozen minutes—time 
frames that permit operator intervention. When seconds count and operator actions 
can prove crucial, the seconds and minutes spent figuring out what to do is time that 
is no longer available to actually get it done. This chapter discusses visualizations 
of both situations.

With respect to the question of what constitutes an optimal or even a good power 
system visualization, the answer is far from clear. While there is certainly much to 
learn from the general information visualization field and from the human factors 
field, to some extent a good visualization, like beauty, is in the eye of the beholder. 
Of course, the goal remains the same—help the operators make better decisions. 
But the devil is in the details.

What works great for some is despised by others, what works well during emer-
gency operations does not during normal times, and what looks good initially does 
not after a month of operational experience. Those who desire the preciseness of 
mathematical equations should venture with trepidation into the visualization field. 

1 Here, the term “operator” is used generically to refer to any individual making operation deci-
sions about the power system, either in real time or through day ahead or other types of planning 
studies.
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This chapter presents several visualization techniques that are likely to be helpful. 
These include the use of graphic symbols, animation of power flow values, contour-
ing, and three-dimensional (3D) visualization.

13.2  2D Power System Visualization

Traditionally, in an EMS system operational quantities, such as power flows and 
voltages, are usually represented as either analog fields on a set of substation one-
line diagrams, or numeric fields on tabular displays. Dashed lines might be used to 
represent device status, while fonts may change color to indicate limit violations.

An overview of the system had only been available on a static map board with 
the only dynamic data shown using different colored lights. While such a repre-
sentation might be desired for normal operation, or even during slowly developing 
system emergencies, the assertion here is it is inadequate for allowing operators to 
quickly comprehend a rapidly, and perhaps unexpectedly changing system state.

An alternative is to provide wide-scale visualizations that take advantage of the 
animation capabilities of modern computers to graphically show important system 
quantities. These quantities can include geospatially measured values, such as trans-
mission line/transformer (line) flow values and bus voltages, geospatially derived 
values such as inter-area oscillation mode and participation values, and more ab-
stract values such as distance to a loadability boundary. This section presents sev-
eral of these techniques using the traditional 2D format.

13.2.1  Line Flow Pie Charts

One visualization technique that has proven useful for quickly indicating the loca-
tion of overloads/outages in a transmission network has been the use of pie charts 
in which the percent fill of each pie chart is equal to the percentage loading on the 
line (Overbye et al. 1995). Optionally, a numeric text could also be superimposed on 
the pie chart to indicate the exact percentage. For displays with relatively few lines, 
where each individual line’s pie chart can be viewed with sufficient detail, such pie 
charts can quickly provide an overview of the system loading. If desired, different 
color shadings could also be used with the pie charts to highlight those devices 
loaded above some threshold percentage.

However, for larger network overview displays there is insufficient space to 
show each individual pie chart. Instead, a supplementary technique is to dynami-
cally size the pie charts based upon the line’s percentage loading. In this approach, 
the percentage fill in each pie chart is still equal to the percentage loading on the 
line, but the size and color of the pie chart can be dynamically sized when the load-
ing rises above a specified threshold. By increasing the size and/or changing the 
color of the pie charts only for the small number of elements loaded above a critical 
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threshold, the user’s attention can be focused on those elements near or exceeding 
their limits even of displays with lots of other pie charts. The overloaded elements 
appear to “pop-out” on the display. This dynamic sizing/color changing can also be 
used to indicate open transmission lines.

From a human factor’s viewpoint, the underlying mechanism that causes in-
formation to pop-out is called preattentive processing (pp. 149–158, Ware 2004). 
One of the advantages of using visualizations that take advantage of preattentive 
processing is the time taken to find the desired object on the display is essentially 
independent of the number of other elements on the display (known as “distrac-
tors”). Size, color, and motion are three examples of features that are preattentively 
processed.

Figure 13.1 shows an example of this technique for a case simulating the power 
flows in Northeast Ohio immediately prior to the first 345-kV line outage on Au-
gust 14, 2003, about 1 h prior to the blackout (US DOE 2004). Overall, the display 
shows slightly < 400 buses (mostly 138 and 345 kV), slightly > 400 transmission 
line/transformer pie charts, and the pie chart for a single flowgate. The pie charts 
are dynamically sized to be larger than their normal size and colored differently 
(orange on a color display) for a percentage loading above 85 % of their emergency 
limit, and to be even larger and colored red for a loading above 100 %. Note that 
the dynamic sizing immediately draws attention to the single line loaded at 87 %.

There are, however, several potential problems with the pie chart approach. 
First, care must be taken when applying resizing to devices that are designed to be 

Fig. 13.1  Pre-blackout Northeast Ohio transmission system status
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 regularly loaded at a high percentage level. Common examples of this are genera-
tor step-up transformers. Such transformers are designed to be regularly loaded at 
a high percentage of their ratings, but because of their radial connection, they are 
in no danger of overloading. A straightforward solution to this problem is to either 
not show pie charts on such devices or to specify that the pie charts should not be 
dynamically resized.

Second, the use of dynamically sized pie charts involves a trade off between mak-
ing the pie charts large enough to draw attention, yet not too large so as to obscure 
other important one-line elements. This is illustrated in Fig. 13.2, which shows the 
August 14th system at 15:51 EDT after three 345-kV lines and a number of 138-kV 
lines have opened. Note, the open transmission lines’ pie charts can also be dynami-
cally sized and can have their color/symbol changed to draw attention. In Fig. 13.2, 
the open lines are indicated by the large pie charts drawn with an “X” symbol.

The large number of overloads/line outages would make it much more difficult 
for an operator to rapidly locate the most crucially overloaded devices. Of course, 
this is a characteristic of any approach that uses dynamically sized one-line ele-
ments, including the approach from Mahadev and Christie (1996) of dynamically 
increasing the line widths to indicate overloads.

One solution for this problem is to filter the display to highlight certain lines, 
and attenuate the display of other lines. For example, Fig. 13.3 repeats the Fig. 13.2 
display except now the lower voltage lines are blended into the background, helping 
to focus attention just on the more critical 345-kV lines. Now it becomes clear that 

Fig. 13.2  Transmission system at 15:51 EDT
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the Sammis-Star 345-kV line is overloaded, and that four 345-kV devices are open. 
Yet the lower voltage lines are still partially visible, helping both to provide context 
for the higher voltage lines and to allow continued monitoring of these lines.

A second potential solution would be to proportionally reduce the amount of 
resizing as the display is zoomed. For example, a maximum zoom value for full 
resizing could be specified. Once the display is zoomed past this value, the amount 
of pie chart resizing could be dynamically reduced until reaching some threshold 
value, such as the size of a normal pie chart. The visual effect during zooming is 
the resized pie chart that remains of the same size on the screen causing the overlap 
to eventually vanish. Figure 13.4 shows a zoomed view of the central portion of 
Fig. 13.2 using this technique. This technique could also be used with filtering.

13.2.2  Animated Flows

Useful as the pie charts may be, they still do not provide any indication of the di-
rection of flow. During emergency operation, in which historical flows may have 
reversed, quickly conveying this information could prove crucial. One technique 
for displaying line flows is to superimpose small arrows on the lines, with the arrow 
pointing in the direction of the MW flow, and the size of the arrow proportional to 
either the MW or MVA flow on the line (Overbye et al. 1997). The size and color 
of these arrows can also be used to provide a visual reinforcement with respect 

Fig. 13.3  Filtered Fig. 13.2 display with highlighting of just the 345 kV values
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to severity of the problem. Figure 13.5 demonstrates this enhancement using the 
Fig. 13.3 case with the arrows on the overloaded Sammis-Star line colored darker 
(red), while the net direction of the power flow into the Cleveland-Akron area could 
indicate a problem in that area.

To further emphasize the flow direction, the flows themselves could also be ani-
mated. With modern computer equipment, fairly smooth animations are possible 
even with rather large displays. For example, the Fig. 13.5 case can be animated at 
a rate of about ten times per second on a 1280 × 1024 pixel display. The effect of the 
animation is to make the system appear to “come to life.” Experience has shown 
that almost at a glance one can gain deep insight into the actual flows occurring on 
the system. The use of panning and zooming with conditional display of objects 
gives the user the ability to quickly study the flows even in a large system.

However, the application of such animated flows to larger systems has to be done 
with some care. It is certainly possible to create visualizations in which the presence 
of the animated flow arrows results in more clutter than insight. An example would 
the Fig. 13.2 display. But if the view is filtered to just a particular voltage level, or 
zooming is utilized to focus on a particular portion of the grid, then the animated 
flow arrows can again be quite helpful.

The use of animation could also be restricted to just those lines of particular in-
terest, allowing one to take advantage of the fact that motion is also preattentively 
processed, provided the number of elements moving on the screen is small. Selec-
tive use of animation can also convey a sense of urgency to the operator. The lack 

Fig. 13.4  Zoomed view of Fig. 13.3 using dynamic pie chart zoom control and no highlighting
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of a sense of urgency to remove a line overload was one of the main reasons for the 
2003 Italian blackout (pp. 6 of UCTE 2004). Experimental results examining the 
impact of motion of flow visualization are presented in Wiegmann et al. (2014).

13.2.3  Symbolic Display of Values

The generic power system visualization question is how best to show a fairly large 
number of geospatially distributed real and/or complex values. Power system one-
line examples of such values are numerous. These may be measured quantities 
such as bus voltage magnitudes and angles, generator values, LTC tap position, and 
switch shunt reactive power output. Or they may be derived quantities such as bus 
Locational Marginal Prices (LMPs), or a host of sensitivity values useful for stabil-
ity analysis.

If the number of values is small, then numeric fields by themselves could be 
used. But for wide-area visualization, in which hundreds or thousands of values 
need to be shown, symbol displays of numeric values can have a significant ad-
vantage particularly if adjacent values are somehow related, something that is quite 
common in power visualizations in which the values are related through the under-
lying power system.

Fig. 13.5  Transmission system at 15:51 EDT with flow arrows
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For the symbolic display of real values, there are several common techniques. 
For example, if the numeric value is a normalized quantity, such as a percentage 
loading, one could use a pie-chart approach, perhaps dynamically sized, in which 
the amount of fill is used to indicate a percentage. Another technique is the “ther-
mometer” type symbol (see Fig. 13.6; Mahadev and Christie 1994) in which a rect-
angular bar is filled to graphically indicate a value’s position within a range. This 
approach can be quite useful for showing numbers that share a common range. For 
example, Fig. 13.7 demonstrates the use of thermometers for showing the voltage 
magnitudes for a 37 bus case; here, the range is between 0.96 and 1.04 per unit.

Another common power system situation is the need to specify a normalized 
value, such as a percentage of a limit, while simultaneously indicating the magni-
tude of the limit. Examples might include transmission line flow values, or genera-
tor real/reactive power outputs. Certainly, the pie-chart approach could be used with 
either the diameter or area of the pie chart circle itself scaled based upon the value 
of the actual limit.

An alternative approach is to use the “circle method” in which a filled circle is 
contained within a hollow outer circle. Like the pie chart approach, the size of the 
outer circle can be scaled based upon the limit, whereas the size of the inner circle in-
dicates the normalized (percentage) value. But a potential ambiguity arises—should 
the inner circle’s radius or area be used to show the value? The symbols on the left 
side of Fig. 13.8 show the radius approach, while those on the right use the area ap-
proach. Not knowing the value, what value would you guess for these circles?

While the circle approach is probably not superior to pie charts for displaying 
real numbers, it does have advantages for the display of complex numbers. Com-
plex numbers are quite common in the analysis of power system stability, and, of 
course, a complex number requires the visualization of both its magnitude and its 
angle. While a pie chart could certainly be used for the display of angles, scaling its 
diameter by the magnitude would make for unreadable pie charts (and hence angles) 
for small values. A good alternative is shown in Fig. 13.9 in which the magnitude is 
indicated by the circle method while the angle is indicated by the angular position 
of an arrow superimposed on top of the circle.

As an example, consider the assessment and visualization of a power system’s 
oscillatory stability, a quantity that is quantified through the use of the eigen prop-
erties of the system state matrix (Rogers 2000; Kundur 1994). In order to provide 
an early detection of an impending blackout, understanding these values could be 
crucial. In particular, from a visualization perspective what is important is to quick-
ly convey various geospatial values associated with a critical mode such as the 
normalized mode shapes for the generators (the right eigenvector of an oscillation 

Fig. 13.6  Thermometer sym-
bol used to show bus voltage 
magnitudes
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mode is called the mode). Figure 13.10 demonstrates the visualization of a mode 
shape for a 280 generator case. Note that almost at a glance the values for a large 
number of generators can be quickly interpreted.

13.2.4  Contouring

The use of discrete symbols for visualization can be quite helpful provided the num-
ber of individual symbols is relatively low (less than several hundred). However, as 
the number of values grows eventually the displays become too cluttered, making 
it difficult to detect any underlying patterns. Hence, for wide-area displays with 
many hundreds or thousands of values the use of contouring is preferred (Weber 
and Overbye 2000).

Contours have been used extensively for the display of spatially distributed con-
tinuous data in many other fields. However, there are three main issues with ap-
plying contouring to the display of bus-based power system information such as 
voltage magnitudes and angles and generator data. First, the buses themselves are 
not spatially continuous—bus data values only exist at the distinct, individual buses 
with no values in between.

Fig. 13.7  Use of thermometers to display bus voltage magnitude
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To address this issue, virtual values must be created to span the entire 2D contour 
region. The virtual value is a weighted average of nearby data points, with different 
averaging functions providing different results. Second, tap-changing transformers 
may introduce discrete changes in bus voltage magnitude values. Contour plots nor-
mally imply a continuous variation in value. However, this issue can be addressed 
by setting up a contour in which only bus values within a particular nominal voltage 
range (say only 138 kV) are contoured. Third, voltages that are near one another on 

Fig. 13.8  Circle approach for showing values

 

Fig. 13.9  Visualization of 
complex numbers using circle 
approach
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a one-line diagram may not be “near” one another electrically. This issue can also be 
addressed by only contouring a particular voltage range, and perhaps by judicious 
construction of the contouring diagram. If a strictly geographical layout is used, 
normally buses of the same nominal voltage that are near each other geographically 
are also near electrically.

Once these virtual values are calculated, a color map is used to relate the numeric 
virtual value to a color for display on the screen. A wide variety of different color 
maps are possible, utilizing either a continuous or a discrete scaling (for a useful 
discussion of color mappings, see Brewer 1994). One common mapping is to use 
red for lower voltage values and blue for higher values, while another common 
mapping is the exact opposite. Standardization of contour color mappings, both 
within a control center and between control centers, could be beneficial.

Perceptually, contouring works well because the human visual system is well 
designed for detecting patterns. For example, Fig. 13.11 shows a voltage contour 
of about 5600 bus voltages in the Mid-Atlantic portion of North America at about 
15:00 EDT on August 14 using a discrete gray color mapping. Notice that at a 
glance, the relatively low initial voltages in Ohio and Indiana are visible, with the 
extremely low voltages in southern Indiana due to line outages that occurred at 
about noon on August 14th.

Fig. 13.10  Visualization of mode shape for 280 generators in southeast USA
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Human factors’ testing of power system voltage contours indicates that it is use-
ful both for increased speed and accuracy in problem diagnosis, particularly for 
situations with many voltage violations. This occurs because color serves as an ef-
fective highlighting feature that attracts attention to an area of a display and reduces 
the size of the search space, thus allowing for the rapid localization of problem 
areas. In addition, the use of color contouring has the ability to create global or 
holistic properties in the display, which are in contrast to the local or component 
parts that exist.

Global properties of objects depend on the interrelations between the component 
parts and generally refer to the Gestalt concept that the “whole is greater than the 
sum of its parts.” Hence, color contouring may allow operators to assess the overall 
state of the system more readily (gain better situation awareness or develop a more 
accurate mental model) and therefore facilitate the choice of a more appropriate and 
timely corrective action.

Another advantage of contouring, which is impossible to show here, is the im-
ages can be readily animated to quickly show the progression of the system over 
time (similar to what is done with animated weather maps). During an emergency, 
this information could be used to rapidly convey the direction of the system state, 
and could also be used to rapidly bring late arriving people to the control room (such 
as engineers and management) up to speed on what is going on.

However, one does need to be careful about trying to convey too much infor-
mation in a single display. For example, Fig. 13.12 combines transmission system 
information (pie charts and flow arrows) with the contour. While this may be toler-
able if there are just a few problems, as more problems develop it would become 
increasingly cluttered.

Fig. 13.11  Pre-blackout Ohio region 115–230-kV voltage contour
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13.3  3D Power System Visualization

The previous data visualization techniques can be quite useful when one is pri-
marily concerned with the visualization of one or perhaps two types of spatially 
oriented data such as bus voltages or transmission line flows. However, in power 
system stability analysis one is usually confronted with a large amount of multi-
variate data. Data of interest could include a potentially large list of independent 
and dependent variables, such as bus voltage magnitudes, transmission line load-
ings, generator real and reactive reserves, transformer tap and phase positions, 
scheduled and actual flows between areas, interface loadings, and oscillation mode 
shape. In more advanced applications, OPF, contingency analysis, and Available 
Transmission Capacity (ATC) calculations, this list of variables is even longer. This 
section discusses the use of an interactive 3D visualization to assist in analyzing this 
vast amount of information (Overbye et al. 2003a, b).

In developing such an environment, several key issues must be addressed. First, 
in visualizing power system data there is usually no corresponding “physical” rep-
resentation for the variables. For example, there is no physical representation for the 
reactive power output of a generator, or for the percentage loading of a transmission 
line. Rather, these values are typically shown as a numerical value either on a one-
line diagram or in a tabular display. This contrasts with the use of interactive 3D for 

Fig. 13.12  Northeast Ohio voltage contour at 15:05 EDT
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power system operator training, in which the 3D environment seeks to mimic, as 
closely as possible, an existing physical environment. It also differs from the use of 
interactive 3D for some types of scientific visualization, in which the purpose of the 
environment is to visualize physical phenomena, such as flows in a wind tunnel or 
molecular interactions. To address this issue, an environment based upon the com-
mon one-line representation serves as a good starting point. The new environment 
differs from the one line in that a one line is a 2D representation, whereas the new 
one is 3D. How this third dimension can be exploited is discussed in the remainder 
of this section.

The second issue is the 3D environment must be highly interactive. In power 
systems, there are simply too much data to simultaneously display all the data that 
may be of interest. Rather, the operator should be able to quickly and intuitively 
access the data of interest.

To introduce such an environment, Fig. 13.13 shows a traditional 2D one line 
for a small 30-bus system, augmented using animation to show the system flows. 
Figure 13.14 shows the same one line in the 3D environment, with the exception 
that now the generators are represented using 3D cylinders of potentially varying 
heights. The one line has been mapped into 3D using a perspective projection. The 
one line is now oriented in the xy-plane (horizontal plane), while the generators ex-
tend in the z (vertical) direction. In Fig. 13.14, the height of each generator cylinder 
is proportional to its maximum real power capacity. The height of the lighter bottom 

Fig. 13.13  2D one-line view of 30-bus system
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portion of the cylinder is proportional to current output of the generation, while the 
upper portion indicates the available reserve capacity.

One of the advantages of 3D is its ability to show the relationships between 
variables. For example, in studying the voltage stability of a system one is often 
interested in knowing both the location and magnitude of any low system voltages, 
and also the current reactive power output and the reactive reserves of the genera-
tors and capacitors. Such a situation is illustrated in Fig. 13.15 where the height of 
each generator cylinder is now proportional to the maximum reactive capacity of 
the generator; the darker region on the lower portion of the cylinder is proportional 
to the current reactive power output, while the lighter top portion represents the 
reactive power reserves. The bus voltage values are indicated using a contour, with 
only voltage values below 0.98 shaded.

Figure 13.16 shows a similar representation for the IEEE 118-bus system. Rapid 
navigation in such a visualization would be important to allow one to rapidly see the 
more distant parts of the display.

Note that in both figures it is apparent, almost at a glance, the location of the 
sources of reactive power generation and the reactive power reserves. The figures 
also do a good job of conveying qualitative information about the magnitude of 
these values. What they do not do is convey quantitative information. Thus, while 
one learns from Fig. 13.15 that the reactive power generation at bus 20 is about 
50 % of its maximum, one does not learn what the actual var output is nor the 
maximum var limit. In some situations, this could be a significant limitation. Thus, 

Fig. 13.14  3D view of 30-bus system
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Fig. 13.16  118-bus system generator reactive reserves

 

Fig. 13.15  Thirty-bus system generator reactive reserves
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the best use of interactive 3D would be to supplement, rather than to completely 
replace, existing one-line and tabular display formats.

However, in support of the 3D approach several observations are warranted. First, 
in many situations these qualitative relationships are sufficient. This is particularly 
true when one is studying a familiar system. For example, operators already know 
the reactive limits of their generators; what they need to know is how close those 
generators are to their limits in a qualitative sense. And one needs to know the value 
for only a few generators in order to get acceptable estimates for the remaining 
generators by comparing their relative sizes in the 3D environment. Second, there 
is nothing that prevents displaying numerical values of system quantities in the 3D 
environment, just as bus numbers and some line flows are shown in Fig. 13.15. 
However, a valid objection to this approach is if the viewpoint is changed (i.e., ro-
tated) these fonts could be shown at unappealing angles. But this problem could be 
easily solved by having the 3D environment automatically rotate the fonts so they 
are always facing the viewer (provided the one line is designed with sufficient room 
for the fonts to rotate). Alternatively, the fonts could be shown in the vertical plane, 
such as on the surface of the generator cylinders.

A third approach would be to allow the operator to get additional information 
about system objects by selecting the object with the mouse. This allows the display 
to be relatively uncluttered, yet still allows rapid access to a large amount of quan-
titative information. Hint functionality, in which additional text-based information 
appears after a slight delay when the cursor is placed on an object, could also be 
used.

The use of 3D could certainly also be used for the display of stability related 
quantities such as mode shape and participation factor information. Figure 13.17 
repeats the display of the Fig. 13.10 information, except now the height of the 3D 
cylinder is proportion to the magnitude of the mode shape value for each genera-
tor. The use of a perspective view allows for an emphasis on nearby generators 
(Florida in the Fig. 13.17 example), while the values for more distant generators are 
relatively smaller. Whether this is an advantage or disadvantage depends upon the 
application. If the operator is most interested in the nearby information, but would 
still like to get a feel for how that information fits in a global context, then a 3D 
perspective display is advantageous. Conversely, if the operator would like equal 
emphasis placed on each value then a 2D display would be preferred.

A final issue associated with 3D visualization that needs to be addressed is per-
formance. In order to give the operator the feeling of interacting with the 3D envi-
ronment it is crucial that the display refresh quickly and that there be little latency 
between the operator issuing a command, such as desiring to change position, and 
the display being updated.

How fast the display can be refreshed depends upon a number of factors, includ-
ing the speed of the computer’s processor, the speed of the display card, whether 
the display card has hardware support for the underlying 3D environment (e.g., 
OpenGL), and software considerations such as the level of detail of the display and 
the lighting model employed. Given the trend towards supporting 3D environments 
directly in the display card hardware, newer microprocessors with new  commands 
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to directly support 3D graphics and faster processors in general, very good 3D per-
formance is becoming widely available even for the display of relatively large sys-
tems.

For benchmarks, relatively small displays like Figs. 11.14 and 11.15 can be ani-
mated at about 60 frames/s on a 2.8-GHz PC. To demonstrate performance on a 
slightly more realistic system, Fig. 13.18 shows a one line of the Midwest electric 
grid, again using cylinders to visualize the generator outputs and reserves. The re-
fresh rate for this reasonably detailed display, which contains about 1100 buses, 375 
generators, and 1000 transmission lines, is around 4.5 frames/s.

13.4  Putting It All Together and Conclusion

Visualization can play a crucial role in reducing the risk of future blackouts by 
helping operators to quickly assess a potentially rapidly changing system state, and 
by helping them to formulate corrective control actions. This chapter has presented 
several methods that could be quite useful for the representation of this data both 
within the control room environment and for offline studies. Nevertheless, signifi-
cant challenges remain. Key challenges are the problem of visualizing not just the 

Fig. 13.17  3D visualization of Fig. 13.10 information
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current system state but also the potentially large number of contingency states, and 
the problem of visualizing not just a single time snapshot but rather the variation 
in the system operating conditions over time. More research is needed to develop 
better methods for visualizing this data, performing human factors assessments on 
these new techniques, and rapidly transferring the results to industry.
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