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Preface

We observe more and more information system development failures (devel-
opment projects going over time/budget and low user satisfaction), and it is
widely agreed that this is largely due to the lack of adequate underlying busi-
ness/enterprise models. Such models are crucial for understanding and/or
(re-)engineering an enterprise. This is needed, in turn, when (partially) au-
tomating enterprise processes by means of software systems. Therefore, software
generation should stem from corresponding enterprise modeling. This points to
the emerging discipline of enterprise engineering that addresses challenges such
as agility and adaptability of enterprises. Further, it is essential that enterprise
modeling is appropriately bridged to software design, by aligning enterprise mod-
eling concepts and corresponding software specification concepts. Only such an
enterprise-software alignment could actually guarantee that: (a) the software
system would be properly integrated in its enterprise context; (b) an enterprise-
software traceability would be possible allowing not only for software updates
driven by new requirements but also for possible enterprise re-engineering activ-
ities, inspired by a goal to better fit the enterprise to the IT platform(s) used; (c)
re-use could be an issue, counting on enterprise modeling constructs and software
components. All this has been dominant for BMSD, the international sympo-
sium on Business Modeling and Software Design, bringing together researchers
and practitioners interested in business/enterprise modeling and its relationship
to software design, and demonstrating for a third consecutive year (in the 2013
edition) a high quality of papers and presentations as well as a stimulating dis-
cussion environment. The theme of BMSD 2013 was: “Enterprise Engineering
and Software Generation” and the scientific areas of interest to the symposium
were: (a) business models and requirements; (b) business models and services;
(c) business models and software; (d) information systems architectures. Further,
there were three application-oriented special sessions, namely, a special session
on e-Health Services and Technologies, a special session on Future Internet Ap-
plications for Traffic Surveillance and Management, and a special session on
Intelligent Systems and Business Analysis. These special sessions have brought
additional practice-driven value to the symposium.

BMSD 2013 was held in Noordwijkerhout, The Netherlands. The symposium
was organized and sponsored by the Interdisciplinary Institute for Collaboration
and Research on Enterprise Systems and Technology (IICREST), in coopera-
tion with the Dutch Research School for Information and Knowledge Systems
(SIKS), the Center for Telematics and Information Technology (CTIT), Aristotle
University of Thessaloniki (AUTH), and AMAKOTA Ltd.

This book contains revised and extended versions of a set of selected BMSD
2013 papers. These papers addressed the above-mentioned challenges, by
considering a large number of research topics: from more conceptual ones, such
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as modeling landscapes, process modeling, declarative business rules, and nor-
malized systems to more practical ones, such as business cases development and
performance indicators, from more business-oriented ones, such as value model-
ing and service systems, to topics related to information architectures.

BMSD 2013 received 56 paper submissions from which 33 papers were se-
lected for publication in the symposium proceedings. From these, 13 papers
were selected for a 30-minute oral presentation (full papers), leading to a full
paper acceptance ratio of around 23%; this not only shows stable development
(the full paper acceptance ratio was 20% in 2012 and 17% in 2011) but also
indicates the intention of preserving a high-quality forum for the next editions
of the symposium. The eight papers published in the current book were selected
from the BMSD 2013 full papers. In all BMSD 2013 selections, a double-blind
paper evaluation method was used: Each paper was reviewed by at least two
internationally known experts from the BMSD Program Committee.

The high quality of the BMSD 2013 program was enhanced by three keynote
lectures, delivered by distinguished guests who are renowned experts in their
fields, including (alphabetically): Marco Aiello (University of Groningen, The
Netherlands), Kecheng Liu (University of Reading, UK), and Leszek Maciaszek
(Wroclaw University of Economics, Poland). Their lectures inspired the partic-
ipants to gain a deeper understanding of the business/enterprise modeling and
software design fields. Further, their active participation in the panel discus-
sion and other discussions provided many participants with valuable feedback
on their work.

Inspired by three successful editions of BMSD, namely, Sofia 2011, Geneva
2012, and Noordwijkerhout 2013, we are determined to further develop the sym-
posium, and we hope that you will find these papers interesting and consider
them a helpful reference in the future when addressing any of the research areas
mentioned here.

February 2014 Boris Shishkov
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Enterprise Modelling Languages

Just Enough Standardisation?

Marija Bjeković1,2,3, Henderik A. Proper1,2,3, and Jean-Sébastien Sottet1,3

1 Public Research Centre Henri Tudor, Luxembourg, Luxembourg
2 Radboud University Nijmegen, Nijmegen, Netherlands

3 EE-Team, Luxembourg, Luxembourg�

{marija.bjekovic,erik.proper,jean-sebastien.sottet}@tudor.lu

Abstract. In enterprise modelling, a wide range of models and lan-
guages is used to support different purposes. If left uncontrolled, this
variety of models and languages can easily result in fragmented per-
spective on an enterprise, its processes and IT support. A traditional
approach to address this problem is to create standard modelling lan-
guages that unify and integrate different modelling perspectives, such as
e.g. UML, BPMN, and ArchiMate. However, one can observe how, in
actual use, the ‘standardising’ and ‘integrating’ effect of these languages
erodes. This is typically manifested by the emergence of ‘variants’, ‘light
weight versions’, and extensions of the standard dealing with ‘missing
aspects’. The empirical data suggests that these ‘variants’ emerge to
compensate the inability of a standard language to aptly fit the needs
of specific modelling situations. In this paper, we reconsider the drivers
and strategies of modelling language standardisation. Relying on an on-
going research, the paper develops a fundamental understanding of the
role of fixed language in the context of conceptual and enterprise mod-
elling. This understanding is then used to analyse the ‘variants’ in the
actual use of a standard process modelling language, and to discuss the
potential insights towards its standardisation strategy.

Keywords: model, modelling language, standardisation, modelling prag-
matics.

1 Introduction

Enterprise models play an important role in the design and operations of en-
terprises. They typically represent an enterprise from different perspectives, and
are used for various purposes, e.g. to study the current state of an enterprise,
analyse problems with regard to the current situation, sketch potential future
scenarios, design future states of the enterprise, communicate with stakeholders,
manage change, etc. If this plethora of models is left uncontrolled, it may result

� The Enterprise Engineering Team (EE-Team) is a collaboration between Public Re-
search Centre Henri Tudor, Radboud University Nijmegen and HAN University of
Applied Sciences (www.ee-team.eu).

B. Shishkov (Ed.): BMSD 2013, LNBIP 173, pp. 1–23, 2014.
c© Springer International Publishing Switzerland 2014
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in a fragmented view on the enterprise, and thus negatively affect the overall
coherence of models. The fact that these partial enterprise models are often
expressed in different modelling languages makes the coherence even a greater
challenge.

The traditional approach of dealing with this situation is to create a uni-
fying modelling language, such as UML for software design, and ArchiMate for
enterprise architecture modelling. The assumption behind is that the fragmenta-
tion can be prevented by a priori integrating relevant perspectives and concepts
within a single standard modelling language. However, one can observe how, in
actual use, the ‘standardising’ and ‘integrating’ effect of these languages erodes.
This is typically manifested in terms of local ‘dialects’ [35,9], ‘light weight ver-
sions’ [35], or several extensions of an existing standard that are intended to deal
with ‘missing aspects’ [15,19,40]. The point is further illustrated by the advent
of domain-specific [22] and/or purpose-specific modelling languages [6], which
allow for the creation of models that are tuned to the needs of specific domains
or purposes.

A more realistic strategy to address fragmentation is to create point-to-point
bridges (e.g. [41,55,17]) between the modelling languages used in enterprise mod-
elling. The bridges between the languages are typically established based on
the standard language definitions, in order to be able to reuse them across
different usage contexts. Nonetheless, the phenomena of ‘dialectisation’ is not
limited to unifying languages, but is also reported for many enterprise mod-
elling languages, such as goal-oriented, value-oriented and process modelling lan-
guages [2,16,33,43]. This is also manifested in dialect-like variations of the orig-
inal modelling language (e.g. [58]), use of workarounds (e.g. using ad hoc notes,
narratives, and annotations, e.g. [43]) to compensate for the missing elements
in the language/tool. It may even go as far as using home-grown, organisation-
specific semi-structured languages instead of the standard ones [2,35,31]. This
phenomena might question the real potential for reuse of standard language
bridges, i.e. the value of bridging languages out of context of their use.

While a non-compliance to modelling standards is typically perceived as un-
desirable, the reasons underlying the wide spread existence of language ‘variants’
or ‘dialects’ are not well understood. The available empirical data suggests that
they mainly emerge to compensate for the lack of suitability of the language/tool
to aptly fit the needs of specific modelling situations. The arguments underlying
the widespread use of e.g. Visio as a modelling tool in practice (e.g. [14,35,43]),
as well as the growing research interest in modelling language/tool flexibility
(e.g. [32,11]), further strengthen this point.

How similar are these ‘variants’ of a standard? What are the dimensions of
divergence from a standard language? If widespread, should these ‘variants’(e.g.
light-weight versions used in stakeholder communication [35]) be covered by the
original standard? How many of these ‘variants’ should become part of the stan-
dard? Finally, to paraphrase, how much standard language would be enough [58]?

In our view, this calls for reconsidering the drivers of, and approaches applied
in, modelling language standardisation. But first and foremost, this requires a
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deep understanding of the role of modelling language in (conceptual and) enter-
prise modelling, and of the factors driving its use. We believe that this under-
standing may provide valuable insights for the scoping and design of modelling
languages that are better suited to the practical needs. The present paper aims
to contribute to such an understanding from a rather theoretical perspective. Re-
lying on our ongoing research, a fundamental understanding of the role of fixed
language in conceptual and enterprise modelling is developed in the paper. This
understanding is then used to analyse the ‘dialectisation’ in the actual use of a
standard process modelling language BPMN [39], and to discuss the potential
insights towards its standardisation strategy.

The remainder of the paper is organised as follows. Section 2 explores the
problem of modelling language standardisation, by confronting the rationales of
standardisation to the actual use of standard modelling languages. This section
identifies the need to deeply understand the role that modelling language has in
conceptual/enterprise modelling, and the factors that determine its added value.
Subsequently, the Sections 3 and 4 elaborate our fundamental understanding of
this topic. This understanding is then used, in Section 5 to analyse the ‘variants’
emerging in the actual use of a standard process modelling language, BPMN [39],
and to discuss the potential insights towards its standardisation strategy, prior
to concluding the paper.

2 What Is the Scope of a Modelling Language Standard?

In the field of enterprise modelling, a wide range of fixed modelling languages is
being defined and used, while some of them also undergo the process of standard-
isation. Despite the ambition of such standards, available empirical studies, e.g.
[2,58,43,35,9,31] pinpoint at their inability to fit the needs of practical modelling
situations. In practice, this is typically overcome by the emergence of different
‘variants’ of the used standard, which alter the original language definition, by
reducing, extending or adapting it to a modelling task at hand.

Is such behaviour due to the very nature of complex and generic standards,
or to the failure to include all the relevant aspects into a standard language? Or,
is it rather tied to the way language users perceive the value of the modelling
language (standard or not), and even to their subjective preferences? Could
these derivations from a specific standard be prevented in the first place, e.g.
by a different design of modelling languages? If not, how should they be dealt
with? In this section, we revisit the common rationales of modelling language
standardisation in 2.1, and confront them to the actual use of such standard
languages in 2.2. We then identify, in 2.3, one of the possible research directions
to gain a deeper understanding of this problem, which is explored in the paper.

2.1 Drivers of Modelling Language Standardisation

The potential benefits of a fixed definition of a modelling language are well-
known. It provides a foundation for the development of tools and automated
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model manipulations (e.g. analysis, simulation, model transformation, code gen-
eration), thus enabling the increase of productivity and diminishing the error-
rate of model manipulations.

The effort of standardisation of such languages is often driven by the de-
sire to generalise these potential benefits across one or more application areas
(e.g. system engineering, software engineering, or process modelling) etc. More
precisely, the review of commonly used modelling standards in enterprise mod-
elling [38,39,30] reveals that standardisation is typically driven by the following
interrelated rationales:

1. Harmonise and consolidate many similar yet divergent modelling languages
for modelling some problem area/system, incorporating the best practices of
similar methods/notations [38,39],

2. Standardise model exchange format between the tools implementing the lan-
guage specification [38,39],

3. Provide the standard way to communicate about the problem/system by
different stakeholders, and for different uses of models [38,39],

4. Define a uniform representation for a wide range of uses within some problem
area [38,39,30],

5. Integrate different perspectives of a system under study within a single stan-
dard language [38,39,30],

6. Provide standardised bridge of the gap between the graphical language and
the appropriate execution format [39], etc.

Indeed, the harmonisation and/or consolidation of similar overlapping mod-
elling languages already existing for modelling some problem area (e.g. business
processes) is a common goal of many standards. The drivers here are many,
e.g. reducing language and tool related learning and training costs, tool market
harmonisation, facilitating tool selection for practitioners, providing standard
model exchange format for tool interoperability. Obviously, the more generic the
standard, the more reuse potential it is likely to have across different application
areas.

Additionally, a standard modelling language has the ambition to standardise
the communication about some problem area/system between various stakehold-
ers and for many purposes for which modelling is done. For instance, the BPMN
specification states the ambition to provide the common language and visual
notation for both business and technical users. An a priori imposed standard
vocabulary is meant to avoid frequent meta-discussions on concepts between
model stakeholders, and to facilitate knowledge transfer. This is tightly related
with the drive of defining a uniform representation for a range of uses of models
within a problem area.

The ‘uniformisation’ and ‘harmonisation’ often also entail the integration of
different perspectives, i.e. models, of the system under study within a single,
standard unifying language definition. As many overlapping languages exist to
model the system from different perspectives, the unifying language consolidates
these languages within the single integrated language, to be used instead of these
partial languages. UML and ArchiMate are typical cases of such a strategy.
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The standardising effect of a unifying language hence also lies in that it a priori
integrates perspectives for modelling some system. Such a strategy facilitates
assuring integration between the models, given that consistency and coherence
rules can be embedded in the standard language definition, and tools can auto-
matically check these properties.

A standardised and/or integrated language is thus one possible strategy to en-
sure the return on the modelling effort. We can however observe that drivers un-
derlying standardisation effort are predominantly of technical-economical nature.
In our view, the potential benefits of standardisation tend to be overly quickly
generalised to the entire range of possibles uses of such a standardised language.
Below we discuss different challenges of using standardised languages, based on
the available empirical data reporting on an enterprise modelling practice.

2.2 Insights from the Use of Standard Modelling Languages

A key problem in the use of fixed/standard languages in enterprise modelling
seems to be rooted in the lack of suitability of a language for the modelling task
at hand.

For instance, the widespread need for simpler and rather informal ‘variants’
of software and enterprise architecture modelling languages is identified by the
practitioners interviewed in [35]. These variants are needed in particular for
stakeholder communication, which is actually reported as the primary need by
practitioners, and the need that is the most poorly met by existing architectural
languages. Despite the abundance of sophisticated and rather formal architec-
tural languages, practitioners still tend to mostly use UML-based languages. Too
much formality, as well as too little support for stakeholder communication are
indicated as the main reasons for this. Along the same lines, practitioners raise
the need for better tool support for language extensibility, for informal activities
such as sketching, for combining models with text, etc.

Similarly, the common use of rather informal ‘variants’ of general-purpose
modelling languages is reported in enterprise modelling practice in e.g. [14,9,31].
The need for relaxed versions/dialects of a generic language such as UML is
observed, for example, in enterprise modelling situations whose primary goal is
collective knowledge creation (e.g. developing vision and strategy, scoping the
problem, and high-level business design) [9]. As most stakeholders do not have
modelling expertise, the language and tools are required to be simple, intuitive,
and corresponding to the natural interaction that occurs in such situations [9].

Besides ‘variants’ of existing standard modelling languages, the use of ‘home-
grown’ or ‘ad-hoc’ notations is quite common in enterprise modelling prac-
tice [2,35,9]. For instance, the study of the use of conceptual models in enterprise
modelling efforts across IBM [2], reports that business analysts and business ar-
chitects clearly prefer home-grown and semi-structured models over the usual
standard languages. This is typical for exploration phases “where things are un-
clear and ambiguous” [2, p. 1304], and where semi-structured models offer flex-
ibility in terms of delayed commitment to syntax, unconstrained development
order, evolvable re-factorable metamodel, as well as a closer fit to the inherent
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way of thinking in these phases [2]. As argued in [2], these notations emerge
through the repeated use in similar modelling situations, and gain more struc-
ture over time.

In the cases presented so far, we discussed challenges of using standard lan-
guages in situations of model-based communication with rather business stake-
holders and business concerns. Moreover, in the case of exploration and collective
knowledge creation with stakeholders, their involvement and input is crucial for
producing ‘good’ models. For these communication-oriented purposes, standard
languages do not seem to be suitable enough: their inherent complexity (in terms
of constructs and embedded syntactic-semantic restrictions) seem to rather rep-
resent a burden. We have argued in [6,7] that ‘variants’ emerging in such sit-
uations are in fact purpose-specific variations of the original generic language,
which tune the language to the needs of given modelling situations. An extreme
case of this tuning are, in our view, these ad-hoc and home-grown notations.
Such notations can be seen as the emergent modelling languages, which natu-
rally adapt to the needs of situations in which they are used, and gain structure
over the course of recurring use in similar modelling situations.

The need for purpose-specific tuning of the language for a given communica-
tion situation is a rather natural principle, and indeed corresponding to the way
humans normally use natural language [13]. The standards such as e.g. UML
and BPMN have the ambition to define the language and notation which is
readily usable for the various purposes in their respective application areas, in
particular aiming to provide modelling support for business users and purposes.
However, a thorough consideration of how these complex standards can/should
accommodate these different purposes is lacking. The practice seems to suggest
its response.

The practical use of the BPMN standard [39], widely used in enterprise mod-
elling, is examined in [58,43]. It reveals that, in practice, a very small subset of
the BPMN constructs is widely used (cluster of around six concepts), another
six concepts being occasionally used, while a huge number of concepts is rather
superfluous and extremely rarely applied. It is shown in [58] how these differ-
ent language subsets are used for different purposes. The basic subset of core
BPMN concepts (i.e. task, flow, start and end event) together with lanes and
pools is rather observed for the purposes of process documentation, organisa-
tional (re)design and process improvement. A slightly richer set of constructs,
including gateways and event conditions, is used for e.g. simulation and work
flow engineering. Overall, the practical use of BPMN demonstrates much less
complexity than the standard specification.

Indeed, the BPMN standard is assessed by [43] as over-engineered and way
too complex compared to the practical needs. Should then BPMN as a stan-
dard include those superfluous and rarely used concepts? What is the ratio-
nale and added-value of including them in the scope of a standard definition?
Should the standard language rather be geared towards the most common use of
such language? For instance, organisation design and documentation, knowledge



Enterprise Modelling Languages 7

management and continuous process improvement are reported, in [43], as the
primary purposes for which BPMN models are used. However, BPMN does
not provide sufficient constructs to express all the relevant organisational as-
pects [53,43]. Constructs such as Pools and Lanes are judged as not sufficient for
modelling organisational resources in [53]. This finding corroborates the observa-
tion by [43] that process models expressed in BPMN are very often extended with
the symbols, and even with other models, that capture organisational resources,
organisational structure, data, business rules, risks, resources, documents etc. So,
if this need is recurrent in the practical use of BPMN, shouldn’t these aspects
be covered by the standard language?

An additional challenge is present in the use of standard unifying languages.
Despite the ambition to a priori address the integration problem of different
perspectives within a standard, the adaptation and extension of such a lan-
guage with ‘missing aspects’ can be observed in its actual use. For instance,
ArchiMate [30] was initially designed as the enterprise architecture modelling
language, which relates relevant ‘architectural domains’ within a single language
umbrella. In the practical use of ArchiMate, it is possible to observe this drive
to extend ArchiMate models to include specific concerns (e.g. [19,10]) and/or
industry-specific standards (e.g. [4]), to cater for contingencies of a specific ap-
plication context. These extensions and adaptations essentially yield a domain-
specific version of the original ArchiMate language.

The challenge here lies in the fact that it is nearly impossible to a priori iden-
tify all the relevant perspectives that should be part of an integrated/unified
language for e.g. enterprise modelling. The relevance of different perspectives
is highly context-dependent: different perspectives may be relevant for different
industries and enterprises, or even in different transformation projects of the
same enterprise. Additionally, over time, new perspectives may become relevant
(e.g. cloud, privacy, compliance). At the same time, one can observe how there
is a drive to extend the ArchiMate standard to cover the additional aspects,
potentially relevant for enterprise modelling. The move from the ArchiMate 1.0
to the ArchiMate 2.0 standard included two additional aspects, namely moti-
vation and implementation & migration. Further integration between TOGAF
and ArchiMate is likely to lead to even more extensions. Moreover, the exten-
sions of a standard with e.g. business policies and rules, are also considered [30].
Should all of these considered extensions become integral part of the ArchiMate
language? What are the aspects falling under the competence of the ArchiMate
language, and which of them should remain outside the language? Potentially
endless extensions of ArchiMate are quite likely to result in a fairly complex and,
most probably, over-engineered language, similar to the situation of the BPMN
2.0 standard. In practice, this is likely to result in usability problems, and poten-
tially also in many different simplified or adapted variants of a standard being
in place. Whether this is a desirable result of a language standardisation has to
be questioned [43].
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2.3 Discussion

The discussions so far clearly point, in our opinion, to the challenge of defin-
ing the right scope of a standard modelling language. How should the practical
needs and practical use of a language stand in relation with the standard? What
is the added value of including some construct or perspective into a standard
language? How should this be decided? Should the scope of a standard language
be explicitly limited, and based on which criteria? Going further, more funda-
mental questions are at stake: What does a standard modelling language seek
to standardise: the way of thinking about some class of problems in a problem
area, the (visual) representation of models (across their different uses) within a
problem area, or model exchange format between the modelling tools? Should
the single modelling language ‘standardise’ all these aspects?

To answer these questions, we argue that it is necessary to clearly understand
the role that modelling language plays in modelling, and thus identify the main
factors determining its added-value in modelling. This is, in our view, necessary if
we want to make scientifically grounded decisions regarding the optimal scope of
the fixed/standard modelling language. At the same time, this requires tackling
some very fundamental aspects of modelling.

3 What Is Modelling?

The next two sections of the paper present the initial version of our explanatory
theory, which has the ambition to reach a fundamental understanding of the role
of fixed language in enterprise modelling. The focus of the theory is on modelling
pragmatics, i.e. on the use and value of models and modelling languages in the
given context, in dependence on the modelling goals [49]. We thus primarily seek
to fundamentally understand the phenomena related to the use of modelling
languages in different situations and for different purposes of modelling. Such a
focus requires us to revisit our understanding of the very act of modelling, and
the role that purpose has in it. We provide our understanding of these topics in
the present section. Section 4 then discusses the role and potential benefits of a
fixed modelling language in an enterprise modelling effort.

3.1 Grounding

We understand models as essentially means of communication about some do-
main of interest, and process of modelling as communication-driven process led
by a pragmatic focus [25]. This view is inspired by different related research
tackling the fundamental modelling aspects such as [46,45,18,28,42,49].

3.2 Model Definition

Though different views on models and modelling exist, as well as many different
model definitions, here we elaborate reasons for which we propose the following
(general) model definition (based on [46,45,18,48]):
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A model is an artefact acknowledged by an observer as representing
some domain for a particular purpose.

By stating that a model is an artefact, we exclude conceptions [18] or so-called
“mental models” from the scope of this definition. The reason for this restriction
is practical: in our field, the primary concern is the model-as-artefact resulting
from the modelling act.

Conceptions are abstractions of the “world” under consideration, adopted
from a certain perspective. They share this property with models. However,
a conception resides in the mind of a person holding it, and as such is not
directly accessible to another human being. To be able to discuss and agree on
its content, the conception has to be externalised. While the conceptions reside
in mental space, the models are necessarily represented in physical/material
space (typically using some system of symbols). This representation dimension
is crucial for any model, as the value of modelling primarily resides in the utility
of the model-as-artefact for some purpose.

This said, we do consider conceptions to be fundamental to modelling. This
point is thoroughly discussed throughout this section.

The observer in our definition refers to the group of people consisting of
model creators and model audience. On one extreme, it can refer to the entire
society, on the other extreme, to the individual. Though it may not be the general
rule, it is very often the case, in an enterprise modelling context, that model
creators are at the same time its audience. The observer is the key element in
modelling, as it is only by virtue of the observer’s appreciation that some artefact
comes to be acknowledged as a model of some domain.

Similarly to [18], we define domain as any “part” or “aspect” of the “world”
considered relevant by the observer in the given modelling context. The “world”
here may refer not only to the “real” world, but also to hypothetical or imagined
worlds. Even more, the domain of a model can be another model as well.

A model always has a purpose. This purposefulness dimension is present in
most of the model definitions, e.g. [46,45,48]. Although acknowledged as essential
dimension of models, the concept of purpose is rarely defined and its role in the
entire modelling process is scantly discussed.

In the following, we discuss our view on the role of purpose in modelling, as
well as suggest our definition of this concept.

3.3 Centrality of Purpose

A modelling situation is at least characterised by the wider context in which
the modelling takes place (e.g. a particular organisation, project), the involved
observer, and the goals of the situation.

The goals of the modelling situation are not necessarily restricted to the goal
of producing the model. Particularly, in enterprise modelling, these goals may
also refer to organisational learning, achieving consensus on a topic and reaching
some commonly agreed knowledge [8,34]. The present discussion will focus on
these goals that are relative to the desired model-as-artefact.
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The reason why an observer creates a model in the first place is to enable some
usage of that model (e.g. analysis, sketching, execution, contracting etc.) by its
intended audience (e.g. business analysts, business decision-makers, enterprise
architects, process experts, etc.).

We believe these are crucial dimensions underlying the concept of model pur-
pose. As will be discussed later, these dimensions are heavily interdependent.
Their combination determines the desired model qualities [8,34] for the purpose
at hand. This is quite important, since the fitness-for-purpose determines the
value of the model for its intended use.

We therefore propose the following definition of the model purpose.

The purpose of the model is a combination of the following dimensions:

(1) the domain which the model should pertain to, and

(2) the intended use of the model by its intended audience.

In line with [45,48], that (although usually implicitly present) the purpose
should be made explicit within the modelling process. At least the model creator
should be aware of the intended usage and audience of the model.

To explain the central role that purpose has in a modelling act, we will first
consider the modelling situation where an observer is an individual, illustrated
in Figure 1a. When, in this situation, an observer O engages in modelling of
some “world” under consideration, s/he judges which aspects of that “world”
are relevant for the given modelling situation1. This process of selecting the
relevant and abstracting away from the irrelevant aspects of the “world” yields
the observer’s conception of the domain, cd.

It is here important to underline that this process of abstracting away from
irrelevant aspects is always relative to the given modelling situation. It is implic-
itly or explicitly influenced by the purpose p of the model-to-be md [46,45,48].
This is depicted as an influence of the purpose p on the relation conception of
in the Figure 1. Secondly, but not less importantly, how an observer creates an
abstraction is also very much dependent on his/her pre-conceptions [42], brought
by its particular social, cultural, educational and professional background. We
come back to this point in Section 4.

To externalise the conception cd residing in his/her mind, the observer O
subsequently tries to shape an artefact (i.e. the model-to-be) in such a way that
it adequately represents, for the purpose p, his/her conception of the domain cd.

At this point, it should be noted that the observer’s understanding of the
purpose p is essentially a conception as well, i.e. the conception of the purpose
of the model-to-be cp. Even more, the observerO also forms the conception of the
model-to-be, cm. The modelling process thus actually consists in the observer’s

1 Obviously, the observer’s judgement may be influenced by many different factors,
e.g. observer’s intentions, experience, previous knowledge, interests, etc. Our discus-
sion excludes the from the consideration the potential conscious political intentions
underlying the observer’s judgement.
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Fig. 1. The act of modelling

gradual alignment of these three conceptions, in parallel with the very shaping
of the (model-to-be) artefact. This is illustrated in the Figure 1b.

As this alignment is iterative, the conception of the domain cd is not com-
pletely stabilised before the artefact (model-to-be) is shaped in a satisfactory
manner. It is only at this point that we can speak about the existence of the
domain d, as pointed out in FRISCO [18]. The domain as such does not exist2

a priori, but emerges in the very act of its modelling, and is being very much
shaped by its observer in the given modelling situation.

When the mutual alignment of cd, cp and cm is achieved, the artefact comes
to be acknowledged as the representation of the (conception of the) domain d
for the purpose p. In other words, the observerO acknowledges that the artefact
m is a model of the domain d for the purpose p.

Given the modelling situation, the purpose thus determines which features of
the domain should be modelled and with which accuracy [45]. This is depicted
as the influence of the purpose p on the relationship representation of in Figure
1. Similar distinction is made in [45], where a model is considered as a special
kind of representation, having a purpose and a cost-effectiveness criterion.

The previous explanation holds for a modelling process where the observer is
an individual. In a collaborative modelling situation, a group of n human actors
is involved in the process of modelling, and is supposed to jointly observe some
domain d and come up with its model md, for the purpose p. In order to reach a
shared view on the domain, the purpose and the model-to-be, the co-alignment
of potentially n×3 conceptions (i.e. cd, cm, cp per each of n actors) has to take

2 The term exist is used here in the sense of Heidegger’s notion of breaking down,
discussed in [52]. Indeed, “Heidegger insists that it is meaningless to talk about the
existence of objects and their properties in the absence of concernful activity, with its
potential for breaking down. What really is is not defined by an objective omniscient
observer, nor is it defined by an individual – the writer or computer designer – but
rather by a space of potential for human concern and action” [52, p.37].
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place. Indeed, this is considered as a critical step in collaborative modelling,
where all the discussions, negotiations and agreement about the model need to
take place.

As we have seen, the main factor of the alignment of conceptions is the purpose
p, i.e., more precisely, the conception of the purpose by an observer, cp. As the
purpose p is the main discriminant of the value of created model m, we argue
that it should be explicitly considered when creating (and using) models. In
other words, the purpose should also be modelled. Explicitly considering and
expressing the purpose is important not only to facilitate the (usually implicit)
aligning of conceptions, but also to enable the understanding of a model by an
observer who was not involved in process of its creation.

Furthermore, and in line with [9,48,29], we argue that the purpose should be
the primary driver of shaping (the choice of) modelling language. The modelling
language used for modelling should allow expressing the model in such a way
that the model is of value for its intended purpose. Some related work embraces
this view regarding model and language quality assessment [34], as well as mod-
elling processes [8]. In our research, this position is explored with regards to the
definition and use of modelling languages in modelling.

4 Role of Modelling Language in Modelling

Having introduced our fundamental understanding of the modelling act, this
section develops our view on the role of modelling language within modelling.
We will use such an understanding to discuss the challenges inherent to definition
of a fixed modelling language, and more specifically, to its standardisation.

4.1 Grounding the View on Language

In our view, the language consists of a system of symbols whose primary function,
i.e. raison d’être, is to act as an instrument of human communication and ac-
tion. Language is thus used to formulate and communicate human conceptions
of various aspects of the “world”, in various communities and communicative
circumstances.

This view on language grounds in the body of knowledge of cognitive linguis-
tics [23], functional perspective on language [13,12,52], and semiotics [18,47]. It
is adopted in our study of modelling languages, as the phenomena we are in-
terested in go beyond the isolated study of linguistic code, and puts forward
its use within different modelling situations. We look at the extent to which a
fixed/standardised modelling language allows to effectively formulate and com-
municate conceptions in a given modelling situation, and how it can be designed
to better suit this need.

4.2 Elements of Modelling Language Definition

Traditionally, a modelling language is defined in terms of abstract syntax, con-
crete syntax and semantics.
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The abstract syntax of a modelling language defines the modelling con-
structs and rules for their combination when creating models. The abstract syn-
tax of visual modelling languages is usually represented using metamodels.3

The concrete syntax or notation deals with the representation of a mod-
elling language on medium. The medium itself can be restricted to a specific
form, such as graphical, textual, or video, but the notation in general can also
be restricted in terms of fonts, icons and layout rules. Concrete syntax defines
symbols (according to the medium) and rules for their combination, as well as
their correspondence to the abstract syntax of the language. The role of notation
in modelling is thorougly discussed in [37].

The semantics of a modelling language deals with its meaning. It is conven-
tionally defined in terms of a semantic domain and a semantic mapping [24].
According to [24], the semantic domain captures the “decisions about the kinds
of things language should express” [24, p. 68], while the semantic mapping es-
tablishes the correspondence from syntactic elements to the semantic domain.

It is often considered that the abstract syntax of the modelling language
does not deal with semantics [24]. Nonetheless, the metamodel of the modelling
language actually represents a particular conceptual foundation of the lan-
guage, i.e. a specific classification of concepts to be used in discourse about the
“world” [18]. The metamodel thus provides a particular ontological position, as
it filters the view on the “world” one chooses within the modelling language [18].
It is even argued in [18] that all other aspects of the modelling language depend
on its conceptual foundation. Thus, the conceptual foundation is an important
(if not crucial) aspect of the modelling language semantics. It may be even ar-
gued, based on the research in the area of linguistics (e.g. [13,23]) that syntax
and semantics of a language are not that clear-cut.

In the following, we will argue that this traditional approach to modelling
language definition, and in particular standardisation, needs to be complemented
with another dimension, that of modelling pragmatics [49]. Pragmatics is
concerned with the use of language signs by the user, in the context/situation in
which and the purposes for which they are used, as well as meaning and effect
they have in their context of use [49,1]. Though it is not widely studied [49],
we will show that inadequate consideration of pragmatic aspects of modelling,
when defining a modelling language, may affect its capacity to effectively perform
its function in modelling. We will equally show that an explicit consideration of
pragmatic aspects may provide valuable insights for the scoping and a the design
of a better-suited modelling languages.

4.3 Function of the Modelling Language

Modelling language can be regarded as having a twofold function in modelling:

1. Representational function, the function of representation system for express-
ing models, in particular for their mechanical manipulation, and

3 The advantages or disadvantages of using metamodelling for representing abstract
syntax are discussed in e.g. [24].
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2. Linguistic function, the function of a natural language to be used in concep-
tualising and communicating about some domain in a particular modelling
situation.

This twofold functioning puts different and often conflicting requirements on
the modelling language definition.

Representational Function. In its representational function, a modelling lan-
guage should accommodate the formulation of models, while allowing their me-
chanical manipulation. For this purpose, the representation system should at
least have a well defined abstract syntax prior to developing tools that imple-
ment model manipulations. To reuse the implemented manipulations, the repre-
sentation system is also typically required to remain fixed once defined, i.e. not
evolving dynamically in different situations of use.

The potential added value of the modelling language, from this perspective,
lies primarily in 1) the re-usability of the representation system and of the asso-
ciated manipulations across different modelling problems, and 2) the extent to
which the language specification is machine readable.

The re-usability of a language relates to its expressiveness [18], i.e. to how
many different (conceptions of) domains a modelling language allows to model.
It can largely be influenced at language design time, when its designers identify
and restrict the intended set of models expressible by the representation system.
This is done through the choices relative to the (levels of genericity of the)
conceptual foundation and to the syntactic-semantic restrictions incorporated
into the language definition.

The requirement of machine readability is driven by the need for the auto-
mated manipulation of models. For representations produced in the modelling
language to be precisely interpreted (by machines), a formal, i.e. precise and
unambiguous, definition of both abstract syntax and semantics of the represen-
tation system, usually in a mathematical language, is required. In this context,
modelling language is seen as a formal language, and its definition is of normative
character.

However, the formal perspective on modelling languages focuses on purely
referential aspects of meaning [13], and excludes all context-dependent aspects
of meaning in language [1,49], which fall in the area of pragmatics. In partic-
ular, this perspective on modelling languages disregards the potential influence
of ‘labels’ from natural language (as part of language’s conceptual foundation)
on the understanding of the modelling language by an observer, as well as on
its use in the process of domain conceptualisation in the given modelling situa-
tion. Clearly, from this perspective, a modelling language does not function as a
‘human language’, but only as an ultimately syntactic carrier of models.

Linguistic Function. In its linguistic function, a modelling language should
provide language to support the activities of conceptualisation and communica-
tion taking place in a modelling situation [27,42].
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From this perspective, the potential added value of a modelling language con-
sists in its capacity to 1) frame the discourse about the domain in a modelling
situation, and to 2) facilitate shaping and expressing the conception of a do-
main formed/agreed by an observer in a model that is fit for its purpose. These
dimensions combined provide what is usually referred to as the suitability or
utility [42] of a modelling language.

Whether the given modelling language is suitable for some modelling prob-
lems is largely contextual and cannot be fully determined a priori. The pragmatic
aspects of a modelling situation in which the given modelling language is actu-
ally used determine the degree of its suitability. This point is developed in the
following discussion.

As defined in Section 3, a modelling situation is at least characterised by
a wider context of modelling, the goals of the situation (including the pur-
pose of the model), and the observer involved in modelling. Additionally, the
fixed/standard modelling language to use, ML, may also be (and typically is)
selected prior to engaging in the modelling effort. As illustrated in Figure 2a, the
central question, in this context, is to which extent the selected ML is capable
to effectively support the creation of conception cd, as well as its externalisation
into m suitable for the purpose p (in terms of representational system provided
by ML). Let us try to provide a tentative answer to these questions.

As discussed in 4.2, ML provides an embedded filter on the “world”, i.e.
its conceptual foundation. In the modelling situation, this filter is meant to
constrain, or at least influence, the way observer O forms the conception of a
domain cd. To which extent an ‘externally’ imposed language ML can interact
with the observer’s process of conceiving a particular domain d?

The way in which a particular individual/observer observes and conceptualises
the “world” is shaped by the factors of biological, cognitive, cultural, and social
(thus also educational and professional) background of the individual [44]. These
factors shape the linguistic personality [21] of the individual, which is illustrated
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Fig. 2. The role of modelling language in a modelling act
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as a space LP around observer O in Figure 2b. This is also addressed as the
individual’s world view, or the observer’s pre-conceptions in [42]. The LP of
an observer O affects his/her default interpretation of concepts embedded in
ML [50], i.e. his/her default cML. The shaping of cML is further influenced by the
characteristics of the modelling situation: its wider context, e.g. the particular
enterprise and/or project, language(s) spoken in (particular groups within) the
enterprise [26], model purpose p, other participants (in the case of collaborative
modelling) etc. In this context, the understanding of conceptual foundation of
ML follows the principles of human use of natural languages. In the use of
natural languages, the words and/or linguistic utterances are given their precise
meaning within the entire context of linguistic communication, and the function
linguistic utterances have in the communication context [13,12]. Therefore, the
contextualised understanding of ML, i.e. contextualised cML, arises by taking
into account the entire context in which modelling takes place.

An expert modeller can be expected to have less difficulties in understand-
ing and using a particular ML, because of his/her education and consistent
experience in modelling. However, it is reasonable to assume that a prototypical
stakeholder of enterprise modelling (involved as observer in a modelling situa-
tion) requires an increased mental effort [5,3] to understand and use ML [56].
In fact, the LP of a prototypical enterprise modelling stakeholder differs most
likely significantly from the specific ontological position, i.e. level of abstraction,
embedded in ML. The latter typically provides the level of abstraction higher
than the one in which most stakeholders are used to reason. Adopting higher
than usual levels of abstraction in reasoning also increases mental effort needed
for stakeholders in this task [51]. The training and consistent experience in us-
ing a ML by stakeholders may possibly remedy this, but it is unlikely that each
enterprise modelling stakeholder will be trained to the modelling languages used
in his/her particular context.

If we add to this picture the typical conceptual complexity of standardised
ML (see Section 2), it can quickly result in cognitive overload [5,36] observers,
when only trying to understand the ML. Such a situation rapidly hinders the
understanding of other elements in the modelling effort [56], i.e. cd, cm and cp.
This is one of the potential sources of problems with the use of ML in the
practical modelling situations.

Secondly, ML is meant to affect observer’s creating and aligning of concep-
tions cd and cm, as illustrated in Figure 2b. As model purpose p at the same
time drives this process(see Section 3), the given ML should provide sufficient
constructs to form cd, and allow to express (by the means of ML’s representa-
tion system) the cd for the purpose p into an artefact m. Whether a particular
ML used in a modelling situation allows to do so is not only dependent on the
selected ML, but primarily on the model purpose p, and the observer O, as
discussed so far.

If, in the given modelling situation, ML (i.e. cML) lacks constructs to express
all the relevant aspects of cd for a purpose p, the natural attitude in the mod-
elling practice is to invent a ‘dialect’ that provides the best cognitive fit [37] for
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the purpose p at hand. As the ML is typically a fixed language, it is not likely
that all the possible relevant concepts and constructs for all the modelling situ-
ations could be preconceived in such a language anyway. This suggests that the
need to adapt the modelling language in the given modelling situation is likely
to be present despite the standardisation/unification efforts.

What these discussions suggest is that, in order to maximise its added value
in terms of linguistic function, the ML should be as closely aligned as possible
with the characteristics of the actual modelling situation in which it is used, e.g.
in terms of the provided ontological position, vocabulary, coverage of specific
aspects, level of detail in modelling, specific form and symbols used, etc. This
also means that an ideally suitable language could not be a priori fixed, but
that the adaptability to specific modelling situations has to be designed in the
language.

Moreover, when defining a fixed modelling language or when selecting it for a
particular modelling effort, one should be careful when assuming that the influ-
ence of the observer’s LP on his/her conceptions can be overcome by imposing
a filter from ML from which to look at the domain. Our discussions rather
suggest that the conceptual foundation of ML chosen for a modelling situation
should be as close as possible to the way stakeholders would discuss the partic-
ular modelling problem, if there would be no restrictions on the language to use
whatsoever4.

This is even more critical for language standardisation efforts. The standard-
ised ML is typically thought as an effective solution to also standardise the
(conceptualisation and) communication about some problem area, regardless of
the involved stakeholders, and the purposes for which modelling should be done.
The discussions so far rather suggest that, because of differences in individuals’
world views, the cML is likely to be different for each individual, even in the case
of standard ML. It indeed suggests that meta-discussions are likely unavoid-
able, if not even necessary to reach a sufficiently similar cML between human
actors involved in modelling. Furthermore, it also suggests that the degree of
complexity of a modelling language has to be manageable by humans, such that
the language indeed facilitates rather than hinders the modelling effort.

5 Pragmatics under the Carpet of Standardisation?

The previous section identifies and discusses the opposing forces that influence
the definition of a modelling language. These forces, stemming from its aforemen-
tioned functions, evidently need to be carefully balanced so that the modelling
language provides the added value when used in modelling situations. Based on
the discussions in Sections 2 and 4, we can observe that standardisation efforts
mainly aim to maximise the potential benefits of the modelling language in its
representation function. In these efforts, its linguistic function is very lightly, if
at all, considered.

4 In this context, the notation of ML can also play an important role in facilitating
understanding and use of ML, see [37].
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To support this discussion, we will analyse the BPMN standard and its use (as
reported in [57,58,43,53,20]). The OMG’s BPMN is developed with the primary
goal “to provide a notation that is readily understandable by all business users,
from the business analysts that create the initial drafts of the processes, to the
technical developers responsible for implementing the technology that will perform
those processes, and finally, to the business people who will manage and monitor
those processes.[..] In doing so, BPMN will provide a simple means of com-
municating process information to other business users, process implementers,
customers, and suppliers” [39, p.31].

Business users are identified in the specification document as the primary
audience of BPMN models. At the same time, BPMN aims to create standard-
ized bridge between business process design and process implementation, and
to enable visualizing process models defined in languages optimized for their
execution.

How does the BPMN standard reflect the needs of its primary business users,
and how does it support creating models for these ‘business-oriented’ purposes?
According to [58,43], these purposes in practice are mainly process documen-
tation, continuous process management, knowledge management, and organisa-
tion redesign. Furthermore, a very small subset of essential BPMN constructs
is used for these purposes [58]5. However, this does not imply that such a small
subset is sufficient for the needs of business users. As reported in [53,43], prac-
titioners lack constructs for expressing business rules, organisational resources
and roles, risks, performance, etc. [43,53]. This corroborates the pattern of ex-
tension of BPMN models observed in [43]: the models are extended with the
symbols allowing to capture organisational information, such as data, risks, re-
sources, documents etc. “This situation points to BPMN being a pure process
modeling language. Users, however, often are concerned with enterprise modeling
[...] beyond the mere depiction of the control flow of their business operations.”
[43, p.189].

While targeting primarily business users, a closer look at the internal complex-
ity of BPMN standard reveals the language rather geared towards the advanced
technical purposes of process modelling, e.g. workflow engineering, process sim-
ulation and systems specification etc [43]. However, such an advanced modelling
is very rarely applied in practice [43]. Furthermore, a rather significant numbers
of constructs of BPMN standard is reported by practitioners as superfluous,
e.g. some highly differentiated event constructs, gateways etc [58,43]. This com-
plexity is reported to negatively affect the ease of use of the language [43,20].
If reported as overwhelming, should the language complexity then somehow be
managed? Should the constructs used only for advanced process modelling pur-
poses be hidden from other users of the language?

Similar observation of the BPMN complexity motivated the work on defining
a ‘simplified’ version of the language, namely Simple BPMN (SBPMN) [20], tar-
geted at business users of process modelling. The original standard is simplified

5 We have discussed the usage of BPMN constructs for different purposes in more
details in Section 2.2 of the paper.
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by excluding or modifying constructs that require technical knowledge or that
can cause confusion when used by business users. It does not surprise that the
usability tests performed and reported in [20] asses SBPMN as easier to use for
business users than BPMN.

Therefore, we can observe that BPMN targets too broad a range of process
modelling purposes, as well as very diverse audience. The approach to its stan-
dardisation is oriented towards maximising the benefits of only the represen-
tation system across rather technical uses of process models. However, BPMN
does not seem to accommodate well the needs of its business audience: it does
not come with relevant constructs for modelling processes from the business
perspective. Also, as a fairly complex language it is difficult to use by this au-
dience. In our view, the standardisation is done without adequately considering
the pragmatic needs (in terms of audience, model purposes, constructs needed
to structure the discourse about the domain) of modelling situations in which
BPMN is/should be used. As we have seen, this affects its suitability, i.e. how
it performs the linguistic function. The examples of SBPMN and of BPMN ex-
tensions covering organisational aspects illustrate the strategies to overcome the
lack of BPMN’s suitability. Such ‘variants’ seem to have better chances of cogni-
tive fit for ‘business-oriented’ purposes of process modelling, and they certainly
demonstrate better cognitive effectiveness than the full-blown standard.

More importantly, this raises the question whether such ‘simplified variants’,
tuned to particular purposes/audiences, should be part of a standard process
modelling language, too. Could the BPMN standard fulfil its stated objectives
effectively, if it does not include these ‘variants’? Similar findings result also from
the study of practical use and support needed by architectural languages [35].

6 Conclusion and Outlook

Instead of sweeping pragmatics under the carpet, how should the pragmatic
needs for language support, as well as language use data, stand in relation with
the standard? Should the needs of language users be the driving force in creating
and scoping the (standard) language?

To shed more light on this question, this paper discussed the role of the
modelling language from a fundamental perspective. We identified its twofold
role in modelling, and argued that it has to be carefully considered and balanced
when defining the (standard) modelling language. In other words, we argued that
it makes sense to explicitly consider the pragmatic needs when defining, revising
or evolving a fixed modelling language.

What is the general competence area of a modelling language, e.g. process
modelling language? Should the process modelling language cover only a sin-
gle, process, aspect or include aspects such as business rules, resources, and
similar aspects related to organisational modelling, which are relevant for pur-
poses such as process documentation, process monitoring and improvement, and
re-engineering? The same questions can be asked for any modelling language.
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Our research suggests that the scope of a fixed modelling language should be
in line with the context in which it will be used, i.e. in line with purpose(s) for
which models are produced using that language. If enough support is not a priori
provided in the language, purpose-specific ‘variants’ will emerge to compensate
for the missing suitability.

If the fixed modelling language aims to cover too many purposes at the same
time, this is more challenging, as the language tends to become overly complex if
there is a strive to accommodate all the different pragmatic needs. Nonetheless,
these needs cannot be swept under the carpet, as they will reappear when the
language is used in the actual modelling situations. Should then the standard
language for e.g. process modelling be reorganised into multiple (modular) lan-
guages within a standard for process modelling? Does this suggest a different
approach towards the standardisation of modelling languages?

We believe this is one of the promising directions to explore in the future
research. The modular organisation of languages could have language ‘chunks’
scoped and geared towards purpose(s) for which the ‘chunk’ is used. The right
language for the modelling situation at hand could then be woven out of the dif-
ferent ‘chunks’, based on the pragmatic needs of the actual modelling situation.
This also suggests that the pragmatic aspects of the ‘chunks’ need to be made
as explicit as it is possible. Such a modular organisation could also decrease the
cognitive load needed for the understanding, selecting and using the language
for chosen modelling purposes.

In addition, the needs for situational adaptability and evolution of the lan-
guage will always be present, as it is not feasible to pre-define all the possible
circumstances in potential modelling situations, nor to predict the evolution of
the ‘reality’ for whose modelling the language support will be needed. The strat-
egy of including all these missing aspects within a single language would make it
at some point overly complex and virtually unusable. In our view, this is another
argument in favour of modular organisation of modelling languages.

Of course, this calls for more research on instruments of modelling language
creation, adaptation and combination, as well as more research on the related
tool mechanisms supporting this. Indeed, there is a growing research interest
in modelling language and tool flexibility [32,11,54]. Our research aims to con-
tribute to this stream of research by providing a conceptual framework from
which to understand the role and, in particular, the use of the modelling lan-
guage. This paper argued that the added value of a modelling language cannot
be evaluated without considering its use, i.e. pragmatics dimension. Our belief
is that only by identifying the factors determining the added value of the lan-
guage, we can be in the position to make grounded decisions on optimal scope
and design of the language.
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CAiSE 2005. LNCS, vol. 3520, pp. 262–276. Springer, Heidelberg (2005)

30. Iacob, M.E., Jonkers, H., Lankhorst, M., Proper, H.A., Quartel, D.: ArchiMate 2.0
Specification. The Open Group (2012)

31. Karlsen, A.: Enterprise Modeling Practice in ICT-Enabled Process Change. In:
Johannesson, P., Krogstie, J., Opdahl, A.L. (eds.) PoEM 2011. LNBIP, vol. 92,
pp. 208–222. Springer, Heidelberg (2011)

32. Kimelman, D., Hirschman, K.: A Spectrum of Flexibility-Lowering Barriers to
Modeling Tool Adoption. In: ICSE FlexiTools Workshop (2011)

33. Kort, C., Gordjin, J.: Modeling Strategic Partnerships Using the E3value Ontology:
A Field Study in the Banking Industry. In: Handbook of Ontologies for Business
Interaction, pp. 310–325. IGI Global (2008)

34. Krogstie, J., Sindre, G., Jørgensen, H.D.: Process models representing knowledge
for action: A revised quality framework. EJIS 15(1), 91–102 (2006)

35. Malavolta, I., Lago, P., Muccini, H., Pelliccione, P., Tang, A.: What Industry Needs
from Architectural Languages: A Survey. IEEE Trans. Software Eng. 39(6), 869–891
(2013)

36. Moody, D.L.: Cognitive load effects on end user understanding of conceptual mod-
els: An experimental analysis. In: Benczúr, A.A., Demetrovics, J., Gottlob, G.
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Abstract. Enterprises endeavor to provide innovative services and competitive 
advantages, by constituting Collaborative Networks (CNs). Each enterprise per-
forms a set of Business Processes (BPs), and through developing integrated BPs 
in CNs, enterprises can jointly produce stronger capabilities. However, select-
ing appropriate BP Modeling Languages (BPMLs) for the purpose of formaliz-
ing BPs in the CNs are challenging. In surveys published so far, mostly some 
general features of the main BPMLs are contrasted. But these comparisons ana-
lyze neither the features and peculiarities identifying different categories of 
BPMLs, nor the requirements to be fulfilled in CNs. This article introduces a 
systematic evaluation method, which first proposes a new categorization for 
BPMLs. Then, focusing on enterprise collaboration requirements, a specific set 
of Key Requirement Indicators (KRIs) is identified for CNs, related to what 
they require from BPMLs. Finally, the introduced BPML categories are dis-
cussed against the KRIs, in order to assess their suitability in supporting CNs. 

Keywords: Business Processes, Collaborative Network, Business Process 
Modeling Languages, Virtual Organizations (VO), VO Breeding Environments, 
Service-Oriented Architecture. 

1 1   Introduction 

Adopting Business Process (BP) modeling technologies, including the introduced 
languages, standards, tools, and techniques, have greatly influenced enterprises to-
ward capturing opportunities, reducing costs, and increasing productivity.  
The BP technologies themselves however, have also been affected by high demand of 
market, as well as the step-wise maturity of Business Process Management (BPM) 
theories. This has caused rapid changes in the last decade in developed BP Modeling 
Languages (BPMLs), tools, and standards, while also creating challenges for selecting 
and adopting suitable BPMLs in networked enterprises [3]. 

Enterprises collaborate with each other in different forms to achieve their common 
goals [1]. Collaboration in networks of enterprises aims at aligning all available  
capacities and capabilities towards providing value-added-services [29]. Service 
Oriented Architecture (SOA) is an expedient paradigm to setup such collaboration.  
In SOA, services are designed to realize the capabilities of enterprises from their 
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resources [23], while BPs are required to describe the execution of services [24]. 
Therefore, creating and sharing formalized definition of BPs constitute some main 
challenges in accomplishment of SOA-based networked enterprises. This means that 
adopting more expressive and unambiguous BP technology can result in realizing 
more successful co-creation in Collaborative Networks (CNs). For this purpose, be-
sides the challenge of selecting generally strong and expressive BPMLs amongst 
different technologies, evaluation of peculiar CN-related requirements is also needed. 

Further to the purpose of BP modeling, the BPMLs differ from each other in their 
approach to design, analysis, and enacting of the BPs. Several published surveys on 
BPMLs e.g. [16], [18], and [26] have already tackled the comparison between certain 
features of the main BPMLs. Most contemporary surveys focus on comparing a few 
BPML standards and tools (e.g. BPMN vs. BPEL). However, there is a lack of em-
phasis on comparing at higher level, different categories of BPMLs with each other, 
to which the specific standards or tools may belong.  

From a top-down point of view, each category includes a set of BPMLs with many 
(if not all) common characteristics, such as the graphical depiction, formal representa-
tion, etc.  Such categorization and when identifying the most suitable category for 
CNs, can on one hand reduce and thus facilitate the number of alternative BPMLs 
among which the enterprises can select. On the other hand, all BPMLs that fall under 
the most suitable category for CNs can be adopted interchangeably. In other words, 
enterprises can better cope with rapid changes in BPML standards, e.g. outdating a 
BPML in the most suitable category, may be remedied by using another BPML from 
the same category.  

For the purposes of performing analysis and evaluating BPMLs for their suitability 
in support of CNs, a novel method is introduced to manifest CN’s characteristics and 
to assess different BPML categories against them. The assessment of peculiarities and 
specifications of BPML categories are discussed subjectively, from both BP aspects 
and the CN’s point of view. Finally, our results are validated by experts from the field 
of Collaborative Networks.  

In this article, first the main research outline including the definition of main con-
cept and the applied method are presented (in section2). Thereafter, BPML categories 
and their position in our evaluation roadmap are reviewed and explained (in section3). 
Founded on collaboration purposes, a number of most relevant criteria for comparing 
the BPML categories, and analyzing them for the aim of supporting enterprise colla-
borations is introduced (in section 4). Then, the results of our approach and their vali-
dation are discussed (in section5). Finally, our conclusions are presented (in section6).  

2 Research Outline 

Within the collaborative-networked environment, enterprises have the opportunity to 
share their resources through collaboration, including their knowledge, information, but 
also their provided services, which can be best achieved by means of formalized BPs 
[3]. Furthermore, collaborative BP integration is aimed by enterprises to accomplish 
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value-added business services, beyond the capabilities and capacities of their individual 
organizations [2]. 

In this section, after a short review of related definitions for CNs and BPs, our pro-
posed evaluation method is specified for analysing the BPML categories against the 
CN requirements.  

2.1 Background and Definitions 

Before focusing on the evaluation process, we provide some specifications from the 
CN discipline. A general definition of Collaborative Network is presented in [3] as: 
“an alliance constituting a variety of entities that are autonomous, geographically 
distributed, and heterogeneous in terms of their operating environment, decision 
making, culture and social capital, that cooperate/collaborate to better achieve com-
mon/compatible goals, and their interactions are supported by the computer net-
works.” The above characteristics shape the enterprises’ collaboration structure and 
behaviour.  

CNs appear in different forms. Virtual Organization (VO) and VO Breeding Envi-
ronment (VBE) are the two main forms of CNs. In a VO, partners choose co-working 
and sharing of their BPs and other resources to accomplish their common goals.  
The motivations for such coalition are commonly formed either around specific  
market targets or certain innovation purposes. VBEs, which establish long-term alli-
ances of organizations, capture and store BPs of partners in their directories. In the 
context of the VBE, usually a VO broker seizes an opportunity and chooses the  
participant organizations for the VO. The VO broker also considers selecting  
and integrating BPs of different organizations to shape the new VO, responding to 
achievable opportunities [1]. 

An exemplary scenario for BP integration in the CN could be as follows. In tele-
communication industry, a VO broker may aim at providing a new discounted service 
package, based on the existing/stored services in its telecommunication VBE’ direc-
tory. The broker develops a workflow to accomplish the discounted package from 
existing VO’s business services (namely: the phone service, internet connection, mo-
bile service, etc.) for that purpose. For composing a workflow for the discounted 
package however, the broker needs to have access to concise definition of the services 
provided by the VO members. But at present, VO member organizations provide 
different BP formalizations, which are also mostly ambiguous and underspecified. 
Therefore, the challenge is how to improve organizations’ formalization and represen-
tation of their BPs, as needed in CNs.  

BPs are typically defined as a series of one or more linked procedures or activities, 
which collectively realize a business objective or policy-related goal. Workflow Man-
agement System (WFMS) can automate and control the execution of the BPs. The 
notion of BPM comprises concepts, methods, and techniques to support organiza-
tional aspect of processes, which are needed for the design, administration, configura-
tion, enactment, and analysis of BPs [39]. It also covers the “diagnosis” aspect of the 
BPs further to the WFMS lifecycle [35].  
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BP Modeling aims at representing an abstract but meaningful demonstration of the 
real business domains. In [12], the design and execution aspects of the BPs are intro-
duced as the main concerns for BP modeling. This goal is achieved through provision 
of appropriate syntax and semantics in BPMLs, to meet the BP’s requirements [18]. 
The BPs, formalized by BPMLs are regarded as the centre of focus for productive 
performance of the enterprises in the CNs. The BPMLs have supported IT-based 
collaborations based on their maturity and development purposes.  

2.2 Evolution of BPMLs in Support of Bi-lateral Collaboration  

In order to achieve a better understanding of the role of BPMLs in collaboration con-
text, below the chronological development of BPMLs, from the point of view of sup-
porting collaboration, is briefly addressed. In the 80s, the necessity of process-
awareness was recognized, beyond the level that was required for development of 
Management Information Systems (MIS). Thus, besides understanding the flow of 
operations in MIS, organizations and business domain experts needed to also under-
stand the information aspects of the BPs in MIS [44].  

At the beginning of the 90s, the WFMSs, which initially were intended to facilitate 
automatic transformation of electronic documents, were then introduced as the new 
tools to enable business analysts in designing and expressing BPs. For the purpose of 
depicting information exchange among systems, the behavioural concepts (i.e. the 
sequence and merge) were then introduced in BP modeling  [45]. Afterward in the 
90s, applying the Business Process Re-engineering as well as embedding the best 
business practices in the market, vendors were able to integrate and align separate 
software modules, under the so-called Enterprise Resource Planning (ERP) systems. 
To support ERPs, the BPMLs have focused on dynamic aspects of the BPs. Neverthe-
less, the interactions between the designed modules were not so easy to achieve 
within the ERPs [24]. 

Responding to the proliferation needs of the integrating legacy systems into cus-
tomized applications and ERP modules, the Enterprise Application Integration (EAI) 
[38] were introduced, and have tried to remedy the problem of inefficient BPs’ inte-
gration. So, interaction-enabling entities (e.g. messages) gained significance. This 
level of collaboration provided an infrastructure for cooperation of enterprises 
through resource sharing, while preserving their heterogeneity.   

The more maturity in deployment of XML, in the late 90s, resulted in better  
integration of applications, and changed the co-working intensity of enterprises to  
an advanced level, called business to business (B2B) [12]. Later on, coordinating the 
BPs adopted by companies, concluded in integrating autonomous and independent 
applications, via loosely-coupled mechanism of SOA [17]. SOA approach tries to 
establish orchestration and choreography of web services, to achieve their successful 
cooperation.  

Nowadays, BP related topics e.g. the BP mining [37] and diagnosis approaches 
[35] that address BP monitoring and their continuous improvement, constitute promis-
ing research lines.  
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categorization. Our categories basically focus on recognizing the BPML’s capabilities 
as well as the suitability features in each category, in support of criteria for collabora-
tion. Therefore, first the related literature are considered, and we have classified the 
BPML-categorization related publications into two classes of: “General Review”, and 
“Particular Evaluation”. In this section, first this classification of BPML-
categorization related publications is described, and then for each class, the results of 
their identified surveys are summarized. We finally introduce six specific categories 
of BPMLs, which are then uses as the base for further analysis in this article. 

3.1 Structuring Related Work 

As mentioned earlier, we divide the contemporary reviews of BPMLs into two main 
classes of “General Reviews” and “Particular Evaluation” (Fig.2). “General Re-
views” are mostly focused on general uses of the BPMLs and encompassing the main 
specifications of the BPML categories. For instance the work in [12] that focuses on 
presenting good BP Modeling Architecture, where it first addresses aspects of BP 
modeling applications (i.e. design, run, monitor, etc.), and then introduces the four 
categories of languages, including: notation languages (e.g. BPMN), execution lan-
guages (e.g. BPEL), choreography languages (e.g. WS-CDL), and process admini-
stration languages (e.g. BPQI). Also, other classifications such as those presented in 
[16] and [22] fall in this category.   

 

                             

Fig. 2. Structure of reviewed related works on BPML categorization  

But, there are other kinds of survey publications, which we classify in the “Particu-
lar Evaluations” class. These focus on BPML categorization for specific purposes. 
The works presented in [8], [18] and [26] are instances in this category. For example, 
in [8] the BPML categories are introduced around the subject of “introducing an  
ontological approach for BP modeling”, and the suggested categories there include: 
Descriptive (e.g. BPMN), Procedural (e.g. XPDL), Formal (e.g. PSL), and Ontology-
based (e.g. OWL-s). 

3.2 BPML Categorization 

With the final aim to identify our own set of BPML categories, we have considered 
publications that appear in scientific databases, and systematically searched and  
identified the main publications addressing “business process modelling languages” 
and “business process modelling approaches”. Then the minimal set of relevant and 
related work is selected, and classified either as “general review” or “particular 

BPML Categorization

General Review Particular Evaluation
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evaluation”. A summary of our findings is reported in Table1. This tabular illustration 
outlines: the main purpose of the author(s), while indicating the class (G: general 
review, and P: particular evaluation); the conceptual base indicating the main logical 
perspective applied for their purposes; their addressed/introduced categories; and 
examples for each category’s members.  

Table 1. Related works on BPML-Categorization 

BY Main purpose Conceptual base Addressed Categories Categories’ Members Examples 

C
ur

tis
 [

5]
 

Overview com-
pleteness of BP 

modeling for 
software develop-

ment 

(P) 

Defining an evaluation 
based on four BP 

modeling perspectives: 
”Functional”, “Behav-

ioral”, “Organizational”, 
“informational” 

Procedural Programming APPL/A 

System Analysis and Design STATEMATE 
AI languages and approaches MARVEL 

Formal languages Context-free grammar 

Data modeling PMDB 

Functional Languages HFSP 

A
gu

ila
r-

Sa
ve

n 
[9

] 

Through BPMLs 
survey presenting a 

framework for 
helping users in 

right BPMLs 
selection according 

to their needs 

(P) 

Outlining a two –
dimension matrix as the 
classification framework 

for BPMLs in axes: 
“purpose of the model” 
and “change permis-

siveness” 

Purpose of model sub-axes: 
Descriptive for learning/support 
for process develop and design/ 
Support for process execution/ 

Support for IT enactment) 

IDEF3 located in “descripted 
learning purpose” and “active 
permissiveness” conjunctions. 

Gant chart is located in conjunction 
of “support for process execution 

purpose” and “passive permissive” 
within this grid framework. 

Change permissiveness sub-
axes: Active (dynamic models)/ 

Passive (difficult to interact 
with) 

H
av

ey
 [

12
] Presenting a Good 

BP Modeling 
Architecture 

(G) 

Understanding aspects 
of BP modeling applica-

tion’s in : “design”, 
“run”, 

“monitor”; and Human 
and system interactions

Notation languages BPMN, UML 

Execution language BPEL, WSFL 

Administration and monitoring/ 
Human interaction/System 

Interaction 
BPRI, BPQL 

Choreography WS-CDL, WSCI 

M
en

di
ng

 [
34

] 

Specify a meta-
model for XML 
exchange format 

(P) 

Defining a set of  
metamodel concepts 

namely: roles, events, 
etc. for evaluating 

BPMLs 

Composition 
A comparative analysis of series of 

BP modeling Language has per-
formed, versus metamodeling 

concepts. 
 

Choreography 

Business Analysis 

Formal Analysis 

R
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er
 [

26
] Introduce a catego-

rization used in 
modeling collabo-

rative BPs 
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Represent a framework 
for developing collabo-
rative Processes based 

on Model Driven 
Architecture (MDA) 

level of abstraction 
CIM (BPMN); PIM (BPDM); PSM 

(WSBPEL) 

Modeling of BP 
Private, Public and Collaborative 
Processes; respectively: BPMN, 

BPEL and ebXML. 

Notation Graphical(ARIS); Textual (CDL) 

Standardization ISO, OMG, W3C 
Tool-support Tool sets: ARIS-toolset 

L
u 

 [
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] Survey on BP 
Approaches 

(P) 
Address a comparison 
based on a set of five 

criteria. 

Graph-based Languages YAWL 

Rule-based languages Object-Rule-Role approach 

D
e 

N
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a 

[8
] Introducing an 

ontological Ap-
proach to BP 
(modelling 

(P) 

Follow the Idea of 
“Inject” formal seman-

tics in BP modeling 
tools 

Descriptive BPMN, IDEF 

Procedural BPEL, XPDL 

Formal PSL, Petri-Net 

Ontology based OWL-S, WISMO 



Overview of Business Process Modeling Languages Supporting Enterprise Collaboration 31 

 

V
er

gi
di

s 
[3

6]
 

Business Processes 
capabilities in 
Reengineering 

(P) 

Covering a complete set 
of BP techniques’ range 
in analyzing and opti-
mizing (some technics 

are intersected) 

Diagrammatic Models 
RAD, IDEF/ UML, BPMN, 

YAWL/ PetriNet 

Mathematical Models PetriNet 

Business Process Language BPEL/UML, BPMN, YAWL 

K
o 

 [
16

] Business Process 
Standards Survey 

(G) 

BPM Life Cycle (De-
sign, Configuration, 

Enactment, Diagnosis)

Graphical standards BPMN, UML AD 
Execution standards BPEL, YAWL 

Interchange Standards BPDM, XPDL 
Diagnosis standards BPQL 

B2B exchange standards ebXML and RosettaNet. 

M
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ao
 [

40
] E-Business Process 

Modeling 
Standards 

(P) 

e-BPM standards in E-
business Context 

Graphical Notation Standards BPMN, UML 

Industry-level Standards Rosettanet 

Cross-industry Standards BPSS, BPEL 

M
ili

  [
22

] Business Process 
Modeling overview 

(G) 

Addressing the business 
goals and aspects 

(Functional, Informa-
tional, Organizational 

and Dynamic) 

Traditional BP modeling IDEF, EPC 

Object-oriented BP modeling UML, EDOC 

Dynamic BP modeling BPMN, WS-BPEL 

Process Integration BP model-
ing 

ebXML, WS-CDL 

 
Using the results gathered in our related work study of both “general review” and 

“particular evaluation”, and with an eye toward CN expectations from BP formaliza-
tion, we propose six specific categories for BPMLs, including: “graphical”, “formal”, 
“executional, “ontological”, “inter-operational”, and “monitorial”.  

These six categories provide full coverage on all peculiarities and characteristics of 
the BPMLs that we have summarized in Table1. The meta-process that we have 
adopted for our categorization method, is also briefly depicted in Fig.3.  

The main characteristics which we have considered for these six categories also in-
clude aspects related to the expected role of BPML in CNs, e.g. providing con-
cise/formal specification, inter-organizational support, etc. Later on, in Section 6.2, 
we address the evaluation/validation of our results by the CN experts.  

 

 
Fig. 3. Meta-Process Method for BPML Categorization 

[Using 
Graphical 
Represent-
tion for BP 

Flows]

[Using Textual 
Block-

orientation]

[Required 
XML 

Formats]

[Using  Full Capability 
of Computer 
Automation]

Represents 
Graphical

BPML

Review
BPML

Represents Formal
BPML

[Using 
Mathematical 
Foundation]

Represents 
Ontological

BPML

Represents 
Monitorial

BPML

Represents 
Executional

BPML

Represents 
Interoperational

BPML

[Using a Meta-Model 
Ontology for BP Definition]

[Extending 
Interactions of 
Collaborative 

Processes]

[Facilitating 
Monitoring 

and Mining ] 



32 H. Soleimani Malekan and H. Afsarmanesh 

 

3.3 Delineation of Our BPML Categories  

In this section, and according to the step 3 of our evaluation method in Fig.1, the six 
BPML categories are characterized and their main representative and popular exam-
ple BPMLs and standards are mentioned. The characteristics identifying each BPML 
category can then be used by the CN members for the purpose of adopting and utiliz-
ing their suitable language. Although in principle it is possible for a BPML to be 
categorized under more than one of these categories, we have here placed each BPML 
in its most representative category only.  

Graphical BP Modeling Languages. 
Rooted in graphical picturesque format, this classical generation of languages has 
appeared. BP modeling languages in this category mostly emphasize on illustrating 
the system behaviour and its abstraction. These BPMLs are not typically formal. Ex-
ample languages in the category include: IDEF, EPC, UML 2.0, and BPMN.    

Formal BP Modeling Languages. 
Formalization in this category is primarily founded upon mathematical principles. 
Although, adoption of graphical symbols is common in some of these languages, but 
difficulties in typical user’s understand-ability hold these languages mostly at the 
theoretical level and for academic utilizations. Example languages include: Petri-Net, 
Pi-calculus, PSL, and Reo.  

Executional BP Modeling Languages. 
The idea of automatic execution of BPs by software engines is the base for the forma-
tion of this category. The XML structure plays a major role in deployment of this 
category of languages, and clarifies BPs by their computerized semantics. Addition-
ally, the popularity of BP modeling and specifically the needed support for service 
invocation in industries are important reasons for development of these languages. 
Example BPMLs include: BPEL, WS-CDL, XPDL, and YAWL.  

Ontological BP Modeling Languages. 
To support the modeling requirements set by ontologies, which study and describe the 
nature of beings and their inter-relations, this category of languages focuses on se-
mantic capture. These languages aims to provide the base and to propose different 
meta-models that can support an increasing number of other BP modeling languages. 
The ontological layer in these languages clarifies the roles, entities, and interactions. 
This category of languages also takes advantage of using XML. Example languages in 
the category include: OWL-s, WSMO, and BPDM. 

Interoperational BP Modeling Languages.  
Rooted in business-to-business interaction, this category focuses on modeling public 
sharable processes in collaborations among many business partners. To accomplish 
this key concern in inter-operational category, the XML standards are elaborated as 
the main enablers. Example BPMLs in this category include: RossettaNet and  
eb-XML/BPSS. 
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Monitorial BP Modeling Languages. 
As discussed previously in section 2, modern business process modeling tends to also 
address the diagnosis iteration of the BP Lifecycle. Focusing on the Business Activity 
Monitoring (BAM) point of view, the emphasis is on monitoring and resolving the 
deadlocks or problems in the flow of the BPs. Furthermore, an unambiguous approach 
for recognizing/extraction of modeled BPs, based on the dynamic logging of process 
behaviour, as also addressed in process mining is promising [37]. Example languages 
in this category include: BPRI and BPQI. 

4 CN Requirements Put into Context  

Following the roadmap described in 2.3, this section focuses on steps 2, 4 and 5 of our 
evaluation method in Fig.1, aiming to provide descriptive and concise details about 
the framework for evaluation of BPML categories against the CN requirements. 

Putting emphasis on categories and not every BPML as addressed earlier, we face 
the multi-aspect evaluation of each phenomenon that requires a methodology to sup-
port maximal coverage of the target area. In other words, for the purposes of apprais-
ing BPML categories in supporting CN requirements, we should consider the aspects 
related to both the BPMLs and the CNs simultaneously. Therefore, our designed 
evaluation methods as well as our evaluation process are discussed in the following 
sub-sections, respectively.   

4.1 Proposed BPMLs Evaluation Method 

Traditionally, the aims of formalizing BPs in an enterprise are twofold: (i) creating 
their common understanding within the enterprise - so that they can be effectively 
shared, (ii) supporting their computerized execution - so that software services im-
plementing BPs can be developed in the enterprise.  

Research on the paradigm of collaborative networks (CN) addresses different as-
pects related to co-working among heterogeneous, autonomous, and distributed or-
ganizations [3], of which one area of research focuses on how to expand the usage of 
formalizing BPs from a single enterprise to a network of enterprises, e.g. a Virtual 
Organization (VO). In the CN however, the twofold aims for BP formalization are 
slightly different than those in a single enterprise: (i) creating common understanding 
about the BPs that can be provided by any individual organization in the CN, for the 
purpose of sharing with others, (ii) supporting the creation of integrated and value-
added services on top of the services provided by individual organizations. It is there-
fore vital in the CNs to have formalized definition of BPs performed by member  
organizations, and thus selecting the most suitable BPML for this purpose.     

Several BP modeling goal-settings have been introduced based on different ap-
proaches. For instance, a set of five generic software process modeling objectives 
have been specified in [5] as follow: “to support process improvement”, “to facilitate 
human understanding and communication”, “having automated guidance in perform-
ing process”, “to support process management”, and “to automate execution support”. 
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Also, for the non-functional BP modeling requirements, [4] has presented a series of 
objectives (e.g. the support for discovering of dependencies of processes, the support 
for change management, etc.). These context-aware objectives still hold today. But for 
our purposes, for supporting more effective BP collaboration in a CN context, a fur-
ther goal can be added to these criteria: “to support enterprise collaboration” into this 
context.  

Based on the debate in section 2.1, our primary aim is to focus on supporting col-
laboration through formalized BPs and evaluating BPML categories for this purpose. 
Therefore, for preparing the guidelines, a goal-based approach is followed (also 
known as the objective-based approach) as explained in [10] to extract the collabora-
tive intention aspects within the CN context.  

Our goal-based approach has systematically focused on a number of qualitative cri-
teria and indicators, related to the set goals. As the evaluation approach, we adopt the 
Critical Success Factors (CSFs) method, and follow the requirements for achieving 
established objectives, by running a Critical Success Factors Analysis (CFA), as ex-
plained in [23] and partially described in [33] and [31]. 

CSF is a classical flexible method to maximize goal achievement, through select-
ing, applying, and monitoring a few certain factors that are vital for the success in 
achieving the goal. In other words, after the CSF identification, a set of requirement 
indicators for monitoring them is provided through the CFA. 

CNs have their particularities, and the formalized BPMLs should support  
achieving CNs’ goals. To better characterize the particularities of the CNs, and espe-
cially VOs and VBEs, we apply the “Reference model for Collaborative Networks 
(ARCON)” [3]. 

We have performed a CFA study, of which the results are provided in the next Sec-
tion, to find out the CN-compliant CSFs and the key requirement indicators for 
achieving our goal. This study is based on both technical reviews and experts’ opi-
nions. Following the CFA study, we then discuss the evaluation of BPML categories 
versus the identified and recognized CN requirement indicators. 

4.2 CN’s Critical Success Factors 

According to the ARCON model introduced in [3], and our discussion in section 2, 
VO/VBE need to manipulate formalized BPs. The following aspects indicate the 
prominent constitutional objective themes in the CN discipline, as originally extracted 
from their standard definitions, and later on reviewed and validated by experts from 
the CN communities (see Section 6.2): 
 

• Goal-orientation [focusing on goals through business interactions] 
• Infrastructural  Commonality [supporting infrastructure for co-working 

and coordination toward goals] 
• Handling Heterogeneity [supporting non-uniformity in different proper-

ties, i.e. operational processes]   
• Network Enabling [supporting collaboration through computer networks] 
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The four above-mentioned objective themes are the basic objectives of the CN re-
alization. To attain these objectives, defining and aligning a set of CSFs are inevitable. 
Rooted in our studies of the CNs and the requirements for a BP modeling tool, we have 
defined four CSFs as the primary guidelines in our CFA process, which are also later 
validated by the CN experts. First, to enable successful collaboration, the BP modeling 
tool should provide enough “comprehensibility” for partners (e.g. the BP Analysts, IT 
experts, etc.). The “ease of use” is the second issue, which is needed to support con-
venient and pervasive interoperation through the CNs. The next CSF is “expressive-
ness for behaviour”, which is a challenging requirement for enactment of BPs in the 
CNs. Last, for cost-effective achievement of goals in the CNs, “accessibility” of BP 
documents and standards has to be supported. The coverage of CN’s objective and the 
introduced CSFs are illustrated in Table 2. The “S” in the box at the intersection of 
rows and columns represent the minimal Support between our CSF and the CN’s con-
stitutional objective elements. For instance, the table shows that the expressiveness for 
behaviour minimally supports the CN objective of handling heterogeneity.  

Table 2. Intersection of CN’s objectives and CSFs 
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4.3 BPML’s Key Requirement Indicators 

The last step of our CFA process, consists of finding a series of generic/key required 
indicators from the BP modeling context that can then be used to appraise the suitabil-
ity of the BPML’s categories for the CN purposes. These KRIs constitute the secon-
dary guidelines in our CFA process. Similar to the CSFs, these five indicators have 
also been originally extracted from the literature and the standards [14], and then 
validated and their definitions modified by CN experts:  
 
Understandability: is the ease of interpretation and capture, by which under specified 
circumstances, the user can interpret an instance, in order to model, analyse and de-
velop the BP formalism [19] 

Expressability: explains the capability to represent the process model’s attributes 
e.g.: controls, resources, flow structures, etc. in an unambiguous way [15] 
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Flexibility: is defined as the ease with which in BP modeling the modifications are 
possible for types and instances, based on an incomplete level of abstraction [18]. So, 
partial effects of changes do not necessarily imply complete replacement of BP  
models [30].  

Availability: comprises the amount and degree to which business process modeling 
documents, in specific formats and standards, are accessible and adoptable. Thus, 
being ready-to-use for desired collaboration by the organizations [21].  

Enactability: is defined as the ambition of acquiring capability to completely 
execute the BP model, directly and without exploiting any extra tools and/or  
information [27].  

Fig.4 represents the results of our CFA analysis in a map, indicating the interac-
tions among different CN’s objectives, the supporting CSFs, and the KRIs and the 
types of effect between different entities in CNs (which is represented in the figure by 
the support arrow). In the next section these KRIs as the secondary guidelines of as-
sessment, are addressed and evaluated for each BPML category.  

 

 

Fig. 4. Interconnections in CFA Diagram 

5 Discussion  

Our evaluation comprises a two-dimensional descriptive evaluation. The first dimen-
sion consists of the BPML categories. Six comprehensive categories are introduced 
and defined in Section 3.3. The second dimension is the requirements from the CN 
environment for the BPMLs. Five key requirement indicators are introduced in Sec-
tion 4.3 for this purpose. Please note that our focus here is on the evaluating BPML 
categories – instead of individual languages, while the evaluation process involves 
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referencing to individual BPMLs. Nevertheless, in case of suitability found between 
one BPML category and the CN requirements, there are a number of BPML choices 
in that category that can be considered for CNs. Due to space constraints, in this sec-
tion the analysis of six BPML categories versus the five KRIs are only briefly defined 
and exemplified, pointing only to some of the main distinctive aspects, from the pers-
pective of each requirement indicator. 

5.1 Availability  

Availability has its roots in reliability notion, which implies the ratio of the time that 
it takes the users to receive the service to the time specified in prior level agreements 
[14]. Unavailability of a modeling BP language happens when we do not have 
“steady-state”, “intervals”, and “user-perceived” availability [21]. For our evaluation, 
we also assume the availability to represent the existence of BPML documents, which 
are needed within the context of CNs. 

There is an annual research of BPM Market performed since 2005, in [41], which 
thoroughly surveys the BPM trends. In their published 2012 report, it is stated that the 
rate of availability for graphical BPMLs is at the highest level, while BPMN is used 
by more than 60% of all organizations.  

Meanwhile, there is less availability for ontological BPMLs (e.g. BPDM). Al-
though, the debate on the timely development of trends is not the focus of this article, 
but decrease in usage level of BPEL during recent years is noticeable. Even interest 
and availability of UML and EPC has slightly decreased. Also according to that sur-
vey the pervasiveness of the rest of BPML categories (e.g. those in the interopera-
tional and formal categories) are the lowest in usage ranking. So, it is expected that 
the most fit for organizations that initiate collaboration in CNs would be to apply 
graphical BPMLs, and especially the BPMN.  

5.2 Enactability 

Enactability is an important phase in the BPM life cycle. According to [35], after 
accomplishing “process design” and  “system configuration” at the third step of the 
BPM’s lifecycle “process enactment” is located right before the “diagnosis” step. The 
more independent is the BPML from the technology and vendor executable environ-
ments, the better enactability it has in the CNs, considering its organizations hetero-
geneity characteristics.  

Using the formal semantics supports more effective enactment of the BPs [32],  
although it slightly reduces the common understandability requirement in CNs. 
Executional BPMLs enable the enactments of BPs, for sharing BP’s information and 
automatically executing them through block-based (rule-based) and machine under-
standable structures [28]. Within the Executional category, BPEL describes behaviour 
of BPs through representing the interaction between process and its partner, and  
efficiently supports its orchestration. WS-CDL executional aspects consist of peer-to-
peer collaboration of partners from a global point of view, for supporting choreogra-
phy. But, in this category some languages such as the BPEL have restrictive syntax 
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[25], which is a limitation for this popular language, and some others, such as YAWL 
provide exact executional syntax [32].  

The formal category of BPMLs - except the embedded notions, e.g. the pi-calculus 
in WSCDL, provide graphical enactability interface, such as in Reo and Petri net.  

Ontological BPMLs, because of their XML supporting structures provide sufficient 
base for enactability. These languages focus on semantic aspects (e.g. OWL-s), and 
runs enactment in an abstract level. 

Executional issues in interoperational BPML category, where XML enactability is 
embedded, though properly addressed, still deal with some challenges e.g. the naming 
and XML reusability in RosettaNet [6], or deficiencies in event handling during inter-
actions [11].  

5.3 Expressability 

The importance of expressability in CNs arises from the need to concisely express the 
BPs, so that they can be shared among partners. The expressive power of modeling 
language represents their ability to express constructs in direct and/or indirect manner 
[15]. These constructs comprise: control, resources, data, organization, execution, and 
behaviour of business models. For our purposes in the CNs, expressability encom-
passes the notion of suitability, which focuses on modeling the BPs, and implies the 
conformance of a BPML with for instance the 43 workflow patterns, which are intro-
duced in [27]. Although, the evaluated domain in that paper does not focus on the 
BPML categories, it provides a general inception for comparison of the BPML cate-
gories, in our study. 

As we map the evaluation of different BPMLs [27] to our proposed categories, we 
identify that a number of these patterns e.g. the “discrimination”, “milestone”, “par-
tially join”, etc. are relevant kinds of patterns which BP modeling languages and stan-
dards have difficulties in expressing them. Nevertheless, we find the languages in the 
graphical BPML category present better compatibility, while languages in the execu-
tional category- except for YAWL- show some deficiencies, for example for support-
ing  “arbitrary cycle”, due to their rigidity in capturing real-world abstractions.  

Based on the evaluation in [27], the formal languages category members have good 
capability for expressiveness, because of their mathematical foundation, e.g. the con-
structs in Petri-Net; expressive power of workflow pattern design in [35], and the 
constraint automata used in Reo [42]. Ontological languages use logical basis, for 
instance in OWL-s, for providing better expressiveness [43]. 

5.4 Flexibility 

Supporting the dynamicity of CNs, the flexibility issues in BPMLs for describing 
BP’s interaction is vital. BPMLs focus on sustaining their dynamicity in coping  
with expected and unexpected changes, through adopting flexibility. In [30], four  
types of flexibility are presented as:“ design”, ”deviation”, ”underspecification”, and 
“change”. 
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For flexibility support, mostly in relation to the first two above-mentioned types, 
all BPMLs rely on their pre-design notations. Furthermore, the block-based  
(rule-based) BPMLs could manage the flexibility at higher level (e.g. deviation or 
underspesification) [18].    

In the graphical BPML category, different languages and standards address flexi-
bility differently. In BPMN, flexibility and support for change is provided through the 
three types of diagram for collaboration, and provision of the concepts of Pool and 
Lane. The Frame and Frame Heading techniques in UML 2.0 Activity Diagram, let 
the elements of this languages to be defined and described in a modular and flexible 
structure, and thus flexibility in their “design and deviation” are supported.   

Likewise in formal BPML category, mathematical concepts help to retain model’s 
identity; for instance the structure supporting atomic and complex activities in PSL, as 
well as the graphical representation of concepts in Petri-Net and Reo facilitates the 
modification flexibilities, and thus support flexibility in “design and deviation”. 

Applying the XML structures usually supports flexibility in design, changes, and 
even the underspesification to certain extent [30]. YAWL, BEPL (through its inter-
relations), and WSCDL (through its choreography) support various types of flexibil-
ity. Even RosettaNet’s PIP techniques, channelize the modifications.  

Languages in the ontological BPML category support flexibility at sufficient level, 
which support modification through the primary definition of BPs (e.g. process model 
definition in OWL-s).   

5.5 Understandability 

Understandability facilitates the BP acquisitions and interactions among CN’s stake-
holders. This notion has been reviewed and analysed in different research and  
especially against the complexity notion, as the other extreme. Generally, understand-
ability comprises the following two aspects, as mentioned in [19]: 
 

• Model-related factors, which affect the understandability of the defined 
model, e.g. unambiguity, simplicity. 

• Person-related factors, which have close relations to the background knowl-
edge and experience of participants.  

In our study for the CNs, we mainly address the second aspect above, and focus on 
human understandability. We think that the first aspect of understandability above is 
more reflected through our Expressibility KRI.  

Although, the understandability of the BPMLs has been reviewed frequently in the 
past, and a number of guidelines are defined for BP modeling, e.g. the smaller size of 
the model makes it better for understanding; or the higher degree of input and output 
defined for one element in a model causes the more complexity for understandability, 
etc. But, we consider that:  the ease of “comprehension of the features introduced in a 
model”, “ability to present/model concepts without error”, and “labelling less am-
biguous” [20] constitute the main understandability’s principles in BPMLs.  

With these criteria, generally the graph-based languages are more understandable 
than the rule-based ones [18]. That is also the reason why they have become more 
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popular at enterprises. However, among the graphical standards, BPMN is more com-
plex for understanding, when compared to the UML and EPC [13].  

On the other hand, the understandability of the executional and ontological BPML 
categories, due to providing less interaction with the human side, is under criticism. 
Also, the interoperational standards (e.g. the PIP’s technical knowledge in Rosettanet) 
are at a more abstract level for understandability [6]  

6 Conclusion 

Following the evaluation approach addressed in section 2.3, we have now reached the 
final step, namely the step 6 in Fig.1, of which the results are provided in this section. 
We shall again note that our findings are prepared as the consequence of a systematic 
but subjective method, and our produced results are examined and validated by ex-
perts in the field of CN, as explained below. 

6.1 Evaluation Results – BPMLs for CN Context 

Grounded in our roadmap and the goal-based approach which we followed using the 
CFA method, we have identified six key requirement criteria for measuring the col-
laboration-aware adoptability of BPMLs in CNs. The result of our extensive evalua-
tion in previous sections is summarized in Table 3. As shown in the table, BPMLs are 
ranked through four levels of support that they can provide to the CN, namely: 
Strong, Sufficient, Moderate, and Not sufficiently addressed levels, show the suitabil-
ity of BPMLs in the CN context.  

Table 3. Final Evaluation of BPMLs' suitability in CNs 

 

 
Considering our discussions in previous sections, the graphical BPML category 

provides strong advantages of understandability and availability, and sufficient sup-
port for all other criteria.  

Due to complexity of their user interaction, the formal languages are not pervasive. 
But they are strong in expressibility and should be considered as the supporting layer 
for soundness of BP expression next to the graphical modeling languages.  
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Executional category is strong in enactability. Also flexibility is one of their con-
siderable features, besides having less ambiguity in modeling real world. Although 
the lack of interactive graphical depiction, needed for less technical users, is yet a 
serious criticism.  

Ontological languages, due to their well-defined semantics, and focus on graphical 
and executional aspects, are desirable but not yet sufficiently mature and popular. 
Interoperational BPML category is just used for supporting collaboration, and mostly 
emphasizes on interactions instead of abstract BP modeling from real world. Also 
understandability problems for users cause serious concerns. Monitorial BP Lan-
guages are not practically fitting in this context to evaluate for CNs, but promising to 
be observed in future. 

6.2 Results Validation  

To evaluate and validate the results of our subjective review of suitability of the 
BPMLs for collaboration among organizations involved in CNs, we have performed a 
two-phase survey through questionnaires responded by recognized CN experts. For 
this purpose, we specifically targeted international experts from two well-known CN 
communities, namely the PRO-VE1 (main CN-related conference of 16 years) and the 
SOCOLNET2 (Society of Collaborative Networks, founded in 2005). We have ap-
proached a number of recognized members in these two communities, to benefit from 
their past experience and opinion on using BPMLs in the CN context.  

The first phase of our survey focused on inquiring about appropriateness of both 
our introduced critical success factors (CSFs) for BPMLs and the key requirement 
indicators (KRIs) for evaluating BPMLs in the CN context. We have used the results 
of this evaluation phase to on one hand to establish and enhance our categorization 
process of BPMLs and on the other hand identify the main specific KRIs for evaluat-
ing BPMLs in the CN context.  

The second phase of our survey encompassed evaluation of our final results in rela-
tion to both the suitability of our defined BPMLs categories and modeling languages 
assignment in each category, as well as validation of our final comparison findings 
and our subjective rating of BPML categories versus the KRIs criteria.  

During the two iterations, twenty-eight filled questionnaires were processed from 
the responders from different countries, including France, Norway, Portugal, Brazil, 
Italy, Poland, Iran, USA, Greece, Finland, Tanzania, and the Netherlands. The results 
of our two-phase survey are summarized in Fig.5. 

Parts “a” and “b” of Fig.5, indicate the evaluation results of our intermediary long 
lists of CSFs and KRIs by the experts. The uppermost ranked items in these lists, with 
more than fifty percent acceptance scores are then selected for conducting our second 
phase of the survey.  

In the second phase, in part “c” the evaluation results of appropriateness of our in-
troduced BPML categories, and the members we have assigned to each category are  
 

                                                           
1 http://pro-ve.org 
2 https://sites.google.com/a/uninova.pt/socolnet/ 
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Fig. 5. Validation Summary 

rated by the experts. In part “d”, final results of our study, and ranking of BPML cate-
gories against CN requirements are evaluated by experts. As illustrated, our produced 
results are evaluated and approved positively by experts, with a more than 72 percent 
consensus scores. We consider these expert evaluation results as the underpinnings of 
our evaluation process, and the validation of its outcomes.   

6.3 Epilogue 

In this article, we presented an analysis and evaluation of the categories of Business 
Process Modeling Languages in support of Collaborative Networks, namely their 
suitability for supporting collaboration among enterprises.  

Extending the method introduced in [7], we have developed a roadmap for evalua-
tion of BPML categories in the CN context. Following this roadmap, we first “focus” 
on categories defined in previous research for BPMLs. Then we define the “contex-
tual model” based on the established CN reference model (ARCON). During our 
“review” step we introduce and provide detailed description for six BPML categories. 
Thereafter, as the guidelines for evaluation, a set of “primary guidelines” is provided 
through identification of the CSFs, followed by a set of “complementary guidelines” 
that is specified through the introduction of KRIs for CNs. In the last step of the 
method, the “context analysis” is performed, through discussing and analysing the 
introduced BPML categories versus the KRIs, which are required in the CNs, and 
summarizing the results.  
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For validating our findings in this study, at the last stage, a two-phase question-
naire survey is conducted, of which their results appropriately support our conclu-
sions. This survey is performed with the involvement of well-known experts and 
professionals in Collaborative Networks area. 

Due to partially adopting a qualitative analysis approach to the reviewing and 
evaluating BPMLs, our conclusions are not fully objective. Nevertheless, our results 
in table3 represent the most appropriate categories of BPMLs that can support each 
aspect and requirement for collaboration.  

For instance, applying the results gained in our evaluation approach, for modeling 
processes in typical CN contexts, the domain experts may take advantage of under-
standability and availability of graphical BPMLs, and thus choose the BPMN for 
practical reasons. However, depending on the environment requirements other catego-
ries might be much more suitable. As an example, for the technical BP expressibility 
purposes for the BP integration, the formal and ontological BPML categories are 
more suitable than others for adoption in VBEs and VOs. Therefore, the OWL-s or 
one of the other formal languages might be preferred. A more advanced line of follow 
up research shall follow on BPML customization, to address ambiguity resolution and 
semantics enrichment. 
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Abstract. Intuitively, business cases and business models are closely con-
nected. However, a thorough literature review revealed no research on the com-
bination of them. Besides that, little is written on the evaluation of business 
models at all. This makes it difficult to compare different business model alter-
natives and choose the best one. In this article, we develop a business case 
method to objectively compare business models. It is an eight-step method, 
starting with business drivers and ending with an implementation plan. We 
demonstrate the method with a case study for innovations at housing associa-
tions. The designed business case method can be used to compare and select the 
best business model successfully. In doing so, the business case method in-
creases the quality of the decision making process when choosing from possible 
business models. 

Keywords: Business Case, Business Model, Method. 

1 Introduction 

Due to shortening product lives, intense global competition, a disruptive and agile [1]. 
In addition, the chosen course of action is of great importance for the future perform-
ance of organizations. With the renewal of business models, multiple possible  
directions can be defined. A recent example is seen in the automotive industry. Car 
manufactures need to choose if they want to produce cars running on alternative  
energy, and next, which type of energy. Hybrid, bio-fuel, electric, or hydrogen are all 
options. Making the choice is hard, for each of the alternatives require a business 
model change and the success of the produced car is unsure. This is an example of the 
need for a method to objectively compare alternative business models, and choose the 
best course of action. 

A business case can be of help to form the answer to this question. A business case 
is a tool for identifying and comparing multiple alternatives for pursuing an opportu-
nity and then proposing the one course of action that will create the most value [2]. 
Making a business case for the possible business model alternatives, gives the  
decision makers a solid and objective as possible basis, to make the best choice [3]. 

Choosing one of the business model alternatives, should be well considered. In-
stead of a gut feeling, each of the alternative’s consequences, impact, risks, and 
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benefits for the organization, should be assessed as objectively as possible. This will 
result in a better choice, and better organizational performance. 

However, the main problem is that it is unclear how alternative business models 
can be compared to choose the best course of action. A business case could be one of 
the solutions, for it compares alternatives in terms of costs, benefits and risks. Exist-
ing problems are that it is unclear how a business case should be made from a busi-
ness model. Also, it is unclear what good business case components are, and which 
business model components are of relevance for the development of the business case. 

2 Methodology 

The research design is based on the design science research methodology (DSRM) 
[4]. This method is chosen because it creates an artefact as solution to a problem. In 
this research, the problem is the unstructured decision making of potential business 
models. The artefact designed is a business case method which enables objective 
comparison of business models. Further, the DSRM enables process iterations, so that 
it is possible to adjust previous phases to increase the quality of the artefact. However, 
because the review of academic literature is less emphasized, the method is adjusted 
to include the valuable academic literature in the process. For the literature study, the 
five-stage grounded theory method for rigorously reviewing literature by Wolfswinkel 
et al.[5] is used. This method assures solidly legitimized, in-depth analyses of empiri-
cal facts and related insights, including the emergence of new themes, issues and 
opportunities[5]. Fig. 1 shows the five sequential steps integrated with the DSRM 
method. 

 

Fig. 1. DSRM process of Peffers et al. [4] with the grounded theory method from Wolfswinkel 
et al. [5] 

Starting with the first step of the DSRM [4], the introduction to this article identi-
fies the problem. Namely, the need to objectively compare business models. Follow-
ing the DSRM, we identify the research objective: design a structural method to  
create a business case of business models, to be able to objectively compare the  
assessed business models, and choose the best alternative. We present the literature 
review of business cases and business models, which increases our knowledge on the 
subject, elsewhere. 
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3 The Business Case Method 

This section creates a new artefact in the form of a business case method. The design 
of our business case method is based on the two approaches identified by literature 
review [2], [6]. Both of them have a list of components. These lists partly overlap, yet 
each has distinct advantages and disadvantages. Based on the comparison of these two 
approaches, eight main components can be identified, which Table 1 lists. 

Table 1. Components of the business case method 

1. Business driver The cause, problem, or opportunity that needs to be addressed 
2. Business objectives The goal of the business case stating which objectives are aimed 

for 
3. Alternatives Representing the options to reach the objectives 
4. Effects Positive and negative effects that come with the pursued alterna-

tive 
5. Risks Risks that come with the pursued alternative  
6. Costs Costs that come with the pursued alternative 
7. Alternative selection Based on gathered data the best alternative is chosen 
8. Implementation plan Plan which explains when and how the alternative is implemented 

 
In contrast to the business case method proposed by Ward et al. [6], this method 

does take alternatives into account, similar to the model of Harvard Business Review 
Press  [2]. This is because in most cases more than one solution can be thought off 
and applied to reach the goal. Therefore, it would be bad to go with the first possible 
solution without putting some effort in the quest for other compelling solutions. 

Furthermore, the fourth point, alternatives, is different from the business case 
methods proposed in the reviewed literature. There, the authors only look to the bene-
fits that the proposal brings. Of course, the benefits are important for the business 
case. The possible negative effects, however, cannot be dismissed. Therefore, a good 
overview of not only the benefits but also the disadvantages should be presented in 
the business case as an overview of the caused effects of the proposed project. Ac-
cording to Ward et al. [6], organizations who overstate the benefits to obtain funding 
are the least likely to review the outcome and less than 50% of their business case 
projects deliver the expected benefits resulting in unsatisfied senior management. 

As the components are the main concepts of the proposed method, we clarify all 
eight of the components individually in this section. 

3.1 Business Drivers 

The meaning of the business drivers originates from the business case method by 
Ward et al. [6] and has not changed. The business drivers stand for a statement of the 
current issues facing the organization that need to be addressed. These can either be 
problems or opportunities and ideas with enough potential to make it worth pursuing. 
Applied to business models, the business driver is most likely to originate from the 
need for business model innovation. Chesbrough [1] argues that due to shortening 
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product lives, even great technologies can be relied upon no longer to earn a satisfac-
tory profit before they become commoditized. Practice has learned that even great 
business models do not last forever. Therefore, he argues, a company needs to think 
hard about how to sustain and innovate its business model. For future markets will be 
smaller, more highly targeted (and effective), and the new environment will require 
different processes to develop and launch products successfully. 

3.2 Business Objectives 

The business objectives are the goals of the innovation. Both methods discussed in the 
theoretical framework advice to set business objectives. They state which business 
drivers are addressed and how these are hoped to be achieved with the proposed pro-
ject. This can be one or more specific aspects of the strategy that need to be improved 
or modified; one or more of the business model components that need improvement; 
or processes or products that need to become more efficient and better address the 
needs of customers. 

3.3 Alternatives 

The alternatives represent the available options to reach the objectives. At the start of 
this section, we describe the reasoning to include identification and assessment of 
alternative solutions in the method. Summarized, the argument is that it would be 
unwise to go with the first idea that comes along that addresses the business drivers, 
without investigating whether other, perhaps better, alternatives exist. 

Sometimes, the benefits of a single specific opportunity or idea are assessed. In 
such cases, it might be hard to find a substitute or alternative to the opportunity. 
Thinking of alternatives and assessing them increases the chance of pursuing a better-
balanced alternative, instead of the first that comes to mind. All alternatives need to 
be compared with the current situation. 

Amongst others, identification of alternatives can be done by assigning a senior 
manager with the task to define and launch business model experiments [1]. Harvard 
Business Review Press [2] proposes brainstorm sessions as a tool to identify alterna-
tives. Both tools can be used to identify alternative business models. Next to those 
tools, market assessment tools or SWOT analysis may be suitable to come up with 
alternatives.  

3.4 Effects 

The effect component is the largest of all. This is because a variety of actions needs to 
be performed with the effects to create a consistent and structured overview of the 
effects on the organization per alternative. Effects are the positive (benefits) and nega-
tive (disadvantages) effects that an alternative causes. First, effects need to be identi-
fied. Second, it is important to come up with measures for each effect. Third, each 
effect must be connected to an owner. This increases involvement with the project  
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within the organization, and stimulates owners of benefits to help establishing the 
alternative when it is approved. Fourth, each effect needs to be placed in the frame-
work in Table 3 [6]. For each effect, the framework determines the type of organiza-
tional change (do new things, do things better, or stop doing things) and the degree of 
value explicitness (from observable to financial).Fifth and final, a time frame is esti-
mated per alternative. This time frame gives information of when the project starts, 
when it delivers results, and when the project finishes. Each alternative goes through 
these five steps. 

3.5 Risks 

The fifth component is concerned with risk assessment of each alternative. Risk is 
defined as the probability that input variables and outcome results vary from the 
originally estimate [7]. How risks are assessed depends on the situation and needs 
further research per case. Amongst many others, the “best case/worst case scenario” 
method can be used to assess the risk of the alternatives. With this method, two sce-
narios are developed and the effects of each scenario on the organization are esti-
mated. In the first scenario, the alternative will perfectly result in the expected bene-
fits. In the second scenario, the worst reasonable possible situation will evolve caused 
by the alternative. 

3.6 Costs 

Costs are one of the most important aspects of a business case. The costs give an 
indication of the total expected investment costs, and expected profit over a specific 
time period. The investment costs represent the money needed to implement the busi-
ness model change in the organization. Also, in the costs section, the expected pay-
back time is calculated to indicate how long it will take for the break-even point is 
reached. 

3.7 Alternative Selection 

After gathering the data for all alternatives in the previous steps, the best option can 
be chosen by weighting the expected effects against the expected calculated costs. 
Harvard Business Review Press [2] suggests that the best alternative is partly chosen 
based on feelings. However, if the risks are translated into expected costs, this can be 
added to the costs-effect equation. Then the alternatives have to be compared based 
on the non-financial effects and the total expected costs/profit of the alternative. Many 
methods to do this exist, varying from complex to rather simple. For example, the 
direct-rating method, point-allocation method, and analytical hierarchy process [8]. 

A rather simple three-step method could be derived from the direct-ranking me-
thod. First, all effects and cost/profit numbers are listed together. Second, positive 
effects and profit are ranked according to importance relative to each other from  
“0-100”. Negative effects and costs are ranked relative to each other on a scale from   
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“-100 – 0” as well. Third, the values of the effects and cost/profit per alternative 
summed. The alternative with the highest total score wins. 

3.8 Implementation Plan 

Now that the best alternative is selected, it is important to develop a plan of action. 
Tasks, roles, objectives, resources, dates, and responsibilities are parts of this imple-
mentation plan. The level of detail of an implementation plan varies depending on the 
case. The plan lays out how progress can be tracked and success measured when the 
proposed solution is put into action. Without this, actual success of a business case is 
hard to verify. 

4 Connecting the Business Case Method to Business Modelling 

In this section, the developed business case method is applied to the business model 
concept. Fig. 2 visualizes the connection. The figure shows the business case steps on 
the left. The sources, types of information, or input for each of those steps are on the 
right. 

The first step contains the business driver. Business drivers for business model in-
novation can come from different sources. In general, shortening product lives, in-
tense global competition, and the disruptive and agile environment are the main 
sources for business drivers [1]. This can lead to one of the three causes for business 
model renewal. The business objective represents the goals that the business model 
change aims to obtain. 

The next step is identification of alternatives. In this step, multiple business models 
can be developed with the focus on meeting the business objectives. Next, the effects, 
risks, and costs of each of the business model alternatives are assessed. The effects 
represent the positive and negative non-financial effects that alternatives cause. The 
effects can be represented with a framework for business case development [6].To 
assess the risks of the project, one of the risk assessment methods described in litera-
ture for project management can be used. The risk assessment part should at least 
cover the points of Remenyi [7]. The risk can be represented in a probability vs. im-
pact matrix. 

Often, the expected financial benefits, along with the costs of the project, are the 
most important part for decision makers using business cases. In the costs section, 
changes in the business models costs and revenue component need to be assessed. 
The cost component of a business model must cover costs created in other compo-
nents, such as key activities. Next to the expected costs and profits, the payback pe-
riod and return on investment should be presented. 

Using a multi-criteria method, the most suitable business model can be selected in 
the seventh step. After that, an implementation plan can be developed. During step 
three till eight, alternative business models should be compared to the current busi-
ness model to assess the changes and effects that it causes. For example, in the fourth 
step, only the effects that differ from the current business model are assessed.  
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company DEA Logic and the Dutch housing associations. The innovation is devel-
oped by DEA Logic, and the target customers for this innovation are Dutch housing 
associations. The innovation will have an impact on the business model of the Dutch 
housing associations. 

DEA Logic is an engineering company specialized in advanced electronics, secu-
rity software, and consulting in information technology, information management, 
and building management. Over the last years, DEA Logic developed an access  
control system called C-Lock, which has a major position in their product portfolio 
currently. The C-Lock system can be extended with multiple solutions. This way, 
apartments can be better adjusted to the needs of the tenants. In this case, DEA Logic 
wants to discover whether their product is favourable for (Dutch) housing associa-
tions. A business case needs to be developed. 

In the Netherlands, a housing association is a non-profit organization, which’ mis-
sion is to build, manage, maintain, and rent houses and apartments. The responsibili-
ties are defined and assigned by the Ministry of the Interior and Kingdom Relations. 
Each housing association is private, but can only operate within boundaries set by the 
Dutch government. Therefore, housing associations do not differ much. In addition, 
all housing associations have more demand than supply currently, which causes wait-
ing lists. The houses they rent are favourable for citizens with a low income (an an-
nual income of € 43.000 is the maximum). The associations are tasked to supply good 
housing possibilities for the relatively more vulnerable and poorer people in society. 
Similar constructions exist in other countries. For example, the United Kingdom has 
government-regulated housing associations with the same goal; to provide housing to 
people on a low income or people who need extra support. 

Thanks to the public character of the housing associations, all needed information 
for this case is public and presented on websites of housing associations, the govern-
ment, and the central fund for people housing. For the scope and purpose of this re-
search, applying the DEA Logic case on Dutch housing associations in general is 
sufficient to demonstrate the designed method. 

The data and numbers used in the business case are based on calculations by  
DEA Logic, and internet sources. For reasons of confidentiality, the numbers are  
not accurate. The business case gives an indication of the order of magnitude of the 
costs difference between the two discussed alternatives. If in the future, a housing 
association would like to realize the project, a new business case has to be made, to 
assess the effects of the innovation on their specific situation. For the purpose of 
demonstrating the business case method, the used numbers and accounted variables 
are sufficient. 

DEA Logic develops technological and electronic innovations for real estate 
amongst others. The C Lock access control system is one of those products. The latest 
innovation for newly built or renovated apartment buildings is IP-infrastructure. In  
the current situation, each apartment in a building complex is supplied with public 
utilities and digital infrastructural connections. In the Netherlands, each apartment is 
provided with at least a telephone line, television cable, intercom system, and often 
fiberglass connection for internet. Each of these connections makes use of their own 
wires. The main idea of IP-Infrastructure is to supply each apartment with only one 
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TCP-IP connection, combining telephone, television, intercom, and internet, as well 
as other possible data connections. 

This infrastructure not only reduces infrastructural costs and materials of newly 
built or renovated apartments, but also increases the amount of possible functional-
ities. The currently developed functionalities are derived from the C-Lock access 
system, and can be connected to the receiver easily. Tenants can choose individually 
which solutions they need. The core of the innovation is to increase apartments’ flexi-
bility, functionality, and luxury, and to minimize the maintenance costs. Table 2 gives 
examples that help with this. 

Table 2. Examples of IP-infrastructure functionality 

Access Electronic keys are used to grant access to the building and the 
apartment. 
If favourable, the system can be extended with an automatic door 
opener, which opens the door if the tenant with the right key is 
standing in front of the door. 

Intercom This is a door phone system with video support as seen in most 
newly build apartment buildings nowadays. 

Security This module contains a burglar alarm, smoke detector, and camera 
monitoring. 
In case other tenants also have this module, the alarm message can 
also be send to them, for example in case of a fire. 

Care The intercom phone with touchscreen system can be extended with 
additional modules for extra functionalities. This could include per-
sonal alarm, telemedicine, telemonitoring, and even location detec-
tion to prevent people from wandering off. 

Communication Currently, tenants and housing associations communicate by letters 
or phone. With the communication solution, housing associations 
can send information through the intercom system, for example 
about maintenance. Tenants are also able to send requests for 
maintenance using the intercom system. 

 
The C-Lock and IP-Infrastructure innovations by DEA Logic are suitable for 

Dutch housing associations, for they build, rent, manage, and maintain apartments for 
a diverse target group. The target group is diverse, as their customers are young as 
well as old people. In addition, families with children and people who need daily 
nursing support belong to the target customers.  Introducing DEA Logic’s innovations 
increases the suitable target group for each apartment, as it can be adjusted to the 
needs of the tenant more easily. Furthermore, the use of IP-infrastructure decreases 
maintenance costs. 

The innovations affect the housing association’s business model. Renting out  
C-Lock solutions and IP-infrastructure becomes a new key activity. DEA Logic  
becomes a new key partner, together with several service providers. Also the value 
proposition is extended, for apartments are more secure and luxury. The suitable  
customer segment for each apartment increases, as it can be adjusted to the needs of 
various tenants. Finally, a new revenue stream is added, for the IP-infrastructure is 
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rented out, in combinations with C-Lock solutions, in addition to the traditional rent 
of apartments. Therefore, DEA Logic’s innovation and Dutch housing associations 
form a good combination to test the business case development method. 

The following eight paragraphs represent the eight steps of the business case 
method. We compare two scenarios. In both scenarios, the same apartment complex is 
built with one hundred apartments. The first scenario represents the current situation. 
In the second scenario, the IP-infrastructure is implemented together with C-Lock 
solutions. 

5.1 Business Drivers 

Based on the vision and strategy of the three largest housing corporations [9], their 
mission is to build, manage, and maintain quality tenement housing for people with a 
low income and vulnerable groups in society. Therefore, it is preferable that building, 
managing, and maintenance costs of the houses are low. Housing corporations con-
tinuously seek possibilities to reduce costs and still deliver high quality, affordable, 
and luxury homes for a large and diverse target group. IP-infrastructure, in combina-
tion with the variety of possible C-Lock solutions provided by DEA Logic, is an in-
novation that contributes to the corporations’ mission. 

5.2 Business Objectives 

In accordance with the business drivers, the pursued objectives of the IP-infrastructure 
presented in this business case are the following: 

• Reduce maintenance costs 
• Increase compatibility with target tenant group 
• Increase quality of living environment 
• Increase security of tenants 
• Increase luxury 

5.3 Alternatives 

The yellow post-its in Fig. 3 show the current business model of a Dutch housing 
association. The value proposition offers low-priced rental houses in a good living 
environment for people with low income belonging to vulnerable groups in society. 
Revenue is generated via monthly rent and subsidy from the government. 

The blue post-its in Fig. 3 are additions that show an alternative business model of 
a housing association with an apartment complex with IP infrastructure. In addition to 
the current key activities, renting out infrastructure and solutions form a new key 
activity. DEA Logic becomes a new key partner of the housing corporation, as they 
provide the solutions and maintain the system. Furthermore, the customer segments 
are extended with an increased target group including tenants who require special 
care. The fourth change is in the revenue stream building block. Next to the rent  
of houses and state subsidy, the housing corporations receive rent for the use of the 
IP-infrastructure by tenants. 
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receive new keys with a different RFID chip. Access to the apartment is then only 
granted by using the new key. 

Table 3. Effects of IP infrastructure 

Degree of 
explicitness 

Do new things Do things better Stop doing things 

Financial 
 

Rent C-Lock solu-
tions and IP-
infrastructure 

 Reduce maintenance costs 
by not replacing door locks 
& nameplates 

Quantifiable    
Measurable 
 

 Increased target 
group 
Increased security 

 

Observable 
 

Dependable on non-
standardized technol-
ogy 
In line with mission 
and vision 

Increase quality 
living environ-
ment 

 

 
Two measurable benefits make the organization better. The first benefit is the in-

crease in target groups for apartments. With C-Lock solutions, apartments can be 
adjusted easily to meet requirements and demands of tenants. For example, if elderly 
people, who require extra care functions, rent the apartment, a selection of care solu-
tions can be connected to the system, providing the required services. No longer is a 
specific group of apartments suitable for only a single special target group, but all 
apartments with the system can be adjusted to be suitable for each target group. 

The second benefit is increased security with the IP-infrastructure in combination 
with C-Lock solutions. Electronic keys are much harder to forge compared to classic 
keys, keeping unwanted visitors out. Furthermore, with the fire alarm, neighbors are 
notified as well to be careful and investigate the emergency. 

The influences of two observable effects are hard to estimate. First of all, the IP-
infrastructure and C Lock solutions are developed by DEA Logic. At the moment, no 
direct interchangeable alternatives to the DEA Logic’s product exist. This makes the 
apartment building technologically dependent on DEA Logic. 

The second effect is the increased quality of the direct living environment for ten-
ants. Each apartment can be fitted with various C-Lock solutions to make living more 
comfortable. For example, automatically opening doors, curtains, and lights may 
provide more comfort. 

5.5 Risks  

As with each innovation, risks are involved. To assess the risks, we use a construction 
project risk assessment method [11]. This method is suitable, as renovating or building 
the apartment complex is a construction project. Most risks can be prevented, resulting in 
a very low overall project risk. However, some risks of the IP-infrastructure alternative 
remain, due to the following two points: 
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1. The technology is new. So far, it has been deployed in one apartment building 
only. 

2. The technology is developed and built by one company. The current market does 
not provide any substitutes that work with the same infrastructure. 

These two points are interconnected. A small change exists that the technology 
does not work as good as was hoped for, or the subcontractor stops supporting the 
technology. In that scenario, the costs to transform the infrastructure back to the cur-
rent standard are high. Other risks for both alternatives can either be prevented, or do 
not have a negative influence on the organization. The total risk of IP-Infrastructure, 
before prevention, is one and a half times the risk of the classic approach. This is 
mostly because the classic infrastructure is used almost everywhere and has been 
improved over time. 

 

Fig. 4. Risk assessment matrix for IP infrastructure 

5.6 Costs 

The cost difference, between the current situation and the IP-Infrastructure alterna-
tive, depends on two variables. First, the number and type of C-Lock solutions affect 
the costs. The second variable is time. Time is important, as the housing association’s 
objective is not only to build apartment complexes, but also to maintain them. There-
fore, the cost overview also includes maintenance. 

To compare the costs of both approaches, an indication of the costs for an apart-
ment complex with 100 apartments is calculated. Only the costs for the infrastructure 
and the C-Lock solutions are covered. The other building costs are equal for both  
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Table 4. Estimated costs of construction and maintenance, and estimated profit 

 
 
alternatives. Because the costs for construction and maintenance of the infrastructure 
and the C-Lock solutions vary from situation to situation, several assumptions and 
raw cost estimates are used. 

Table 4 shows estimates of construction costs, yearly maintenance costs, and 
yearly profit, per function. Next, the maintenance costs and profits are extrapolated 
over five years to get more insight in the breakeven point of the alternatives. Because 
of the raw input data, assumptions, and extrapolation of five years, the outcome of 
this analysis is relatively unreliable and can only be used as an indication for expected 
costs of both alternatives over a time span of ten years. If the project is deployed in a 
real situation, more data gathering is needed to calculate the specific values and come 
to more accurate estimates. 

Based on the numbers shown in Table 4, the expected cumulative costs over five 
years are calculated for both situations. The costs are influenced by both time and 
functions. More functions leads to more costs, and due to the maintenance costs, over 
time the total costs increases. The initial costs for the IP-Infrastructure are higher 
compared to the current situation. However, the difference is not very big, and within 
three years, the IP-Infrastructure in combination with the access C-Lock solution is 
cheaper than the current alternative. 

In the cost overview, financial differences between IP-infrastructure and the clas-
sical approach are assessed. The initial costs for IP-Infrastructure are higher, but due 
to lower maintenance costs, this difference is equalized within one to three years, 
depending on the functions. Especially with real estate, long term thinking is impor-
tant as buildings last for decades. In the cost overview, cost estimates are used. There-
fore, they are only extrapolated over five years. However, in case a project is realized 
with the IP-Infrastructure and building plans are better established and concrete, the 
costs have to be reassessed to improve reliability before they can be used to make the 
definitive decision. 

5.7 Alternative Selection 

The effects, risks, and costs of IP-infrastructure, compared to the classic infrastruc-
ture, are discussed in the previous sections. Based on this information, one of the 
alternatives needs to be selected. Looking at the effects, IP-infrastructure is the best 
choice as it increases the amount of target groups, quality of living, and security  
of tenants. Additionally, with the new technology, apartments become more luxury. 
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The risks, however, are one and half times higher than with classic infrastructure. 
Then again, this can be reduced strongly using available risk prevention options. 

Initial costs of IP-infrastructure are higher, but within four years it becomes 
cheaper than the classic alternative. Depending on the functions, the estimated IP-
infrastructure savings are around € 70.000 after five years. Initial costs are higher, yet 
maintenance costs are much lower. 

IP-infrastructure offers new functionalities and increases security of tenants, qual-
ity of living, and target group. Risks are higher, but can be prevented. Initial costs are 
higher, but money is saved due to the low maintenance costs over time. Therefore, IP-
infrastructure is the best alternative to choose. 

5.8 Implementation Plan 

After their board of directors approves this project, the housing association can im-
plement the project. In this phase, however, it is too far stretched to determine an 
explicit implementation plan. However, the following can be used as an indication of 
the steps that need to be made to achieve a successful implementation. The steps are 
based on the Deming cycle, which is an iterative management method for the control 
and continuous improvement of processes and products [12].  

The first project implementation step concerns planning the project. After the deci-
sion to build a new apartment building, the exact installation costs and system specifi-
cations can be determined and contracts can be drawn up. In the second step, the 
apartment building needs to be realized and the IP-infrastructure in combination with 
C-Lock solutions need to be installed. In the third phase, the system check need to be 
performed to determine whether the system is secure and works as planned.  In the 
fourth phase, the apartments are rented out to tenants and the solutions can be rented. 
In addition, problems, flaws, and obscurities need to be analysed. 

After this fourth step, the cycle starts again with planning how the determined 
flaws and problems of the previous phase can be assessed and solved, followed by 
taking action, checking solutions and implementing them, and assessing if the prob-
lems are solved and if others have occurred. If needed, the cycle can start again, until 
the system is optimized. 

6 Discussion 

The goal for designing the business case development method to compare business 
models was to design a method to create a business case of business models, to objec-
tively compare the assessed business models, and choose the best alternative. Because 
of the abstract descriptive nature of business models, it is often required to involve 
more tactical and operational details, only implicated by changes in the business 
model. Deciding which details are useful and which are not must be judged by the 
maker of the business case. This allows for a certain amount of subjectivity. Table 5 
represents which method steps are objective and which are open for subjectivity. 
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Table 5. Assessment of the objectivity of the business case method 

Method step Objective / Subjective 

Business driver Objective 
Business objectives Objective 
Identification of alternatives Subjective 
Effects Subjective 
Risks Subjective 
Costs Objective 
Alternative selection Objective / Subjective 
Implementation plan Subjective 

 
Business drivers and objectives are fixed input variables. On the other hand, identi-

fication of alternatives is variable in most cases. This gives freedom for interpretation 
and creativity, therefore it is subjective. The same argumentation is valid for assess-
ment of effects and risks. These steps are subjective as well and the output depends on 
the builder of the business case. The cost step of the method is objective, but depends 
on the scope of the project. The alternative selection step can be either objective or 
subjective, depending on the non-financial effects of alternatives and their weight. In 
case alternatives only differ financially from each other, the decision is made objec-
tively; the most profitable alternative is selected. In case other, subjective variables 
play a role as well, it depends on the person making the decision; how much weight 
does he give to these variables. Development of the implementation plan is also  
subjective and depends on the developer. However, this step does not influence the 
selected alternative. To reduce the effects of human bias, it is preferable that the  
business case is made by an independent actor, to increase the objectivity of the  
business case. 

During creation of the business case, one of the experienced difficulties was 
switching between abstraction levels. A business model is an abstract representation 
of an organization. Processes and products are on a more tactical or even operational 
organizational level. The outcome of comparing business models in the business case 
depends on choices made in organizationally lower abstraction levels, like the tactical 
and operational level. The distinction between a process or product business case, and 
a business model business case needs to be made. In the first case, focus is on cost 
and benefit comparison of the innovated process or product. In the second case, it is 
about choosing the best alternative way of how an innovated product or process af-
fects the business model. 

Furthermore, we found some empirical evidence supporting the “strategy – busi-
ness model – tactical set” framework by Casadesus-Masanell & Ricart [10]. In hind-
sight, the case study is mostly a product innovation within the tactical set of the build-
ing association’s business model. Some minor changes were made in the business 
model. This made it hard to devote the business case to the business model, and 
forced us to include more operational aspects in the business case. This is not per se 
negative for the demonstration, the method, or the outcome of the business case, but 
the goal and focus of the designed method, is to objectively compare two business 
models, in contrast with assessing the costs and benefits of a product innovation. 
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A limitation of the research is due to an almost complete lack of academic litera-
ture about business cases. The concept is used often, but without a well-designed and 
widely accepted methodology. As well as for the business model concept, it would 
have been better if a general accepted business case development method would have 
existed in academic literature for the reliability thoroughness of the research. 

Overall, the method does what it is designed for. It is a method to develop a busi-
ness case, which allows different business models to be compared, and the best one to 
be chosen as objective as possible. 

7 Conclusion 

The designed business case method to objectively compare business models can be 
used to compare and choose the best business model successfully, as demonstrated by 
the case study. The goal of this research was to increase the quality of the decision 
making process between possible business models, by developing a method to objec-
tively compare the alternatives. Based on literature research, the business case method 
was designed. This method contains the eight components that Table 1 lists. 

The need for a method like this comes from the increasing popularity of business 
models over the last decennia in practice as well as in academic literature. As discussed 
in the literature overview, companies that are aware of their business model performed 
significantly better then companies who are not aware of it [1], [13], [14]. Not only is 
the concept used more, but it also seems to increase organizational performance. Be-
cause a business model is an abstract description of a company, it is affected if the 
company changes. Whether on strategic level, business model level, or process and 
product level, innovation changes the company, and the business model. Most organi-
zational changes can be modelled variously in the business model, each with a specific 
effect on the organization. Instead of just choosing one business model, a method is 
needed to compare the business models, and choose the best in terms of costs, benefits, 
and risks. The objective of this research was therefore to investigate the possibilities of 
the use of a business case as a method to compare business models, with the goal to 
define a method that increases the quality of business model decision making. 

The case study showed that the developed method can be used to compare business 
models and choose the best one. However, the output of the business case depends 
partially on the people making the business case. Steps 3, 4, 5, and 7 are relatively 
subjective steps, which gives freedom to decision makers. Further research is needed 
to establish the effects of this decision freedom on the quality of the outcome of the 
business case. Still, the method fulfils the defined goal of the research. 
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Abstract. The research problem in this case study is to test a business focused 
approach to business process modelling as a foundation for the specification of 
an information architecture. The approach should be based on a common 
background and a good mutual understanding between practitioners from the 
business and the analyst, both for the modelling process itself and as a 
precondition for a valid model. In the case study some guidelines are explored 
to find the essential process model reflecting the general specifics of the 
business sector and the position of the individual company in the market. 

Keywords: Organisational Semiotics, Business Modelling, Information 
Architecture. 

1 Introduction 

Subject of this paper is the modelling of the business processes of an enterprise (here 
named AYS) as well as the subsequent design of the structure of a new enterprise 
information system for this enterprise. The scope of the research consists of the initial 
stages of the development of completely new enterprise information system.  

The research problem is twofold: to test a business focused approach to business 
process modelling and the specification of an information architecture, and to find 
some guidelines to separate the wheat from the chaff. Modelling means abstracting, 
and we need guidelines in modelling to decide what to include and what to leave out. 
Two kinds of business problems will be addressed in this case study. Firstly, there are 
the problems related to the validity of the models of the business processes. At the 
beginning of a project, IS experts and subject matter experts all have their own 
background, concepts, and language. This gap has to be bridged in order to 
communicate fruitfully. In the end, when the modelling of the business processes is 
finished, the question is whether the subject matter experts can successfully assess the 
validity of the created models.  Do they adequately reflect the actual processes of this 
company?  

Secondly, there are the problems related to the possible developmental trajectories 
of the company. The possible trajectories could be induced either by internal factors 
(e.g. the strategy of the company) or by external factors (e.g. requirements by 
stakeholders). The structure of the new enterprise information system should be able 
to cope with the foreseeable future scenarios of the enterprise. 
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The approach to both of these problems is to focus on the analysis of the ‘deep 
structures’ of the business processes of the enterprise, by analogy with the deep 
structures of grammar as defined by Chomsky. The surface structure of the business 
processes reflects the developmental history and context of the enterprise, and shows 
many idiosyncratic elements. The deep structure of the business processes, on the 
other hand, reflects the process logic of the processes, and will be the same regardless 
of the specific enterprise. To borrow some old terms from Aristotle: the process logic 
involves the essential characteristics of the business processes, the actual business 
processes contain the accidental characteristics, and history explains how the process 
logic is transformed in the actual business processes.  

Take note: this partitioning in essential and accidental characteristics pertains to 
the modelling of the business processes. For the internal functioning of the enterprise 
as such, as well as for its individual success in the market, the idiosyncratic 
characteristics of the enterprise are the crucial ones. Every enterprise within a 
business sector will obviously have to meet general demands that stem from being in 
the market. However, its individual success as an enterprise is determined by how the 
enterprise adjusts its processes to fit the requirements and complexities imposed by its 
environment. A main risk for the deployment of ERP systems is to deny these specific 
characteristics of the enterprise (catch phrase: “best practices”).  

This approach to the development of an information system is grounded in 
organisational semiotics. This research performed in the tradition of organisational 
semiotics is based on a sociotechnical approach of information systems as well as on 
the notion that human action in an enterprise is determined by social norms. The 
practice of system development should thus focus on exposing those norms together 
with the responsibilities in an organisation. The original contribution provided by this 
paper is found in the analysis of the process logic of the business both as a means of 
constructing a common background for the external analyst and the practitioner as 
well as a way to find a stabile information architecture for the business.  

In this paper the problem, together with the approach and some general aspects of 
modelling will be discussed first. Next the theories will be discussed.  The company 
in the case study is then described in terms of the most relevant features, followed by 
a section which explores a number of themes and guidelines for modelling business 
processes and the specifying of an information architecture. The final section 
discusses the results and future work. 

2 Problem 

The research problem for this case study is the design of a solid foundation for a 
newly to be developed information system for an enterprise by an external IS 
specialist, not familiar to the business or the enterprise. The practical aims for the 
enterprise concerned are (1) to be able to replace the current software package in the 
short term without loss of key functionality, (2) to expand the new system in the 
slightly longer term to provide the desired support for the enterprise’s business 
processes and (3) for the system to be capable of supporting possible strategic 
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scenarios (of which it cannot be determined in advance if and when they will occur) at 
some later date.  

The main idea behind the case study is that the stability of the desired information 
architecture is determined by its autonomy from chance factors and passing 
circumstances. In other words, the main idea is the notion that the essential and 
durable structure of the business processes should form the foundation of the 
information architecture. This introduces the question how this stability can best be 
found. This approach presumes that the characteristics of markets and products 
determine the essential structure of the business processes for an enterprise. To be 
active in a certain market, the enterprise has to follow a number of social, economic 
and legal conventions that are associated with the market and that place norms on the 
behaviour of the individual enterprise in the market. The same holds for the products 
of an enterprise, for both material and immaterial products. Of course, for material 
products a number of physical rules and constraints apply as well, such as food safety 
requirements in case of food products. 

The idea is that hard statements can be made regarding the structure of the business 
processes and the associated information flows based on knowledge of the norms that 
apply for markets and products. 

An additional motive to start the analysis of the structure of business processes 
with the markets and products is that this provides a better foundation for the 
collaboration between analyst and practitioners than the analysis of the current 
business processes of the enterprise. This will be explored further in a later paragraph. 

3 Approach 

This case study is an example of action research. Evert Gummesson [1] distinguishes 
societal action science and management action science. The former is based on a 
social and political view, while the latter focuses on the business of a company. 
Gummesson discusses ten points in relation to his concept of management action 
science. Most of these points concern the role of the researcher: he is a change agent 
in the business, the researcher has dual goals (obtaining results both for the business 
and for the research), and it is by definition an interactive and interpretative process 
aimed at understanding the business as a whole (“being holistic, recognizing 
complexities”). As far as data-generating methods are concerned Gummesson states 
that all kinds of methods can be used and that “qualitative, informal, in-depth 
interviews and the ethnographic methods of observation and participation are also 
important as part of action science”. This case study exhibits the characteristics 
described by Gummesson.  

The “preunderstanding of the corporate environment and the conditions of 
business” mentioned by Gummesson as an essential characteristic of management 
action science is indeed vital  The researcher does not need to be fully aware of the 
ins and outs of the specific business at hand. However, a common view shared 
between the researcher and the participants from the business upon the business 
environment is required. The main characteristic of business in general is that markets 
and products take priority. If this is not accepted as the primary norm, analyses can 
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easily head off in the wrong direction. It is exactly this understanding that allows the 
researcher to inquire about all kinds of actual practices and processes in relation to 
their contribution to product and customer value, as a mechanism to expose the 
underlying structures.  

For the outcome of this case study there are two kinds of criteria: has it been of use 
to the business (what has changed as a result) and has it contributed to Information 
Systems Research as a scientific discipline. The use of the business will be evaluated 
by the participants from the business, both immediately after the analysis is done and 
after some time has passed. To evaluate the scientific results a distinction can be made 
between results in the area of conceptualising business processes and information 
systems and in the area of the applied method. To judge the results concerning 
conceptualisation the remarks made by Jean Perrin in his Nobel Lecture provide a 
good guide: “...and also because coherent assumptions on what is still invisible may 
increase our understanding of the visible” [2]. The hypothesis is that idiosyncratic 
concrete business processes in a specific enterprise can be understood as a 
superstructure built on stable deep structures of business processes belonging to the 
type of business. 

3.1 Earlier Work 

For the case study I will partly rely on my earlier theoretical work, as presented in 
ICEIS 2010 (unpublished paper), in BMSD 2011 [3] and in BMSD 2012 [4]; and on a 
long-term involvement with the Organisational Semiotics Community. I will also rely 
on long-term experience in the design of information systems for the food processing 
industry. However, this case concerns an electro-technical reparation enterprise and 
thus presents an interesting case for the transfer of practical experience between two 
very different lines of business.  

4 How to Model, What to Include, What to Exclude? 

The aim of the enterprise within this case is clear: replacement of the existing aged 
information system. The replacing information system must have an internal structure 
that can increasingly cover functionality in the business processes and that can 
accommodate possible new developments within the business and any associated new 
business processes. To build the desired information system, with the internal 
structure to support the indicated extensions and with the functionality to replace the 
existing system, the structure of the business processes needs to be modelled first. 
There is also a need to establish an information architecture that can handle the 
planned later developments and which is based on the process model with its tasks 
and the responsibilities that accompany the roles in this model. A practical question is 
how to arrive at this process model and information architecture? 

The existing literature regarding the modelling of business processes and 
information architectures seems to fall short of providing sufficient support for 
several reasons. Firstly, the focus in process modelling research is very much on 
techniques and specification languages, graphical or otherwise. In other words, lots of 
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research is performed regarding the technique of modelling and the visualisation of 
these models, with all kinds of consistency checks. However, very little research 
seems to be available regarding actual guidelines to be used in the modelling of 
business processes. Secondly, the research in information architectures is strongly 
geared towards the ICT components of the information flows. When you consider 
Mintzberg’s definition [5] of the structure of organisations (“the sum total of the ways 
in which it divides its labor into distinct tasks and then achieves coordination between 
them”) and the five accompanying coordination mechanisms that Mintzberg names 
(mutual adjustment, direct supervision, and standardisation of work processes, of 
outputs and of skills) it is clear that formalised information flows via computer 
systems can never cover the complete information supply of an organisation. In the 
direct contact between employees and in organisational routines (that are partly 
created because of standardisation) all kinds of information are hidden from the ICT 
approach. And in the physical world of an enterprise all kinds of information can be 
found that influence the execution of the processes. This can vary from posters on the 
wall and labels on the products to visual information obtained by viewing the 
products, storage spaces, production processes, et cetera. 

The aims of the enterprise in this case require guidelines to analyse the business 
processes and to abstract them to the desired model along with the accompanying 
information architecture. To validate the process model and information architecture 
the practitioners of the enterprise have to be able to comprehend them. This means 
that they (1) can compare the models concerned with their current and future practice 
and that they (2) can indicate whether these models are an accurate representation of 
their business processes. To arrive at these necessary guidelines for modelling the 
processes and the information architecture I have gone back to some work predating 
the field of Information Systems Research. Firstly, we have the Aristotelian 
distinction between essential and accidental characteristics [6]. When an essential 
characteristic is removed from an object (or process), then this object (or process) 
ceases to exist as such. In contrast, accidental characteristics can be removed or added 
arbitrarily without affecting the nature of the object (or process). The second source is 
the distinction made by Noam Chomsky in linguistics between the deep structure and 
the surface structure [7]. As Chomsky puts it: The syntactic component specifies an 
infinite set of abstract formal objects, each of which incorporates all information 
relevant to a single interpretation of a particular sentence” and “The phonological 
component of a grammar determines the phonetic form of a sentence generated by the 
syntactic rules”. Alongside these formulations by Chomsky it could be noted that the 
essential elements can all be found in the syntactic component while the accidental 
elements can be found in the phonological component. 

It is, however, of the utmost importance (let us avoid the word essential for the 
moment) to analyse more closely to what extent this analogy is applicable to the 
research field in practice. Firstly, there is the dynamic and evolutionary nature of 
social reality. This is in contrast with the way both Chomsky and Aristotle considered 
reality in terms of predefined, timeless and inevitable characteristics. As a 
philosopher, Aristotle was searching both for essential and universal truths. Chomsky 
assumes an innate and universal human competence for language. In social science, 
we are searching for lasting, but non-universal, constitutional rules that define social 
realities. To take part in social interaction, one has to obey the constitutional rules.  
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In this sense they are essential rules. As social realities evolve over time, however, the 
constitutional rules might evolve as well. 

Secondly, it is tempting to think that social bonds revolve primarily about the 
essential characteristics as described above. However, it is the pragmatic aspect, 
action itself, what it is really about. In spoken language an inflection of the voice can 
cause a sentence to take a radically different meaning, and mentioning a number of 
accurate facts in succession can suggest an inaccurate causal relationship (“directly 
after I flipped the switch, the sun set”). In enterprises we are dealing with social 
action in a given context as well. And the way in which its employees are willing and 
capable to take specific circumstances into account greatly determines the reputation 
of an enterprise. Of course, this does not mean that the underlying structure of 
essential characteristics is unimportant. It just means that this underlying structure 
does not determine the behaviour. 

In his Allgemeine Modelltheorie Herbert Stachowiak provides three constitutional 
components of any model [8]. Firstly, a model stands for something else 
(“Abbildungsmerkmal”, representation). Secondly, a model strips some elements of 
the thing it represents (“Verkürzungsmerkmal”, leaving out, literally: shortening). 
Thirdly, models perform a certain function for specific subjects in a specific period in 
order to perform specific tasks (“pragmatisches Merkmal”, commitment to action). 

In modelling the business processes and the information architecture, the resulting 
models have to: show the deep structure of the processes (representation); show just 
the essential characteristics of the processes (shortening); and be suitable as a basis to 
realise the core of an information system that remains stable over an extended period 
(action). What the intended models definitely must not be: models for the “surface” of 
the information system such as it will be actually used by the employees of the 
organisation; and prescriptions for how the organisation ought to behave. 

The models conceptualise the deep structures of the business processes. This 
implies that different organisations can set up their business processes in very 
different ways based on identical deep structures. The manner in which individual 
enterprises do so, and especially how the actual processes reflect the specific 
environment of the enterprise, are determining factors in the competitiveness of the 
enterprise.  

5 Theory 

5.1 Information Science 

The focus in Information Systems Development and Information Systems Research is 
in general very much on the IT perspective. This is expressed for example in the 
development of new sub-disciplines within Information Systems Research which deal 
with Systems Architecture, Information Architecture and Enterprise Architecture 
respectively. Based on the names they were given it might be expected that 
Information Architecture and Enterprise Architecture would have the business rather 
than the ICT as its starting point. However, practice has proven differently. It would 
seem that the ICT world considers the failures of ICT systems to be the result of 
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irregular behaviour of organisations and that is the ICT world that comes to the rescue 
by modelling information flows, business processes and enterprise structures as well 
as by the standardisation and rationalisation of processes. There is an implicit 
assumption that a well-designed and complete ICT system is both logical and 
consistent; the outside world may not yet be ready for it, and is thus in need of 
assistance to become better prepared to enjoy the benefits of ICT. In this Theory of 
Communicative Action Habermas talked about the colonisation of the lifeworld by 
the instrumental rationality of systems [9]. The Information System Research 
approaches exhibit many examples of this phenomenon. 

Merlin Donald writes [10]: “Human cultures are unique in their cognitive nature: 
ideas and memories can be traded and shared among the members of a group” 
(Donald 2012, in Action, Perception and the Brain). The ideas and memories that 
were shared and exchanged before form the background against which new 
information is evaluated and interpreted. These processes happen continuously in 
each individual person form early childhood. When a new employee is introduced 
into an organisation or when he or she is moved to a different position within the 
same company, the new employee has to “grow into” the new social group. In the 
brilliant chapter A very good example of a socially well embedded information 
system (without computers!) is described by Checkland and Howell in their brilliant 
chapter “The Information System which Won the War” [11].  

Within Information Systems Research there are a number of approaches that take 
into account the social nature of the organisation and the socio-technical nature of the 
information systems. Examples of this are provided by Language Action Perspective 
12], Soft Systems Methodology (mentioned above) [11], the Demo approach [13], the 
communicative approach by Taylor and Van Every [14], and Organisational 
Semiotics 15, 16]. Each of these approaches emphasises the social and rule-based 
nature of any organisation. The social lifeworld  of the employees, the norms and 
responsibilities accompanying the roles and tasks of the individual employee, and the 
dynamical nature of communication, language and meaning are all features that can 
be identified in each of the approaches mentioned. 

However, two dangers are lurking in socio-technical approaches of information 
systems. Firstly, there is the risk of an assumed consistency and hierarchy in the 
outside world. For example, this seems to be the case with Stamper as founder of 
Organisational Semiotics when he models norms in a hierarchical system using 
society as its root. This ignores the crucial element of the functioning of employees in 
an organisation in which they regularly have to weigh conflicting norms against each 
other and in which they need to have the relevant information available to do so. An 
ICT developer might ask here for the weighting factors so that the system can 
calculate the outcome, which would be a denial of the contextual nature of such 
decisions. A further problem is the dynamic character of norms and its interpretations, 
they evolve over time. This is a normal evolutionary process, often only noticed when 
employees are asked to defend the choices they made in atypical situations. 

The second risk in the socio-technical approach is that everything is subject to 
individual perspective and that grip is lost. When everyone has its own way of 
experiencing his own lifeworld, then how can we talk of an authoritative 
interpretation and steering behaviour? Normally, this is not a problem either in society 
or in organisations because there are a number of authoritative social norms present in 
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the background. An isolated individual or group can ignore certain norms for an 
extended period and some norms might be set aside for a short while if there is 
majority support to do so, but stable societies and organisations are exactly those that 
are governed by stable underling norms (to paraphrase “you can fool some people all 
of the time, you can fool all people some of the time, but you cannot fool all people 
all of the time”: some people can neglect fundamental norms all of the time, all 
people can neglect fundamental rules some of the time, but all people cannot ignore 
fundamental rules all of the time).  

5.2 Theory of the Firm 

An enterprise derives its existence from successfully delivering products to its 
markets. The two basic requirements for sustainable business are market demand and 
efficiency of production. According to Kay, every successful enterprise also has a 
form of ‘uniqueness’ that distinguishes it from its competitors and that cannot be 
copied [17]. This unique and idiosyncratic character of an enterprise determines its 
place on the market and can be found in partly intangible factors such as company 
culture, history and market trust or reputation. These factors can indirectly be found in 
the company culture and directly in the way in which individual employees are 
dealing with individual cases in the business processes. The latter is subject to 
acculturation processes, with conscious and unconscious, designed and historically 
grown mechanisms by which individuals learn “how things are done here”. 

This approach to the enterprise indicates that how an enterprise operates and the 
operations within an enterprise always have to be evaluated in light of its position in 
the market. This does not mean that the contribution to the market position is the only 
norm; there are inescapable human and societal norms after all. It does highlight that 
it is essential for the continuity of the enterprise that the market is the ultimate 
standard against which it is evaluated. This holds for operational actions and it holds 
as well for the actions taken by its management and for its strategic choices. 
Therefore, in analysing business processes and in designing an enterprise information 
system to support those business processes the orientation on the markets and 
products of the enterprise should be the first criterion. 

From the above considerations it follows that the metaphor of the enterprise as an 
organism is more appropriate than the rationalistic and mechanistic approach of the 
enterprise, as described by De Geus [18]. After all, an enterprise is a social 
phenomenon in which the actions are determined by social norms and by 
interpretation processes. This means that modelling business processes and 
information flows from a purely rationalistic-mechanistic view or weakening the 
strengths of an enterprise by reducing the number of possible solutions in the business 
processes have to be avoided in the development of an enterprise information system. 

5.3 Semiotics 

Social communication happens through sign systems and the interpretation of signs is 
partly determined by history (the way in which signs were interpreted in the past) and 
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partly by context (and sometimes by the way in which they are uttered as well, a 
certain inflection of the voice for example). 

Within business processes the efficiency requires that much of the information can 
be processed by systems. The sign systems created to this end are of a formal nature: 
the meaning of variables and of possibly of value ranges is recorded in the systems in 
advance. 

Within an organisation all kinds of capacities in which information can appear can 
be distinguished. Part of the information can be found in computer based systems, 
part is ‘between the ears’ by training, knowledge and experience and part is 
exchanged through all manners of ad hoc communication. The nature of the sign 
system determines the possible interpretations of the information given, in part 
because of the degree of formalisation.  

Although semiotics remains in the background in the case study, semiotic insights 
certainly play their part in the analysis and modelling. This is especially evident in the 
meaning of sign systems and of interpretation processes in both the analyses and in 
the business processes. It is also visible in the prominent role played by social norms, 
in particular in understanding business processes against the background of the 
normative function of the markets and products of the enterprise [15, 16]. 

5.4 Process Modelling and Information System Development 

Modelling business processes with the associated information flows, and validating 
the resulting model, is a communal activity of two different kinds of actors, each with 
a completely different background. On the one hand there is the analyst with 
communicative, analytic and modelling competencies (accustomed to formalised sign 
systems), on the other there is the practitioner with a detailed knowledge of what 
happens in practice, of organisational structures and procedures and equipped with 
lots of tacit knowledge.  

The difference in perception and background of the different actors cannot be 
bridged by the analyst transforming himself into a practitioner (or vice versa). As well 
as the time such a transformation would cost, it would mean a fundamental lack of 
recognition for the difference between the role of the analyst and the role of the 
practitioner. It might seem tempting to unite all of the required knowledge and 
experience in one person, but it would imply a major risk of consigning the process of 
modelling and analysis to the realm of tacit knowledge, with pernicious consequences 
for the validation and maintenance of the model. In effect it would be a one man 
show.  

The model that is to be constructed of the business processes and the 
accompanying information flows should represent the essential structure, thus 
forming a stable basis for the information system that is to be developed. As a model 
it is an abstraction and not ‘true’ or ‘false’, but suitable to a greater or lesser degree 
for the purposes for which it was developed. A basic condition is stability: it should 
be possible to support all kinds of variations of the business processes by one single 
model. A second condition is the reduction of complexity: the model should enable 
insight into the complex reality of concrete business processes by omitting all kinds of 
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details that are irrelevant to the structure and by naming the separate elements of the 
processes.  

An abstract example of one aspect of modelling: say that a certain production 
process moves through three different steps and that these steps are modelled as they 
are observed in practice: 

 

 
Later, the process is changed and the model with it: 

 

 
However, if the process elements had been analysed further, the following model 

could have been the outcome: 
 

 
 
In this last model with stages A through G both process variants could have been 

represented. Before the changes to the process stages A, B and C form the first sub-
process, D and E the second and finally F and G the third sub-process. After the 
changes the sub-processes encompass different stages (A, B through F, G), but the 
basic model remains the same. 

The major challenge is to distil those elements A through G from the concrete 
business processes with all of their details. It is not unusual to start from interviews 
with practitioners from different layers of the organisation combined with the 
analyst’s own observations of the processes and information products. Often, 
documents regarding the organisation and those of the processes regarding quality 
control are important sources in gaining an understanding of the processes. However, 
in practice this springs a number of problems. The first issue is the degree to which 
the formal documentation of the organisation and its processes agrees with the 
organisational reality. Giving prominence to these documents implies taking a 
position regarding the value of these documents, either negatively (‘worthless paper 
truths of the managers’) or positively (‘we are trying to act in this way, but it was not 
possible just now’). In both cases the formal documentation is the leading norm in 
taking stock of and evaluating the processes. 

The second issue is the effectiveness and efficiency of the Interviews with 
practitioners. On the one hand the analyst can drown in details; on the other essential 
elements of the business processes might remain undiscussed. The analyst does not 
know they are there, while to the practitioner they are so obvious that it does not 
occur to him to mention them. The same holds for looking into the information 
products. How does the analyst find out what is not there, what is left out because it is 
supposed to be known or because the information is obtained by other means?  

Another approach is working from the underlying norms of the enterprise. This 
begins with an orientation on the markets and products of the enterprise. After all, the 
enterprise exists because it creates products for customers and this is given shape in 
the business processes. The organisation (and quality control) has to structure and 
stabilise the business processes, but that should happen to serve the higher purpose:  
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to effectively serve customers in an efficient manner. Needless to say, other essential 
norms apply that lie outside of the enterprise. Those are in part societal norms and in 
part norms from specific stakeholders such as regulations by the government 
(requirements for the financial accounts are a striking example). 

The norms that are based on markets, products and external stakeholders are in 
general more stable and accessible than all the ins and outs of the business processes 
(especially when the analyst has to work his way through lots of details before 
isolating what is structural from what is irrelevant for his purpose). On top of this, 
possible developments in those norms are essential for the internal structure of an 
enterprise. Those can be developments as a consequence of strategic decisions by the 
enterprise or external developments that the enterprise has to follow if it wants to 
remain in the market. The model of the business processes should be capable of 
following those developments without major structural changes.  

5.5 Ontology and Ideal Type 

Through the process logic the essential and stable elements of business processes and 
information flows should be mapped. This aim can also be distinguished in several 
ontological approaches. Essentially, the process logic is used to define a small and 
specific universe of discourse along with the associated operations. Using a 
classification of Poli the process logic could be placed under the term formalised 
ontology: “...to find the proper formal codification for the constructs descriptively 
acquired...” [19], with the essential difference however, that the intended constructs 
are not obtained by means of “collection of such prima facie information on types of 
items either in some specific domain of analysis or in general” [19], but by a 
normative and critical analysis of the enterprise against its background of its products 
and markets. 

The use by Dietz of the term ontology points in the same direction: “Our goal is to 
understand the essence of the construction and operation of complete systems, more 
specifically, of enterprises” [13]. In a very different time and against a very different 
background Max Weber was searching for a precise and consistent description of 
social patterns and their backgrounds in his main work Economy and Society: “In 
order to give a precise meaning to these terms, it is necessary for the sociologist to 
formulate pure ideal types of the corresponding forms of actions which in each case 
involve the highest possible degree of logical integration by virtue of their complete 
adequacy on the level of meaning” [20].  

A marked difference between the ontology approach as used in ICT and the use of 
the concept of an ideal type of Weber is the way in which the resulting model is 
viewed. Is it a basic design to engineer the social world towards what it should be or 
is it an instrument to understand patterns of rule-based human action in a specific 
context? The thinking behind the former idea is formulated clearly by Dietz: 
“Contrary to many dissenting theories that have been advanced in the past century, 
organizations are artifacts. They are systems that are, and have to be, designed and 
engineered, like any other artifact” [13]. The latter is expressed by Weber in two 
ways, directly following the earlier quote: “…it is probably seldom if ever that a real 
phenomenon can be found that corresponds exactly to one of these ideally constructed 
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pure types.” [20] and “The more sharply and precisely the ideal type has been 
constructed, thus the more abstract and unrealistic in this sense it is, the better it is 
able to perform its functions in formulating terminology, classifications, and 
hypotheses” [20]. 

The approach of using the process logic as a means to arrive at an information 
architecture shares characteristics with both of the above approaches. The concept of 
process logic is based on a Weberian idealisation and it is based on an analysis of the 
underlying norms of human action. The information architecture that is based on 
process logic is an especially good example of organisational engineering: a formal 
and consistent model of the essence of the business processes in an organisation. 
However, since the organisation as a social phenomenon is anything but an 
engineered system, but rather an emergent system that is continuously changing itself, 
the information architecture is not a prescription to how the organisation ought to 
behave. It works in the reverse direction: when the organisation behaves and develops 
itself as described by Taylor and Van Every [14] and when the actions of the 
organisations are at the same time determined by a number of inescapable rules, then 
it has to be possible to represent those matters within the capricious daily organisation 
reality that are essential to the business in the information architecture. 

6 Description of the Case 

6.1 Introduction 

AYS is a leading service and repair business for mainly audio-visual equipment of 
major brands that operate nationwide. The enterprise carries out both on-site and 
carry-in repairs and has a network of six branches for the on-site and smaller carry-in 
repairs that service the different regions of the country. Larger carry-in repairs are 
performed centrally. The main contract partner is a leading brand (represented by its 
national importer), AYS is a certified partner and carries out all repairs in the 
Netherlands for audio-visual equipment of this brand. AYS is also active on a smaller 
scale in the repairs of other brands and of other kinds of electrical consumer products. 

The key elements of AYS are: 
• Both on-site repairs and carry-in repairs of audio-visual consumer products 
• National coverage with six regional branches 
• Strong affiliation with a strong brand 
• Around 100 employees 

6.2 Structure of AYS 

The legal structure and the structure of the business processes are rather different at 
first viewing. AYS presents itself to the outside world as one homogeneous company 
with a specific service package. There is also a strong centralisation in terms of 
management and strategy; the head office defines the corporate identity and 
determines how the business is conducted. Legally there are a number of different 
entities (each a separate legal person) on three levels: 
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• Level 0: The holding 
• Level 1: The main office and multiple entities that are not involved in the 

servicing and repairs and that will not be discussed here 
• Level 2: The regional branches 

The main office encompasses a number of central services, the main workshop 
with reception desk for carry in service and it provides the on-site service in its 
region. The regional branches provide the on-site service in their regions and they 
have a limited workshop facility with a limited reception desk service. The regional 
branches are either full subsidiary companies or fully owned by an independent 
entrepreneur. 

6.3 Contracts, Agreements, Commitments 

Curiously, there is only a very limited use of formal SLA’s. The affiliation between 
the importer and AYS has much more the nature of a relational contract in which the 
details of the mutual obligations are not described as much as it is based on trust, 
established practice and, most importantly, on the binding effect of the settlement of 
financial claims of work carried out by AYS that are accepted or declined by the 
importer depending on the circumstances (circumstances that are not always known to 
AYS). Here, it is clear that this is not a symmetrical relationship; it is the importer 
who leads the way, who determines how matters are handled both materially and 
financially. In practice, there are a multitude of agreements and expectations 
regarding the handling of repairs (turnaround times, success rates) and regarding the 
handling of the financial side. Current practice is mainly based on the knowledge and 
experience of a number of key figures in the AYS organization (which is both a 
weakness and a strength; a weakness because of the dependence on individuals, a 
strength because it is hard to reproduce and thus cannot easily be adopted by others 
outside of AYS). 

For other products groups and brands the same pattern holds and the size of the 
contract partner is there too defining for the (a)symmetry of the relationship between 
AYS and its contract partner. 

6.4 Strategy 

AYS has a growing strategy in two directions. The first direction is diversifying the 
brands. Because there is a strong current dependence on one brand, AYS is 
investigating the possibilities to apply the current competencies for audio-visual 
consumer products to different brands. Potential new activities are not expected to 
require new kinds of processes. However, it is possible that agreements and 
interactions with new parties will take on new forms (but that also holds true in  
regard to the current clients). 

The second direction is to use the competencies and the nationwide network for 
new activities, in particular services to professional users. Such activities are 
potentially the servicing of permanent audio-visual installations, both for companies 
to whom that is the core process (informing and/or advertising to its customers) and 
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for companies where it more concerns internal presentation capabilities. A different 
option is to provide the entire handling of defect equipment for larger retailers 
(logistics service partner). Another possibility is the provision of installations of new 
audio-visual equipment for professional users. Currently, there are some small-scale 
activities in these directions and growth towards full scale services is a real 
possibility.  

6.5 Stakeholders 

In principle AYS is dealing with one, two or three external parties and with one or 
two internal parties for a single repair job. The external parties are the end user 
(usually a consumer but it can be a company), the direct supplier (big chains of 
nationwide operating retailers), and the importer as representative of the brand. The 
client of AYS is one of these three parties and the details of the preceding parties 
often have to be registered as well (the consumer has two preceding parties and the 
importer has none). The contractor is one of the AYS branches which can subcontract 
the work in whole or in part to another branch of AYS. 

Each stakeholder has its own way of providing and requesting (or demanding) 
information and of tracking the work and handling the financial side. Moreover, these 
patterns are subject to unpredictable change. The use of references by the stakeholders 
is also erratic. Standards for dealing with warranty conditions and for the execution of 
work differ per stakeholder. Market and power relations determine who is in charge, 
and as a smaller party AYS usually has to comply with the demands and expectations 
of the (much) bigger clients. Here, logic and facts can sometimes be set aside. The 
flexibility with which AYS deals with these complex and rapidly changing practices 
is an essential factor for the internal costs and for successfully getting the 
remuneration for the performed work. 

NB: The term ‘customer’ is difficult to apply in the case of AYS, because there 
are so many kinds. Because of this, the term will be avoided as much as possible.  

7 Themes and Guidelines in Process Modelling and 
Information Architecture 

7.1 Process Logic 

In this paper the term process logic has been used to distinguish it from the 
idiosyncratic characteristics of the enterprise. Usage of this term was founded in a 
number of considerations. Firstly, it deals with a schematic representation of the 
inevitable structures within a certain line of business, valid within a specific social 
environment. One might say that these are the structures a student should be taught, 
while he does not yet know which specific company will employ him. Secondly, 
norms for completeness and consistency hold for this schematic representation. On 
the level of abstraction chosen, it should be capable of representing every scenario 
that arises in practice (a tall order and a real challenge!) and there should be no 
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inconsistencies or ambiguities. This demands definitions of the elementary terms and 
a precise formulation of the underlying norms. 

In applying a concrete model of process logic it is essential to realise that it is an 
instrument to represent situations and processes (description, and an instrument for 
analysis) and that it not intended to be used to dictate how processes and situations 
ought to be (prescription). At its core, the process logic is a formalised sign system to 
(1) gain an understanding of the processes in the analysis, (2) precisely formulate 
terms and rules and (3) describe an information architecture that because of its 
character forms the basis for later system development. At the same time, process 
logic has to help the enterprise avoid inconsistencies (for example by preventing the 
use of key terms such as “service order” to mean various things) and leave the 
enterprise to choose how it sets up and executes its processes. An enterprise with five 
experienced employees will have to organise itself very differently from an enterprise 
with 5 offices, each with 20 employees and 10 flex workers!  

In the case at hand the attempt to uncover the process logic has worked well, both 
to establish a common background between the analyst and the practitioner and to 
arrive at precise definitions, rules and demarcations. 

Process logic is an important element for a common background, because it is a 
shared search for the underlying structures. For the analyst a general orientation on 
the specific markets and products of the enterprise with its peculiarities combined 
with a general background and common sense is sufficient to play his part in the 
discussions. All kinds of details that are hard to understand for an outsider can be 
isolated in this stage and assigned to specific places in the structure, without first 
needing to be fully explored or understood. This approach also forces the practitioners 
to be explicit about what really matters. 

The approach also clarified what actually happens in the current business 
processes, as the examples regarding the concepts of process steps and service order 
have shown above. This conceptualisation of current practice allows for a very precise 
and fitting way of modelling and monitoring the business processes and leads to a 
better understanding by the practitioners of their own processes. 

7.2 Administrations, Identities, and References 

One of the pillars of process logic is the concept of an administration. The definition 
of an administration given by Starreveld is: “The systematic collection, recording, 
processing and supply of information for purposes of the managing and functioning  
of a household and for purposes of the accountability thereof". When we combine  
this definition with the idea that an administration concerns one specific domain, it 
seems obvious to directly name the required administrations when process logic is 
specified. Here, it is important to note that administrations concern product data and 
not master data. 

The first criterion to arrive at an adequate administration is a high degree of 
homogeneity and autonomy. It must be possible to view the data that are collected in 
one administration as a single coherent whole. Also, the direct interactions with and 
dependencies on other administrations have to be as few as possible. A second 
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criterion is the responsibility for its management; each administration in an 
organisation should have a single person who carries responsibility for the 
correctness, timeliness en completeness of the data in it. This responsibility should 
ideally be located close to the primary process, to ensure that those responsible are in 
touch with the reality represented in the administration. 

In the case at hand this mainly means that each branch has its own administration 
and carries full responsibility for it. For example, there is no central registration of 
orders and stocks, but each branch maintains its own administration in these areas. 
Incidentally, in this concrete case it does not mean that they are free to choose their 
own systems. Everyone uses the same system, but within it every branch has its own 
administration. Of course, in the presentation layer connections can be made across 
the different administrations to enable central monitoring of the processes. And the 
serial number administration in which the service history of individual devices is 
registered is an example of an administration that must necessarily be kept centrally 
because of the nature of the data and the interaction of these data with external 
systems. 

For the development of the new information system the specified administrations 
are composed of two parts: firstly a basic structure with entities and secondly their 
internal and external identities. Of course, within the database a single entity has a 
single unique identity, but inside and outside of the organisation an entity might have 
many alternative identities. Think of the number of a service order for example: 
internal and external stakeholders can use all kinds of references for themselves and 
use their own reference to request or provide data. Another example of this 
mechanism is the serial number: at first viewing this is a unique number. In practice, 
this number is a unique number within a specific brand, product group or model. A 
serial number thus does not uniquely specify a single device or part while it is 
required to do so. The enterprise also has a need at times to refer uniquely to a part 
that does not have a serial number, which can be met by assigning it a particular 
number generated for this purpose. When the part is gone, the number is as well. 
Based on these considerations, it is prudent to primarily assign unique numbers 
generated by the enterprise itself to parts and devices and to consider the serial 
number on a device or part as an alias to arrive at the generated number. This system 
is always applicable and avoids the complicated composite identification that results 
from accepting the serial number as identifier. 

From the very beginning, the structure of the administrations has to be erected 
along with the associated references inside and outside of the enterprise. Further 
dressing up and setting up of the administration with data relevant to the contents, 
further status information, et cetera, can be done afterwards, in parallel to the 
development of the applications that use these data.  

7.3 Lean IT 

The lean approach places a number of demands on the set-up of an enterprise 
information system. Positively formulated, the information system must contribute to 
the effectiveness and efficiency of the business processes and use the most 
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appropriate means to do so. Negatively formulated, the system is not allowed to cause 
waste (e.g.: excess production of information), to place undesired limits upon the 
business processes and it may promote the autonomy of processes as long as this does 
not harm overall efficiency and effectiveness. Information from the system has to be 
reliable and relevant. 

Put otherwise: employees have to keep being presented with information in the 
right way, feed back information themselves and have the freedom to make their own 
decisions within their domain. Two examples illustrate the application of these 
criteria: First, the registration of direct hours on service orders. From the management 
there was a strong desire to gain a detailed view of the usage of hours in the primary 
process. In computer systems nothing is simpler than granting this wish: registration 
per service order, per department, and per activity of time used. In everyday reality 
however, such a system leads to unusable information. Firstly, because there is a 
mismatch with the way in which the work is actually carried out. Secondly, because it 
results in an excess of registrations. Either the categories are too general and the 
registrations limited, or the categories are specific and the registrations time-
consuming. In both cases the registrations will provide an unreliable view of reality. 
That is why we opted to start with registration per service order in just the repair 
department, where it is registered for each employee when he begins and ends with a 
service order and which activities he performed during this time (which does not 
provide the time per activity). In this way, insight is provided into the ratio of time 
spend on service orders to time spend on other activities. Insight is also provided into 
the cases in which a service order has been handled repeatedly, by whom and to 
perform which activities. These data provide the foreman with a measuring stick to 
monitor the performance of his crew and to pay additional attention to activities that 
seem to take up too much time. 

A second example is insight in what tasks must be performed and which tasks 
might. The turnaround time of service orders is one of the most important parameters 
for the performance of the enterprise with regard to the various stakeholders. When 
norms are created for the turnaround time as a whole and for the turnaround time of 
each individual process step, it is possible for the system to directly show which 
service orders have to be handled on a particular day in a particular team and which 
other work remains to be done with what time remaining according to the norms. This 
allows the team to make optimal use of its capacity by handling the service orders  
that are the best fit at that moment for the current activities and available resources. 
Self-control instead of central control should result in a significant advance in 
efficiency here.  

7.4 Protecting and Strengthening the Distinctiveness of the Company 

The strength of the enterprise is two-fold: nationwide coverage and a strong bond 
with a strong brand with strong partners. The downside of this connection to market 
heavyweights is that they determine what the service conditions will be to a large 
extent, both regarding the fees and regarding the mutual information supply. In this 
sense we are dealing with strongly asymmetric relationships. On the other hand, AYS 
is able to relieve large market parties of work that those parties are much less well 
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equipped to handle and to carry out this work to a high standard. In other words, the 
enterprise has a clear place in the market. 

Current legacy information systems of AYS have been built or adapted based on 
concrete developments in and requests by the market partners. Because of the aging 
core system solutions have been added to applications that were not originally meant 
for such. The new system should improve the ability of the enterprise to react to 
market developments through improved insight into the actual course of the processes 
by sharply demarcating the various administrations. This improved information 
position should result in an improved bargaining position with both existing and new 
contract partners. 

A second contribution to the strategic position of the enterprise is also based on 
pulling apart the core administrations. In this way the enterprise is enabled to develop 
activities other than just service orders for defective equipment. The potential of 
nationwide coverage with service vehicles can be utilised for other activities as well. 
The information architecture allows both developments to be introduced gradually to 
expand into new markets, without major, risky, investment. 

Finally, the flexible legal and financial structure is a major advantage. The current 
diversity with both fully-owned branches and branches exploited by independent 
entrepreneurs allows for rapid change both in acquiring work and in subcontracting it. 
AYS can profile itself as a strong market party because it presents a unified face to 
the client (in corporate identity and in home visits) and orchestrates the orders, while 
the work may be carried out elsewhere. Separating the diversity of the legal and 
financial structures from the unity of AYS as a business actor is an important 
requirement for the information architecture.  

8 Summary and Conclusions 

The results of this case study lie in two distinct areas, namely business and science. 
For the business, the approach was a success: The practitioners were able to compare 
the approach with an earlier analysis carried out by the supplier of a COTS solution. 
This process analysis was carried out in preparation for the expected implementation 
of their solution. The supplier had a tried and trusted reputation within the business 
sector of the customer. In practice, however, there proved to be little analysis of the 
processes in practice, but more of a technical and software-centric description of 
processes of the customer, expressed  in terms of the proposed solution. Added on to 
this analysis were points for which the solution would be unable to provide adequate 
support and which thus required additional customisations. This gap analysis was also 
carried out using the terminology of the supplier and their solution. In other words, 
the customer did not receive a process analysis, but only a projection of the solution 
upon their processes. The customer was also unable to evaluate the provided 
description because of a lack of a common background.  

In contrast, the analysis performed in this case study provided the customer with a 
lot of insight into their own processes. The method of deep inquiry after the 
underlying process logic was exactly what forced the customer to regard their 
processes in a critical manner. This also provided valuable information about and 
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insight into the value of historically grown patterns and responsibilities in their 
business processes. Additionally, the analysis provided a good foundation to base the 
next steps in the automation of the company on because it conceptualises the business 
processes and assigns organisational responsibilities sharply. Furthermore, the 
structure described was assessed by the participants from the business as suitable to 
accommodate future developments 

For the research goals of the action research this case provided mixed results. The 
method of analysis of the process logic has withstood the test of practice. However, 
the form for the final product, the description of the process logic, has not yet been 
found. The description as a list of definitions, a specification of the administrations 
and a specification of references certainly forms a useful and testable foundation, but 
a more formalised form of core entities and their transitions would be desirable. 

It seems that the approach of searching for the process logic in cooperation with 
practitioners and to specify an information architecture guided by the concept of 
administrations, using the principles of Lean IT and maintaining the distinctive 
capabilities as preconditions, can lead to good results in practice. It is also an 
approach that allows the analyst and practitioners to discuss and weigh up options 
fruitfully, as long as the general understanding of the business sector mentioned by 
Gummesson is present. The approach is consistent with a number of relevant theories 
in business economics, management science, semiotics and the social sciences. 
However, there still remains a long way to go before theory and practice are unified 
into a single consistent whole.  

To conclude, this case study had an exploratory character, trying out several ideas 
regarding both the theoretical background and regarding the application of the ideas 
in a real world project. As such, it succeeded; in a short time good results were 
obtained (especially in comparison to a previous analysis of the same company 
carried out by a potential software supplier). To give the approach a strong theoretical 
foundation will require a good deal of further work. 
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Abstract. Both Enterprise Ontology and Normalized Systems can be
considered as theories provide prescriptive guidelines to design systems.
Enterprise Ontology explicitly focuses on the design of organizations as
being social systems. Originally, Normalized Systems focused on the de-
sign of evolvable software systems. However, it has been shown that,
building on the Normalized Systems design knowledge, prescriptions for
other domains, such as business processes, can be proposed as well. This
domain seems to overlap at least partially with the domain of Enterprise
Ontology, which is used to establish claims concerning process design in
various publications. However, both theories are based on completely dif-
ferent kernel theories. Therefore, this paper analyzes to which extent the
guidelines proposed for the Normalized Systems Business Processes are
consistent, complementing or conflicting with prescriptions from Enter-
prise Ontology. This analysis is complemented by means of a case study
elaborated from both approaches. A consistent set of prescriptions could
lead to a more integrated approach for designing integrated organiza-
tions, business processes and software systems.

Keywords: Normalized Systems, Enterprise Ontology, Business Pro-
cess Modeling, Enterprise Engineering.

1 Introduction

The design of organizations and their components (e.g., structure, business pro-
cesses, and software systems) is an important topic in both practical and scien-
tific communities [1,2]. However, explicit design knowledge in these fields seems
limited. For example, Mendling et al. argue that many theoretical frameworks
are too abstract, and that more practically-oriented guidelines lack empirical
and theoretical support [3]. As a result, design of organizational components is
often considered as craftsmanship, rather than engineering.

The enterprise engineering paradigm introduces a set of prescriptive design
theories which seek to remedy this issue [4]. It specifically mentions the β and
ν theories as well-founded theories to guide design efforts. The ν-theory states
that the design of a system is normalized when a change consists of a set of
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elementary changes, so that every elementary change does not trigger combina-
torial effects [4, p. 101]. Normalized Systems (NS) provides concrete guidelines
and design patterns to obtain such normalization in software systems [5]. Based
on this approach, normalization of business processes has been researched as well
[6]. This resulted in a set of guidelines to design Normalized Systems Business
Processes (NSBP). Both approaches formulate unambiguous and theoretically
founded guidelines based on the single postulate of obtaining the systems theo-
retic concept of stability. As a result, an approach which resembles traditional
engineering, rather than mere craftsmanship, arises.

The β-theory states that enterprise architecture should be defined as delib-
erate restriction of design freedom, addressing the function design, construction
design, and implementation design of systems [4, p. 100]. For example, Enterprise
Ontology (EO) prescribes how the construction design of an organization should
be made [7]. EO prescribes a clear way of separating different abstraction levels
to be considered in organizations (i.e., ontological, datalogical and infological)
and a systematic recurring pattern to model the ontological level.

While the formulation of such theories has been demonstrated to further the
field in practice, several issues remain. One important issue is the current lack
of integration between specific methods, thereby integrating different theories
[4]. This means that, within the enterprise engineering community, additional
research is required towards an integrated method consisting of different pre-
scriptive design theories. For example, both EO and NSBP seem to provide a
similar kind of guidelines when used in practical projects, which could indicate
that both approaches could complementary in use. However, a clear obstacle
when aiming to apply both approaches simultaneously, is their difference in the-
oretical backgrounds and abstraction. Therefore, an in-depth analysis regarding
the possible compatibility of the guidelines resulting from both approaches is
required upfront. Such approach would investigate the extent to which these
guidelines are (1) similar (i.e., consistent), (2) providing additional guidelines
(i.e., complementary), or (3) contradicting one another (i.e., conflicting). This
approach does not result in a theoretical analysis of EO and NS(BP). On the
one hand, NSBP cannot be theoretically EO-compliant, since the distinction
axiom is not adhered to: no separation of ontological, infological and datalogi-
cal concerns is made. On the other hand, EO has not been developed based on
the concept of systems theoretic stability. Nevertheless, we are convinced that
analyzing thee consistency, complementalness, or conflictation of their practical
guidelines can contribute to an integrated use of both EO and NSBP in various
projects.

In this paper, we fill first provide some basic background regarding both NS
and EO in Section 2. Section 3 will outline our approach for comparing the
guidelines resulting from both theories, which will be implemented in Section 4.
An illustration by means of the Library case study will be presented in Section 5.
Finally, we offer our discussion and conclusion in Sections 6 and 7, respectively.
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2 Background

2.1 Normalized Systems

NS theory is aimed at studying how modular structures behave under change
[5,8,9]. Initially, the theory was developed by studying change and evolvability
at the software architecture level, by applying concepts such as stability and
entropy. Indeed, software systems —regardless of the programming language or
paradigm they are based on— can be considered as modular systems (e.g., using
classes, objects, procedures, etcetera) [5]. Typical advantages of modular struc-
tures (such as complexity reduction, reuse and evolvability) were included in the
ideal future outlook of software engineering as expressed in 1968 by McIlroy [10]
while arguing for “families of routines to be constructed on rational principles so
that families fit together as building blocks”. However, the criteria for deciding
on how to delineate such modular building blocks are not trivial [11]. In addi-
tion, the aspired evolvability often seems absent in reality. For example Lehman’s
Law of Increasing Complexity [12] states that, as software programs are changed,
their complexity increases and structures deteriorates (unless additional effort
is invested to avoid it), which obviously hampers evolvability. Aiming to pro-
vide such truly evolvable software architectures in based on solid principles, NS
theory applies the concept of stability as defined in systems theory [13,14] to
software architectures. This implies that a bounded input function should result
in bounded output values, even as T → ∞ . In other words, stability demands
that the impact of a change is only dependent on the nature of the change itself.
If the amount of impacts is related to the size of the system, a combinatorial
effect occurs. Research has shown that it is very difficult to prevent combinato-
rial effects when designing software architectures. More specifically, it has been
proven that combinatorial effects are introduced each time one of four theorems
is violated (i.e., separation of concerns, data version transparency, action version
transparency and separation of states) [8,9].

Various studies have shown that combinatorial effects, hampering the evolv-
ability of modular structures, do not occur solely on the level of software archi-
tectures [6,15]. On the business process level, it has been argued that business
processes at their most basic level (i.e., the “elementary tasks and elementary
sequencing and design of these tasks” [6]) can be designed as modular structures
based on NS theorems. In this context, business processes have been compared
to production lines [5]. In this analogy, a business process flow performs opera-
tions on instances of a specific life cycle information object. Although production
lines may seem highly integrated, they are actually loosely coupled. Every single
processing step requires the completion of the previous steps on that instance
of a particular product, but it does not require any knowledge of the previous
processing steps, nor of the subsequent steps. As a result, changes to individual
processes or tasks do not impact other processes of tasks [6]. Put differently,
no combinatorial effects occur. More generally, a business process which does
not contain combinatorial effects is called a Normalized Systems Business Pro-
cess (NSBP). In order to achieve such processes, a set of guidelines has been



Engineering Business Processes 87

developed, which are based on the more fundamental theorems of NS. Together,
these guidelines allow the design of business processes without introducing com-
binatorial effects.

2.2 Enterprise Ontology

EO provides an organizational theory [7] which is based on the Language-Action
Perspective (LAP) [16]. Consequently, it considers an organization as a social
system, where the essential actions are performed by actor roles [17,18,19]. The
identification of essential components in an organization is important for the goal
of this paper, since this background results in the claim that EO equally provides
“a modular framework for business processes” [20, p. 1]. The EO theory consists
of four axioms (i.e., the operation axiom, the transaction axiom, the composition
axiom and the distinction axiom) [7,21]. These axioms allow to specify in more
detail what is meant with the “modular construction of business processes” [20,
p. 18]. Business processes are considered to consist of three levels of building
blocks. A first type of building block (the atoms) refers to the individual acts
performed by actors, as explained by the operation axiom. These atoms can be
combined in higher-level building blocks (i.e., molecules), which represent the
transactions as explained in the transaction axiom. Multiple transactions can
be required to fulfill a certain service to a stakeholder. The collection of these
transactions (i.e., a fiber) is then considered to be a business process.

Rather than merely defining business processes using EO concepts, various
studies have focused on the design of business processes. For example, the
main research question of the paper Basic Notions Regarding Business Pro-
cesses and Supporting Information Systems is “how business processes can be
understood in such a way that their continuous and concurrent (re)designing
and (re)engineering can be performed more effectively than what is currently
the case” [22]. Another example is the paper Enhancing the Formal Foundations
of BPMN by Enterprise Ontology, which states 11 propositions which can be
derived from EO axioms [23]. Based on the axioms, additional prescriptions for
designing business processes are available. For example, the operational cycle [7,
p. 163] states that an actor role needs to be added when a transaction cannot
be performed in the same cycle of other transactions. Put differently, this im-
plies that the executor actor of an enclosing transaction needs to be the initiator
actor of an enclosed transaction (cf. the composition axiom). Consequently, EO
prescribes that certain end-to-end processes which are often defined in practice
(e.g., order-to-cash processes) need to be separated.

Various claims have been made that EO can indeed lead to better results
when (re)designing processes. The abstractions discussed in the distinction ax-
iom are claimed to be “a tremendous advantage for discussing business process
optimization” [7, p. 183], [24]. Moreover, the dedicated model within the DEMO
methodology to represent business processes (i.e., the process model) has been
claimed to “facilitate the discussion about the redesign of business processes”
[7, p. 183].
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2.3 Is It Possible to Compare Both Theories?

We have discussed how both EO and NS claim to apply modularity concepts at
the organizational level. However, modularity is a concept traditionally applied
within technological domains. It has been argued nevertheless that modular-
ity reasoning is relevant in other domains as well. Focusing on organizations,
multiple elements can be considered. First, in terms of its generally associated
benefits, organizations are often equally looking for the right amount of com-
plexity, (loose) coupling and agility in their structures. Second, existing studies
show the relevance and feasibility of analyzing organizational constructs —such
as products, production processes and organizational structures— in terms of
modularity related concepts (for an overview, see for instance [25,26]). There-
fore, it makes sense to apply modularity concepts, reasoning and theories such
as NS and EO at the organizational level. As our aim is to look at guidelines for
designing business processes, it is even more interesting that some authors note
the current lack of theoretically founded prescriptive principles for designing
their modular structure [27].

Still, caution should be applied when comparing the EO and NS theory, since
their intentional application domains vary greatly. NS theory originates from
research on the evolvability of the modular structure of software architectures,
while EO attempts to describe coordination in organizations [17,18,19]. Never-
theless, the Design Science paradigm argues that the application of theories of
related fields is useful to make scientific progress [28,29]. Moreover, Winter and
Albani claim that different design theories can be combined in certain projects
[30]. Both the NS and EO theory have already been positioned in a Design
Science research framework [31,30]. Comparing these frameworks indicates an
important difference between both theories: EO builds on communication the-
ories (i.e., the theory of communicative action [32], the language-action theory
[21] and systemic ontology [18]) while NS builds on system theoretic and ther-
modynamic concepts such as stability and entropy.

Notwithstanding this clear difference in kernel theories, remarkable similari-
ties between NS and EO have been discussed as well [15]. For example, the re-
semblances in explicit state handling have been discussed in-depth [15, p. 212].
Moreover, other attempts have been made to integrate NS and EO theory more
directly [33,34,35]. It should be noted that in these efforts, an inductive approach
based on concrete artifacts is used, which can be contrasted to a more theoret-
ical approach. Similarly, this paper does not attempt to provide a theoretical
comparison, but aims to compare similar components of both theories on an
overlapping domain.

The similar components refer to the formulation of prescriptive guidelines re-
garding modular structures by both theories. In NS, such guidelines are referred
to by stressing the determinism of design [6]. In EO, we find clear references
to the importance of such guidelines in the definition of architecture, which is
“the normative restriction of design freedom” [7]. The overlapping domain is the
domain of business processes, which is clearly addressed in NSBP 2.1). While
business processes are defined within EO as well, it should be noted that we
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interpret the prescriptions of EO not only on the ontological level. In any orga-
nization, the ontological models eventually need to be extended to include the
infological and datalogical layers, and to specify an implementation. Implemen-
tation means “the particular subjects that fulfill the actor roles at a particular
time, the particular way in which C-acts are performed, and the particular way
in which P-acts are performed.” Several publications focused on this subject,
which shows that a design is obtained which is influenced by EO prescriptions,
but which can no longer be considered to be a design of a social system by itself,
or to be entirely on the ontological level. For example, we mention research to
define use cases for information systems based on DEMO models [36]. This is
in line with insights from the generic systems development process (GSDP) [7,
p. 71], which states that a functional specification of an object system needs to
be made based on the constructional model of the using system.

3 Approach

In order to compare the guidelines of EO and NSBP, four categories should
be considered: (1) Consistent : guidelines from both NSBP and EO prescribe the
same design; (2) EO-ignorant : an NSBP guideline which has no similar EO guide-
line; (3) NSBP-ignorant : an EO guideline which has no similar NSBP guideline;
(4) Conflicting: a NSBP guideline, which prescribes a different design than an
EO guideline, or vice versa. Certain guidelines are expected to be consistent,
since both EO and NSBP consider business processes as modular structures,
and propose guidelines to optimize their design. However, given the different
kernel theories of both approaches, and their non-identical goals, certain con-
flicting guidelines could be identified. Moreover, neither EO or NSBP claim to
be complete. The claim from Dietz that “we do not intend to claim that . . .
even the whole ψ-theory is a sufficient basis for achieving optimally performing
enterprises” [7, p. 81] indicates the validity of the EO-ignorant category. The
claim from Van Nuffel that NSBP guidelines are necessary, but not sufficient,
indicates the validity of the NSBP-ignorant category. We will adopt the work
of Van Nuffel as our starting point as it explicitly lists a set of 25 guidelines,
whereas the guidelines from EO have not been formally consolidated in such list
exhaustively enumerating all guidelines incorporated in the method. Further,
given this starting point to determine for each guideline to which category it
belongs, the NSBP-ignorant category will not be required in this paper.

The authors of this paper independently made a classification of the NSBP
guidelines. After integrating the result, differences were discussed, and the as-
sessment was iteratively refined. All three authors have a sufficient background
in both EO and NSBP. The NSBP PhD dissertation [6] and EO book [7] were
used as reference materials. Several academic publications were used for addi-
tional details. Moreover, several cases (see e.g., [6], [7], http://www.demo.nl)
were consulted as an application of the guidelines.

http://www.demo.nl
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4 Comparison

Within this section, the actual comparison between the practical guidelines re-
sulting from the two theoretical approaches is made. Our discussion will follow
the division made within the PhD of Van Nuffel [6]: first, the general guidelines
with respect to identifying business processes are discussed. Second, the compar-
ison continues with the three additional guidelines that in specific cases identify
business processes. Third, the comparison continues with the guidelines deter-
mining individual tasks, and finally, the auxiliary guidelines are investigated.
The business process patterns discussed in the PhD of Van Nuffel [6] focus on is-
sues not discussed by EO, and are therefore not taken into account. This section
lists the names of the guidelines in italic and bold font. Next, the guideline is
summarized in italic. Then, the consistency, complementalness or conflict with
EO is discussed. An overview of these discussions is provided in Table 3.

4.1 General Business Process Guidelines

1.1 Elementary Business Process: A Business process denotes a constrained
sequence — i.e., sequence, iteration or selection — of individual tasks represent-
ing state transitions in the life cycle of a single life cycle information object.
Within EO, a P-fact is a factum, which is defined as “the result or the effect
of an act” [7, p. 42]. Therefore, facta “can be conceived as status changes of
. . . an object in some class” [7, p. 42]. Furthermore, the order in which facta
occur is determined by so-called occurrence laws [7, p. 43]. The transaction is
thus about a unique P-fact transcending the transaction pattern, which can be
considered to be somewhat consistent with a NS business process which is about
state transitions of a single life cycle information object as stated by NSBP. The
one-to-one relationship between a transaction and a P-fact is in our opinion con-
ceptually consistent with the one-to-one relationship between a single life cycle
information object and a business process.

1.2 Elementary Life Cycle Information Object: an information object not
exhibiting state transparency is a life cycle information object. Whereas NSBP
prescribes the criterion of state transparency (i.e., when no proper state tran-
sitions should be made explicit [6, p. 118]) to define whether an information
object is a genuine life cycle information object processed in a business process,
EO does not explicitly state a rule, criterion or law that in all circumstances
denotes what a single P-fact is. There are evidently ways and requirements a
P-fact should adhere to, but no general identification mechanism seems to be
made explicit:

– “We conceive the result of a production act as a particular change in the
state of the system’s object world” [7, p. 58];

– “The object world reflects the produced things (e.g., goods or services) that
are delivered to the elements in the environment” [7, p. 58].
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As a consequence, – although it could be argued that only most fine-grained
production facts exist (and therefore, that production facts are defined unam-
biguously), but that they can be aggregated to simplify models – it seems that
identification of production acts in EO is not unambiguous: it depends on what is
considered to be the system and environment, and different production facts can
be identified depending on the aggregation level taken into account. Moreover,
elementary life cycle objects can also refer to infological and datalogical produc-
tion facts. Therefore, the authors categorize this guideline as EO-ignorant.

1.3 Aggregated Business Process: In order to represent an aggregated busi-
ness process, an aggregated life cycle information object has to be introduced.
In EO, a business process is based on the composition axiom: “a business pro-
cess is a collection of causally related transaction types, such that the starting
step is either a request performed by an actor role in the environment or a re-
quest by an internal actor role to itself” [7, p. 103]. Based on this definition,
the operational cycle [7, p. 163] can be understood, which specifies that cer-
tain end-to-end processes cannot be considered as causally related transactions.
Since the NSBP guideline is explicitly aimed towards representing any required
end-to-end process, both theories are conflicting in most situations.

1.4 Aggregation Level: Tasks performed on a different aggregation level de-
note a separate business process. Although in the PSD-diagrams the causal and
conditional links are enriched with cardinalities that describe the relationship
between different transactions, nowhere is indicated that when an analyst dis-
covers an one-to-many relationship between two candidate transactions, both
should be separated. Furthermore, this latter relates to the aggregation level on
which production facts are defined, since a production fact defines a transaction.
Again, this does not result in a guideline to actually separate the transactions.
Therefore, EO seems to be ignorant with respect to this design issue.

1.5 Value Chain Phase: The follow-up of an organizational artifact resulting
from a value chain phase denotes a different business process. While some ar-
guments can be made for the consistency of this guideline, the most important
argument seems to indicate a conflict. For example, the operation axiom might
indicate value chain phases as separate transactions, although it is dependent
on the aggregation level on which the P-facts are defined. Moreover, the com-
position axiom illustrates the possible nesting required to integrate the different
phases. However, the transaction axiom results in design decisions like explicitly
stating that the Order phase belongs to the Delivery process in a typical Cus-
tomer Order process scope. With respect to the latter, NSBP clearly state that
these phases should be separated as they denote separate concerns [6, p.132-34].
In this way, NSBP seems to consider concerns a level “deeper” as it explicitly
considers a delivery not to belong to the Order Phase, but as a separate process
in the aggregated business process Customer Order. Therefore, both theories
seems to disagree with respect to this design issue.
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1.6 Attribute Update Request: A task sequence to update an attribute of a
particular life cycle information object that is not part of its business process
scenarios, is represented by an Attribute Update Request business process. The
guideline prescribes to separate state transitions dealing with modifying an at-
tribute of a life cycle information object that does not belong to the business
process scenarios (i.e., included in the process). EO however, considers such re-
quests to change to be part of the transaction. Mostly, they can be represented
by one of the four cancelation patterns. As such, this represents a conflict be-
tween the two theories, although they comply with each other on modifications
that do belong to the business process scenarios.

1.7 Actor Business Process Responsibility: Actor business process respon-
sibility indicates a separate business process if different actors are responsible for
a different set of tasks, of which the task allocation belongs to different process
owners. The operation axiom declares actor roles to denote chunks of authority,
responsibility and competence. Furthermore, following EO, a single transaction
can only be executed by a single actor role. In this way, this notion is equivalent
to stating that state transitions of a particular life cycle information object being
part of the responsibility of a particular process owner denote a separate business
process. Furthermore, in addition to EO, also NSBP identifies the only vaguely
described notion of process ownership within literature. As a consequence, NSBP
opts for a clear identification of such process ownership, which seems to be very
closely related to EO’s notion of authority.

1.8 Notifying Stakeholders: Because notifying, or communicating a message
to, stakeholders constitutes an often recurring functionality in business processes,
a designated business process will perform the required notification. EO considers
notifying stakeholders as performing coordination acts, which are part of an
ontological transaction that creates a single P-fact. However, NSBP identifies the
concern of notifying stakeholders to clearly differ from the concerns taken care
of by other business process (e.g., delivering an order, recruiting an employee,
etc.): “delivering a message in the correct format to the intended recipients at the
right time in an unchanged format, with the related fault handling” [6, p.143].
These concerns refer to implementation details, which are not considered on the
ontological level. Therefore, EO theory is ignorant with respect to this design
guideline.

1.9 Payment: Because paying a particular amount of money to a particular
beneficiary constitutes an often recurring (technical) functionality in business
processes, a designated (technical) business process will perform the required pay-
ment. The payment business process/transaction is identified by both theories,
and can be considered as consistent. Various DEMO cases illustrate this. It
should be noted that NSBP requires that at least the execution phase of pay-
ment processes is implemented using a reusable business process, in order to
prevent combinatorial effects. This is not clear from the DEMO cases, which
explicitly define multiple payment transactions.
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4.2 Business Process Guidelines

2.1 Product type: A different type of product or service denotes a main concern,
and thus indicates a different business process. The composition axiom seems to
indicate that EO also recognizes the existence of transactions that although being
enclosed by the same transaction, do constitute individual and independent trans-
actions based on a product structure. But again, no clear rules could be identified,
implicitly stated by “one could apply a finer-grained product structure” [7, p. 170].
The notion of a product type defined by Van Nuffel [6, p. 149] allows some inter-
pretation as well, namely the domain expert who will identify the characteristic
dimensions on which product types exhibit similar properties. As a consequence,
we categorize this design issue as an EO-ignorant one.

However, if the Logistics example discussed by NSBP is taken into account,
the design issue also seems to indicate conflicting statements by the two theories.
The NSBP separate the Logistics processes based on the following types: non-
food, food, quickly rotating, slowly rotating, and so on. On the other hand, EO
theory seems to declare that these product types do not cause another type of
P-fact to be created, and thus no separate transaction to be executed. This could
indicate a potential conflict.

2.2 Stakeholder type: Stakeholder type should principally be considered a
cross-functional concern (i.e., a concern which does not require a life cycle infor-
mation object by itself), except for those business processes where the stakeholder
type denotes the life cycle information object. Whether the theories comply,
comes down to the question: does EO consider a transaction to be indepen-
dent from the actor role for which it is potentially performed? In the PhD of
Van Nuffel, a case about Human Resources (HR) processes is discussed in which
it is clearly demonstrated that the assignment processes for a statutory employee
and a non-statutory employee differ. Based on the authors’ knowledge, EO does
not provide any rule or prescription about the potentially different nature of a
transaction. For example, in the Educational Administration case, no separate
transactions are created based on different student types.

2.3 Access Channel: The concept of an access channel indicates a cross-
functional concern. In EO publications no explicit referral to this design ques-
tion could be found. However, implementation is explicitly out of scope for EO:
EO “fully abstracts from the implementation [of C-acts]”, which includes “the
particular way in which C-acts are performed” [7, p. 83]. Consequently, it can be
argued that the theories comply as EO does not explicitly states a different ac-
cess channel denotes a separate transaction. Consider in this context the pizzeria
case [7, p. 166]. The transaction T01: Completion contains all access channels
to place an order.

4.3 Task Guidelines

3.1 A Single Functional Task - Overview: A task represents a functional en-
tity of work that either results in a single state transition of a single information
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object type, or refers to an Update or Read task on a single information object type.
Where NSBP specifically describes what a single task (or step within a business
process) can be, our analysis of the EO fails to find equivalent rules. Of course,
the transaction axiom identifies single acts (resulting in facts) within the trans-
action which might indicate consistency. However, the authors seem to find more
evidence to categorize it as EO-ignorant. For instance, consider the acceptance of
a stated P-fact consisting of an evaluation of its quality by performing three qual-
ity tests and then communicating the outcome to the initiator actor role which is
authorized, responsible and competent to accept the P-fact, who will communi-
cate it to the executor. EO considers this example to be part of the Accept C-act
whereas NSBP prescribes to separate it in five different tasks, and two instances
of the Notification business process. Thus, based on our analysis, we consider it
to be EO-ignorant.

3.2 CRUD Task: Each of the Create - Read - Update - Delete (CRUD) op-
erations constitutes a single task. Since these tasks are on the infological and
datalogical layers, this guidelines is EO-ignorant.

3.3 Manual Task: Every manual task of which the initiation and completion
has to be known, has to be designed as a separate task. EO makes abstraction of
the implementation of C- and P-acts (also see discussion of 2.3 Access Channel).
Therefore, EO is ignorant with respect to this guideline.

3.4 Managing Time Constraint: The management of a time constraint de-
notes a separate task because it represents the individual concern of managing
a particular time constraint. In EO, a time aspect only seems present in the
time-aspect of the proposition of a P-fact [7, p. 84] and self-initiating transac-
tions [7, p. 99]. However, EO makes no claims whatsoever with respect to (not)
separating an individual time constraint. As such, we categorize the guideline to
be EO-ignorant.

3.5 Business Rule Task: A single business rule should be separated as a sin-
gle task. An individual business rule should be isolated in its designated task
following NSBP. EO acknowledges that business rules can sometimes be existen-
tial laws, as expressed in the state model, or action rules, which are expressed in
the action model [7, p. 196]. In this sense, both seem to be consistent. However,
EO does not explicitly states that every single business rule should be isolated.
Therefore, EO seems to be rather ignorant to this design issue.

3.6 Bridge Task: When a business process instance operating on an instance
of life cycle information object type I has to create a business process instance of
another life cycle information object type L, this functionality is designed as a
bridge task that initiates the creation of the instance of the life cycle information
object L, and represents a state transition on the instance of I. As already illus-
trated above, the composition axiom of EO denotes the nesting of transactions.
As such, it is illustrated that the Request C-act can be “triggered” by another
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transaction (i.e., the executor of an enclosing transaction can initiate an enclosed
transaction). The Result structure analysis step of the DEMO methodology also
adds to this. Conceptually, this is what a bridge task represents: it triggers the
execution of another business process.

3.7 Synchronization task: When a business process instance operating on
a life cycle information object I has to inform a business process instance of
another life cycle information object L, a synchronization task, representing a
state transition on the instance of I, alters the state of the business process
instance of L. The NSBP synchronization task conceptually equals the waiting
conditions specified in the EO model based on the Result structure analysis,
following the composition axiom.

3.8 Synchronizing Task: A synchronizing task represents the task receiving
information from another business process’s execution, in order to continue the
business process control flow. Equivalent to the Bridge task, also the Accept
C-act in the EO transaction pattern represents conceptually the same as a syn-
chronizing task. It allows the enclosing transaction/business process to continue,
and thus is the end of the waiting condition.

3.9 Actor Task Responsibility: A task cannot consist of parts that are per-
formed by different actors. Here NSBP is consistent with EO, as the operation
axiom states that actor roles are elementary chunks of authority, responsibility
and competence. Thus the fact that another actor role is authorized, responsi-
ble and competent to perform a particular task, suffices to split this task from
any other task another actor role is authorized, responsible, and competent to
execute.

4.4 Auxiliary Guidelines

4.1 Unique State Labeling: Each state of a life cycle information object has
to be unique. The first auxiliary guideline, Unique State Labeling, states that each
state of a life cycle information object should be unique. Thus, it indicates the
necessity to uniquely define the states a business process can transverse. Also
EO identifies unique labels as each coordination act and each transaction are
uniquely labeled; and even more it states that facts can be created, but cannot
be undone [7, p. 82]. Thus theories are considered to be consistent.

4.2 Unique State Property: A life cycle information object instance can only
be in a single state at any time. Also EO declares a transaction has a unique
status: the last performed fact, which is defined in EO as a state transition in
the C- or P-world [7, p. 82]. Thus theories are considered to be consistent.

4.3 Explicit Business Process End Point: If a business process type has
multiple possible outcomes, each of these scenarios should have its dedicated end
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point reflecting the respective end state of a business process instance. EO speci-
fies through its transaction patterns (basic-standard-cancelation) that every sce-
nario should be explicitly described. In this way, it is consistent with NSBP as
every business process’ execution results in a specific end point/state, and not
in a general state “finished”.

4.4 Single Routing Logic: A split/join element in a business process’s control
flow should only represent a single split or join routing expression. Essentially EO
does not discuss this proposed guideline, so it is considered to be EO-ignorant.
However, it can be argued that both theories are consistent because within the
transitions between the different C-facts and P-fact that are exhaustively de-
scribed in the transaction pattern, no violation to the NSBP guideline was iden-
tified. Further research should identify whether this non-violation is purposefully
– and thus the theories are consistent – or rather by chance – and thus remains
EO-ignorant.

5 Case Study

In this section, we complement our general comparison of EO and NBSP guide-
lines from the previous section with an illustrative case study. The aim is to
demonstrate the consistent, complementing and conflicting results when apply-
ing both approaches independently on the same case. The case used in this paper
is the Library case, one of the two running case studies used in the book Enter-
prise Ontology [7, p. 218-220]. The scope of the library case can be summarized
as follows:

A person can become a member of the library (because you have to be a
member to borrow books). A member has to pay its membership fee. Some people
(elderly, disabled people, etcetera) can apply for a reduced membership fee. A
member can borrow a book from the library. A member cannot borrow more
than five books simultaneously. A member can extend the loan of a particular
book. A member can return a book. A member might have to pay a fine if she
returns the book too late. Every month, the librarian decides which titles should
be added to the catalogue and how many book copies should be ordered. Every
year, the library sends out invoices to the current members.

The next sub-section contains the solution from the NSBP perspective. The
second sub-section compares the two solutions which will be limited to comparing
the different business processes identified by both approaches. Every year, the
library sends out invoices to the current members

5.1 NSBP Case Solution

Within the case, two principal requirements consist of managing a member and
a loan. Regarding a member, two main concerns are identified: registering a
new member and collecting the yearly membership fee. The first clearly in-
cludes the creation of a new membership, thus Membership is the life cycle
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information object on which the Create New Membership business process op-
erates. The second operates on a, rather artificial, life cycle information object
Yearly Fee Payment that uniquely associates with the yearly fee payment of a
single Member. This business process does not operate on the Membership be-
cause such a yearly fee payment only changes an attribute of the Membership:
the attribute that states whether the yearly fee has been paid or not. Therefore,
this business process complies with Attribute Update Request guideline.

The Invoice being prepared for each membership fee is considered to be a
separate business process based on the guidelines Elementary Business Process
and Elementary Lifecycle Information Object. An invoice clearly denotes some-
thing else than a membership fee, and furthermore, the concern of an Invoice
is repeatedly encountered within a library: each time you have to pay a fee, a
fine, etcetera. It denotes the activities required to generate an Invoice to the
customer, which in a library might be limited by generating a document and
linking it to the bookkeeping. Furthermore, an ’Invoice’ life cycle information
object is not state transparent to any other information object encountered in
the Library case. As a consequence, it also complies with the Elementary Lifecy-
cle Information Object guideline. Finally, the invoicing also represents a phase
that returns in almost all customer facing value chains. Also the concern of a
single Payment, as defined in the theoretical section on NSBP, should be isolated
in its designated business process.

Both Member business processes exhibit the possibility to apply for a reduced
fee: when creating a new member and when collecting the yearly fee of the
library’s members, reduced fees can be attributed. The eligibility for a reduced
fee has to be acknowledged every year: for instance, minors will get a reduced
fee, but when attaining the age of majority, they should pay the full fee (except
if they are students). This indicates that a Reduced Fee Application denotes
a separate concern, because it recurs in at least two situations, indicated by an
elementary life cycle information object Reduced Fee Application.

The second main requirement for a library consists of managing a loan. First,
a Loan denotes that one Member has borrowed a particular Book Copy from the
library: a Book has multiple Book Copy related to it. This reasoning is equivalent
with making a distinction between the conceptual product, Product Type, and
the physical product: Product. The main concern addressing this requirement is
clearly the Loan, and thus constitutes a business process applying the Elementary
Business Process guideline. A loan is created when a member borrows a book
copy from the library, and ends when the member returns the book copy to the
library.

Another design decision concerns the multiple interactions a Member can initi-
ate with the library: she can loan one or more books, and/or she can extend the
loan of one or more books, and/or she can return one or more books, and/or she
can ask information at the counter. The latter is not considered to constitute
a business process, but rather a task of the librarian to appropriately answer
the question(s). A noteworthy observation is the use of the words “and/or” in
the list of interactions, exhibiting that a Member might want to initiate multiple
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interactions, implying tasks — state transitions — on multiple Loan instances.
Thus, a single member interaction relates in one-to-many way with manag-
ing a single Loan. In that sense, the Aggregation Level guideline implies a
Member Interaction and managing a Loan to denote different concerns. Thus,
if the library wants to explicitly monitor each Member Interaction, a Mem-
ber Interaction business process has to be identified, illustrating the option to
explicitly monitor each task sequence as a business process.

The third aspect includes some more management-oriented processes of a li-
brary. Every month, the librarian verifies which book titles and how many copies
of them should be added to the catalogue. It is assumed that this management
process consists of a number of activities like verifying the announcements of
new books, controlling the remaining acquisition budget, and matching new ti-
tles with the current portfolio of books available in the library. This management
process ultimately results in a number of book copies of a number of book ti-
tles to be ordered at a number of publishers. If it is assumed that the library
joins the different book copies to be ordered at the same publisher, potentially
multiple book orders result from the same catalogue management process. As
a consequence, based on the guidelines Aggregated Business Process and Ag-
gregation Level, the two concerns should be splitted in their individual business
process running on the life cycle information object Catalogue and life cycle
information object Book Order respectively. At this time, abstraction is being
made from the fact that this book order can be partially delivered to the library,
identifying the need for additional business processes. The same reasoning has
to be applied with respect to the yearly fee management process: the concern of
collecting the yearly fee for an individual member already discussed before and
defined by the Collect Yearly Fee business process, clearly happens on a different
aggregation level than the activities performed at the Yearly Fee Management
business process that defines the overarching activities to be executed in order
to collect the yearly fee of all members. For example, this businss process might
include defining the yearly fee for the different membership types.

Finally, on several occasions the concern of Notifications can be identified
within the Library case. Numerous messages are exchanged between the different
actors. As discussed in Section 4, this concern requires its designated Notification
business process having a rather fine-grained scope.

To conclude this subsection, Table 1 summarizes the business processes iden-
tified by the NSBP approach with a brief repetition of the rationale for their
identification.

5.2 Comparison of the Case Solutions

The Library case solution by EO is extensively documented in [7], and is summa-
rized here by its Transaction Result Table (TRT) in Table 2. When comparing
Tables 1 and 2, a set of differences between the EO and NSBP case solutions
can be found.

The first and main difference between both approaches is situated at the iden-
tification of business processes handling the Loan itself. EO prescribes another
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Table 1. Library - Identified NSBP business processes within Library case study

Business Process Manifestation of Guide-
line

Life Cycle Information
Object

Create New Membership
Process

Elementary business process
& Elementary life cycle in-
formation object

Member

Collect Yearly Fee Process Elementary business process
& Elementary life cycle in-
formation object

Yearly Fee Payment

Reduced Fee Application
Process

Elementary business process
& Elementary life cycle in-
formation object

Reduced Fee Application

Member Interaction Process Aggregation Level Member Interaction

Loan Process Elementary business process
& Elementary life cycle in-
formation object

Loan

Invoice Process Elementary business pro-
cess, Elementary life cycle
information object & Value
Chain Phase

Invoice

Notification Process Notifying Stakeholders Notification

Payment Process Payment Payment

Catalogue Management
Process

Aggregated business process Catalogue

Book Order Process Elementary business process
& Aggregation Level

Book Order

Yearly Fee Management
Process

Aggregated business process Yearly Fee Management

Table 2. Library - Transaction Result Table [7, p.160]

Transaction Type Result Type

T01 membership registration R01 membership M has been started

T02 membership fee payment R02 the fee for the membership M in year Y
has been paid

T03 reduced fee approval R03 the reduced fee for M in year Y is ap-
proved

T04 loan start R04 loan L has been started

T05 book return R05 book copy C has been returned

T06 loan end R06 loan L has been ended

T07 return fine payment R07 the late return fine fee for loan L has been
paid

T08 book shipment R08 shipment S has been performed

T09 stock control R09 the stock control for month M has been
done

T10 annual fee control R10 the annual fee control for year Y has been
done
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design than NSBP: it separates the single Loan business process of NSBP into
the three different interactions: T04 loan start, T05 book return, and T06 loan
end. However, following NSBP, none of the identified guidelines, nor any other in-
terpretation of the Normalized Systems principles would imply to split the Loan
business process. First, the life cycle information object underlying all three men-
tioned interactions always refers to a single Loan, which clearly does not denote
another, a collective, nor an aggregated life cycle information object. Second,
the three identified interactions do not refer to another aggregation level, nor
to distinct value chain phases. Third, the Update Attribute Request guideline
does not apply to extending a Loan, because it constitutes a regular scenario of
the Loan business process: each Loan instance might be extended zero or mul-
tiple times. As a consequence, extending a Loan does indicate a regular Loan
business process scenario to update the endDate attribute of a Loan information
object instance. Fourth, a different Actor Process Responsibility does not
seem to apply, as most library clerks are eligible to handle all three identified
transactions. Only deciding whether or not to grant a reduced fee belongs to a
different responsibility.

The second difference is about the Invoice business process identified by
NSBP. In EO, an invoice represents the request fact for performing a payment
transaction. While such facts are identified at the ontological level, they are con-
sidered to be part of another transaction, and are not considered independent
from such transaction. NSBP considers the Invoice process to denote a sepa-
rate business process at it manages the activities necessary to create an Invoice.
When analyzing the library case from the latter perspective, it becomes clear
that the follow-up of an invoice is different from the other concerns (member,
loan, payment, etcetera).

A third difference regards the inclusion of business processes in NSBP which,
according to EO, belong to the infological and datalogical levels. As already
set out in Section 4, EO does not state anything about the Notification busi-
ness processes whereas NSBP strongly stresses the importance to split those
kind of business processes. Given the definitive categorization of an invoice as a
datalogical element by EO might suggest that concerns as defined by NSBP are
cross-dimensional with respect to EO, i.e., when labelling the identified concerns
by EO, it would result in ontological, infological and datalogical concerns.

A fourth difference consists of the Member Interaction business process which
potentially might be identified based on the NSBP principles. From an EO
perspective, these interactions are considered only in the implementation of
the ontological actor roles. Therefore, no dedicated modeling artefacts will be
included in the implementation-independent ontological models. Nevertheless,
from a NSBP perspective, each concern an organization wants to monitor, should
have its designated process and data element.

6 Discussion

Table 3 summarizes the general comparison made in Section 4 between the
guidelines from both approaches. A bullet denotes that the identified category
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Table 3. Consistency of NSBP guidelines and EO

C
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E
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t

C
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n
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t

1.1 Elementary Business Process •
1.2 Elementary Life Cycle Infor-
mation Object

•

1.3 Aggregated Business Process •
1.4 Aggregation Level •
1.5 Value Chain Phase •
1.6 Attribute Update Request ◦ ◦
1.7 Actor Business Process Re-
sponsibility

•

1.8 Notifying Stakeholders •
1.9 Payment •
2.1 Product Type ◦ ◦
2.2 Stakeholder Type •
2.3 Access Channel ◦ ◦

C
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n
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t
E
O
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t
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t

3.1 A Single Functional Task -
Overview

•

3.2 CRUD Task •
3.3 Manual Task •
3.4 Managing Time Constraint •
3.5 Business Rule Task •
3.6 Bridge Task •
3.7 Synchronization Task •
3.8 Synchronizing Task •
3.9 Actor Task Responsibility •
4.1 Unique State Labeling •
4.2 Unique State Property •
4.3 Explicit Business Process End
Point

•

4.4 Single Routing Logic ◦ ◦

(i.e., consistent, EO-ignorant or conflicting) is determined without any doubt.
An open circle means the categorization still needs further elicitation as a unique
categorization could not be identified.

When scanning the table, it can be argued that the theories comply on many
points (i.e., at least 10 out of 25 guidelines are consistent), indicating that a
surprising overlap exists between guidelines prescribed by EO and NSBP, given
their different theoretical backgrounds. From a scientific viewpoint, this should
encourage further initiatives to identify a potential common scientific basis. The
EO-ignorant category is mostly discovered in the NSBP task rules. Almost all
observations can be contributed due to the different abstraction level (EO does
not consider these design questions), or the lack of a clear available answer in
the different publications (e.g., Stakeholder Type). Consequently, NSBP seems
to answer some design questions EO does not answer or does not consider.
However, it should be stressed that the identification of both EO-ignorant (or
potential NSBP-ignorant) guidelines does not indicate the superiority of one
theory over the other. Rather, it might indicate certain areas which are less
prominent in one theory when compared to the other (e.g., due to their different
goals for engaging in modeling efforts). Regarding the conflicting guidelines,
some genuine contradictions (e.g., Aggregated Business Process) were identified.
These conflicts should be clarified in future research, especially because most
conflicts occur in the core (i.e., the first twelve) NSBP guidelines.

When analyzing the case results, several remarks can be made as well. First, it
can be noticed that most of the considered business processes were identified by
both approaches. For instance, the EO transactions “membership registration”
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and “membership fee payment” easily maps on the NSBP “Create New
Membership” and “Collect Yearly Fee” processes. This finding is consistent with
the conclusion from our general comparison that guidelines resulting from both
theories comply on most points.

Second, we also identified a set of differences in the case. The first difference
noted in the case (i.e., regarding the Loan Process) could be categorized as a
NSBP-ignorant situation. Indeed, whereas NSBP does not see any reason to to
split this concern into multiple processes, EO does identify three processes (i.e.,
loan start, book return and loan) due to different created ontological facts. This
cannot be directly derived from our general comparison made in Section 4, as
our starting point was the set of guidelines from NSBP and investigate their
consistency, ignorance or conflictation regarding EO. The second difference (i.e.,
regarding the Invoice Process) could be categorized as a possible contradiction
between EO and NSBP. Whereas NSBP identifies an Invoice Lifecycle Informa-
tion Object that requires its own business process, EO considers it as a request
fact of the payment transaction. This aligns with the fact that one of the guide-
lines NSBP uses to identify this business process (i.e., Value Chain Phase) was
equally labeled as contradicting previously. The third and fourth difference con-
sidered processes (i.e., regarding the Notification and Member Interaction Pro-
cess) were only identified by the NSBP approach and not by EO. The authors
do not consider these three differences in this case study to be contradicting but
rather EO-ignorant as the two approaches inherently have another abstraction
level on which they operate (cf. supra). This aligns with the fact that the Aggre-
gation Level guideline and Notifying Stakeholders guidelines (which were used to
identify the Member Interaction Process and Notification Process respectively)
were equally labeled as EO-ignorant previously.

The difference between the identification of the loan process in NSBP and
multiple transactions in EO illustrates the need for additional in-depth research.
Currently, the primary constructs of NSBP and EO are compared: processes and
tasks denote the modular structure in NSBP, and ontological acts and transac-
tions denote the modular structure in EO. However, EO distinguishes an ad-
ditional aggregation as well, being a group of transactions. These groups (in
a publication also referred to as fibers) can be seen in a.o. the process model,
which represents the interaction between transactions. Moreover, the state model
in EO [7, p. 202] clarifies that the same Loan object is used for defining the pro-
duction facts of all three transactions. This indicates that this Loan object in
the EO state model resembles the Life Cycle Information Object of the Loan
NSBP. However, since we compare NSBP processes to transactions, we actually
compare the LCIO to the production facts, which are more specific. In a way, this
observation is similar to the specification of multiple NSBP processes on a single
LCIO, as suggested in NSBP [6, p. 142]. It should be clarified whether identi-
fied differences between NSBP and EO are actual differences, or are observed
because different aggregation levels are compared.

Finally, although most business processes were identified by both approaches,
the reasons behind their existence might differ. For example, the transaction



Engineering Business Processes 103

T03: Reduced fee approval is a separate transaction in EO because it is executed
by a different actor [7, p. 144]. In NSBP, it is a different transaction as “it denotes
a separate concern, because it recurs in at least two situations” [6, p. 217] (i.e.,
when creating a new member and when collecting the yearly fee).

Regarding future research, Section 3 and the first observed difference from
the case study illustrated the need to research the NSBP-ignorant category as
well. For instance, various coordination acts are not required to be modeled in
NSBP, for example, when they are implicitly executed in business processes.
The explicitation of this category in future research efforts could especially aid
the completeness of NSBP models. Also, a more in-depth analysis regarding
the different reasons for consistent design decision between both approaches is
required, as was illustrated by the the library case. Nevertheless, the authors
hypothesize that —given the consistency between both theories and under the
condition that the different abstraction levels on which they clearly operate do
outweigh the contradictions, or that contradictions could be resolved by clearly
identifying the abstraction levels on which both theories have their proven sci-
entific importance— a method combining both theories to analyze businesses
can be proposed. Eventually, such method should contribute to more scientifi-
cally based and consistent mechanisms to build information systems, business
processes and enterprise architectures in the future. In addition, it should be
mentioned that by specifying NSBP, no direct mapping to NS software can be
made yet, although first insights do seem promising.

7 Conclusion

In this paper, we explored to which extend the prescriptive guidelines related to
the business process domain of EO and NSBP are consistent, complementary, or
conflicting. We explained how both approaches offer theory-based guidelines to
design business processes, and discussed in detail the assessment of the various
NSBP guidelines. Moreover,we suggested several possibilities for further research,
to work towards an integrated methodology for business process design.
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Abstract. Business rules and workflow models are both advocated as a means 
to specify the way of working in the business, so overlap between the two may 
be expected. Business rules lay down guidelines and restrictions about the way 
of working in an organization. Workflow models specify which activities 
should be conducted in what order, when a trigger arrives. Thus, the constructs 
of the workflow models encapsulate the rules of processing. In this paper, we 
show how the main procedural constructs of imperative workflows can be 
transformed to declarative business rules. The transformation results in two 
rules that reflect the procedural nature of workflow. These capture the business 
requirements of work processing on a more abstract level with less emphasis on 
implementational detail than the corresponding workflow model. By 
transforming the workflows to declarative rules, the rules of the business 
become available for analysis, allowing the organization to extend their ruleset 
or to prune it for redundant rules.  

Keywords: Business Rules, Requirements Engineering, Workflow Model, 
Declarative Model, Relation Algebra. 

1 Introduction 

Are you familiar with Sudoku puzzles? The rules are surprisingly simple, yet the 
challenge of Sudoku is that there is no simple workflow that will solve the puzzle. 
Reasoning may be done in any order of processing step, with the restriction that you 
comply with the rules at all times. We believe that something similar applies to 
workflows in large business administrations. The rules governing the day-to-day work 
may be rather simple, but workflows dictate a set of processing rules that often have 
little business relevance but that business workers and applications still must follow.  

Business rules and workflow models are both advocated as a means to specify the 
way of working in the business. However, there is considerable overlap between these 
two. Business rules lay down guidelines and restrictions about the way of working in 
an organization. Workflow models specify, when an appropriate trigger is entered, 
which activities should be conducted and in what order, so that the users know what 
to do and when. We outline how these processing instructions can be extracted from 
the models and transformed into a single declarative business rule.  
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In keeping with the Business Rules Manifesto [1], we believe that business rules 
should be expressed as explicit constraints on behaviour, independent of how the rules 
may currently be implemented in process descriptions or workflow diagrams. It is 
generally claimed that the transformation of a workflow to declarative rules is 
possible, but it is rarely explained how to go about the transformation.  

Employing the well-established formalism of Relation Algebra [2], [3], we prove 
this claim to be correct. The main contribution of this paper, found at the end of 
section 5, is the Imperative-Workflow Rule that exactly captures the imperative 
behaviour of an workflow. It employs a number of binary relations that correspond to 
the overall structure of the workflow model.  

The importance of the transformation is to expose the processing rules, previously 
encapsulated in the imperative workflow model, at the same abstraction level and in a 
compatible format to other business rules. This enables an organization to manage the 
set of business rules as one coherent body [4]. The processing rules become amenable 
for practicable validation by the user community, and rule designers can conduct 
conflict analysis, elimination of duplicate rules, and overall optimization.  

The paper is outlined as follows.  
Section 2 discusses characteristics of workflow models, and our approach for the 

transformation of workflows into rules. Section 3 outlines declarative business rules. 
Next, we explain step by step the transformations of each of the four basic constructs 
of workflow models into partial rules. For the readers' convenience, the entire 
transformation is described in two parts. Section 4 outlines how we transform simple 
workflows without loops. In section 5 we explain how to transform the iteration loops 
as seen in more complex workflows. The result of the transformation is presented as a 
single Imperative-Workflow Rule at the end of this section. Section 6 introduces the 
End-to-End Rule that makes sure that every workflow process will be driven to its 
conclusion. Section 7 summarizes our findings. Section 8 concludes the paper.  

2 Imperative Workflow 

This section outlines main characteristics of conventional workflow models that we 
will be dealing with in the paper. We outline our approach for the transformation of 
imperative workflows into rules.  

2.1 The Example Workflow 

In 1997, the Workflow Management Coalition presented a definition of workflow as: 
'a formalised view of a business process, represented as a co-ordinated (parallel and/or 
serial) set of process activities that are connected in order to achieve a common goal' 
[5]. A later report sets out the four basic constructs of typical workflows: sequence, 
parallel flow, selective flow, and iterative loop [6], [7]. In sections 4 and 5, we 
describe the transformation of these basic constructs into declarative rules.  

Based on the WMC'99 technical report, a fictitious example of a workflow model 
containing all four constructs is shown in figure 1. The example, that we will be using 
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throughout the paper, depicts the workflow of an editor receiving scientific papers to 
be reviewed for publication.  

 

Fig. 1. Example workflow model 

2.2 Imperative View of Workflow 

Workflow models such as the one shown in figure 1 can be viewed in two ways. 
One view of the flow is as a kind of roadmap. Once the workflow case is triggered, 

the next activities are executed in parallel or in series, until all work is done and, by 
assumption, the intended business goal of the workflow process is achieved. 
Whenever an activity is completed, the roadmap is consulted to answer the 'now what, 
where to go next' type of question. The answer is what may be called a 'statement of 
advice' [8]. Upon completion of activities, the roadmap indicates which activities in 
the processing chain may be executed next. Typical wordings of this kind are 'you 
may now start the activity named K', or 'activity K is now enabled for the case at 
hand'. This interpretation of workflow is forward-looking in time: what may come 
next, and we will refer to it as the indicative view of workflow 

Our approach takes the other, more rigorous view: a workflow model specifies 
compulsory precedence. Prior to completing an activity, all of the preceding activities 
must also have completed, out of necessity. The question here is 'what must have 
come before', and the answer takes the form of a business rule. The rule is strictly 
enforced and may not be violated at any time. This looks backwards in time: what 
must have come before. We will refer to this as the imperative (view of) workflow.  

2.3 Event-Based Approaches Towards Workflows 

Many workflow modelling approaches are event-based, and use the 'incoming event' 
or 'trigger' as a core notion. The trigger starts the processing of a 'case' or 'workflow 
instance'. This constitutes an essential difference between workflow models and 
business rules in general: declarative approaches specify the business rules that should 
be complied with but do not refer to any particular 'case' being managed. If any rule is 
violated, there is work to do, regardless how or what caused the violation.  

Many rule-based process modelling languages are based on the ECA (Event-
Condition-Action) paradigm [9], [10]. The event component signals that some 
transition from one relevant status to another has occurred, and the condition specifies 
which action needs to be executed to deal with the event. The Petrinet paradigm 
particularly is a widely known transition-based approach which allows to study the 
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properties of a workflow and its activities in great detail. An activity life cycle is 
described [11] that comprises steps like 'enable', 'allocate to resource', 'initiate work', 
transact data', 'record output', and 'finish', and the timestamp of each step may be 
recorded. Other interesting details of activities are resource responsible for enactment, 
execution cost, etc. Overall quality aspects of workflows can also be investigated, 
including features such as liveness and deadlocks in the model [12].  

Our interest however lies only with overall workflow layouts such as figure 1, and 
whether an activity has completed or not. No timestamps are recorded: not the time of 
initiation, and neither the time of completion, nor are we interested in the duration of 
the activity. Overall quality issues of workflows are also beyond our scope.  

Still, we find that a comparable notion of 'workflow case' is essential in our 
transformations of workflow models. However, our notion will have a slightly 
different meaning, which is why we use the abstract label 'identifier' in our model. 
The notion of workflow case and this identifier notion will be closely linked, but they 
are not quite the same.  

Fahland et al. [13] do not distinguish between state- and event-oriented views of 
business rules. Moreover, their understanding of 'declarative' versus 'imperative' is 
somewhat differently. They define that 'in a declarative model, all requirements must 
be satisfied by the given behavior'. According to this understanding, a procedural 
workflow model that forces an organization to always adhere to the processing 
requirements should be dubbed 'declarative'. We do not concur with this. Rather, we 
define 'declarative' to mean that rules must be state-oriented, and there is no 
dependence on events, transitions, or sequencing. 

2.4 Our Approach 

The Business Rules Manifesto lays down a declarative approach to workflow. One of 
its articles states that 'rules are explicit constraints on behavior' and 'rules are not 
process and not procedure. They should not be contained in either of these'. This 
encourages to capture the workflow model in a non-procedural format, and business 
rules should be expressed as explicit constraints on behaviour, regardless of their 
current implementations in process descriptions or workflow diagrams.  

In keeping with this manifesto, we aim to capture a workflow model as declarative 
business rules. We employ the imperative view of workflows, i.e. we will capture the 
rules on what must have 'come before' as a workflow is being executed. The 
indicative view about activities that may be executed next, is not studied.  

In our approach, important information needed about a running case is what 
activities have completed or not. This calls for a notion of 'workflow case' or 'working 
instance', for which we will use the abstract label 'identifier', as illustrated in figure 3. 
But no other data about the execution of activities is used, such as initiation or 
completion time, resource allocation. The notion of time is irrelevant: our approach is 
state-oriented, and we do without a notion of transitions or events.  

We focus on the overall structure of the workflow as a coordinated and connected 
set of process activities, and quality properties of workflow model are beyond our 
scope. We investigate the four main constructs of workflows in turn, and derive a 
partial business rule for each. By combining partial rules, we arrive at the sought-after 
business rule that captures a workflow model as a Relation Algebra expression. 
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3 Declarative Business Rules 

This section introduces binary Relation Algebra as will be used in the paper.  

3.1 Relation Algebra as Formalization Framework 

We use binary Relation Algebra to specify and formulate declarative business rules, 
in the manner as described in Michels et al. [14]. To illustrate our application of the 
mathematical theory, a small excerpt from our running example is helpful.  

Figure 2 depicts a few instances and their relations. By tracing lines in the diagram, 
the reader may verify the rule that if an activity is completed for some paper, then the 
preceding activity should also have completed. Thus, the paper "Modelling of KPI's" 
has completed the activity 'distribute paper for review', and so this paper must also 
have completed the preceding activity 'receive new paper'. Likewise, completion by 
the paper "Conflictation of Business Ontology" of the activity 'receive review 1' 
implies that its preceding activity 'distribute paper for review' must be completed by 
that paper. The example contains some violations of the rule, but our purpose is to just 
provide a small illustration. The proper version of the rule is presented in section 4. 

Table 1.   Example rule for scientific papers. 

in natural language  in binary Relation Algebra 
the preceding 

activity must be 
completed  

     [scientific paper] completed [activity type] 
⊂ 
    [scientific paper] completed [activity type] 
 o  
    [activity type] precedes [activity type]  

 
The symbol o in this formula represents composition, also known as natural join, 

which takes two relations as its arguments, to yield a new binary relation.  
The core element of this assertion is the set-inclusion or implication, denoted by 

the ⊂ symbol: if a tuple is present in the left-hand set, then that tuple must be present 
in the right-hand set.  

There are some important differences with relational database modelling. Our 
'concept' notion is comparable to entities, but it has only a single column. Thus, every 
instance of a concept is just a name which is key, and it comes with no attributes. 
Binary relations are not foreign-key pointers, but are defined as subsets of the 
Cartesian Product. Time is not a native notion of Relation Algebra. Indeed, none of 
the formulas and rules to be discussed in the paper will refer to time.  

3.2 Alternative Formalizations 

A wide range of modeling languages is available for modelling and runtime support 
of business processes and business rules. A comparative analysis of languages may be 
found in [15].  
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Fig. 2. Instance diagram for the example rule for scientific papers 

As indicated above, we rely on Relation Algebra which is a variant of First-Order 
Logic. It enables to specify business rules with enough precision to implement 
directly into computer systems without additional translation steps.  

Other variants of First-Order Logic may be used to formalize the rules 
encapsulated in workflow models.  

We prefer Relation Algebra over less formal frameworks such as SBVR or 
RuleSpeak [16], [17], or Controlled Natural Languages [18]. These formalizations 
lack computer precision, and the rules expressed in these languages require additional 
translations in order to implement them in computer systems.  

Linear Temporal Logic (LTL) extends First-Order Logic with a linear, discrete 
notion of time which makes for an excellent basis to study workflows in great detail 
[19]. A prototype workflow system, called Declare [20], [21] uses LTL as its 
language to describe business process models and to manage run-time process 
execution. A main difference with our approach is the notion of time, a prime feature 
in the LTL approach but absent from ours.  

Protocol modelling [22] is an event-based approach that does away with temporal 
aspects and the notion of cases. The approach employs aspect-oriented models that 
enable state-transitions while taking multiple cross-cutting concerns and business 
constraints into account. This approach takes the indicative view of workflow when it 
labels state transitions as 'desired' [23]. 

3.3 Basic Structure in Relation Algebra 

To transform imperative workflows into the declarative format in Relation Algebra, 
we must first specify a suitable structure. The basic structure of our declarative model 
(figure 3) is rather simple, with just two concepts and one relation. We will expand 
this structure with other relations later. 

The [identifier] concept represents (a pool of) available case identifiers. Each iden-
tifier is associated with a single workflow case, e.g. the paper named "Conflictation of 
Business Ontology". We will elaborate on this in section 5.  

The [activity type] concept represents (the set of) activity types. When executing a 
workflow case, each activity type may be instantiated (executed) zero, one or perhaps 
several times, in order to achieve the goal of the business process. The word 'activity' 
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may be used for actual executions of an activity type, but in this paper we have little 
use for this word as we rarely need to refer to such instantiations.  

 

Fig. 3. The declarative model 

The most important relation of all, completed, records workflow progress (see  
table 1). A tuple (i,A) in this relation completed means that this case identifier, i, has 
been successfully processed by the particular activity type, AT.  

Table 2.   The relation completed  

relation  semantics 
[identifier] 
completed 

[activity type] 

 is: (the recording that) all work of the activity type has 
been successfully completed for (the workflow case 
associated with) identifier i.  

 
The completed relation represents the audit trail of the work done on a particular 

case. In accordance with compliance regulations and good records-keeping [24], 
tuples may be added into this relation, but they may never be altered or deleted 
thereafter: an activity cannot be un-completed. And to safeguard referential integrity, 
we cannot delete an identifier or activity type once it is recorded in the completed 
relation. Notice that we abstract from a lot of attributes commonly included in audit 
trails, such at deadlines being set, the exact times of start and completion, business 
resource that executed the work, or the actor taking responsibility for the work done.  

We will assume the completed relation to be total, i.e. a case identifier shall be 
recorded only if it completed at least one activity. We are only interested in identifiers 
associated with actual work done, not in possible future work. The reverse is not 
required: an activity type may exist even if no case has ever completed that activity.  

4 Transformation of Forward Workflow 

This section outlines how three common components of workflows, sequence, 
synchronize (AND-join), and disable (OR-split), can be transformed into a declarative 
rule. The three partial rules are merged into a single Forward-Workflow Rule.  
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4.1 Sequence / Precedence 

Sequence / Precedence in Workflows. Precedence is the commonest construct of 
workflows. Most workflow diagrams depict such sequencing by an arc pointing from 
one unit, representing an activity type AM, to a next one labeled AN. 

The indicative interpretation of such sequencing is: if completion of AM is on 
record, then the rule says that AN can be recorded as completed next. Recording that 
AM has completed but not AN is allowed, for a while, and does not violate the 
imperative sequencing that the workflow dictates. In the imperative interpretation of 
workflow, an arc from AM to AN imposes strict precedence: whenever the next 
activity AN is completed for some case identifier, then AM must also have completed 
for that identifier. Or: if completion of AM is not on record, then the rule says that 
completion of AN is impossible. Having completed AN but not AM violates the 
imperative workflow rule, and this violation is never permitted.  

Precedence in our understanding restricts only the completion of activities. In some 
interpretations however, precedence is taken to mean that an activity cannot be started 
before completion of the preceding one. Differentiating between start- and end times 
would imply that activities have a certain duration, but as noted before, time is 
irrelevant to our approach and we do not follow this interpretation. 

Sequence / Precedence Transformed to Declarative Rule. To capture precedence 
as a declarative rule, the precedes relation on activity types is introduced (see table 3) 

Table 3.     The relation precedes  

relation  semantics 
[activity type] 

precedes 
[activity type] 

 is: the precedence relation among activity types. A 
tuple (AM, AN) in this relation means that only if an 
activity of type AM has (been recorded as) completed, 
should a corresponding activity of type AN also be 
(recorded as) completed.  

 
The precedence rule is formulated in first-order logic using this precedes relation: 
 
for each i∈[identifier], and each AN∈[activity type], we have:  
 if i completed AN then 
 for at least one activity type AM it holds that AM precedes AN and 
 i completed AM 

 

 
which in Relation Algebra reads: 

completed ⊂ completed o precedes . (1) 
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Sequence / Precedence for Triggering Events. A point with the rule above is that 
not every activity type is preceded by another. In particular, triggers are exceptional, 
and they are important because they set the workflow in motion. At first glance, 
starting activity types invalidate the assertion (1). Completion of a new case instance 
cannot be recorded for an initial activity type because a proper tuple in the precedes 
relation is absent. We solve this by adapting the relation precedes: initial activity 
types are recorded by way of self-referring tuples (A0,A0). By inserting such tuples 
into precedes, the assertion (1) also covers initial activities of the workflow. In the 
example workflow of figure 1, we need to insert a tuple ('receive new paper', 'receive 
new paper') to make this the unique starting point.  

Sequence / Precedence Captured by the Precedes Relation. Basic properties of the 
binary precedes relation can be deduced from behavioural properties of imperative 
workflows. As we made sure that every activity type is preceded by at least one other, 
it is clear that the binary precedes relation is surjective. The precedes relation is not 
univalent, as an activity type may well precede several others, corresponding to a so-
called split in the workflow. It establishes what may be called a 'multiple instance 
pattern' [25], and subsequent activities may be executed and completed in parallel 
along separate branches of the flow. Relation precedes is not total, an activity type 
may be a 'last one' or terminating activity in the workflow. Nor is precedes an 
injective relation, as more than one activity type may precede an activity type AN, this 
is the common OR-join of workflow models. And for ordinary workflows, precedes is 
irreflexive, asymmetric and acyclic, except of course for the triggering activity types.  

4.2 Synchronizing AND-Joins 

AND-Join in Workflows. Sometimes an activity may only be completed after the 
completion of two or more activities that are processed in parallel. This behaviour is 
seen in the example workflow of figure 1 in activity type "assess paper" which should 
be completed only after having received all three reviews that are executed in parallel. 
In workflow models, this is known as an AND-join, or more formally a syn-
chronization point. Our assertion (1) captures OR-join behaviour, not AND-joins.  

AND-Join Transformed to Declarative Rule. To properly capture AND-joins in a 
declarative rule, we introduce relation multi-precedes for activity types (see table 4).  

Table 4.    The relation multi-precedes  

relation  semantics 

[activity type] 
multi-precedes 
[activity type] 

 is: an activity type precedes a next activity type, and 
its execution must be synchronized. A tuple (AM,AN) 
in this relation means that only if the activity of type 
AM and certain others too have completed, may a 
corresponding activity of type AN also be completed.  
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The rule for AND-join synchronization can now be formulated in first-order logic: 
 
for each i∈[identifier], and each AN∈[activity type], we have:  
 if i completed AN then 
 for all activity types AM such that AM multi-precedes AN, it holds that 
 i completed AM 

 

 

 
This is formulated in Relation Algebra by way of the left demonic composition 

operator [26], denoted here by the square bracket ] symbol:  

completed ⊂ completed ] multi-precedes . (2) 

AND-Join Captured by the Multi-precedes Relation. The multi-precedes relation 
closely resembles the precedes relation described earlier. Indeed, the relations 
implement identical behaviour wherever there are just single precedents. They differ 
at join-points in the workflow with several activity types 'coming before'. Whereas 
precedes captures OR-join behaviour, multi-precedes models AND-join behaviour. 
As workflows can display both types of behaviour, both relations are needed. The 
multi-precedes relation has properties similar to the precedes relation: it is not 
univalent, nor total, nor surjective, and it is asymmetric and acyclic. It is not injective 
as AND-join behaviour assumes at least two, not at most one activity to be related to a 
subsequent one. Unlike precedes, this multi-precedes relation is irreflexive, as there is 
no synchronization of triggers. 

4.3 Selective XOR-Splits and Disabling 

XOR-Split in Workflows. Selective flow, or exclusive-or, also known as conditional 
branching, choice, means that some activity precedes two (or more) activities that are 
placed in parallel but only one of the succeeding activities is allowed to complete. 

XOR-Split Transformed to Declarative Rule. In the workflow of figure 1, consider 
the OR-split after activity type 'assess paper' which precedes both the 'accept as full 
paper' and 'accept as short paper'. Evidently, only one of them is allowed to complete: 
completion of one prohibits completion of the other one. We cover this restriction by 
a new relation on activity types called disables (see table 5). 

Table 5.    The relation disables  

relation  semantics 
[activity type] 

disables 
[activity type] 

 is: the disabling relation among activity types. A tuple 
(AX, AY) in this relation means that never if an activity 
of type AX has completed, may a corresponding 
activity of type AY also be completed. 
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This rule for selective flow can thus be formulated in first-order logic as: 
 
for each i∈[identifier], and any pair AX, AY∈[activity type], we have:  
 if i completed AY then 
 not i completed AX for any activity type AX that disables AY 

 

 
Denoted as a Relation Algebra assertion this reads: 

completed ⊂ ¬ ( completed o disables ) . (3) 

XOR-Split Captured by the Disables Relation. Most activities are not involved in 
disablings, and therefore the disables relation is neither total nor surjective. One 
activity type may disable, or be disabled by several others, hence the relation is 
neither univalent nor injective. Evidently, the homogeneous disables relation is 
irreflexive, while nothing can be said about its being transitive or not.  

The disables relation is used to capture XOR-splits. When used for this purpose, it 
is symmetric: the XOR-split means that if one activity type AX completes, then the 
other activity AY may not complete, and reversely: if an activity of type AY is 
recorded as completed, then no corresponding activity of type AX may be completed.  

Interestingly, the disables relation may also be used to implement unilateral 
disables, which is a more advanced feature of some workflow models. Used in this 
way, the disables relation would no longer be symmetric.  

Beware however of a potential problem in the timing of activity completion. Some 
workflow models interpret an activity type AY to be disabling-for activity type AZ to 
mean that completion of AZ is not allowed later than AY, but it is allowed prior to AY. 
This would allow to record first a tuple (i,AZ) as completed, to be followed by (i,AY), 
but it would prohibit a tuple (i,AY) first and (i,AZ) later. The sequencing of these 
recordings depends on actual timestamps, that we explicitly abstracted from in our 
analysis. Hence, our rules cannot deal with time-dependent disabling.  

4.4 Forward-Workflow Rule 

The three basic patterns of workflow analyzed so far all ensure a forward flow, in 
contrast to the flow that we will be analyzing in the next section. So far, we added 
three homogeneous relations to the basic model, resulting in the declarative model 
depicted in figure 4. The Relation Algebra assertions (1), (2) and (3) acquired for each 
of the three forward flow constructs, are easily combined into the single assertion (4).  

 
RULE Forward-Workflow AS 
completed ⊂ 
 ( ( completed o precedes ) ∪ ( completed ] multi-precedes ) )  
  / ( completed o disables ) . 

(4) 
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Fig. 4. Declarative model, extended for Forward Workflow 

For later reference, the right-hand side of the assertion (4), after the ⊂ inclusion 
symbol, is called the forward-flow relation (see table 6). It is a derived relation and as 
such, it cannot be edited, unlike the base relations defined earlier.  

Table 6.   The derived relation forward-flow  

relation  semantics 
[identifier] 

forward-flow 
[activity type] 

 is: the relation with a tuple (i,A) indicating that for the 
identifier i, at least one (regular) precedent of A has 
completed, or all of its multi-precedents have 
completed, while none of its disabling activities have 
completed.  

 
The contents of the forward-flow relation is reassessed every time that some new 

tuple is recorded in the completed relation. As a result, one or several new tuples may 
emerge in the forward-flow relation. Or, a tuple that previously was in the forward-
flow relation, may disappear from the forward-flow because of disabling or some 
other feature.  

The Forward-Workflow Rule is enforced rigorously: completion is always 
prohibited if the tuple is absent from the forward-flow relation. But, as the naming 
suggests, the rule holds for forward flows only, and does not apply for 'loops' or 
'backward' flows that we will analyze in the next section.  

5 Transformation of Iterative Loops 

This section deals with the fourth construct, iteration or looping.  

5.1 Iterations in a Workflow 

Handling a workflow case will often involve the repeated execution of activities, until 
some business condition is met. The Forward-Workflow Rule described above cannot 
deal with a flow that double back onto itself. This is because binary relations may 
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record a tuple once, but not several times over. Hence, completed, as a binary relation, 
cannot record repetitive completion of the same activity type by the same identifier. 

Our solution is to employ a new identifier for each iteration of the loop. In business 
environments, tools for audit trailing, activity logging and process mining use similar 
solutions [27]. As a consequence, a workflow case is no longer represented by a 
single identifier. Instead, the workflow case is associated with the entire collection of 
identifiers used in its loop iterations. By expanding the definition of the 'identifier' 
concept in this way, the analysis and results of the previous section remain valid, if 
we properly attend to a number of details.  

5.2 Relations to Model the Iterations 

We capture iterations by imagining the execution of the workflow-case to pause at the 
looping activity where it may 'fire' zero, one or more iterations, depicted in figure 5. 
In the figure, execution of identifier i can be thought of as being suspended, and only 
when all of its iterations have been dealt with, can the main workflow-case complete 
the looping activity, and proceed in the normal way. At the right-hand side, the loop is 
unfolded to depict two iterations, labeled j and k, normally not shown in graphical 
models of the workflow.  

The idea of identifier i to be suspended however should not be taken literally, as 
our approach has abstracted from duration of an activity and we record its completion 
only. Instead, we will prohibit for identifier i that the activity is completed if iterations 
are still running. This is somewhat different from the standard understanding of 
iterations, where a loop starts not during execution, but only after completion of the 
looping activity. As far as we could assess, this detail has no consequences for 
validity of our transformation. 

 

Fig. 5. Iterations use subordinate identifiers 

Several new relations are needed to help us capture iterative loops. First, relation 
loops-to records the iteration loop between activity types, as drawn in the workflow 
diagram (see table 6). To keep things simple, we will assume that this relation on 
activity types is univalent (there is at most one outgoing loop for an activity type) and 
injective (at most one incoming loop for an activity type). Moreover, it is assumed 
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that the target activity type (where it loops to) lies before the activity type where it 
originates. This is to ensure that a case looping back, will eventually return to the 
activity type that fired it. 

To track which iterative loops are running for what workflow cases, we coin two 
more relations, fired-from and iterates (see table 7).  

The fired-from relation is a function. It prevents possible confusion about which 
identifier originates where, in case a workflow model contains several loops. For the 
sake of consistency, activity types recorded in the fired-from relation must be present 
in the loops-to relation, but here again, we take this quality issue for granted.  

The iterates relation for sub-identifiers is a function: an identifier iterates exactly 
one other. Remark that a sub may again fire its own sub-subordinates, and a stack of 
arbitrary depth may exist. Also remark that the iterates relation allows to fire several 
subordinates at once, for instance if a complex scheduling problem is broken down 
into several other scheduling problems, to be analyzed in parallel. Still, an identifier 
should not iterate itself or any of its subs, and the iterates relation is definitely 
irreflexive, asymmetric, and acyclic.  

Table 7.   The relations loops-to, fired-from and iterates  

relation  semantics 
[activity type] 

loops-to 
[activity type] 

 is: the iterative-loop relation of activity types. A tuple 
(AN,AK) in this relation means that an activity of type 
AN, before it is completed, may invoke no, one or 
more iterations of the loop starting from AK.  

[identifier] 
fired-from 

[activity type] 

 is: the subordinate case identifier being started by the 
looping activity type. A tuple (j,AM) in this relation 
means that identifier j is 'fired' from activity type AM.  

[identifier] 
iterates 

[identifier] 

 is: the iteration for identifiers. A tuple (j,i) in this 
relation means that the identifier j is 'fired', when it is 
decided that an iteration for the identifier i is required. 
An identifier that iterates another is referred to as the 
subordinate, or sub. The other identifier is called the 
main-case identifier.  

5.3 Rules for Iteration 

To transform iterations in imperative workflow into declarative business rules, we 
must account for several restrictions that apply to the identifier of the iteration: 

• the restriction on completion of the initiating activity for this sub-identifier, 
• the restriction on completion of its subsequent activities, up to and including 

the loop activity, and 
• the restriction that it must terminate there, and complete no more activities. 
 
And there is one restriction regarding the main-case identifier: 
• we must make it 'wait for' all of its iterations.  
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First, remark that the activity type where an iteration begins, is not a triggering 
activity type in general. Hence, the Forward-Workflow Rule would normally prohibit 
the activity type from being completed by this particular identifier, as it lacks its 
proper precedent. The work-around of course is to employ a substitute identifier as its 
predecessor, viz. the main case that is firing this iteration.  

Firing an iteration by a main-case identifier may occur only if that main-case 
identifier is enabled for the firing activity type, but has not yet completed that 
particular activity, i.e. it is in the forward-flow relation that we defined earlier.  

Abstracting from the specific business knowledge that determines whether or not 
the iterative loop should be invoked and a subordinate case started, we can write 
down the imperative workflow condition to permit the initiating activity to be 
completed:  

 
for any j∈[sub], and any AK∈[activity type] where some AM loops-to AK: 
 if j completed AK, and j iterates some identifier i,  
 then must the tuple (i,AM) be in the forward-flow relation 

 

 
Denoted as a Relation Algebra assertion this reads: 

completed ⊂ iterates o forward-flow o loops-to . (5) 

 
Formula (5) controls whether a new subordinate may complete its first activity.  
When an iteration has completed its initial activity, it should go forward and 

complete the activity types that are part of this loop, up to and including the one 
where it was fired. This is normal processing as already described by the Forward-
Workflow Rule, so no additional rules are needed.  

But then we must ensure that the iteration terminates at its point of origin, where it 
was fired from. Going beyond that point and completing some activity further down 
the flow is prohibited. In particular, no activity type completed by a subordinate 
identifier, should lie beyond the activity type that fired the sub. For ease of use, we 
simplify this restriction somewhat and apply it only to the first activity type that lies 
beyond the firing activity type. In the example workflow of figure 1, this comes down 
to prohibiting the sub-identifiers j and k from completing the "accept version as final" 
activity. In first-order logic, the restriction reads: 

 
for any j∈[sub], and any AN∈[activity type], we have: 
 if j completed AN, then it is never permitted that  
 j fired-from some activity type AM that precedes AN  

 

 
Denoted as a Relation Algebra assertion this reads: 

completed  ⊂ ¬ ( fired-from o precedes ) . (6) 

 
Finally, we need to make the main case 'wait at' the looping activity. It must wait 

there for its iterations, if any were fired, and may not proceed, or else a running 
iteration would become orphaned. The main case may complete only when iterations 
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that were fired for it, have all run their course to completion. This is formulated in 
first-order logic: 

 
for any i∈[identifier], and any AM∈[activity type], we have: 
 if i completed AM, then no sub exists that iterates this identifier i,  
 which was fired-from AM and it has not completed activity type AM 

 

 
We can write this as a Relation Algebra assertion, using the ~ symbol to stand for 

inversion, applied here to the iterates relation. 

completed ⊂ ¬ ( iterates~ o ( fired-from ∩ ¬ completed ) ) . (7) 

 
The assertion is trivially satisfied if no iterations are fired. It is also satisfied if 

running iterations for a case do exist, but those were fired for another loop, from some 
other activity type in the workflow than the one about to be completed by the case. 
Also notice how assertion (7) applies recursively, i.e. it captures nesting of iterations. 
If a subordinate identifier fires sub-subordinates of its own, then it too will have to 
'wait for' its own sub-subordinates before being allowed to complete.  

5.4 Imperative Workflow Rule 

Conditions (5) and (6) determine a scope for a subordinate identifier. They govern the 
start and termination of each subordinate. The two conditions, together with the 
Forward-Workflow Rule, adequately describe the workflow behaviour of 
subordinates without sub-subordinates of their own. The partial conditions can be 
combined into one Relation Algebra assertion (8): 

 
RULE Subordinate-Workflow AS 
completed ⊂ 
 ( forward-flow ∪ iterates o forward-flow o loops-to )  
  / ( fired-from o precedes ) . 

(8) 

 
For main workflow cases, and for sub-identifiers that do fire sub-subordinates of 

their own, this rule (8) coincides with the regular Forward-Workflow Rule (4), except 
at activity types where iterative loops can be initiated. Therefore, we only need to 
merge condition (7) that controls behaviour at looping activities into the rule above:  

 
RULE Imperative-Workflow AS 
completed ⊂ 
  ¬ ( iterates~ o ( fired-from ∩ ¬ completed ) ) 
  ∩ ( ( forward-flow ∪ iterates o forward-flow o loops-to )  
        / ( fired-from o precedes ) ) . 

(9) 

 
Our transformation of the imperative workflow produced this Imperative-

Workflow Rule (9) which exactly captures the workflow behaviour in accordance to 
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the imperative view. It prohibits an identifier to complete any activity in violation of 
the workflow.  

As a bonus, the rule provides us with an indicative view. The rule can be read in 
lay terms as: 'if a tuple (i,A) is present in the right-hand side relation of (9), then tuple 
(i,A) may also be present in the left-hand side'. In other words, the right-hand side of 
the rule assertion indicates for identifier i which activity types either have completed, 
or are allowed to complete. It is fairly easy to derive from this an is-enabled relation, 
in the same way that we derived the forward-flow relation of section 4. 

6 End-to-End Rule 

The previous sections detailed how to capture the four basic constructs of workflows, 
leading up to the Imperative-Workflow rule. In this section, we introduce a new rule, 
called End-to-End rule to ensure that a workflow process, once it is triggered, will run 
to completion.  

6.1 Workflow Completion 

The definition of workflow presented by the Workflow Management Coalition stated 
that it aims 'to achieve a common goal'. We take this to mean that the workflow's goal 
is to complete its terminating activity. Thus, once the workflow is triggered, it ought 
to run its course up to its terminating activity. It is readily seen that this is not 
captured in the Imperative-Workflow Rule that prohibits an identifier to complete 
activities in violation of the flow. But that rule does not ensure that any activities are 
completed at all.  

In the imperative view of workflow, the goal of the process is not achieved as a 
matter of course. If a workflow process halts in mid-term, nothing goes wrong, no 
rule is violated, no signal is raised that there is work to do. There is no guarantee that 
a case, once it started, shall be processed to completion. To ensure that the intended 
business goals of a workflow are met, we need to make sure that it will run from start 
to finish. Once a triggering activity is completed by a workflow case, it should always 
progress to its terminal activity. In a similar fashion, each subordinate iteration fired 
from some looping activity type ought to return to its point of origin.  

To capture this, we formulate a new rule called the End-to-End Rule. And whereas 
the Imperative-Workflow Rule may never be violated, the End-to-End Rule permits 
violations, provided that all violations will be resolved in due course. Appropriate 
workflow activities should be executed and completed until no more violations 
emerge and the goal of the workflow is achieved.  

6.2 About the Progresses-to Relation 

To capture the End-to-End rule, we coin a new relation progresses-to from trigger to 
terminating activity type (table 8). To avoid trivial workflows, we require this relation 
to be asymmetric. As every trigger must lead to some goal, we require that every 
triggering activity type is related to at least one terminating activity type, i.e. when 
restricted to triggering activities, the relation is total. Likewise, every terminating 
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activity type must be related to at least one trigger. On the other hand, it need not be 
univalent or injective.  

Table 8.   The relation progresses-to  

relation  semantics 

[activity type] 
progresses-to 
[activity type] 

 is: the relation that describes the overall end-to-end 
structure of the workflow. A tuple (AS,AT) in this 
relation means that AS is a starting (initial) activity 
type, and AT is a terminating activity type in the 
corresponding workflow.  

The End-to-End Rule now states that every workflow trigger should always 
progress to its terminal activity or activities. The rule can be stated as: 

 
 for any i∈[identifier], and AS∈[activity type], we have: 
 if i completed activity type AS which progresses-to activity type AT, 
 then must that identifier i completed that activity type AT  

 

 
The End-to-End Rule in Relation Algebra becomes: 

completed o progresses-to ⊂ completed . (10) 

In contrast to previous rules, a temporary violation of this rule is permitted. For this 
rule, it is desirable to signal violations because it indicates that a workflow case is 
running and has not finished yet.  

7 Discussion 

We analyzed the four main constructs of common workflows. We defined two 
concepts and eight relations in a Conceptual Model based on binary Relation Algebra, 
as depicted in figure 6. We formulated two declarative business rules that capture the 
imperative workflow behaviour.  

7.1 Results 

We claim that our rule-based approach has enough expressive power to transform 
workflow models, and we formulated the declarative business rules as Relation-
Algebra assertions.  

One important reason for us to use binary Relation Algebra to express business 
rules is that its statements can be implemented directly into computer systems, no 
further translation is required. We implemented the declarative model, including the 
Imperative Workflow Rule and End-to-End Rule (see figure 6) in a tool environment 
that supports Relation Algebra, called Ampersand [28], and it was successfully 
verified, thus underpinning our claim. 

A workflow constructed from the four constructs, sequence, AND-join, XOR-split, 
and iterative loops, may be described by populating the concepts and binary relations. 
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Fig. 6. Declarative model for Imperative Workflow and End-to-End Rule 

The relations and rules of our approach can be characterized as follows: 

- they capture all four constructs of common workflow models, 
- they implement the imperative behaviour of the procedural workflow of the 

business process, 
- they are declarative in nature, involving only (persistent) states and not volatile 

events or transitions, 
- they are time-invariant, no notion of time is used, there is no 'before' and 'after' 
- the two rules ensure that the process activities execute in a well-coordinated 

fashion. One rule makes it impossible to deviate from the imperative workflow 
model. The other rule forces to resolve all violations so that all terminating 
activities will be completed and the workflow goal is achieved. 

The declarative model shown in figure 6 is not restricted to a single workflow, but 
has a more general validity. The same declarative model can be used to capture other 
workflow models as well. It suffices to populate the various binary relations with the 
appropriate data representing the constructs and their connections laid out in the 
workflow models. The behaviour of all such workflow models will then be correctly 
controlled by our two rules. 

7.2 Limitations of Our Approach 

As our approach abstracted from time, some usual features of workflows cannot be 
accounted for. For one, deadline expiry and the need for timely escalation procedures 
cannot be dealt with. This is because we cannot determine a starting time, or calculate 
an expected end time to detect the failure to complete. For another, a 'disable' that is 
specified with time-dependence could not be transformed into our declarative format.  

In practice, other exceptions exist that operational workflows must deal with, such 
as lack of resources, user-initiated aborts, and crosscutting events. Likewise, quality 
problems may arise in workflows, such as deadlock, irregular termination, or loops 
that never terminate. Transforming to declarative rules cannot be expected to solve 
such quality problems, and this area of research is beyond the scope of this paper. 
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The Business Rules Manifesto defines a set of rules to be 'declarative' only if there 
is no implicit sequencing within that ruleset. As our transformation retains all 
procedural information about the sequencing, splits, joins and loops in the workflow, 
our ruleset would not qualify as 'declarative' rules. However, our understanding of 
'declarative' is that there is no explicit dependence on events, transitions, or timing 
sequence in the rules, and our rules are state-oriented, not event-oriented. 

7.3 Extensions 

The sequencing of activities in a workflow is the outcome not only of business 
requirements, but also of design decisions and implementation choices. Another designer 
may come up with a different sequence that also complies with the essential business 
rules. Hence, precedence analysis is required to bring out what aspects of the flow is due 
to design choices, and which are based on actual business needs. To some extend, is a 
matter of opinion whether the workflow constitutes legitimate business rules, or whether 
it is just a way to implement underlying, more fundamental business rules [29].  

Moreover, flow rules such as precedences, disablings and the like, are just one of 
the many types of business rules. Business rules in general support not only the 
consecutive steps of process flows but also the rules to assess business facts and 
classify events used within the executing activities for decision making. For instance, 
workflow diagrams often specify the decision rules that determine whether iteration is 
required, or which branch in an OR-split ought to execute. In our analysis of the 
workflow model, we have abstracted from such decision rules. Those decisions are 
usually based on particular information concerning the business case at hand. In our 
running example of the paper submission process, a rule for paper assessment might 
be "if two or three reviews rate the paper as above-average, then accept as full paper". 
Such a rule mixes content-aware data (the ratings of a paper) with flow control (which 
activity should or should not be completed next).  

Future work is to augment our rules with content-aware rules, such as the criteria 
for iterations and OR-splits, and also the implicit decision rules that are currently 
encapsulated in the workflow activities. The Business Rules Manifesto advocates that 
there should be one cohesive body of rules, enforced consistently across all relevant 
areas of business activity, we envision a ruleset that is consistent and comprehensive, 
reflecting all the processing needs of the business.  

Once such a ruleset is established, a next step is to check with business users how 
the workflow precedences and the like, now captured in binary relations and 
declarative rules, correspond to the requirements of their business environment. Also, 
it can be debated with users which flow features must be strictly enforced, and which 
ones may allow temporary violations. The aim is to support users with rule-based 
recommendations about which activities to execute in order to arrive at the goal of the 
business process [30].  

8 Summary and Conclusions 

In this paper, we prove the claim that imperative workflows can be captured as 
declarative business rules. Our proof is constructive: we show how to do this, by 
providing exact specifications of the declarative business rules.  
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The approach taken is to analyze the four main constructs of workflows, sequence, 
AND-join, XOR-split, and iterative loops. We outlined how to capture each of these 
workflow structures in eight binary relations involving just two concepts. One is the 
identifier concept, representing the workflow cases to be handled and subordinates 
when cases go through interactive loops in the workflow. The other concept is activity 
type workflows. The behaviour of the imperative workflow is then captured by two 
rules that involve these eight relations. For both rules, we established the exact 
formulas in binary Relation Algebra.  

The first rule, called Imperative-Workflow Rule, captures the entire imperative 
workflow, allowing no violations at any time. This comprehensive rule was 
established in two steps. In the first step, we analyzed forward flow, which involves 
normal and parallel sequence, multiple precedence, and exclusions (selection). In the 
second more complicated step, we analyzed iterative loops. 

The second rule is the End-to-End Rule, which drives the workflow through to its 
completion. This rule does allow violations, but while violations exist, there is work 
to do resolving them. Case handling is finished when there are no more violations, 
and the goal of the business process is reached.  

By specifying exactly how to map the constructs of workflow to binary relations, 
we provided tangible evidence that the way of doing business may indeed be captured 
in a business rules model that meets all the demands of the Business Rules Manifesto.  

We expect that declarative rules, developed along these ideas, will capture the 
business requirements about the processing of incoming work better than rigid rules 
of imperative workflows do. The ruleset will provide an essential basis for improved 
models to coordinate business processes.  
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Abstract. Key Performance Indicators (KPIs) are the main instru-
ments of Business Performance Management. KPIs are the measures
that are translated to both the strategy and the business process. These
measures are often designed for an industry sector with the assumptions
about business processes in organizations. However, the assumptions can
be too incomplete to guarantee the required properties of KPIs. This
raises the need to validate the properties of KPIs prior to their applica-
tion to performance measurement.

This paper applies the method called EXecutable Requirements En-
gineering Management and Evolution (EXTREME) for validation of the
KPI definitions. EXTREME semantically relates the goal modeling, con-
ceptual modeling and protocol modeling techniques into one methodol-
ogy. The synchronous composition built into protocol modeling enables
traceability of goals in protocol models and constructive definitions of a
KPI. The application of the method clarifies the meaning of KPI prop-
erties and procedures of their assessment and validation.

1 Introduction

Key Performance Indicators are cumulative measures of system achievements
during a given time period. The achievements and the corresponding KPIs are
related to system goals. The importance of the correct design of KPIs is clarified
by their twofold nature. Namely, KPIs are calculated from the operational data,
but they are interpreted at the strategic or tactical levels and often used by
authorities to make decisions about the payment for the fulfilled work.

KPIs are usually designed for an industry sector with the assumptions made
about the business processes in organizations. However, the business process in
individual organizations may deviate from the business process used for the KPI
definition. Moreover, the values of KPIs are often derived from the information
about several businesses of different sectors. Incomplete assumptions about the
business processes used for KPI definitions may result in different interpretation
of KPIs. The organizations may become incompatible with respect to KPIs.
Incomplete assumptions may leave the room for manipulation of KPI values to
achieve better report numbers. The management science indicate this situation
as ”unreliable” and ”plan oriented” KPIs [8].
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Therefore, the definitions of KPIs and the completeness of assumptions about
the underling processes should be validated. Because of the above mentioned
twofold nature of KPIs, validation of their definitions demands both the oper-
ational models and the strategic models. The operational models are the ex-
ecutable process models for collecting the cumulative measures during model
execution. The strategic models are the goal models for reasoning on KPI prop-
erties. The approach for validation of KPI definitions should use the related
semantics for the goal models and the process models. The approach should en-
able building simple and easy changeable executable models. The changeability
is needed to correct the assumptions about the business process used for KPI
definitions.

In this paper, we propose to use the method called EXecutable Requirements
Engineering Management and Evolution (EXTREME) [17] for validation of KPI
definitions.

EXTREME is a combination of goal modeling, conceptual modeling and pro-
tocol modeling [17]. The synchronous composition built into protocol modeling
enables the traceability of goals and concepts in the components of the proto-
col model and the interpretation of KPIs both in terms of goals and in terms
of processes. The execution of the protocol model with the upturn and down-
grade business data is used to validate whether the KPIs indicate the upturn
and downgrade tendency, and whether the values of KPIs can be manipulated.

We build our work upon the existing methods [16,19,9] presented in Section 2
and use the conceptual basis of other methods. We have found that none of these
methods can support the easy changeable executable process models needed for
validation of properties of KPIs. We assume that the main reason for that is
the semantic incompatibility of the goal modelling approaches and conventional
process modelling approaches indicated in [9].

Section 3 describes the EXTREME method that exploits the semantic com-
patibility of the goal modelling and protocol modelling approaches. The seman-
tics of the protocol modelling approach is described with the emphasis on the
model execution that is needed for definition of KPIs.

Section 4 presents the formalization of the definition of KPIs from the protocol
model point of view and interpretation of properties of KPIs in terms of this
definition.

Section 5 describes the case for validation of KPIs presented in the program
”Improving Access to Psychological Therapies (IAPT)” [5]. It reports the results
of application the EXTREME method for the case. A triple of the goal, concep-
tual and executable protocol models is built on the basis of the IAPT document.
We discuss the results of validation of properties of KPIs.

Section 6 presents conclusions and future work.

2 Related Work

2.1 Approaches for KPI Modelling

– A Performance Indicator (PI) is formalized in [16] as a concept with a num-
ber of attributes: Name, Definition, Type (continuous or discrete), Time
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Frame, Scale, Min Value, Max Value, Source (Law, Company policy, Mis-
sion Statement), Owner (”the performance of which role or agent does it
measure”), Threshold (”the cut-off value separating changes in the value of
the performance indicator considered small and changes considered big”),
Hardness (”a performance indicator can be soft or hard where soft means
not directly measurable, qualitative, e.g. customers satisfaction”) [16].
In order to find the values of the attributes, the authors rely on documents,
expert knowledge and previous conceptual models. They indicate that it
is not easy to find the information about all proposed attributes in the
documentation.
The second concept used for the PI formalization is the performance indica-
tor expression. It is “a mathematical statement over a performance indica-
tor evaluated to a numerical, qualitative or Boolean value for a time point,
for the organization, unit or agent.” [16]. For example, Response T ime ≤
48hours. The authors suggest to specify the required values of PIs as con-
straints estimated by experts with respect to a goal. The relations between
different PIs are also modelled using the performance indicator expressions.
Let us notice that this formalization does not answer the question how a
KPI can be calculated. The authors claim that they need to integrate the
performance view with the process, organization and agent-oriented views
of the real organizations. However, there is no information about the pro-
cess semantics used for modelling and no evidence about validation of the
PIs using processes. The authors do not involve the process view in the for-
malization of an indicator. In any case, the authors write about the process
views of real organizations, whereas it is often needed to validate the PIs
before their implementation in organizations.

– MetricM [19] is another method formalising KPIs. It “is built upon and
extends an enterprise modeling approach to benefit from the reuse of model-
ing concepts and provide relevant organizational context, including business
objectives, organizational roles and responsibilities.”
The modelling language MetricML used in MetricM “adds essential con-
cepts to modeling performance indicators...” The concept Indicator is used
to present a KPI. The MetricML Indicator metatype is used for modeling
its relations to other indicator types, to reference object types representing
organizational context and to goal types.
An alternative “attribute” approach, used by MetricM, conceptualizes per-
formance indicator as a (meta-) attribute of metatypes: e.g. “average through-
put time” of a business process type or “average number of employees” of an
organizational unit type. We partially use these alternative approach for our
formalization in the next section. However, MetricM uses declarative models
of performance indicators. The models of underlying processes, needed for
execution and validation of KPI properties, are not used in MetricM.

The general tendency of two approaches, presented above, is to postpone the
validation of the KPI properties to the moment when the process model of the
organization is ready.
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In this paper, we claim that the early validation of KPI properties on a busi-
ness process, used for the KPI definition, may eliminate incompleteness of as-
sumptions about the business process and prevent application of unreliable KPIs.

2.2 Goal Modelling Approaches and Modelling of KPIs

All existing approaches agree that the KPIs relate the system goals and pro-
cesses. However, the process models are not used for validation of KPIs. Let us
look what are the reasons for that.

There are goal oriented approaches, such Knowledge Acquisition in autO-
mated Specification (KAOS) [3], the User Requirements Notation (URN) [6]
and i* modelling framework [20]. These approaches relate goals, business con-
cepts and business processes. KAOS applies state machines to model behaviour
of concepts. The URN applies a scenario modelling notation called Use Case
Maps (UCM) [2]. Both approaches experience problems caused by the semantic
incompatibility between the goal models and process models.

Letier at al [9] explain that the synchronous temporal logic used for goal
modelling is interpreted over sequences of states observed at a fixed time rate. On
the other hand, the conventional process models (UML state machines, use case
maps, UML activity diagrams [14], Coloured Petri Nets [7]) use asynchronous
temporal logics that are interpreted over sequences of states observed after each
occurrence of an event. Thus, the temporal logic operators have very different
meanings in synchronous and asynchronous temporal logics.

The process models built in asynchronous approaches accept the recognised
messages, events or operation calls even if the state of the model is not appro-
priate to handle them. In such states, the messages, events or operation calls
are kept in queues, bags or buffers to be handled in an appropriate state of the
model. As a result, the behaviour model contains many intermediate states that
are not justified by goals and declarative requirements. Analysis of intermediate
states may be relevant for validation of asynchronous implementation. However,
the goals and the KPIs are defined at a different level of abstraction, namely at
the tactical and strategic level, i.e. at the level of observable states of the system.

Letier at al. [9] admit that in order to be semantically equivalent to the
synchronous KAOS models, the derived event-based behaviour models need to
refer explicitly to timing events. In other words, the event-based models should
have elements of synchronization.

3 EXTREME: Goal Modelling with Protocol Modelling

Protocol Modelling [12] is an event-based modelling approach with the ele-
ments of synchronization needed for relating the goal and process models. The
EXTREME [17] method exploits the semantic compatibility of goal and protocol
models in order to simplify executable requirements engineering.

The method combines goal modelling, conceptual modelling and protocol
modelling into one method to collect all the information needed for reason-
ing. The goal modelling and conceptual modelling are similar to the KAOS



132 E. Roubtsova and V. Michell

Protocol Machine 

Y X 

A 

B 

D Protocol Machine 

Y X 

A 

B 

D 

Protocol Machine 

Y X 

A 

B 

D 

Y X 

A 

B 

D 

Protocol Machine 

Y X 

A 
B 

D 

Concept 

Concept 

Concept 

Requirements 
Requirements 

Requirements 
Requirements 

Goal: Produce 
Goal: Serve 

Goal: Secure 
Goal: Green 

Fig. 1. The EXTREME method

method [3]. These steps are shown in Figure 1 as boxes named Goal, Require-
ment and Concept. Instead of the UML state machines and activity diagrams
used by KAOS, EXTREME models the concept’s behaviour as Protocol Ma-
chines (Figure 1) composed into a Protocol Models. The Protocol Model is exe-
cuted using the Modelcope tool [11]. It is shown in Figure 1 as a screen for the
user interface. The results of the execution are interpreted in terms of goals and
requirements. The interpretation is indicated by the blue arrows.

Goals and concepts are modelled in the declarative way as snapshots of de-
sired system behaviour. Protocol models use a form of synchronous CSP-parallel
composition extended with data. They model only the quiescent states of the
system that can be easily compared with the states specified for requirements
and goals. The goal models and protocol models are semantically coherent. All
states of protocol models can be interpreted in the goal semantics. This eases rea-
soning on models in terms of goals, goal refinement and identification of missing
requirements [17].

Although there were many applications of the synchronous CSP parallel com-
position operator in the architecture description languages [1] and in program-
ming languages [13], only after the extension of this operator for machines with
data, made by A.McNeile [12], the operator became practical for business system
modelling. The Protocol Modelling proposed in [12] enables coping with com-
plexity of business modelling because the synchronous semantics decreases the
data space of models. The process modelling with synchronous semantics solves
the semantic mismatch between goal models and process models.
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3.1 Protocol Models and Their Execution

Protocol Machine.
A building block of a protocol model is a protocol machine:

PM = (E,S0, S,A, T ), where

– E = {ei}, (i = 1, ..., I ; i, I ∈ N) is an alphabet of event types ei, i.e. a non-empty
finite set of recognized event types coming from the environment. An event type
is a tuple of event attributes of different types: ei = (Aei

1 , ..., Aei
h ); h ∈ N. An

instance of an event carries data. These data are used to update local storages
of protocol machines. An attribute of type Date may be used to carry the time
moment of event acceptance.

– S0 is the initial state;
– S = {sj}, (j = 1, ..., J ; j, J ∈ N) is a non-empty finite set of states.
– A = {ak}, (k = 1, ..., K; k,K ∈ N) is a finite set of attributes of different types.

The set can be empty.
– T = {tm}, (m = 1, ...,M ; m,M ∈ N) is a finite set of transitions.

tm = (sx, e, sy), sx, sy ∈ S, e ∈ E. The set can be empty. The values of attributes
are updated only as a result of a transition, i.e. as a result of event acceptance.

Synchronous composition.
In the initial state, a protocol model PM is a CSP parallel composition of

protocol machines each of which presents a protocol machine type is state new.
Initially, there are only the machine types serving as patterns for creating in-
stances of protocol machines.

The instances are created by acceptance of events.
At any state, a system model PM is a CSP parallel composition of finite set

of instances of protocol machines. There are multiple instances of each protocol
machine type.

n n

PM = ‖PMi = ‖(EPMi , SPMi
0 , SPMi , APMi , TPMi) = (E,S0, S,A, T ), n ∈ N.

i = 1 i = 1

A Protocol Model PM remains a protocol machine, the set of states of which is
the Cartesian product of states of all composed protocol machines [12]:

–
n

E =
⋃

EPMi is the set of events;
i = 1

–

n

S0 =
⋃

SPMi
0 is the initial state;

i = 1

–
n

S =
∏

SPMi is the set of states;
i = 1

–
n

A =
⋃

APMi is the set of attributes.
i = 1
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The set of transitions T of the protocol model is defined by the rules of the CSP
parallel composition [4]. The rules synchronise transitions TPMi of protocol ma-
chines. Namely, a Protocol Model handles only one event at a time. An event
can be accepted only if all protocol machines having this event in their alphabets
are in the state where they can accept this event. Otherwise the event is refused.

System Model Execution.
An execution of a protocol model of a system is a sequence of transitions.

Processing of an accepted event is instantaneous: it does not take any time. A
time moment of event processing may be assigned to the event and saved as
a protocol machine attribute. The time moment of the event, that creates a
protocol machine presenting a business object, is often useful for calculation of
KPIs.

The initial state of an execution may contain any set of instances of protocol
machines. At any moment, each protocol machine is situated in one of its states
and its attributes have values of their types defined by the history of accepted
events. Any state of any execution is quiescent, i.e. it does not change without
an acceptance of a new event.

Dependent Protocol Machines. Derived states.
”Two machines having elements of their alphabets in common is not a source

of dependency between them” [12]. The dependency means that one protocol
machine needs to read the state of another machine to calculate its own state
including the attributes. In any quiescent state, a function of this state can be
calculated resulting in the extending of the state space of the protocol machine.
The state space is extended by the state space of the dependent machines.

Protocol machines can read the state of each other, but cannot change it. This
ability of protocol machines to read the state of each other will be used in the
next section for the KPI modelling and calculation.

Observational Consistency.
As the CSP composition is applied to all instances of protocol machines in

the executable model, it gives to the models the property called observational
consistency [10]. This property means that a protocol machine may be added
to and deleted from the model or locally changed. The trace behaviour of other
protocol machines is not affected by the behaviour of added, deleted or modified
protocol machines [10].

4 Definition of KPIs and Their Properties in EXTREME

We use the semantics of a protocol model (section 3.1) to give a constructive
definition of a KPI. The definition should specify how a KPI can be derived from
a protocol model.
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Definition 1. Let a system be presented as a protocol model PM(section 3.1)

n n

PM = ‖PMi, (n ∈ N) = ‖(EPMi , SPMi
0 , SPMi , APMi , TPMi).

i = 1 i = 1

A KPI is a cumulative function of the cardinality of a set of selected business ob-
jects (presented by protocolmachines) and the values of their attributes.The selected
business objects give the value true to the selection predicate ψ(APMj , t, I, VA).
The selection predicate compares the state and attribute values of each protocol ma-
chine with the border values of attributes VA, the moment of selection t and the time
interval I.

KPI = f(
∣
∣
∣
⋃

PMj

∣
∣
∣ ,
⋃

APMj ), where

PMj : (ψ(APMj , t, I, VA) = true);

(0 ≤
∣
∣
∣
⋃

PMj

∣
∣
∣ ≤ n).

An algorithm for calculation of a KPI includes

– a predicate ψ(APMi , t, I, VA) for the selection of a number of business objects
(presented as protocol machines) using the time of calculation t, time interval
I and a set of given border values of object attributes VA;

– a cycle for selection and counting the number of business objects presenting
the state of the model that meet the true value of selection predicate;

– a KPI calculation formula which arguments are the number of selected busi-
ness objects and the cumulative variables depending on the attributes of se-
lected business objects.

The constructive definition of a KPI clarifies the definitions of its properties.
We have chosen a set of properties proposed in [8,15] to formalise them on the
basis of our definition and the system protocol model.

1. The first property demands that a KPI should be in a quantifiable form.
Quantification is an act of selection and counting. Our definition of a KPI
shows that selection and counting of instances of business objects (protocol
machines) of a particular sort is the way of quantification. The result of
selection and counting is used as an argument of the function for calculation
of a KPI or for the access to the attribute values of selected objects.

2. The second property says: A KPI needs to be sensitive to changes.
This property is about the design of the function for a KPI calculation.
Our model shows that the argument of the function can fall into two cat-
egories: a number of business objects or a variable that depends on values
of attributes of the group of selected objects. The changes of the sensed
elements in the model should cause the corresponding changes of the KPI.
The sensitivity is the minimum magnitude of the change of the sensed ele-
ment of the model, required to produce a noticeable value of a KPI.
Constructing a KPIs function as a ratio or a cumulative function may affect
the sensitivity.
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3. The third desired property states that: A KPI should be linear. This simpli-
fies the decision making.
Our definition shows the possible arguments of the KPI formula. If the sensed
argument in the model has been identified, it is the matter of the function
choice to make the KPI function linear for this argument.

4. The fourth property is: A KPI should be semantically reliable.
From the modelling perspective, we measure the semantic reliability of a KPI
by the number of additional assumptions that need to be made in order to
derive the KPI value. If the set of additional assumptions is empty, the KPI
is semantically reliable. The next section presents an example of reliable and
unreliable KPIs.

5. The fifth property relates the KPIs with goals of the system:
A KPI should be oriented to improvement, not to conformance to plans.
For validation of this property on a model, the improvement of the system
should be defined from the definition of system goals. The improvement
should be related to changes of a KPI in sequential time intervals. In order to
test the changes of a KPI, several scenarios need to be executed and populate
the model with objects. The model of the system and the system itself should
guarantee that the arguments of the KPI formulas are objectively changed
by the business process and cannot be manipulated. The executable model
can help to identify the scenarios of system execution that lead to the KPI
values reflecting both the improvement and the downgrade. The scenarios for
manipulation of KPI values can be also identified. A manipulative scenario is
a scenario of fraud. Existence of these manipulative scenarios is often caused
by the incomplete assumptions about the processes for KPI derivation. It
can also indicate the problems with business processes when the roles and
the access rights are not specified.
From the modelling perspective, we measure the improvement orientation of
a KPI by the number of manipulative scenarios. If the set of manipulative
scenarios is empty, the KPI is oriented to improvement.
Our practical study illustrates all the properties and shows an example of a
plan oriented KPI and an example of an improvement oriented KPI.

5 Case Study

The method for validation of KPIs is shown in Figure 2. The ovals show the
input and the output. The boxes depict steps of the method, and the arrows
indicate model refinement.

The input for the method application is a document that defines KPIs for a
business sector. The KPIs are already designed, and some relevant concepts and
steps of the business process are present in the definitions of KPIs. The brief
summary of the document [5] is presented below.
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1.Identification and relating the business
goals and the measurement goals

2.Conceptual Modeling of KPIs and the
related business processes

3. Protocol modeling the concepts including
KPIs

4.Validating the KPI properties
using the executable protocol
model and the goal model

A textual document with KPI definitions
in a business sector

1) Reliable and Improvement-Oriented KPIs
2) An abstract business process model including the performance

measurement aspect

Generally Desired
Properties of KPIs

Fig. 2. Using EXTREME for validation of KPIs

KPIs of the Program for Improving Access to Psychological Thera-
pies [5].

– KPI1: Level of Need. It presents the number of people who have depression and/or
anxiety disorders in the general adult population. The number presenting popula-
tion is produced as a result of the Psychiatric Morbidity Survey.

– KPI3a: The number of people who have been referred for psychological therapies
during the reporting quarter.

– KPI3b: The number of active referrals who have waited more than 28 days from
referral to first treatment/first therapeutic session (at the end of the reporting
quarter).

– KPI4: The number of people who have entered psychological treatment, (i.e. had
their first therapeutic session) during the reported quarter is related to the concept
person.

– HI1: Access Rate. It indicates the rate of people entering treatment from those
who need treatment HI1 = KPI4

KPI1
.

– KPI5: The number of people completed treatment.
– KPI6: The number of people moving to recovery. This number sums up those who

completed treatment, who at initial assessment achieve “Caseness” and at the final
session - did not.

– KPI6b: The number of people who have completed treatment but were not at
“Caseness” at initial assessment.

– HI2: Recovery Rate. It is calculated using the formula HI2 = KPI6
(KPI5−KPI6b)

.

The IAPT document does not provide information about KPI2 and KPI6a and
states that they are no longer collected.
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Concept:
Recovery Dashboard
Attributes:
KPI5: Number of people completed treatment
KPI6: Number of people moving to recovery
KPI6b: Number of people not at caseness before treatment
HI2:RecoveryRate

Concept:
Access Dashboard
Attributes
KPI1:Number of people with disorder identified 
by the annual survey 
KPI4:Number of people with disorder who in 
the entered treatment
HI1: Access Rate

Psychological Therapy Program of Improving Access to 
Psychological Therapies 

Goal: A Referred Person 
has access to 

psychological therapies 

Goal: A referred person 
has improved conditions 

after treatment

Goal:Measure access  
to psychological 

therapies 

Goal: Measure effectiveness  
of treatment

AND AND

Concept:Referred Person

Attributes:
Name: String
Date of Referring: Date
Caseness Before: Boolean
Caseness After: Boolean
State: {Referred, Waited 28 days, 
Entered treatment, Completed 
treatment}

Concept:Survey

Attributes:
Date of Survey: Date
Population of people with 
disorder: Integer

Survey of the Needs of 
Population

Goal: Estimate the size of the 
population  of people needed  

psychological therapy

Fig. 3. Goals, Concepts and Protocol Models

The notion of “Caseness” is defined as a result of a condition assessment
procedure. The procedure is applied to a referred person. There is no information
about the rules of assessment and the values of “Caseness”.

Two indicators are called High Indicators (HI). HIs are KPIs calculated from
other indicators. In the terminology of Popova and Sharpanskykh [16], the IAPT
KPIs can be called PIs and IAPT HIs can be called KPIs. We follow the termi-
nology of the IAPT document [5] and call all indicators KPIs.

5.1 Identification and Relating the Business Goals and the
Measurement Goals

In the IAPT document [5], we recognize the goals of measurement:

– ”Measure the access to the psychological therapies.”
– ”Measure the effectiveness of the psychological treatment.”

It is supposed that the underlying business processes:

– ”Estimate the size of population of people needing psychological therapy.”

and guarantee that
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– ”A referred person has access to psychological therapy.”
– ”A referred person has improved conditions after treatment.”

The goals indicate three separate business processes: “Survey of the Needs
of Population,” “Psychological therapy” and “Program for Improving Access to
Psychological Therapies”.

The upper (grey) part of Figure 3 presents the goal model similar to the
models built in Goal-Oriented methods [9]. The boxes are the goals and sub-
goals. Goals are refined by the sub-goals that are combined in this case using
the logical operator AND.

5.2 Conceptual Modelling of KPIs and the Related Processes in
the Organization

As in other approaches [16,19], the goals of each process are refined to concepts
with attributes. The information about the concepts is taken only from the
IAPT document [5]. Concepts are depicted as boxes in the lower (white part) of
Figure 3.

The concept Survey is the result of the process Survey of the Needs of Popu-
lation.

The concept Referred Person is the subject of Psychological Therapy men-
tioned in the goals. We use a generic attribute State and identify its possible
values of state from the IAPT document. For example, the names of the states
of the life cycle of the Referred Person are Referred, Waited 28 days, Entered
treatment and Completed treatment. The results of the condition assessment are
modelled by two attributes CasecessBefore and CasenessAfter. As there is no
indication about the type of Caseness, we assume that the type is Boolean.

In the search of the generic concepts for modeling of KPIs we decided to
follow an approach suggested by Strecker et al [19]. We use a concept to present
a family of measures for each goal of the measurement. We call such a concept a
Dashboard. As in the business intelligence, an instance of a Dashboard presents
a collection of values of measures supporting a particular request.

For example, an instance of the concept Access Dashboard shows the current
values of indicatorsKPI1, KPI3a, KPI3b KPI4 and HI1, measuring the access to
the therapies. An instance of the concept Recovery Dashboard shows the values
of the recovery indicators.

The concepts look like UML classes. However, the scarce information from
the IAPT document does not allow us to build a complete class diagram and
assign roles and relations.

5.3 Protocol Modeling of the Concepts, Including KPIs

In EXTREME, the concepts are modelled as protocol machines (defined in
section 3.1).

The Concept Survey. is modelled as a protocol machine Survey. The protocol
model of the Survey is described as follows (Figure 4):
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OBJECT Survey

NAME SurveyName

ATTRIBUTES SurveyName: String,

Population:Integer,

DateOfSurvey:Date

STATES created

TRANSITIONS @new*CreateSurvey=created

EVENT CreateSurvey

ATTRIBUTES Survey:Survey,

SurveyName:String,

Population:Integer,

DateOfSurvey:Date

The metacode, presented above, shows that a protocol machine is a state-
transition system. It has its local state described using the keyword STATES

and ATTRIBUTES. A transition from the initial state @new is triggered by event
CreateSurveywhich carries data of types Survey:Survey, SurveyName:String,
Population:Integer, DateOfSurvey:Date.

Each instance of the Survey is created by accepting an event CreateSurvey.
The acceptance of an event CreateSurvey brings with its attribute Population
the number of people who have depression and(or) anxiety disorders and with
its attribute DateOfSurvey the value of the attribute of the protocol machine
Survey. Only the Survey in state “created” can provide the values of its at-
tributes of the LevelOfNeed and Population for performance indicators.

The Concept Referred Person. The set of transitions and the state space of
a protocol machine can be split into behaviours for the sake of separation of con-
cerns. For example, the concept Referred Person is presented as the protocol ma-
chine Referred Person that INCLUDES behaviours Treatment and Assessment.

Attributes CasenessBefore:Boolean and CasenessAfter:Boolean store the
results of assessment of the patient’s conditions.

OBJECT ReferredPerson

NAME PersonName

INCLUDES Treatment, Assessment

ATTRIBUTES PersonName: String, DateOfReferring:Date,

STATES referred, 28daysWaited,left

TRANSITIONS @new*Refer=referred,

referred*Leave=left,

referred*Wait=28daysWaited,

left*Return=referred,

28daysWaited*EnterTreatment=28daysWaited

BEHAVIOUR Treatment

ATTRIBUTES CasenessBefore:Boolean,

CasenessAfter:Boolean,

DateOfCompletion:Date

STATES entered, completed,

TRANSITIONS @new*EnterTreatment=entered,
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entered*CompleteTreatment=completed

BEHAVIOUR Assessment

STATES assessedBefore, assessedAfter

TRANSITIONS @new*AssessBefore=assessedBefore,

assessedBefore*AssessAfter=assessedAfter

EVENT Refer

ATTRIBUTES ReferredPerson:ReferredPerson, PersonName:String,

DateOfReferring:Date

EVENT Leave

ATTRIBUTES ReferredPerson:ReferredPerson

EVENT Wait

ATTRIBUTES ReferredPerson:ReferredPerson

EVENT Return

ATTRIBUTES ReferredPerson:ReferredPerson

EVENT EnterTreatment

ATTRIBUTES ReferredPerson:ReferredPerson,CasenessBefore:Boolean

GENERIC AssessBefore

MATCHES EnterTreatment

Figure 4 shows the protocol machines graphically. Protocol machines look like
state machines. However, they have different semantics.

1) The INCLUDES relation of protocol machines is shown in Figure 4 as an arrow
with a half-dashed end. The INCLUDES relation means that for every instance of
ReferredPerson the instances of thedependentprotocolmachinesTreatmentand
Assessment are created. The behaviours Treatment and Assessment are equally
CSP parallel composed with other protocol machines.

The state space of a Referred Person is the Cartesian product of the state
spaces of the Referred Person and the included behaviours Treatment and
Assessment.

2) Protocol Modelling uses events as elements of interaction between the sys-
tem and the environment and synchronization of protocol machines. Events are
presented as data structures and can carry information. Each transition is la-
belled with an external event.

An event carries data that are used to update the attributes of an instance
of the Referred Person. For example, the value of the DateOfReferring is en-
tered with event Refer. CasenessBefore is updated with event AssessBefore.
CasenessAfter is updated with event AssessAfter.

3) Protocol machines representing different levels of abstraction are easily
composed using event matching mechanism.

For example, event EnterTreatment is matched with (considered as) event
AssessBefore in the behaviour Assessment. Event CompleteTreatment is con-
sidered as AssessAfter in the behaviour Assessment. This is modeled using the
keyword GENERIC.1

1 In terminology of Aspect-oriented modelling events can be seen as join points. [10]
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Fig. 4. Protocol Model

4) By submitting events a protocol model is deterministically populated with
any number of instances of protocol machines.

5) As a consequence of the CSP parallel composition of protocol machines,
the model has only the quiescent states, i.e. the states where the system does
not proceed any event. All states can be justified by the system goals. Modelling
and reasoning can be focused on the business semantics. Protocol machines in
quiescent states can be selected for KPI measurement.

Dashboards and KPIs. The concept Access Dashboard and Recovery Dash-
board are modelled as protocol machines.
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OBJECT DashboardAccess

NAME DashboardName

ATTRIBUTES DashboardName:String,

StartOfReportingQuarter:Date,

!LevelOfNeed:Integer,

!NumberReferredPersons:Integer,

!NumberReferredPersonsWaited:Integer,

!NumberOfEnteredTreatment:Integer,

!AccessRate: Integer,

STATES created

TRANSITIONS

@new*CreateDashboardAccess=created

OBJECT DashboardRecovery

NAME DashboardName

ATTRIBUTES DashboardName:String,

StartOfReportingQuarter:Date,

!NumberOfCompletedTreatment:Integer,

!NumberOfPeopleMovingToRecovery:Integer,

!NumberOfCasenessPeopleBeforeTreatment:Integer,

!RecoveryRate:Integer

STATES created

TRANSITIONS

@new*CreateDashboardRecovery=created

EVENT CreateDashboardAccess

ATTRIBUTES DashboardName:String,

DashboardAccess:DashboardAccess,

StartOfReportingQuarter:Date

EVENT CreateDashboardRecovery

ATTRIBUTES DashboardName:String,

DashboardRecovery:DashboardRecovery,

StartOfReportingQuarter:Date

The protocol machines AccessDashbord and RecoveryDashboard combine
two groups of KPIs to monitor the access and recovery. Each dashboard protocol
machine reads the state of protocol machines Survey and Referred Person and
derives the values of own attributes presenting KPIs. The derived attributes of
dashboard protocol machines, marked by the exclamation symbol “!”, represent
the corresponding KPIs.

The graphical representation (Figure 4) does not provide all the elements of
the model. The complete protocol model of each of concepts Access Dashboard
and Recovery Dashboard include algorithms (or state functions) for calculation
of KPIs.

For example, the KPIs of the Recovery Dashboard are derived below. Each of
the KPIs contains a part selecting objects (selectInState()). The selected objects
are filtered on the bases of the selection predicate ( if construction). The filtered
objects are counted calculating the value of the corresponding KPI.
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public class DashboardRecovery extends Behaviour {

public Date getStartOfReportingQuarter(){
Calendar cal=Calendar.getInstance();
Date StartQuarter = this. getDate("StartOfReportingQuarter");
cal.setTime(StartQuarter);

return StartOfReportingQuarter;
}
public Date getEndQuarter(){

Calendar cal=Calendar.getInstance();
Date StartQuarter = this. getDate("StartOfReportingQuarter");
cal.add(Calendar.MONTH, 3);
Date EndOfReportingQuarter=cal.getTime();;

return EndOfReportingQuarter;
}

// KPI 5 Number of People Completed Treatment in the reported quarter
public int getNumberOfCompletedTreatment() {

int NumberOfCompletedTreatment=0;
Date StartRQ = getStartQuarter();
Date EndRQ=getEndQuarter();

Instance[] completedTreatment = selectInState("ReferredPerson", "referred");
for (int i = 0; i < completedTreatment.length; i++) {
Date completionDate=completedTreatment[i].getDate("DateOfCompletion");
String treatmentState = completedTreatment[i].getState("Treatment") ;
if (completionDate.compareTo(StartRQ)>=0 &&

completionDate.compareTo(EndRQ)<=0 &&
treatmentState.equals("completed"))

NumberOfCompletedTreatment+=1;
}

return NumberOfCompletedTreatment;
}

// KPI 6 Number of People Moving To Recovery
public int getNumberOfPeopleMovingToRecovery() {

int NumberOfPeopleMovingToRecovery=0;
Date StartRQ = getStartOfReportingQuarter();
Date EndRQ=getEndOfReportingQuarter();

Instance[] completedTreatment = selectInState("ReferredPerson", "referred");
for (int i = 0; i < completedTreatment.length; i++){

Date completionDate=completedTreatment[i].getDate("DateOfReferring");
String treatmentState = completedTreatment[i].getState("Treatment");
Boolean CA=completedTreatment[i].getBoolean("CasenessAfter");
Boolean CB=completedTreatment[i].getBoolean("CasenessBefore");
if (completionDate.compareTo(StartRQ)>=0 &&

completionDate.compareTo(EndRQ)<=0 &&
treatmentState.equals("completed") &&
CB==false && CA==true )

NumberOfPeopleMovingToRecovery+=1;
}

return NumberOfPeopleMovingToRecovery;
}

// KPI 6b NumberOfCasenessPeopleBeforeTreatment from in the reported quarter
public int getNumberOfCasenessPeopleBeforeTreatment () {

int NumberOfCasenessPeopleBeforeTreatment=0;
Date StartRQ = getStartQuarter();
Date EndRQ=getEndQuarter();

Instance[] completedTreatment = selectInState("ReferredPerson", "referred");
for (int i = 0; i < completedTreatment.length; i++) {

Date completionDate=completedTreatment[i].getDate("DateOfReferring");
String treatmentState = completedTreatment[i].getState("Treatment");
Boolean CB=completedTreatment[i].getBoolean("CasenessBefore");
if (completionDate.compareTo(StartRQ)>=0 &&

completionDate.compareTo(EndRQ)<=0 &&
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treatmentState.equals("completed") &&
CB==true)

NumberOfCasenessPeopleBeforeTreatment+=1;
}

return NumberOfCasenessPeopleBeforeTreatment;
}

The strategic indicators combine the KPIs producing rates. For example, the
recovery rate combines three indicators:

// HI2 Recovery Rate KPI6/(KPI5-KP6b )
public int getRecoveryRate() {

int zn=(this.getInteger("NumberOfCompletedTreatment")-
this.getInteger("NumberOfCasenessPeopleBeforeTreatment"));
int RecoveryRate=0;
if (zn==0){ RecoveryRate=0;}
else {
RecoveryRate=(100*this.getInteger("NumberOfPeopleMovingToRecovery"))/zn;
}

return RecoveryRate;
}
}

The complete protocol model can be found in [18]. The Model is executable
in the Modelscope tool [11]. The tool generates an interface from the model.
The interface is used to submit events, create objects and observe the values of
attributes, i.e test the model and validate KPIs.

5.4 Validating the KPI Properties by Using the Executable
Protocol Model, Goal and Conceptual Models

Let us analyze if the KPIs in our case study have the desired properties, men-
tioned in section 4.

1.The quantifiability of KPIs.
The KPIs have been modelled as attributes of the concept Dashboard. The

protocol model has an algorithm for derivation for each KPI. The algorithm for
calculation of a KPI is in the quantifiable form. It contains a predicate for the
selection of a number of business objects (presented as protocol machines) using
the given time interval and a set of given values of object attributes.

Protocol modelling has predefined select functions. Function

selectInState(”BehaviourName”, ”State”)

returns an array of objects (”Behaviour name”) , all of which are in the specified
state (”State”). Function

selectByRef(”BehaviourName”, ”AttributeName”)

returns an array of objects, all of which have the specified attribute. The select
functions enable modelling of quantifiable KPIs.

For example, the KPI 6b (the derive function has been shown in the previous
section) selects Referred Persons initially assessed as Caseness: CB=true and
then completed treatment within the reporting quarter RQ:
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selectInState(”ReferredPerson”, ”referred”) & treatmentState.equals(”completed”) &

completionDate.compareTo(StartRQ) ≥ 0 & completionDate.compareTo(EndRQ) ≤ 0.

The number of selected referred persons is counted and gives the value of the
indicator. All other KPIs of this case study are similar to KPI6b.

2. The linearity of a KPI can be tested using the executable model for each
KPI. For testing, the model should be populated with objects. The properties
of these objects should meet the selection criteria. For example, for the KPI 6b
the model should be populated with referred persons initially assessed as case-
ness and completed treatment within the reporting period. The KPI 6b should
count the amount of such referred persons. The population should also contain
the objects that do not meet the selection criteria. Those objects should not be
counted by the KPI derivation algorithm.

3. The sensitivity should be always validated for strategic indicators presented
as rates. The large value of the denominator of a fraction can make the indicator
insensitive. The sensitivity of the strategic indicators of our case Recovery Rate
and Access Rate is increased using the percent scale.

4. We measure the semantic reliability of a KPI by the number of additional
assumptions that need to be made in order to derive the KPI value. If the set
of additional assumptions is empty, the KPI is semantically reliable. If the set
of additional assumptions is not empty, then the execution and demonstration
of the model to the users may be used to validate the assumptions because the
users may have more knowledge than the KPI definition document.

For example, in our case, the procedure of assessment of the patient’s con-
ditions as Caseness is not specified by the IAPT document. We assume that a
Caseness is a Boolean value coming from the environment. However, in practice,
the Caseness may, for example, be assessed using a ten-point scale.Therefore, the
KPIs, that depend on data assessed via Caseness, are not semantically reliable.

The KPI HI:Recovery Rate depends on the procedure of testing Caseness
both before and after treatment:

HI2 : RecoveryRate =

NumberOfPeopleMovingToRecovery

(NumberOfPeopleCompletedTreatment − NumberOfCasenessPeopleBeforeTreatment).

We conclude that this KPI is not semantically reliable.

5. The improvement orientation of a KPI is validated for the strategic indicators
as they are directly related to the goals of the system.

The meaning of improvement is rarely defined in the KPI documents. It de-
mands extra efforts to guess the notion of improvement by analysing the goals
of measurement.
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There is a danger of replacing the improvement orientation of KPIs with the
plan orientation. In such a case, the “desired” value of KPIs may be achieved
through manipulating of numbers of instances in the business process.

Our case study presents examples of both an improvement-oriented KPI and
a possibly plan-oriented KPI.

The KPI

HI1 : AccessRate =
NumberOfEnteredTreatment

LevelOfNeed

is an example of an improvement-oriented KPI. It corresponds to the goal: “A
Referred Person has access to psychological therapies.” We assume that the im-
provement means the positive growth of the ratio of treated people to the people
needed treatment.

Modelling shows that the numerator and the denominator of the KPI are
the numbers derived from separate processes Referred Person and Survey. The
processes are executed by different organizations, that do not depend upon each
other. The LevelOfNeed comes from a Survey. The NumberOfEnteredTreatment
is a sum of individually Referred Persons. The numbers of objects of separated
processes grow independently through the model execution. The manipulation of
the numerator and denominator of the KPI is unlikely. Only by the process im-
provement (for example, by shorten the time of waiting) the higher value of the
Access Rate can be achieved. Therefore, we conclude that the KPI HI1:Access
Rate is oriented to improvement.

The KPI

HI2 : RecoveryRate =

NumberOfPeopleMovingToRecovery

(NumberOfPeopleCompletedTreatment − NumberOfCasenessPeopleBeforeTreatment).

is an example of KPI that may become plan oriented and open to manipulations.
For validation of the improvement orientation of this indicator, we use both
the goals associated with KPIs and the model of the underlying process. The
KPI corresponds to the goal ”A Referred Person after treatment has improved
conditions”.

A person moves to recovery if the assessment of Caseness before treatment is
false (sick) and after treatment is true (healthy). The improvement corresponds
to the growth of the Recovery Rate of persons that move to recovery. If the pro-
cedures of the Caseness assessment and treatment are assigned to the employees
of the same organization, who have their interest in high value of Recovery Rate,
the value of Recovery Rate can be manipulated to meet the planned values. This
can be done by assessing healthy people as sick before the treatment and send-
ing them for the treatment and/or by assessing sick people as healthy after the
treatment. The corresponding scenarios can be shown by model execution.

Validating this property, we conclude that the information in the KPI docu-
ment is not sufficient to assure the improvement oriented Recovery Rate.

One of the possible solutions for improvement of the KPI document may be the
following constraint to the business processes of organizations: “The assessment
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of Caseness and treatment should be fulfilled by two independent institutions
with different sources of financial support”.

Another possible solution is the definition of the rules for Caseness assess-
ment, including the assignment of organizations responsible for the treatment
and assessment.

The presented examples show that the combination of the goal, conceptual and
protocol models, used in EXTREME, provides a useful instrument for validation
of KPI properties and leads to discovery of tacit constraints and rules in KPI
definitions.

6 Conclusion

In this paper, we have proposed a method for modelling of KPIs and validation of
their properties using the approach called EXecutable Requirements Engineering
Management and Evolution (EXTREME).

The contribution of this paper is the constructive definition of a KPI. The
definition specifies a procedure for calculation of a KPI in models and in infor-
mation systems. The definition also clarifies the procedures for assessment and
validation of properties of KPIs on models.

As a byproduct of the modelling of KPIs with the EXTREME method, an
executable model of an abstract organization in an industry sector is produced.
In future work, this model can be used for standardization of performance mea-
sures in an industry sector and for assessment of applicability of KPIs in real
organizations.
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Abstract. In this paper, we introduce a problem structuring method (PSM) 
called “Value Map”. Value Map is an extension to the Supplier Adopter 
Relationship Diagram in the Systemic Enterprise Architecture Method (SEAM). 
Value Map assists in understanding, analysis and design of value creation and 
capture in service systems. We illustrate the applicability of the Value Map by 
modeling value creation and capture in the service system of a social 
networking company called Webdoc. To validate the usefulness of the Value 
Map, we conducted an empirical study in which we also compared the Value 
Map to Business Model Canvas, one of the most established methods in 
business model design. The results of the study show that the Value Map helps 
business practitioners in understanding and analyzing customer value, customer 
value creation, and the value capture processes. We conducted an empirical 
study in which we assessed the usefulness of Value Map and compared it with 
Business Model Canvas, one of the most established methods in business model 
design. The results of the study show that the Value Map helps business 
practitioners to understand and analyze customer value, customer value 
creation, and the value capture processes. 

Keywords: Modeling, Problem Structuring Method (PSM), SEAM, Service 
Systems, Value Creation and Capture, Value Map. 

1 Introduction 

In the theories of economic exchange, value was traditionally viewed only from the 
perspective of monetary transactions between the customers and the organization. 
Value was perceived to be rooted in goods that were produced by the organization.  
Once distributed to customers, the value produced was destroyed, or consumed. In the 
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marketing literature, this perspective is broadly referred to as the Goods-Dominant 
(G-D) logic, which was prevalent pre-1900s. From the standpoint of the G-D logic, 
customers played a negligible role in the value creation process. In other words, the 
organization created what was perceived as valuable to the customer [1] without the 
involvement of the customer. The underlying objective of the G-D logic is to 
“maximize operational efficiency and reduce firm costs in order to increase financial 
profits”. Moreover, G-D logic primarily focuses on operand resources (i.e., those 
resources that are tangible; physical goods) that are manifested in products [2]. 

In a paradigm shift, the economic exchange model has been augmented and 
extended to include customers as a fundamental tenet of the value creation process. 
This shift has led to the emergence of the Service-Dominant (S-D) logic. The G-D 
and the S-D logic differ in a number of important ways, (see Table 1). 

Table 1. G-D Logic vs. S-D Logic 

 G-D Logic S-D Logic 

Focus Operand resources; creating goods to be 

sold 

Operant resources; intangible resources (i.e., 

knowledge and skills)  

Goods The product of value to be exchanged Seen as intermediaries in service delivery 

Service Intangible output of a good Service is the foundation of all exchange 

Value Created within organizations Co-created by organizations and customers 

 
 

The focus in the S-D logic is on intangibles, competencies, dynamic exchange 
processes and relationships that are broadly referred to as operant resources. Operant 
resources have an influence on other resources to create benefit through the service 
[2].The concept of a good in the G-D logic is the product of value to be exchanged.  
While, in the S-D logic, a good is merely seen as an intermediary in the delivery of 
service, broadly viewed as delivery mechanisms for services [3].Furthermore, in the 
S-D logic, the concept of service is extended beyond a “particular” kind of intangible 
good (i.e., knowledge and skills) or an intangible output of a good. Instead, service is 
deemed as the foundation of all exchange (i.e., service exchanged for service) [4]. 
Finally, the S-D perspective conceptualizes a firm’s offerings not as an output, but as 
an input for the customer’s value-creation process. Thereby, instead of viewing value 
as being created within companies, value is increasingly viewed as being co-created 
between companies, customers, and other actors within a service system.  

Service systems are the arrangement of resources, including people, information, 
and technology [5]. In service systems, value is perceived as being created in 
collaboration with the customer. Authors in [6 - 9] argue that in the S-D logic, the 
supplier is not the sole creator of value, but that value emerges when the customer is 
involved in the process.  Thus, from the S-D standpoint, customers are the eventual 
locus and the determining party of the value that is created [10]. Authors in [11] 
suggest that the customer’s collaborative role in value creation is what is known as 
co-creation of value. 
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Moreover, the S-D logic emphasizes on the subjective and experiential nature of 
value and thus asserts that value is “uniquely and phenomenologically determined by 
the beneficiary [3]. Based on this perspective, a distinction is made between value-in-
use and value-in-exchange. Value-in-use refers to the specific qualities of the service. 
These qualities are perceived by users in relation to their needs (i.e., speed or quality 
of performance, aesthetics, or performance features). Value-in-exchange can be 
defined as the “monetary amount realized at a certain point in time in exchange” [12]. 
After value has been created, it is important for the organization to capture this value.  
Authors in [12] explain that some value may be lost or in some cases, shared with 
other stakeholders.  Value capture, also termed value retention or value appropriation, 
deals with the amount of exchange value the customer has kept and retained by the 
organization in the form of profit [13].  From a non-monetary perspective, value 
capture can be described as the degree to which service quality goals have been met 
or exceeded [14]. 

Once value has been (co)-created, the viability of the service system depends on its 
ability to capture the created value.  In other words, the service provider sustains its 
existence with the value it retains [15]. Thus, it can be asserted that sustainable value 
(co)-creation and capture is an imperative for viability of service systems. In the 
service science literature, a number of modeling frameworks provide conceptual tools 
to support the design of service offerings (see for instance [16-20]). Such modeling 
frameworks, however, mainly address the design and analysis of value from the 
customers’ perspective and do not sufficiently address service providers’ value 
capture in the service value equation. In general, the same gap can be broadly 
identified in the service literature, where value (co)-creation has often been 
emphasized over value capture.  

Moreover, there are nonlinearities and feedback structures inherent in the interplay 
between value creation and capture in service systems. For instance, a slight increase 
in price, results in the loss of a huge proportion of the market, or, a new service 
feature can boost the customer base of a service provider. While presenting both 
conceptual and practical challenges for service providers and service science 
researchers, this systemic interconnectedness has been glossed over in the service 
science research.  

To tackle the above mentioned research gaps, in this study, we introduce the Value 
Map; a framework for modeling value in service systems that takes into account both 
value creation (for and with customers) and value capture (by service providers). The 
Value Map can be broadly referred to as a problem structuring method (PSM) [21-23] 
that aims to provide conceptual and practical assistance in analyzing, reconfiguring 
and designing value in service systems. The modeling constructs and notational 
elements in the Value Map are derived from a literature review we conducted to gain 
a new perspective into the structure and the dynamics of value creation and capture. 

This paper is organized in the following way. In Section 2, we elaborate on the 
structure and the results of the literature review we conducted to discover the 
important concepts relevant to value creation and capture. In order to gain a better  
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understanding, the concepts and their relationships were formalized in 10 algebraic 
functions and were graphically represented in form of a conceptual model. In Section 
3, we introduce the value map and its modeling constructs and notational elements. In 
Section 4, we present the results of the application of the Value Map to model and 
improve value creation and capture in a social networking platform called Webdoc. 
Section 5 includes the related work. In Section 6, we briefly report on the results of an 
empirical study we conducted to assess the usefulness of the Value Map and to 
compare it to Business Model Canvas [24] an established method for presenting and 
designing business models. Finally, in Section 7 we present our conclusions, 
limitations of research and our future work. 

2 The Conceptual Model 

In this section, we present the structure and the results of the literature review we 
conducted on the theoretical frameworks that examine value creation and capture. A 
literature review can be conducted for a variety of purposes see [25] In this paper, the 
literature review will help us discover the important concepts relevant to value 
creation and capture and explore the relationships among these concepts in order to 
gain a new perspective into the structure and the dynamics of value creation and 
capture. Thus, the literature review helps us understand the “what” (i.e., the concepts), 
the “how”, (i.e., their relationships) and the “why” (i.e., the rationale behind the 
selection of the concepts and the perceived relationships among them). According to 
[26], the “what”, “why” and the “how” are the three tenets of a theoretical 
contribution. 

The correct selection of the published materials is a vital element of a literature 
review. We followed the methodology in [27] and developed a number of criteria  
for selection of the work to be included in the literature review. The articles we 
included in the literature review addressed value creation and capture simultaneously, 
and were indexed by Institute for Scientific Information (ISI). These two criteria led 
us to a total of around 30 articles. We then derived the key concepts discussed in each 
article. The concepts were then analyzed and divided into three categories: customer 
value, customer value creation process, and service provider value capture. Next, for 
each category, we developed a number of functions that embody algebraic 
expressions explaining the relationships between the concepts (see Table 2). Having 
identified the concepts and their relationships, we graphically represented them in 
form of a conceptual model made up of boxes (i.e., the concepts) and arrows (i.e., 
their relationships), (see Figure 1). According to [26], “such visual representations 
often clarify the author's thinking and increase the reader's comprehension”. As 
illustrated in Figure 1, we have marked the three categories of concepts in the 
conceptual model. 
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Table 2. The Algebraic Functions capturing relationships between Customer Value, Customer 
Value Creation Process, and Service Provider Value Capture concepts 
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1 
Net perceived customer value (NPCV) =  (perceived service benefits) – (perceived service costs)  
NPCV equals the benefits minus the costs of receiving the service. 

 [28-30]  

2 

Perceived benefits of the service offering =  (perceived functional benefits) + (perceived emotional 
benefits) 
The sum of the functional and emotional benefits constitutes the perceived benefits of the service 
offering.  

 [28, 31] 

3 

Perceived costs of the service offering  =  (Perceived non-monetary costs) + (Perceived monetary 
costs) 
The costs incurred to the customer who receives the service are divided into two categories: monetary 
cost and non-monetary costs that can include time, energy, and psychic costs. 

 [13, 28] 

4 

Relative NPCV of the service offering  =  (NPCV of the service provider’s value network offering) –  
(NPCV of the competing value network’s service offering) 
 Relative net perceived customer value is the net perceived value created by a service provider’s 
offering in relation to the competing offerings. 

[13 ] 
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5 

Service components  Resources and capabilities  (of the service provider and its value network)  
Service components are a subset of the resources and capabilities of the service provider and its value 
network that are manifested in the service.  

 [13, 32-33] 

6 

Service components (of service provider and its value network)  Service features  Service value 
attributes (of service customer) 
Service components create some emergent properties for the service, which are noticed by the 
customer. We refer to these emergent properties of the service as service features. Service features 
impact the perceived customer value through various value attributes. 

[34] 
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7 

NPCV of the service offering ∝ Service providers benefits 
The customer’s relative perception of value determines the actions the customers undertake, which 
result in generating more or less benefits for the service provider.  

[13] 

8 

Net captured value (NCV) of the service provider = (Value captured by the service provider)  
– (Cost of the service components) 
The NCV is the value captured by the service provider minus the costs of the service components. 

[13] 

9 

(Non-)monetary benefits for the service provider ∝ Value captured by the service provider 
The (non)monetary benefits created by the customer for the service provider are proportional to the 
value captured by the service provider. 

 [35 -37] 

10 

Costs of the service components = (Organizing costs i.e. internal costs of the service provider) +  
(Opportunity costs i.e. external costs of the suppliers in service provider value network) 

The costs of the service components equal the sum of the organizing costs of the service provider, and 
the external opportunity costs of the suppliers in the value network.  

 [38,39] 
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3 The Value Map 

Figure 2 represents the actors and their properties in a service system. We refer to this 
representation as the Service System Model. As illustrated, the Service System is 
composed of a Service Provider Value Network and Service Customer A and B. The 
Service Provider Value Network can be represented as a black-box or a white-box 
denoted respectively by grey and white colors. In Figure 2, [w], [c] denote whole 
(black- box) and composite (white-box) representations of the systems and entities. 
When represented as a black-box we model the Service, the Service Features, and the 
(Non)monetary Benefits for the Service Provider Value Network as its emergent 
properties. The white-box view of the Service Provider Value Network provides 
insight into the configuration of the value network. Thus, we will be able to view the 
organizations or the people who compose the value network and their contribution to 
the service in terms of the Service Components they provide. We can also see the 
Value Captured by each of the entities in the value network.  As illustrated in Figure 
2, the Service Provider collaborates with Organizations A and B and the Developer to 
create the Service. This collaboration is captured in terms of the Service Components 
each of these entities provides. Finally, in the Service System Model we represent the 
Service Customers by modeling the Attributes that impact their perception of the 
service value and the Actions the customers take on the basis. 

 

 

Fig. 2. Service System Model 
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A generic Value Map is illustrated in Figure 3. As marked in Figure 3, the Value 
Map embodies customer value, customer value creation and service provider value 
capture processes (i.e., the three categories of concepts presented in Section 2) in a 
service system. This is achieved by making the relationships between the actors (i.e., 
service provider, organizations in the value network, service customer, etc.) and the 
properties (service components, service features, value attributes, customer actions, 
etc.) presented in the Service System Model explict. In Table 3, we explain the 
relationships and their notation in the Value Map. 
 

 

Fig. 3. The Value Map 

To map the Service Provider and the other entities in the Service Provider Value 
Network to the Service Components we use the RACI (Responsible, Accountable, 
Consulted, Informed) Matrix. As illustrated in Figure 3,  the Service Provider is 
responsible for Service Component 1 and consults Organization A. This consultation 
may reduce the risk of incompatibility between the Service Components 1 and 2 or 
ensure the existence of a contingency plan in case an unanticipated scenario arises in 
the value creation process. The Service Provider also contributes to the service 
through Service Component 4. Here, the Service Provider makes sure that 
Organization B is kept informed about the progress. The Service Component 4 
provided by Organization B may be affected by Service Component 5 which is 
provided by the Service Provider. Note that these two service componets create the 
Service Feature 3. This sheds light on why Organization B needs to be kept up-to-
date. In principle, the Service Provider is accountable for correct and thorough 
provisioning of the service components for which other entities are responsible.  
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Table 3. Relationships and mappings in the Value Map 

Relationship Mapping Notation
- Entities in the value network  
- Service Components 

RACI Matrix 

- Service Components  
- Service Features  

- Service Features 
-Value Attributes  

-Value Attributes 
- Net Perceived Customer Value 

+++ Strong Positive 
--- Strong Negative 

- Customer 
- Customer Actions  

- Customer Actions  
- (Non)monetary Benefits  

- (Non)monetary Benefits 
- Captured Value  

- Captured Value 
- Service Provider’s Net Captured Value  

 
As discussed in the previous section, Service Components create the Service 

Features that impact the net perceived customer value (NPCV) through the Value 
Attributes. Based on his or her perception of the value of the service offering, the 
customer takes Actions. These Actions generate the (Non) monetary Benefits for the 
Service Provider Value Network. These benefits are directly linked to the Value 
Captured by each of the entities in the value network. In Figure 3, the Service 
Provider and Organization A provide Service Components 1 and 2 respectively. 
These two components will create the Service Feature 1 that negatively impacts the 
NPCV for Service Customer A and B through Value Attributes 1 and 4. As shown, the 
impact is stronger for the Service Customer B. Similarly, the Service Provider and 
Organization B provide Service Components 4 and 5 respectively, thereby creating 
Service Feature 3. This service feature has a strong positive impact on the Service 
Customer A’s perception of the service value as captured in Value Attribute 3. Service 
Customer A takes Customer Actions 1 and 2 that contribute to the (Non) monetary 
Benefits 1 and 2 thereby realizing and contributing to Captured Value 1 - 3 for the 
entities in the Service Provider Value Network. As shown, Captured Value 1 has a 
strong and medium positive impact on the net captured value of the Service Provider 
and Developer respectively. Other sections of the Value Map can be interpreted the 
same way. 

4 Modeling Value Creation and Capture in Webdoc 

In this section, we report on the application of the Value Map as a diagnostic tool to 
improve value creation and capture in the service system of Webdoc. First we present 
some information about Webdoc and the motivations underlying the project in which 
the Value Map was applied. Next, we discuss how customer value attributes were 
surfaced by means of the data capture and user intelligence tools. Then, we model the 
creation and capture of value in Webdoc using the Value Map. Finally, we present 
some strategy implications based on the findings from our modeling process. 
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4.1 Webdoc 

Webdoc is an Internet startup founded in Lausanne in 2009. It currently has offices in 
Lausanne (headquarters: management, engineering, design, and product), London 
(business development), Lima (community engagement and support), and San 
Francisco (business development). Webdoc provides a social network platform on 
which users can express themselves in a richer, more interactive way than traditional 
social networks. Specifically, it provides a channel in which existing web content, be 
it video, audio, images, or text, can be combined with content created using the 
proprietary rich editor, in a way that requires no technical skills and is easy to share 
and distribute. These creations are referred to as “webdocs” and can be embedded on 
any third-party site, including other websites and social networks. Additionally, all 
webdocs created can be showcased in their relevant category of interest on the 
Webdoc destination site. The creators have the option to make their webdocs 
completely private (only users granted explicit permission can view) or public but 
unlisted (meaning the webdoc will not be featured on the Webdoc site). The service is 
free to all users with no advertising, currently available in 5 languages (English, 
French, Spanish, Portuguese, and Russian), and accessible through a variety of 
platforms including desktop web browsers, mobile device browsers, and native 
mobile applications.  

As the company and user base has grown tremendously in the past 12 months, 
there has been an increasing need for establishing a better understanding of and 
improving perceived customer value. The analysis, conception, and subsequent 
improvement of the value perceived by the customers feed into vital functions of the 
service and company, including product development, overall strategy, valorization of 
the company for current and future investment rounds, and optimization of the 
service. These needs are what triggered the work that has led to the culmination of 
this project. In the next sections we explain how the value attributes were surfaced 
and how Value Map improved value creation and capture in Webdoc’s service 
system. 

4.2 Surfacing Customer Value Attributes 

One of the main challenges in modeling value creation and capture in service systems 
is surfacing the customer value attributes. This is considered as an important initial 
step to gain insights into the customers’ perceived benefits and costs of adopting the 
services offered by a service provider. In the context of the project conducted at 
Webdoc, this step was further sub-divided into two distinct but strongly 
interconnected fields: data capture and user intelligence.  

4.2.1 Data Capture 
Broadly speaking, information on customers’ perceptions of value and their  
relative importance can be gathered through direct interaction with customers or  
 



160 A. Golnam et al. 

 

customer surveys. Revealed preference methodologies [40] are also used to 
understand customers’ needs and preferences based on their behavior. However, for 
Internet-based services, the channels through which the service provider can 
understand its users are very different than those of a traditional service. The 
overwhelming difference is the radically new interaction paradigm through which 
service providers and service adopters communicate. For traditional service providers, 
a wealth of customer data, such as customer demography, is gathered without any 
explicit effort, simply by the customer’s physical presence. On the other hand, for an 
Internet firm like Webdoc, sophisticated measures need to be put in place to 
understand even the most fundamental characteristics of its users, such as location, 
language, gender, and age. Without the application of data capture tools it would 
almost be impossible to answer basic questions such as “Who are the service 
customers?” “How frequently do they use the service?” “How do service customers 
access the service?” “How much do they use the service for?” To answer such 
questions, a number of service providers offer web analytics packages. These are third 
party, off-the-shelf solutions that can be customized to varying degrees, and are 
provided for a cost ranging from free to tens of thousands of dollars a month. There 
also exists the possibility for every Internet company to custom-build its own web 
analytics and data capture solution. In the context of this project, the latter was the 
first solution considered, but was quickly discarded due to its infeasibility.  

4.2.2 User Intelligence 
Data capture contributes to the decision processes in Internet-based services by 
providing macro-level information. User intelligence tools, however, provide a much 
more nuanced perspective at the micro level, which sacrifices on breadth of data for 
depth. The fundamental motivation of the application of user intelligence was the 
need for product development insight. While numeric metrics such as overall visitors, 
logged in users, views of a particular page, and so on are certainly invaluable, they are 
more useful in measuring the effectiveness (or ineffectiveness) of a feature post-
change than they are in suggesting what changes might be needed in the first place. 
Thus, user intelligence provides data that is more prescriptive. This data is 
complementary to the descriptive data derived from the data capture tools.  

User intelligence applications offer various analytical and intelligence tools such as 
heat maps and user recordings. Heat maps are screenshots of the website showing the 
spatial distribution of clicks over the screen space that offer important product insight, 
as they show what links and content garner the highest level of attention from the 
audience. User recordings are an attempt to recreate individual user sessions by 
aggregating mouse movement, keyboard activity, scrolling and navigation, and clicks 
into a video. 

Some advanced user intelligence applications provide the possibility of creating a 
test environment in which a random sample of participants execute tasks that are 
predefined based on the demographic and technical requirements. Upon completion of 
the tasks, a questionnaire is automatically generated, which is filled out by the  
 



 Designing Value-Oriented Service Systems by Value Map 161 

 

participant. The key aspect is that while performing the tasks, the entire user screen is 
recorded, along with an audio stream for the live commentary of the participants. The 
application of data capture and user intelligence tools provided invaluable assistance 
in surfacing the customer value attributes. 

4.3 Modeling Value Creation and Capture in Webdoc 

In this section, we apply the Value Map to represent value creation and capture in 
Webdoc’s service system. To this end, first we shed some light on how Webdoc can 
capture value as a service provider. Next, we analyse the value for Webdoc’s 
customers. Finally, we show how the Value Map resulted in improving value creation 
and capture in Webdoc. 

4.3.1 Value Capture by Webdoc 
Internet-based companies, in particular, social networking platforms such as Webdoc 
follow a free business model [24] this means these companies do not charge the 
customers for service they offer. Thus, to sustain their existence these service 
providers rely solely on the non-monetary benefits from their customers. These non-
monetary benefits in the case of Webdoc include: number of users, volume of activity 
per user, and time spent on the platform per user. Such non-monetary benefits can 
result in value capture for Webdoc by: 

- Increasing the valuation of the company in case of an initial public offering (IPO) 
or acquisition. As an example, Instagram, the online photo sharing service provider, 
was acquired by Facebook in April 2012 for $300 million in cash and 23 million 
shares of common stock. The deal was worth $1 billion at the time. Before the 
acquisition, Instagram announced that more than 5 billion photos had been shared 
through its mobile apps [41]. 

- Securing funding by venture capitalists (VCs). Most start-ups rely on funds from 
external sources such as VCs [42]. The non-monetary benefits listed above are among 
the determining factors for VCs to make a decision to invest or to continue investing 
in a start-up company like Webdoc. 

- Monetization through advertisement. Another possibility for Internet-based 
services is generating revenues by authorizing the presence of advertisements on their 
webpages. Advertisement-based monetization is one of the main revenue streams for 
internet-based service providers. The number of visitors, their activity volume and the 
time they spend on a website are the main criteria for businesses or individuals to 
choose a website on which they place their advertisements. 

4.3.2 Value for Webdoc’s Customers 
To improve the NPCV, first an understanding of different customer categories of 
Webdoc needs to be established. Two main categories of customers are identified: 
first-time and return visitors. When a first-time visitor uses Webdoc’s services again, 
he becomes a return visitor. 
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Fig. 4. Webdoc’s service system, new actors and properties 

 
The return visitors are divided into two main categories: content creators and content  
consumers. 

- Content creators. This category of customers creates or curates the content on 
Webdoc. Curation is the process of sorting content created by others on the web and 
presenting it in a meaningful and organized way. 

- Content consumers. These customers consume and react to the contents created 
by others. The reaction takes place in form of sharing, liking, or commenting on the 
contents. 

It should be stated that these customer categories are not mutually exclusive. 
As discussed in Section 2, the NPCV is impacted by the benefits and the costs of 

the service. As Webdoc offers its service to the customers free of charge, it would 
have been intuitive to focus on the service benefits to improve the NPCV. However, 
the findings from the data capture and user intelligence step revealed a number of 
improvement opportunities concerning the non-monetary costs of the service. As 
outlined in Table 2, these non-monetary costs include but are not limited to time, 
energy, and psychic aspects of adopting a service. Time cost is the aggregate of the 
durations the service customer needs to invest in order to be able to use the service. 
Energy cost is the sum of the effort that needs to be spent. Psychic cost is the most 
abstract of all – the cognitive stress undergone by the customer in using the service.  

Data gathering and user intelligence aided us in mapping these three categories of 
non-monetary costs onto their corresponding value attributes (i.e., non-monetary costs 
of the service):  

- Filling out the sign up form and discovering content and people increased the 
time and energy costs of the Webdoc’s customers. 

- Remembering passwords incurred Webdoc customers with high psychic costs. 
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Fig. 5. The Value Map: capturing value creation and capture in Webdoc’s service system 
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The return visitors are divided into two main categories: content creators and content  
consumers. 

- Content creators. This category of customers creates or curates the content on 
Webdoc. Curation is the process of sorting content created by others on the web and 
presenting it in a meaningful and organized way. 

- Content consumers. These customers consume and react to the contents created 
by others. The reaction takes place in form of sharing, liking, or commenting on the 
contents. 

It should be stated that these customer categories are not mutually exclusive. 
As discussed in Section 2, the NPCV is impacted by the benefits and the costs of 

the service. As Webdoc offers its service to the customers free of charge, it would 
have been intuitive to focus on the service benefits to improve the NPCV. However, 
the findings from the data capture and user intelligence step revealed a number of 
improvement opportunities concerning the non-monetary costs of the service. As 
outlined in Table 2, these non-monetary costs include but are not limited to time, 
energy, and psychic aspects of adopting a service. Time cost is the aggregate of the 
durations the service customer needs to invest in order to be able to use the service. 
Energy cost is the sum of the effort that needs to be spent. Psychic cost is the most 
abstract of all – the cognitive stress undergone by the customer in using the service.  

Data gathering and user intelligence aided us in mapping these three categories of 
non-monetary costs onto their corresponding value attributes (i.e., non-monetary costs 
of the service):  

- Filling out the sign up form and discovering content and people increased the 
time and energy costs of the Webdoc’s customers. 

- Remembering passwords incurred Webdoc customers with high psychic costs. 

4.3.3 Improving Value Creation and Capture in Webdoc 
Figure 4 shows Webdoc’s service system. The new actors and their properties are 
marked with the plus sign. In the Value Map in Figure 5, we illustrate how these 
novelties result in improving value creation and capture in Webdoc service system. 
We explain these changes in the following sections. 

4.3.3.1 Reducing Clicks to Signup. Initially, an unregistered visitor needed to search 
for the sign up button, click it, and then fill out a form to complete the process. To 
save the visitor’s time, the application programming interfaces (APIs) from social 
networking websites, Facebook and Twitter were integrated in the home page of 
Webdoc as shown in Figure 6. This way, the first-time visitors could sign up with one 
click without filling out the sign up form. The return visitors could also use their 
Facebook or Twitter credentials to connect to Webdoc.  

As illustrated in the Value Map in Figure 5, Twitter and Facebook provide Webdoc 
with the APIs as the service components. These APIs along with the New code 
modules provided by the Developer result in the service features 1-click sign up and 
Password-less login. These two new features create the following two value attributes  
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Fig. 6. Reducing clicks to sign up 

for Robert who is a first-time visitor: It’s easy to sign up for Webdoc and I can access 
my account quickly. These features along with the rest of the benefits of Webdoc 
convince Robert to create a new account (i.e., customer action) thereby increasing 
number of Webdoc customers increases. The rise in the number of customers 
contributes to Increase in Webdoc valuation, Ad-based monetization potential and 
Securing VC funding. As stated in Section 4.3.1, these are the main ways Webdoc can 
capture value. We can also see that Ad-based monetization potential is not as 
important as the other two value attributes. The number of Webdoc customers also 
gives Twitter and Facebook Cross-platform visibility, which can contribute to their 
web presence. 

The two new service features improved the NPCV by reducing the time and energy 
costs associated with filling out the sign up form as well as the psychic costs of the 
remembering passwords. Introduction of these features increased the number of new 
accounts created on Webdoc. Moreover, nearly two months after their 
implementation, over 80% of the users were logging in to Webdoc using their Twitter 
and Facebook accounts.  

4.3.3.2 Welcome Workflow. To facilitate discovering content and content creators, a 
welcome workflow was designed, see Figure 7. 

As shown in the Value Map, the welcome workflow, captured in the New code 
modules service component, resulted in the creation of two new service features: 
Browse by interest and Suggested people. 

Caroline is a content consumer. The two features help her in finding like-minded 
people and discovering content on Webdoc. Michael, a customer who creates content 
on Webdoc, benefits from these two features as his content is discovered by people on 
Webdoc and many people read and react to the content he creates. These value 
attributes form a self-reinforcing positive feedback loop. Michael creates content, 
which is discovered by Caroline. Caroline consumes Michael’s content and reacts to it 
by commenting or liking or reposting his content. This motivates Michael to create or 
curate even more content. This virtuous cycle increases time spent on Webdoc per 
customer and activity volume per customer. These two non-monetary benefits 
contribute to Webdoc’s value capture the same way as the number of Webdoc 
customers. When Webdoc’s valuation increases some value is also captured by the 
developer who receives stock-based compensation. Finally, operating on the basis of a 
pay-per use pricing mechanism, Amazon.com also captures some value when the 
number of the customers and the activity per customer increase.  
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Fig. 7. Welcome workflow 

The new features created by the welcome workflow reduce the energy and time 
costs pertinent to discovering people and content. The introduction of these two 
features contributed to the 250% increase in the log in rate of the Super Users, those 
customers of Webdoc who visit the website at least three times a week. 

4.4 Strategy Implications for Webdoc 

Over the past few months, Webdoc has improved the value its customers perceive 
from the services it offers, by reducing the non-monetary costs associated with its 
services. These improvements have resulted in an increase in the number of 
customers, the activity and the time spent by each customers. However, similar to any 
growth pattern there are limits to this growth.  

We suggest that Webdoc should also become a platform to promote the work of the 
artists who are not famous. A young Sci-Fi writer, an unknown musician or a semi-
professional painter can be the potential new actors in Webdoc’s service system. 
These people should not be merely seen as customers. In fact, they should be taken 
into account as parts of the Webdoc’s value network. Expanding the value network 
results in the creation of a bigger pie for all the organizations and people involved and 
results in creating more value for customers.  

5 Related Work 

The Value Map is an extension to the SAR (Supplier Adopter Relationship) Diagram 
in [43, 44]. The Service System Model is based on the System Diagram [45]. The 
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SAR and the System Diagram are parts of the Systemic Enterprise Architecture 
Methodology (SEAM) [46]. SEAM was designed from the ground up with general 
systems principles and serves to analyze and to assist in the design of business and 
engineering strategies. Developed at Ecole Polytechnique Fédérale de Lausanne 
(EPFL), SEAM has been used for teaching [44] and consulting [47]. 

In developing the Value Map, we are also inspired by the House of Quality [48], a 
quality improvement method, derived from Quality Function Deployment (QFD). We 
integrate the Strategy Canvas [49] as a part of the Value Map. Strategy Canvas is a 
diagnostic framework for strategy development. It enables an organization to 
visualize the competitive factors and the current state of play of those factors within a 
market place and to compare the organization’s offering with those of the industry in 
general.  

Business Model Canvas [24] is a strategic management tool, that assists in the 
development of new, and improvement of existing business models. It is widely 
recognized as one of the most established methods for business model design and 
innovation. The canvas represents value creation and capture in business models by 
nine building blocks: key partners, key activities, key resources, value propositions, 
customer relationships, channels, and customer segments. Business Model Canvas is 
one of the most established methods in the academia and industry for business model 
design, development and improvement. 

6 Empirical Study 

In this section, we elaborate on the empirical study that we conducted to assess the 
usefulness of The Value Map. In this study, we also compared the Value Map with 
Business Model Canvas [24]. Business Model Canvas is a strategic management tool, 
that assists in the development of new, and improvement of existing business models. 
The canvas represents value creation and capture in business models by nine building 
blocks: key partners, key activities, key resources, value propositions, customer 
relationships, channels, and customer segments. Business Model Canvas is one of the 
most established methods in the academia and industry for business model design, 
development and improvement. 

We organized three workshops attended by 14 participants from Iran. The 
participants belonged to various industry sectors, such as automotive parts 
manufacturing, power generation, pharmaceutical and investment. They all held 
executive and senior management positions in their companies and had a minimum of 
8 years of experience.  

The first workshop lasted for 6 hours. In the first part of this workshop, we 
discussed business modeling and problem structuring in organizational decision 
processes. We also explained the theoretical concepts such as value creation and 
capture in business models. Then, we familiarized the participants with business 
model canvas and its nine building blocks. Next, we provided an example of a 
business model represented by the business model canvas. It should be noted that 5 
participants were already familiar with the Business Model Canvas and/or applied it 
in representing a business model.  
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In the second workshop that also lasted for 6 hours, we presented the Value Map, 
its underlying theoretical perspectives along with the example provided in this 
chapter. The participants were then divided in four groups. Each group decided on a 
business idea. In the groups where the members were from the same industry 
background a real business idea was chosen. The groups represented their business 
ideas first with the business model canvas and then the Value Map. We acted as 
facilitators during the sessions and answered to the participants’ questions. When the 
models were completed and presented by the groups. During the presentation of the 
models, we provided feedback on the models to each group.  

The third workshop was held a week after the second workshop lasted for three 
hours. We had asked the participants to reflect upon the usefulness, practicality and 
the potential merits of the Value Map and its positioning with respect to the Business 
Model Canvas. In the workshop, which lasted nearly 3 hours, we debriefed the 
participants. Some of them had tried to apply the Value Map in their organizations 
and shared their experiences with us.  

At the end of the second workshop, a survey questionnaire was distributed among 
the participants. As shown in Figure 8, the participants had to specify whether they 
strongly disagree, disagree, are undecided about, agree or strongly agree with the nine 
statements. The first statement was on the importance of value creation and capture in 
the business model of an organization. Statements 2-5 were derived from the 
proposed future work by Osterwalder in [24: 141] “I propose that future work on 
business models includes testing the following hypotheses developed on the basis of 
the interviews with business practitioners:  
• A business model ontology based visualization tool can help business practitioners 
more quickly understand a business model and the relationships behind its elements. 
• A business model ontology based tool creates a common langue to address business 
model issues and in this regard improves communication between business 
practitioners. 
• Discussing business model issues with a business model ontology based tool (to 
understand business models) has an impact on discussion quality.” 
In statements 6-9, we compare the Value Map and the business model canvas. 

The results show that around 90% of respondents either agree or strongly agree 
with the statements. There is no proposition that is strongly rejected.  

As presented in Table 4, all participants either agree or strongly agree on the 
importance of value creation and capture in the business model of an organization. 
This sheds light on the practical relevance of the topic of the research for the industry 
practitioners who participated in the survey.  

Based on the responses to Statements 2 and 3, almost all of the participants found 
the Value Map a tool that can help them in understanding and analysis of value 
creation and capture by creating a common language that enables them to jointly 
represent, discuss the as-is situation and envision the to-be situation of the customer 
value creation and capture processes in the organization’s business model. Over 85% 
of the participants agreed that the common language created by the Value Map  
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Fig. 8. The questionnaire 

Table 4. Results of the survey - frequency of responses for statements in percentage 

 
Strongly 

Disagree 
Disagree Undecided Agree 

Strongly 

Agree 

Statement 1 0.0% 0.0% 0.0% 28.6% 71.4% 

Statement 2 0.0% 0.0% 0.0% 85.7% 14.3% 

Statement 3 0.0% 7.1% 0.0% 57.1% 35.7% 

Statement 4 0.0% 14.3% 0.0% 71.4% 14.3% 

Statement 5 0.0% 14.3% 7.1% 64.3% 14.3% 

Statement 6 0.0% 7.1% 0.0% 57.1% 35.8% 

Statement 7 0.0% 0.0% 0.0% 28.6% 71.4% 

Statement 8 0.0% 7.1% 0.0% 50.0% 42.9% 

Statement 9 0.0% 0.0% 0.0% 50.0% 50.0% 

 
improves the communication among the business practitioners within the organization 
and thereby positively impacts the quality of the discussions by surfacing the 
practitioners’ implicit assumptions regarding the business model of the organization. 
Finally, the majority of the participants came to the conclusion that the Value Map is 
a useful visualization tool that contributes to managerial decision making processes of 
business practitioners about the value creation and capture in an organization’s 
business model. 
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Based on the results reported in Table 4, the participants found the Business Model 
Canvas a useful method for identifying the building blocks of a business model. As 
stated earlier Business Model Canvas represents the business model by nine building 
blocks: key partners, key activities, key resources, value propositions, customer 
relationships, channels, and customer segments.  

In the Value Map, we represent two building blocks additional to the ones 
conceptualized by the Business Model Canvas, namely: competing offerings and 
product/service offer features. The participants either strongly agree or agree that 
these two additional building blocks are useful and/or necessary for representing an 
organization’s business model. The participants also concluded that Value Map 
models the interconnections between the building blocks of a business model, 
whereas the Business Model Canvas just aims at identifying these building blocks. 
Finally based on the responses to Statement 9 we can state that participants thought 
that the Value Map can complement and augment the Business Model Canvas by 
representing the necessary building blocks of business model of an organization and 
their inter-relations. 

Table 5 illustrates a summary of the statistics of the survey. As shown, the average 
(mean) of the responses to the statements is 4.27 which means the participants either 
agree or strongly agreed with all the statements. The standard deviation for all the 
statements is 0.67, which is relatively small with negative skewness values.  

Table 5. Summary of the statistics of the survey 

 Mean Median STD Skewness 

Statement 1 4.71 5.00 0.469 -1.067 

Statement 2 4.14 4.00 0.363 2.295 

Statement 3 4.21 4.00 0.802 -1.482 

Statement 4 3.86 4.00 0.864 -1.361 

Statement 5 3.79 4.00 0.893 -1.035 

Statement 6 4.21 4.00 0.802 -1.482 

Statement 7 4.71 5.00 0.469 -1.067 

Statement 8 4.29 4.00 0.825 -1.583 

Statement 9 4.50 4.50 0.519 0 

 
To sum up, based on the debriefing in the third workshop,  the participants found 

the Value Map a useful visualization tool that can contribute to the decision processes 
that require competitor analysis, understanding customer needs and preferences and 
the features of the product or service that needs to be designed or improved to meet 
and fulfil the customer needs. Some of the participants stated that the Value Map can 
be of great value for cross functional teams and when applied for organizational 
diagnosis. The discussions with the participants also revealed a number of 
improvement opportunities in terms of adding a quantitative model, simplifying the 
graphical representation, and the parsimoniousness of the conceptualizations. 

Some of the improvement opportunities mentioned by the participants are  
already taken into account in the instantiation of the Value Map in the 
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www.tradeyourmind.com online platform. For instance, the inclusion of the 
quantitative models that can generate numerical analyses of various value creation 
and capture strategies is part of the platform. The step-by-step model generation 
wizard embedded in the www.tradeyourmind.com platform also facilitates the 
development and the presentation of the Value Map. We will try to address the 
remaining points in our future work. 

The participants also commented on the relationship between the Value Map and 
the Business Model Canvas. They were unanimous that the representations created by 
Business Model Canvas can be used as an input to the Value Map. In other words, the 
Value Map makes explicit the relationships between the building blocks of a business 
model represented in the Business Model Canvas.  

7 Conclusions 

In this paper, we introduced the Value Map as a problem structuring method (PSM) 
that aids in conceptualization and representation of value creation and capture in 
service systems. The Value Map is grounded in the theoretical insights from 
economics, management science and (services) marketing literature, drawing 
principally upon work from the past two decades on value creation and capture, 
including theories, frameworks, constructs, and other models. We illustrated the 
usability and applicability of our framework by modeling value creation and capture 
in Webdoc’s service system. We also briefly presented the results of a survey 
conducted to assess the usefulness of Value Map and compare it with Business Model 
Canvas. 

This research suffers from a number of limitations. We used data synthesized in a 
single case study to illustrate the applicability of the Value Map. Despite the fact that 
the data for the case study was gathered from a project we conducted in a company, 
we believe we need to apply the Value Map in several other contexts to be able to 
fully assess the practical relevance of its representations. Thus, in our future work we 
will focus on applying the Value Map in a number prospective business cases. This 
will definitely result in a better evaluation of the applicability of the Value Map.  

The second limitation of this research concerns the empirical study we conducted 
to evaluate the usefulness of the Value Map. The fact that all the participants in the 
survey were from Iran and the relatively small sample size limit the generalizability of 
the findings of our research. To tackle this limitation, the same study should be 
conducted among executives and managers from different countries.  

Lastly, the articles based on which the conceptualizations underlying the Value 
Map were developed are not exhaustive. Despite the fact that we synthesized over 30 
well-cited articles on value creation and capture that were to the best of our 
knowledge seminal to the field, some relevant work still may not have been included 
in the review of the literature.  Inclusion of such articles can bring in new modeling 
constructs or fine-tune and improve the existing constructs in the Value Map. 
Refining our conceptualizations based on the existing work that has not been included 
in the study will also be a part of our future work. 
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